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Preface 

2012 International Conference on Environment Science and 2012 International 
Conference on Computer Science (ICES 2012/ICCS 2012) will be held in Australia, 
Melbourne, 15–16 March, 2012. 

The topics of the conference are focused on environment science and computer 
science. Relevant materials are also included into the conference programs. From the 
386 pieces of submissions, 98 pieces of abstracts are selected for presentations in the 
conference. We have divided the papers into two volumes: 

Volume 1 Advances in Computational Environment Science contains the 2012 
International Conference on Environment Science (ICES 2012) papers. Environmental 
science is an interdisciplinary academic field that integrates physical and biological 
sciences, (including but not limited to Ecology, Physics, Chemistry, Biology, Soil 
Science, Geology, Atmospheric Science and Geography) to the study of the 
environment, and the solution of environmental problems. Environmental science 
provides an integrated, quantitative, and interdisciplinary approach to the study of 
environmental systems. Related areas of study include environmental studies and 
environmental engineering. Environmental studies incorporate more of the social 
sciences for understanding human relationships, perceptions and policies towards the 
environment. Environmental engineering focuses on design and technology for 
improving environmental quality. Environmental scientists work on subjects like the 
understanding of earth processes, evaluating alternative energy systems, pollution 
control and mitigation, natural resource management, and the effects of global climate 
change. Environmental issues almost always include an interaction of physical, 
chemical, and biological processes. Environmental scientists bring a systems approach 
to the analysis of environmental problems. Key elements of an effective environmental 
scientist include the ability to relate space, and time relationships as well as 
quantitative analysis. 

Volume 2 Advances in Computational Environment Science contains the 2012 
International Conference on Computer Science (ICCS 2012) papers. Volume 2 contains 
some topics in intelligent system. There are 51 papers were selected as the regular paper 
in this volume. It contains the latest developments and reflects the experience of many 
researchers working in different environments (universities, research centers or even 
industries), publishing new theories and solving new technological problems. The 
purpose of volume 2 is interconnection of diverse scientific fields, the cultivation of 
every possible scientific collaboration, the exchange of views and the promotion of new 
research targets as well as the further dissemination, the diffusion of intelligent system, 
including but not limited to Intelligent System, Neural networks, Machine Learning, 
Multimedia System and Applications, Speech Processing, Image & video Signal 
Processing and Computer�Aided Network Design the dispersion.  



VI Preface 

The proceedings contain a selection of peer-reviewed papers that will be presented 
at the conference. We are thankful to all authors and reviewers who make the present 
volume possible. The rigorous review of the submissions by the invited reviewers has 
been highly acknowledged. Their comments and suggestions are important to improve 
the quality of the publications. We hope the book will be a useful guide environment 
science, computer science and the relevant fields. 

On behalf of the organizing committee, I would like to extend my thanks to all the 
members who serve in the IERI committee. Their suggestions, impressive lectures 
and enlightening discussions have been critically important for the success of the 
conference. The sponsorship of Springer is gratefully acknowledged. 

 
 

Garry Lee 
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Performance Analysis of Virtual Force Models  
in Node Deployment Algorithm of WSN 

Ren Xiaoping1, Cai Zixing1, Li Zhao1, and Wang Wuyi2 

1 School of Infor. Science & Engineering,  
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2 Shanxi Institute of Metrology, Supervision & Verification,  
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Abstract. Node deployment is an essential and important issue in WSN for it 
not only determines the energy cost and communication delays for sensors 
network, but also affects how efficient and maximum a region is covered and 
monitored by sensors. Virtual force models receive more interests in coverage 
algorithms of node deployment of WSN. In this paper we analyze the 
parameters of four virtual force models, and then choose four evaluation 
factors, which are coverage increment scale, iterative number, coverage 
efficiency and average movement distance of nodes, to evaluate these virtual 
force models. We proved that virtual force model of three parameters was a 
better one, as well as force model which don’t considering its force value but 
direction. 

Keywords: WIreless sensor network, virtual force, force model, network 
coverage, node deployment. 

1   Introduction 

WSNs have the advantage of strong synergies[1], its most important task is to monitor 
the surrounding environment[2], and transmit the information to the console. 
According to the environmental monitoring, deploying the sensor nodes rationally will 
help improving coverage and target detection efficiency of WSNs and reduce energy 
consumption. Therefore, the coverage method is an important issue in WSNs, which 
reflects the quality of the networks’ perceived service [2]. In order to ensure coverage 
capabilities and control costs, the researchers proposed a hybrid network by adding 
mobile robot or sensor nodes into WSN. The hybrid-perception networks, which 
consist of static nodes and mobile nodes, adjusting the locations of nodes dynamically 
and renovate networks’ blind coverage areas through re-deploying of mobile nodes, 
and then improving the network performance effectively [3]. 

In recent years, virtual force algorithm for deployment of sensor nodes has attracted 
extensive attentions [1][4][5]. This idea is inspired by combination of virtual repelling 
forces in order to estimate the directions and locations of nodes’ movement. It can 
maximize the coverage of sensor nodes. Akkaya proposed a distributed actuator 
configuration algorithm, ensuring coverage as well as connectivity between nodes. 
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However, this algorithm still has non-covered blind area. This paper, which was based 
on [7], analyzed the effects of parameters on several commonly used virtual forces 
models, and then compared the performance of these four models, hoping to provide a 
reference for virtual force model selection of the coverage algorithm of WSN. 

This paper is organized as follows: the next section discusses the system model, 
assumptions, and four evaluation standards. Details of four virtual forces models are 
discussed in section 3 and the experiment of these four models is in section 4  
Section 5 concludes the paper with a summary. 

2   Problem Description and System Modeling 

Principles of coverage algorithm based on virtual force model can be described as 
follows: the repulsion and gravitation exist among sensor nodes as well as barriers to 
nodes. Nodes spread outwards under repulsion reducing the coverage redundant area, 
on the other hand, they gather together under the force of gravity, reducing the blind 
coverage area [3]. Each node moves according to the resultant force it suffers, and 
regulates the deployment strategy adaptively through the balance of forces [1]. 

2.1   Question Model and Assumption 

Assume that WSN network, which consists of m fixed nodes and n  mobile nodes, 

randomly deployed in a two-dimensional square area A . V is the set of mobile 

nodes, and each node i  has a global coordinate ( , )i ix y . Note that two mobile nodes 

do not exist at the same location. Additionally, all these nodes have the same 

communication distance cr . Node i  and j  are neighbors if j  is in the 

transmission scope of i  , and their edge is ( , )e i j , ( , )ijd d i j= is their  

Euclidean distance. Node i ’s coverage scope is a circle, that is 

{ | ( , ) , 1,2,.., }iS k A d k i r i n= ∈ ≤ = . Mixed network’s topology is denoted 

by ( ) ( , ( ))c cG r V E r= , while ( ) { ( , )| , }
c ij c

E r e i j d r and i j V= < ∈ . ( )cG r is the union of all 

nodes’ coverage scope, denoted by GS ,thus, G iS S=∪ .Let iλ  be the degree of node 

i ,denoting the number of neighbors around, and iL  denotes neighbor list of node i . 

2.2   Performance Evaluation Standards 

• Coverage Increase Scale 

Total area coverage of all nodes is GS before movement and '
GS after reconfiguration, 

then coverage increase scale as ϕ  is shown in (1): 

'( ) /G G GS S Sϕ = −                          (1) 

We can see that ϕ  is an important indicator to evaluate the nodes’ coverage 

performance of coverage algorithm in WSN. 
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• Coverage Efficiency 

The coverage efficiency η , which is used to evaluate the utilizing rate of node’s 

perception scope, can be defined as: ratio of  the union '
GS  to the sum of all nodes’ 

coverage scope in area. 
' 2/( )G cS n rη π= ⋅                           (2) 

• Nodes Average Movement Distance 

1
is is start of node i  and i

ns  is destination .The node location sequence during move 

can be denoted by 1 1 1, , , ,i i i i
n ns s s s−… , and then the average movement distance iζ  

of  node i  is expressed as[2]:  
1

1
1

1
( , )

i
i i

i j j
ji

d s s
λ

ζ
λ

−

+
=

= ∑                           (3) 

Thus, nodes average moving distance δ  is denoted by 
1

1 n

i
in

ζ
=
∑ ,and the smaller δ  

is, the less energy the network consumes. 

• Iterative Number 

Besides, the iterative number χ  is also an important standard to measure an 

algorithm. 

3   Selection of Virtual Force Models 

Assuming that there are only three nodes 1N , 2N , 3N  which are deployed 

in A randomly. 12f is the repelling force on 2N from 1N ,and 32f is repelling force 

on 2N  from 3N . While the direction angle ijθ is  arctan( )ijk , ijk  is line slope from 

node i to j . Since there may be several forces effecting on an actor node, the node 

should get the combined forces based on vector addition method. 

Akkaya defined ( ) ( ) / 2ij c i jf d r d= −  in [6], they didn’t analyze the impact of 

selection of virtual force models in coverage algorithm. Generally speaking, the 
selection of force model in coverage algorithm is inspired by forces models in 
physics, such as gravity, intermolecular forces, as well as elastic forces defined by 
Hooke's Law, etc[5]. We choose some forms of force models of representation to 
analyze their performance.  

Let: 

 
1

0,

,
2

ij c

c i j

ij c

d r

vf r d
d r

≥
= −

<

⎧
⎪
⎨
⎪⎩

                           (4) 

where ijd  denotes the distance between i and j [7]. 
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Coulomb force between charges is also a force model frequently used in node 
deployment algorithm, it can be expressed as [5]: 

2

2

0,

,

ij c

i j

ij c

ij

d r

QQvf
d r

d

κ
≥

=
<

⎧
⎪
⎨
⎪
⎩

                            (5) 

where iQ and jQ are the quantities of electric charge; κ is the proportional 

coefficient. Here iQ and jQ is degree of nodes, equal iλ  and jλ . 

Another kind of virtual force model is to adjust the attributes of interaction force 

between sensor nodes by using thd , threshold of distance. Expression of 3vf is shown 

in (6), where Aw , Rw and thd  are three parameters. 

3

0, ,

( ),

1 1
( ),

ij c ij th

A ij th c ij th

R ij th

ij th

d r d d

vf w d d r d d

w d d
d d

≥ =

= − > >

− <

⎧
⎪
⎪⎪
⎨
⎪
⎪
⎪⎩

                  (6) 

Assume that the coordinates of nodes 1N , 2oldN , 2newN , 3N are 1 1( , )x y , 2 2( , )x y , 
' '
2 2( , )x y  and 3 3( , )x y  respectively. 12k  and 32k can be computed as follows[7]. 

 12 2 1 2 1

32 3 2 3 2

( ) /( )

( ) /( )

k y y x x

k y y x x

= − −⎧
⎨ = − −⎩

                       (7) 

From (7) we can compute 12sinθ , 12cosθ , and the same to 32sinθ and 32cosθ .Then 

we can compute the final addition of two vectors 12f  and 12f on 2O  through 

2 12 12F f f= + . That means: 

2 2
2 12 32 12 32 12 32 12 322 (sin sin cos cos )F f f f f θ θ θ θ= + + +             (8) 

The direction of 2F is: 

 
2 2
32 12 12 32

2 2 2
12 32 12 32 12 32

1 ( ) 1 ( )

1 ( ) 1 ( )

k f d k f d
k

k k f d k k f d

+ + +
=

+ + +
                 (9) 

From all above forces models and computing method, we can see that the distance and 
movement direction of nodes depend on virtual forces, including its value and 
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direction. Along the direction of composition forces 2F  ,node 2N move from 

2 2( , )x y to a new location ' '
2 2( , )x y .However, for all the virtual forces models are 

stimulate the forces among nodes, however it doesn’t exist. Here we consider another 

kind of force model 4vf .While we have computed 12sinθ , 12cosθ , 32sinθ and 

32cosθ . When computing the forces, we assume all the forces are unit vectors. 

Then we can compute the final slope of 2F  is: 

12 32
2 2 2

12 32 12 32

sin sin

(sin sin ) (cos cos )
k

θ θ

θ θ θ θ

+
=

+ + +
                (10) 

Then in the program, we use Step  value to control nodes how far to move while in 

one iterative computing. That means every node moves Step far away from current 

location to the stop location along the direction decided by 2k .In the next time, every 

nodes will compute new 2k and move again. Expression of 4vf can be described as 

follows: 

4

0,

1,
ij c

ij c

d r
vf

d r

≥
=

<
⎧
⎨
⎩

                            (11) 

4   Simulaton Experiment  

We realized the simulation of algorithm based on MATLAB7.9 and NS2 simulator. 

A is a square area of 300 300× 2m ,and mobile nodes which are generated by NS2 
setdest tool, are randomly deployed in A .The number of sensors, respectively, are 

100,200,…,600. cr is 20 m ,and algorithm procedure refers to [7]. 

In the simulation, Step  value of program is associated with computing time. We 

should adopt a proper Step value with less loss of simulation accuracy and at the 

same time reduce the computing time. For the max nodes number is 600, we 
set Step equals 1. 

4.1   7B Influences of  κ on 2vf   

As shown in Figure 1, 160n = , κ ranges from 010 to 610 ,we can see there’s no 
significant change in iterative number, which reflects thatκ value has no effect on . 



6 R. Xiaoping et al. 

2vf .

0 2 4 6
1395

1400

1405

K(log10)

It
er

at
iv

e 
N

um
be

r

0 2 4 6
1.622

1.624

1.626

1.628

1.63

K(log10)

In
cr

ea
se

 S
ca

le

0 2 4 6
130

130.5

131

K(log10)

N
od

es
 A

ve
ra

ge
 M

ov
e 

D
is

ta
nc

e

0 2 4 6
0.858

0.859

0.86

0.861

K(log10)

C
ov

er
ag

e 
E

ff
ic

ie
nc

y

 

Fig. 1. Influences of κ on 2vf  

4.2   8BInfluences of thd , Aw  , Rw on 3vf  

Parameters influences can be discussed in three situation: when 1Aw = , 3Rw = , thd  

influences on 3vf ;  when 3Rw = , 0.8th cd r= , Aw  influences on 3vf ; 

when 1Aw = , 0.8th cd r= , Rw  influences on 3vf , 300n = .The simulation result 

was shown in a figure with the same evaluation standard , note that we only show the 

scale of thd ,which is 0.1,0.2,...,15 . 
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From the results of simulation in figure 2,we can find that when th cd r> , χ , ϕ , 

η  and δ  gradually increase with increasing of thd ; when th cd r< , χ , ϕ , η , 

δ  gradually reduce with increasing of thd ; χ  and δ  gradually increase with 

increasing of Aw , although the rate is not obvious; χ  and δ  gradually reduce 

with increasing of Rw . Both η  and ϕ  haven’t changed along with Aw and Rw  , 

so we consider that Aw
 
and Rw

 
have no relationship with η  and ϕ . Thus, we 

draw the conclusion that thd can be used to adjust the network’s coverage 

performance. Aw
 
and Rw  can control the algorithm’s execution time and network’s 

total energy consumption[9]. 

4.3   9BPerformance Analysis of Four Virtual Forces Models 

In this section, we analyze the performance of four virtual force models under varied 
number of nodes. Considering that nodes number are not very large, in this section we 
set 0.1Step =  to ensure the accuracy of algorithm. Parameters are set as follows: 

1κ = , 1Aw = , 5Rw = , 0.8th cd r= . 
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Fig. 3. Comparison of performance of four virtual force models 

From figure3 we can obviously find that 3vf  and 4vf  are better than 1vf  and 2vf , 

2 1vf vf> . 3vf  and 4vf  have similar performance, as is shown in table 1. It declares 

the average value in this stimulation experiment. 
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Table 1. Comparision of  1vf , 2vf , 3vf  and 4vf  

Virtual 
Model 

Iterative 
Number χ  

Coverage 
Increase Scaleϕ

Average Moving 
Distanceδ  

Coverage 
Efficiencyη  

1vf  1502.84 2.1588 146.8 0.8464 

2vf  1760.46 2.2158 164.9 0.8579 

3vf  3560.15 2.2522 270.9 0.8661 

4vf  3656.61 2.2575 271.5 0.8653 

5   Conclusion 

In this paper, we analyze four kinds of virtual force models used in node deployment 

algorithm of WSN. 1vf
 
has no parameters and it can not adjust performance of 

coverage; κ value of 2vf  has no relation with deployment result; thd , Aw
 
and Rw

 
are three important factors of 3vf ; then we proposed 4vf

 
without considering value 

of force but only using its directions is of the same performance to 3vf , and it is 

convenient for its no need to select parameters. Although the virtual force model 4vf  

has better results in algorithm, it is also necessary to evaluate synthetically from the 
network energy consumption and iterative number. 
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Abstract. According to the extensive application of the video monitoring 
system, the application of applying the Web technology to the video monitoring 
system is studied. Based on the analysis of the concept, development situation 
and the necessary software used for system development, the total structure of 
the video monitoring system based on Web technology is given. According to 
the function, the system is divided into four function modules which are 
communication, video controlling services, data storage and client control. The 
design method of center server of the video monitoring system based on Web is 
discussed mainly, its composition structure and working process are analyzed, 
and the main functions of the center server are realized by programming. The 
software running shows that the users can control the remote working fields by 
browser. 

Keywords: video monitor, center server, total structure, ASP.NET. 

1   Introduction  

Along with the social progress and rapid development of technology of computer, 
image progressing, communications and network, monitoring technology have 
updated continuously. New kinds of security equipment emerged, and monitoring 
systems have changed dramatically. The so-called video surveillance system is the 
combinative system of monitoring and controlling relative region through images. 
Monitoring is to exam the site that is interested in or in need of security, and 
controlling is the necessary operation on certain equipment. Motoring system has 
played an important role on ensuring the safety of people’s life, property and the 
automotive production processing from the date of birth. 

As the rapid development of network technology, a number of monitoring system 
has developed into the system with multimedia network function mainly based on 
Web, which is not only can transfer images, audio, text, etc., but also can interact 
information from multiple monitors, and the center controlling room can check the 
end of each monitoring information[1]. 

This paper discusses the video surveillance system components based on Web, and 
analyzes the function and design of the server.  
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2   Web Video Controlling System 

A.   Structure of the Remote Controlling System  

Web-based remote video monitoring system is composed of center server, video 
server and client. The three parts are connected as the organic whole through Internet, 
which all play an important role. The structure of the system is shown as Fig. 1. 

 

 

Fig. 1. Total structure of web video controlling system 

In this system, the role of the only one center server is to play a center node, and 
the controlling points are more scattered in various controlling points through the 
center server together, which form a unified video surveillance group to monitor 
multiple controlling points. 

Video server uses an industrial controlling computer including video capture cards 
which connect with video output of the camera to realize video capture. Industrial 
computer connects to a dedicated decoder through a serial port, and the decoder 
connects to controlling input of the camera to control a variety of head and camera 
movement, the alarm signal processing. Similar to the video server, the center server 
operating system is installed on Microsoft Windows 2000 server and network 
information server is Microsoft IIS. The relative software installed on the server 
includes Microsoft.NET Framework, server software of video surveillance, video 
monitoring web pages and software communicating with the center server[2]. 

Client is the operating interface of users which mainly refers to the web users 
browsing. The client includes website monitoring group home page, controlling point 
management page, multi-site monitoring screen preview page, single site video 
monitoring page. In the above pages, single site monitoring video page is placed on 
the monitoring server, and the other pages are placed on the center server. 

B.   System Function Module 

From the functional module, the system can be divided into communication module, 
video monitoring service module, data storage module and the client control module. 

Video server 1 

Video server 2 

Video server N 

User 1 

User N
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In the system communication module is composed of the client in the video server 
and server in the center server of web communication software, and its function is to 
link the distributed video servers together into a video surveillance system. 

Data storage module is the database systems SQL in the center server, mainly used 
to store video server information and user information. Video monitoring service 
module refers to the video surveillance server, and its function includes video 
services, video capture, motion detection, video, head and camera control[3]. 

Management module of the client is composed of group home page in the center 
server, video surveillance web in various video servers and the browser on the client. 
Its main function includes user login management, video surveillance point control, 
picture preview of all controlling points, video surveillance of a single controlling 
point, control of manipulating console and camera, parameter setting of motion 
detection and video parameter setting. 

3   Design and Implementation of Center Server of Video 
Controlling System 

A.   Function of Center Server 

Center server is responsible for the registration of each user and rights management, 
recording all operation of the video server, checking and recording the video server 
working state including alarm and work abnormality. It is equivalent to headquarters 
which can make decisions, monitor and record all actions for inquiries. 

The function of center server is as follows: 

1) work as  video server in management systems. 
2) manage the users and their permissions of the whole system. 
3) monitor and manage system operations and video streaming activities. 
4) focus on achieving the user's authentication and authorization. 
5) release system resources news. 
6) store video files in video servers and support document retrieval and playback. 
7) manage system log. 

It shows that the management server function is cumbersome and important, so in the 
actual implementation, we can simplify the unnecessary function to make the design 
as simple as possible considering stability and reliability of the system. Additionally, 
we can decompose the function, and use the distributed management to increase 
system reliability.  

B.   Structure of Center Server 

Center server is a center WEB server of a video monitoring group, which is used to 
provide relative information of video monitoring web and video link services. It is a 
main site of the remote video monitoring system and the site where the WEB is. 
Before the provision of services, all controlling points must register to the center 
server and add to the video surveillance base[4]. 

The operating system installed on the center server is Microsoft Windows 2000 
Server and the network information server is Microsoft IIS. The relevant software 
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installed on the server is Microsoft NET Framework. As the page in the WEB server 
uses NET framework, so the installation of Microsoft .NET Framework is main to 
provide a good environment for the normal operation and serve of the object code. 
Microsoft SQL Server 2000 is mainly used to store relevant user information, the 
center server information, information of video surveillance group related to WEB. 
HTML is used to provide user access interface. Software communicating to video 
server is used to receive information from video surveillance point to the center 
server, and it mainly includes IP of controlling points and storage location of capture 
picture. 

 

 

Fig. 2. Formative progress of website video controlling group 

C.   Working Process of Center Server 

System workflow can be divided into two parts: formation process of video 
monitoring group and the process of user access controlling points. The following 
introduces the former. Fig. 2 is the formation process of the video monitoring group. 

Fixed IP and domain name of center server 

Center server starts the server of communication software 

Center server is ready 

Remote video server starts and acquires a new IP 

Start the video server and the client of communication software 

Video server sends relevant information to the center server 

Center server updates the information to database 

Center server manages the website groups 
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After the formation of video surveillance group, the user can achieve the visit to 
the control group through accessing the home page of a center server. Fig. 3 is the 
process of the user accessing web video monitoring group. 

 

 

Fig. 3. Process of user accessing video controlling group 

4   Function Implementation of Center Server 

Function of the center server is simpler than video server. It mainly plays as the primary 
site. It has two main functions. Firstly, it is the preview function of all controlling 
points. Through this function, users visiting the home page can see screenshots of all 
sites regularly, so you can simultaneously monitor multiple controlling points. 
Secondly, all of the monitoring sub-site addresses achieve redirection through a center 
server, so that users can access the needed controlling points through the main site. 

A.   Site Setup of Center Server 

The normal running of ASP.NET site needs web pages, relevant programs, and site 
configuration file. We open Visual Basic.Net 2003, construct the new site, the system 
will automatically creates the configuration file of this site. We can simply modify the 
file[5]. 
 

Pass 

Fail End 

Video server continuously updates the screenshot 
information

Authentication

User access the pages of center server 

User interface gets the lasted preview of websites 

User selects the monitoring site needed 

Center server opens the web pages of video server 

User watches and controls the video site  
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In this paper, the configuration is as follows. 

1) Set DengLu.aspx as the starting page of the site. Before the user successfully 
logs in, no matter the user browses any page, he will be redirected to the log 
file DengLu.aspx and required to log on. 

2) Set the authentication strategy Forms, which is form patterns. Authentication 
strategy is more useful, in this document we set authentication strategy as 
Forms. It must be explained that form authentication model is tested by the 
cookie object, so it can normally work only when the client starts cookie. In 
addition, the document also set Cookie object named CheckPwd which is used 
to achieve authentication form mode. 

3) Set the site to refuse to authorize the person without entering account. 

B.   Implementation of Preview Function of Center Server 

1) All the video server is numbered and registered, and the registration number will 
write to the database table in the sub Website. The registration information 
includes video server number, name, IP address, the link address of a screenshot, 
status and notes, as shown in Tab. 1. 

Table 1. Register information of video service 

ID    Nam             URL           ImgURL          State Remark 
001  Site 1   http://192.168.0.55/x/    http://192.168.0.55/     1        -- 
                                        pic/img.gif  
002  Site 2   http://192.168.0.66/x/    http://192.168.0.66/     1        -- 
                                        pic/img.gif  

 
2) Center server receives IP address sent by video server and link address 

information of screenshot and updates the database through communication 
software of video server. The function of the video server communication module 
is to send number, name, IP address, the link screenshot, current status, the 
related information to the center server. The specific implementation of the 
communication module is to use NMHTTP of DELPHI to complete HTTP 
communication.  

3) When the user opens the center server home page, the center server can monitor 
the home page according to information dynamic website of database. In the 
home page, it can display more than one screenshot images of controlling point. 
Client generates the relevant preview image of multiple controlling points 
according to the number of the controlling point, and direct the address of images 
to URL of monitoring screenshot file, and set the hyperlink of image as URL of 
monitoring page. When a screenshot of controlling point is refreshed, you can 
achieve the preview screen of multiple monitoring points as long as the client 
refreshes the image regularly. When the user wants to monitor the designated site, 
he can log on to response site as long as he clicks the specified image with the 
mouse. Preview page of multiple controlling points is shown in Fig. 4. 
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Fig. 4. Preview of multi-site 

5   Conclusion 

Video monitoring system based on Web combined with technology of ASP.NET, 
database, multimedia video, computer network achieve networking and intelligent 
network management, enabling users to connect to remote video surveillance site 
through browser on the Internet, and realize video transmission. 

This paper discusses the basic structure and work flow of video monitoring system 
based on WEB, designs center server based on the database SQL SERVER and 
interface ASP.NET, in which the table creation and data is the core of the center 
server. In the existing video surveillance we introduce Web serve according to the 
characteristics of Web serve, to standardize the data and simplify the management 
process. We design a new architecture for the management server to make the system 
maintain more secure, reliable and easier. 
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Abstract. In order to obtain a comfortable indoor environment, a fuzzy central 
air-conditioning controller is designed by using fuzzy control theory, and a 
digital sensor SHT11 is used to measure temperature and relative humidity. For 
the purpose of reducing electric wires in the room, the radio frequency 
technology is applied in the circuits of the sensor and the controller, through 
which data and commands are transferred or received. In order to obtain a finer 
performance, a fuzzy algorithm is proposed in the controller, which controls the 
three-speed fan coil motor of the central air-conditioning to make a suitable 
environment through an output parameter. The practical operation has tested the 
controller is reliable and stable. 

Keywords: fuzzy control, air-conditioning controller, radio frequency technology. 

1   Introduction 

Compared with a general air-conditioning, a central air-conditioning has the characteristics 
of energy saving, comfortable, convenient adjustment, low noise and little vibration [1~3], 
and it controls the temperature and relative humidity through the speed of the fan coil 
motor. In order to obtain a comfortable environment and achieve auto-regulation function, 
an artificial intelligence controller is designed according to the room’s temperature and 
relative humidity. Every room needs one sensor for achieving independent control. The 
temperature and the relative humidity are regarded as the input variables to control the 
speed of the fan coil motor, which is the control part of the central air-conditioner. In order 
to reduce the number of electric wires in a room, the wireless network technology is used 
based on the integrated chip CC2420 [4]. For getting an excellent control effect, a fuzzy 
algorithm is adopted in the controller. 

In this paper, a single chip ATmega128L (8 bits) is used, and it is designed with 
the 2.4GHz wireless module CC2420 to build a communication knot. The rest of the 
paper is organized as follows: The hardware structure of the controller, the fuzzy 
algorithm, and the summary of the controller. 

2   Work Principle and Hardware Structure  

As shown in figure 1, the hardware of the controller system includes two parts: sensor 
modules and one controller of the fan coil motor (the central air-conditioning). The 
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integrated chip SHT11 in the sensor module is selected to measure temperature and 
relative humidity in a room, and the parameters are sent to the controller of the fan 
coil motor module through the RF module. After receiving the parameters, the 
controller of the fan coil motor is selected a suitable speed to work by fuzzy 
algorithm. In order to obtain the good performance, the fan coil motor is select three-
speed to control. ATmega128L is selected as the MCU in the system, which has 
enough capability and low energy in the controller. Once the ATmega128L is out of 
order, its watch dog circuit will be reset and ensure the sensor module and the 
controller operate steadily. 

 

 
 

(a) One of the sensor modules 
 

 

 
 

(b) The controller of fan coil motor 

Fig. 1. Hardware structure of the controller system 

2.1   Temperature and Relative Humidity Sensor  

SHT11 is an integrated digital sensor with two wires bus, which is used to measure 
the temperature and relative humidity at same time. It can measure the temperature 
range from -40o to 123 o with ±0.1 o accuracy; and the relative humidity range from 0 
to 100% RH. The ATmega128L of the sensor module picks up the temperature and 
relative humidity every 3 minutes and then sends the two parameters through the RF 
module by inquiring mode. 

2.2   RF Module 

In the RF module [4], we use the chip of CC2420 to accomplish the data transmission, 
which provides a spreading 9 dB gain and an effective data rate of 250 kbps by a 
digital direct-sequence spread-spectrum modem. The CC2420 is a low-cost, highly 
integrated solution for the robust wireless communication in the 2.4 GHz unlicensed 
ISM band. In our application it is used together with the ATmega128. According to 
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the designation of the hardware circuit, the program idea is: using the SPI port of the 
MCU to initialize CC2420 firstly, and then transmitting or receiving the two 
parameters individually in the two RF modules. The program flow charts are shown 
in figure 2 and figure 3, in which the process of the sending massage and the 
receiving massage are described. The RF receiver module of the controller adopts 
inquiring mode. 

 

 

Fig. 2. The flow chart of sending massage program 

2.3   The Control Circuti of the Fan Coil Motor  

In our central air-conditioning system, a three-speed motor is applied, which is 
controlled by the command output of the controller. The motor of the fan coil is 
controlled by the control circuit, in which there are three set of control chips: two-way 
SCR TLC336A and two-way SCR drive circuit MOC3041.The output of the 
command is calculated from the fuzzy algorithm. . 

3   Fuzzy Algorithm  

The fuzzy algorithm [5~9] of the controller system has two input variables: 
temperature and relative humidity.  

N

Y

Begin 

Wait until CC2420 idle 

Close all the interrupts 

Wait until RSSI is efficient 

Enable CC2420 to emit preamble
sequence

Write information into CC2420 

Wait data sending completely 

Require the ACK 
signal?

Wait the ACK signal return 

Return 
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Fig. 3. The flow chart of receiving massage program 

The output is the speed command of the fan coil motor. The algorithm can be 
separated into three parts: fuzzy input variable, fuzzy reason & judgment, and fuzzy 
output variable. According to the temperature and relative humidity, the fuzzy 
algorithm will make the input variable to change fuzzy quantity in order to carry out 
fuzzy reason and decision-making. 

The controller algorithm is designed as follows. 

3.1   Making Precise Quantity to Fuzzy Quantity 

This system adopts the two-dimensional fuzzy controller algorithm which is widely 
used at present. Suppose the fuzzy variables are that: “e” stands for the temperature 
difference, “el” stands for the relative humidity difference, “f” stands for the output 
variable. The corresponding fuzzy variable values are selected as follows: 
 

e= {NB, NS, ZO, PS, PB} 
el= {NH, NL, ZO, PL, PH} 
f = { L, M, H } 

Receive information 

Read the package length 

Begin 

Return 

Data processing 

Whether ACK
or not?

Read the controller byte 

The length is
right?

Is the data
overflowing?

Announce 
receiving 
successfully

Receive other information 
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To blur the quantity, it needs to obtain subordination function of various words 
collection. 

1)  Blurring subset subordination function of the temperature  

In the controller, the temperature difference is divided into 7 grades, {-3, -2 -1 0, 1, 2, 
3}. The statistic table 1 is obtained through statistics as follows. 

Table 1.  Fuzzy Variable Assignment Table 

 

2) Fuzzy subset subordination function of the relative humidity 

In the controller, the relative humidity is also divided into 7 grades, that is {-3,-2 -1 0, 
1, 2, 3}, the statistic table 2 is obtained as follows to show the variable “e1”. 

Table 2. Fuzzy Variable “EL” Assignment Table 

 
 

3) Fuzzy subset subordination function of output variable 

The range of the output quantification is divided into 7 grades through statistics: {0, 1, 
2, 3, 4, 5, 6 }, which is shown in table 3. 
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Table 3. Output Variable “F” Evaluation 

 

3.2   The Formation of Fuzzy Control Rule 

Considering the fuzzy controller with double inputs and one output, its control rule 
can be written in the following form: 

if e=Ai and e1=Bj then f=Cij (i=1,2,…,n; j=1,2,…, m) 

Where, “Ai” is the fuzzy subset of temperature difference; “Bj” is the fuzzy subset of 
the relative humidity changing rate e1; “Cij” is the fuzzy subset of the output variable. 
According to the practical running experience, we obtain the following control rule, 
which is shown in table 4. 

Table 4. Fuzzy Reasoning Rule 

 

3.3   Fuzzy Reasoning 

The rule of table 4 can be summarized as a fuzzy relation R, that is: 

( )i j ij
ij

R Y A B C= × ×
 

R’s grade of membership is: 
,

1, 1
( , , ) ( ( ) ( ) ( ))

i n j m

R Ai Bj Cij
i j

x y z x x xμ μ μ μ
= =

= =
= ∨
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When the input fuzzy variable selects “Ai”, “Bi” individually, the output value “Cij” 

can be obtained by the fuzzy reasoning. 

( )ij i jC A B oR= ×
 

Then the output value C’s grade of membership is:  

,
( ) ( ( , , ) ( ) ( ))C R A B

x X y Y
z x y z x yμ μ μ μ

∈ ∈
= ∨ ∧ ∧

 
According to the last formula, and the grade of membership of output, we adopt the 
method of weighted mean, so the precise quantity is: 

( ( ) ) / ( )f ff fi fi fiμ μ= ⋅∑ ∑  

4   Conclusion 

The practical experiment has testified the controller system is reliable and stable. 
Based on the wireless technology and the fuzzy control algorithm, the central air 
conditioning can save energy and get a comfortable environment for users. 
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Abstract. Daily power load forecasting plays a significant role in electrical 
power system operation and planning. Therefore, it is necessary to find 
automatic interrelations of data and select the optimal structure of model. 
However, obtaining high accuracy by using single model for short-term load 
forecasting (STLF) is not easy. In this paper, Group Method of Data Handling 
(GMDH) is applied to forecast electric load demand of New South Wales 
(NSW) in Australia from January 17, 2009 to January 18, 2009. Compared with 
outcomes obtained by ARIMA, we demonstrate that GMDH is a better method 
for STLF. 

Keywords: Group Method of Data Handling (GMDH), short-term load 
forecasting (STLF), ARIMA. 

1   Introduction  

Electric load demand plays a significant role in the planning and secure operation of 
modern power systems, more and more researches have been dedicated to it. In 
general, load forecasting can be classified into three categories: short-term, mid-term 
and long-term load forecasting. Compared with mid-term and long-term load 
forecasting, short-term load forecasting (STLF) plays a more important role for its less 
inherent difficulties. 

A great number of models and methods have been used for STLF in recent years. 
Artificial neural networks evolved by a genetic algorithm for short-term load forecasting 
was presented in [1], the best-evolved artificial neural network were found to accurately 
forecast one-day ahead hourly loads not only on weekdays, but also on weekends. A 
new class of nonlinear models which are known as smooth transition periodic 
autoregressive (STPAR) models were used in [2] for STLF, and the performance of a 
simple autoregressive process, a naïve benchmark and a feed forward, back propagation 
artificial neural network for STLF were listed in the paper to show the predictive ability 
of STPAR. Different parameter combination using a support vector regression (SVR) 
model will cause different accuracy for load forecasting, chaotic particle swarm 
optimization algorithm was applied by Wei-Chiang Hong in [3] to choose suitable 
                                                           
* Corresponding author. 
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parameter combination for a SVR model. A newly developed site-independent 
technique using a parameterized rule base and a parameter database for STLF was 
analyzed in [4]. 

In this paper, group method of data handling (GMDH) is used to forecast electric 
load demand of New South Wales (NSW) in Australia from January 17, 2009 to 
January 18, 2009. At first, Load demand data from January 1, 2009 to January 11, 
2009 are employed as the training set, the ones from January 6, 2009 to January 16, 
2009 are applied as the checking set. Then we forecast short-term load by GMDH. 
Finally, compared with the outcomes by ARIMA, it is obvious to give a clear seeing 
that the performance of GMDH for STLF is better than ARIMA. 

The structure of this paper is organized as follows. A brief description about GMDH 
is given in section 2, the outcomes and analysis of GMDH are represented in section 3. 
Conclusion remarks are shown in section 4. 

2   GMDH Nerual Networks 

GMDH is a learning machine based on the principle of heuristic self-organizing 
proposed by Ivakhnenko in the 1960s. It is an evolutionary computation technique, in 
which a series of operations of seeding, rearing, crossbreeding, selection and rejection 
of seeds correspond to the determination of the input variables, structure and 
parameters of model, and selection of model by principle of termination [5]. 

The classical GMDH algorithm can be represented as a set of neurons in which 
different pairs of them in each layer are connected through a quadratic polynomial and 
thus produce new neurons in the next layer [6]. 

General connection between inputs and output variables can be expressed by a 
complicated discrete form of the Volterra functional series in the form of [7]: 
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which is known as the Kolmogorov–Gabor polynomial, where ),,,( 21 mxxxX …=
 

is the input vector, and y is the output variable. This full form of mathematical 
description can be represented by a system of partial quadratic polynomials consisting 
of only two variables (neurons) in the form of: 

2
5

2
43210),(ˆ jijijiji xaxaxxaxaxaaxxGy +++++== .            (2) 

The main purpose is to make ŷ as much as possible close to actual output y . 

An outline of the GMDH algorithm can be listed as follows [8]: 

Step 1: Determine all neurons (estimate their parameter vectors with training data 
set M ) whose inputs consist of all the possible couples of input variables, i.e. 

2)1( −mm couples (neurons). 
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Step 2: Using a validation data set, not employed during the parameter estimation 
phase, select several neurons which are best-fitted in terms of the chosen criterion. 
Step 3: If the termination condition is fulfilled (the network fits the data with desired 
accuracy or the introduction of new neurons did not induce a significant increase in the 
approximation abilities of the neural network), then STOP, otherwise use the outputs 
of the best-fitted neurons (selected in Step 2) to form the input vector for the next 
layer, and then go to Step 1. 

GMDH works by building successive layers with complex links (or connections) 
that are the individual terms of a polynomial. The initial layer is simply the input layer. 
The first layer created is made by computing regressions of the input variables and 
then choosing the best ones. The second layer is created by computing regressions of 
the values in the first layer along with the input variables. This means that the 
algorithm essentially builds polynomials of polynomials [9]. 

3   Discussion and Analysis 

3.1   Evaluation of Prediction Performance 

The loss function can be served as the criteria to evaluate the prediction performance 
relative to power load value including mean absolute percentage error (MAPE), the 
prediction performance is better when the loss function value is smaller. The loss 
function is expressed as follows: 
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MAPE ,                              (3) 

where T demonstrates the total time, ty and tŷ represent the original value and 

prediction value when time is t , respectively. 

3.2   The Analysis of Procedure 

The proposed GMDH model is tested using a case study of forecasting power load. 
The power load data were collected on a half-hourly basis (48 data points per day) 
from January 1, 2009 to January 18, 2009 which are got from New South Wales in 
Australia. 

When we build a network, the data from January 1 to 11 are training data, from 6 
to 16 are testing data, load values before six days are used to predict the seventh day 
at the same time, thus, the input layer has 6 neurons, according to the algorithm 
mentioned in section II, GMDH neural network can be constructed through the 
connection of the given number of neurons, as shown in Fig. 1. The results of training 
and checking stage can be seen in Fig. 2. After the good network has been built, the 
data form January 11 to 17 can be drawn into the network to forecast the data from 
January 17 to 18. 

 
 



30 H. Xu et al. 

Table 1. The Weights of Network Nodes 

Index 
(m,n,k) 

  (1,1,5) (1,1,6) (1,3,6)  (2,1,3) 

a0  9741.47 7326.66 -8696.44  5615.07 

a1  -1.0729 -2.0401 0.2578  -1.1349 

a2  -0.3611 1.0255 3.0599  0.7434 

a3  0.0004 0.0002 -0.0002  -0.0008 

a4  -0.0001 0 0.0001  0.0005 

a5   -0.0001 -0.0001 0  0.0004 

 
As you can see from Table 1, all coefficients in (2) have been calculated, so 

mathematical descriptions between two neighboring layer neuron can be obtained, 
where m represents the network layer number, namely, layer m; (n, k) represents the 
node belongs to the combined number of upper layer, such as (1,1,5) represent that 

the value of first living cell in the first network layer 1y  is determined by the values 

of input variables 1x  and 5x , the corresponding relation formula can be expressed 

as follows: 

51511 0004.03611.00729.147.9741 xxxxy +−−=  

            
2 2

1 50.0001 0.0001x x− − . 

3.2   The Discussion of Results 

Simulation and prediction systems have been frequently adopted to forecast the power 
load. Nevertheless, the prediction accuracy is not satisfied. This work demonstrates the 
strong performance of GMDH model.  

We consider the empirical analysis of the load data applying GMDH. Compared 
with ARIMA (1, 1, 1) model, it is clear that MAPE using GMDH is lower than 
ARIMA model in Table 2. Also, it can be seen from Fig. 3 that the results obtained 
from GMDH agree with the original electricity load exceptionally well. The prediction 
accuracy obtained from GMDH is higher than the traditional ARIMA. For STLF, the 
proposed forecasting procedures using GMDH leads to 19.472% reductions in total 
MAPE in comparison with ARIMA model. These results demonstrate again that 
GMDH performs better in STLF. 

Table 2. The Outcomes of GMDH and ARIMA 

Model   Stage Segment 
 

MAPE(%) 

  2009.01.01-2009.01.11(training stage)  4.42 

GMDH   2009.01.06-2009.01.16(checking stage)  5.29 

  2009.01.17-2009.01.18(forecasting stage) 5.82 
ARIMA   2009.01.17-2009.01.18(forecasting) 23.75 
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Fig. 1. The structure of the GMDH neural network 

 

Fig. 2. The comparison between observed value and training, checking value 

 

Fig. 3. The comparison between observed value and prediction value 

4   Conclusions 

Accurate daily load forecasts are significant for secure and profitable operation of 
modern power utilities. There are two advantages of the proposed GMDH. Firstly, the 
proposed GMDH is essentially automatic and does not need to make complicated 
decision about the explicit form of approach for each particular case. Secondly, the 
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proposed methodology creates commendable improvements that are relatively 
satisfactorily for current research. With proper characteristic selection, it is obvious 
that GMDH is a more efficient and straightforward approach. 
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Abstract. This paper aims to realize the automatic recognition of abnormal 
patterns of control charts in a statistical process control system. A novel multi-
class SVM is proposed to recognize the control chart patterns, which include six 
basic patterns (i.e. normal, cyclic, up-trend, down-trend, up-shift, and down-shift 
pattern). Unlike the commonly used One-Against-All (OAA) implementation 
methods, the structure of proposed multi-class SVM is same as a special decision 
tree with each node as a binary SVM classifier, which is built via recursively 
dividing the training dataset of six classes into two subsets of classes. The 
proposed multi-class SVM can increase recognition accuracy and resolve  
the unclassifiable region problems caused by OAA methods. Based on this, 
Monte Carlo simulation is used to generate training and testing data samples. The 
results of simulated experiment show that the problem of false recognition has 
been addressed effectively, and the proposed decision tree of multi-class SVM is 
more effective in detecting unnatural patterns on control charts than the traditional 
OAA methods. 

Index Terms: pattern recognition, multi-class SVM, OAA methods, control 
chart. 

1   Introduction 

Statistical process control (SPC) is usually used to improve the quality of products and 
reduce rework and scrap so that the quality expectation can be met [1]. Shewhart 
control charts are the most popular charts widely used in industry to detect abnormal 
process behavior. The most typical form of control charts consists of a central line and 
two control limits representing the specifications of the product and the variant range 
limits. However, these control charts do not provide pattern-related information 
because they focus only on the latest plotted data points [2]. 

Grant and Leavenworth divided control charts into six various basic patterns, namely, 
normal, upward trend, downward trend, upward shift, downward shift and cycle pattern 
[3]. Over these years, most of the studies in the pattern recognition of control charts 
emphasized the recognition of these basic patterns. The methods used in this field can 
be divided into two parts. One is statistical classification and expert system method 
[4,5]. The other is artificial intelligent method [6,7], which takes neural networks, expert 
system etc. as powerful tools for the application of pattern classification, recognition 
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and prediction. Most of the researchers considered the neural network methods have 
better performance than that of statistical classification methods. 

From the overview of the past literatures, one may find that most of the ANN used 
by the studies is back propagation (BP) network. Although BP network has some good 
performances in pattern recognition of control charts, it has many disadvantages by 
nature, such as slow training and weak model adaptation ability. Once a new pattern 
appears, it has to be trained again by both the old samples and new ones. Recently, 
support vector machine (SVM) is gaining applications in area of pattern recognition 
because of excellent generalization capability. In this paper, we have used the 
generalization capability of SVM and proposed a special decision tree of multi-class 
SVM for the control chart patterns data [8]. 

The paper is organized as follows. Section 2 explains the six control chart patterns. 
Section 3 describes the classifier. Section 4 describes the data generation. Section 5 
shows some simulation results. Finally Section 6 concludes the paper. 

2   Interpretation of Control Chart Patterns 

It is known that a quality attribute of one machining process can be described as 

( ) ( ) ( )tdtxuty ++= ,                                    (1) 

where ( )ty , u , ( )tx  and ( )td  represent the observed value of quality attribute, the 

mean value of quality attribute, random and systematic disturbance, respectively. If 
there is systematic disturbance at a machining process, the abnormal pattern of 
observed data will be presented in the control chart. Therefore, recognizing abnormal 
patterns of the control chart is an essential issue for detecting systematic disturbances 
related to the machining process and then eliminating the root causes of these 
disturbances. From the Equation (1), the key issue of recognizing the control chart 
patterns is to identify the fluctuation of ( )td . The types of patterns in this study are 

described as follows. 

(1) Normal pattern (class A) is shown in Figure 1( a ). It can be seen that the points of 
control chart are arranged randomly, which can be described as follows: 

( ) 0=td ,                                     (2) 
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                      (a) Normal pattern            (b) Cycle pattern 

Fig. 1. Six patterns in control charts 
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Fig. 1. (continued) 

(2) Cycle pattern (class B) is shown in Figure 1(b). It is characterized by short trends in 
the data, which occurs in repeated patterns, described as follows: 

( ) ( )Ω×= tsinatd π2 ,                              (3) 

where a  and Ω  represent amplitude and cycle value of the cycle pattern, 
respectively. 

(3) Trend patterns include up-trend (class C) and downtrend (class D), as shown in 
Figure 1(c) and (d), respectively. Trend patterns are the patterns that fail to balance 
themselves about the centerline, which are defined as a long series of points with no 
change in direction, described as follows: 

( ) tdtd ××±= ρ ,                                   (4) 

where positive and negative symbols represent up-trend and downtrend, respectively; 
ρ  is a binary value, which represents whether there is a trend pattern or not (No trend 

0=ρ , otherwise, trend 1=ρ ); d  is the trend slope and [ ]σσ 26010 .,.d ∈ . 

(4) Shift patterns include up-shift (class E) and downshift (class F), as shown in Figure 
1(e) and (f), respectively. Shifts are the patterns that a series of points deviate from 
their previous points in control chart with large magnitude, described as follows: 

( ) std ×±= υ ,                                     (5) 

where positive and negative symbols represent up-shift and downshift, respectively; v 
is a binary value, which represents whether there is a trend pattern or not (before shift 

0=υ , after shift 1=υ ); s  is the shift magnitude, and [ ]σσ 31 ,s ∈ . 
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In this study, the patterns lying in the same side of the centerline are regarded as the 
same kind of patterns in order to decrease the incorrect recognition to the similar 
graph, such as up-shift and up-trend etc, e.g., the up-shift and up-trend patterns are 
regarded as up pattern. In the same way, the down pattern includes the downshift and 
downtrend patterns.  

3   Classifier 

We have proposed a multi-class SVM based classifier for abnormal patterns 
recognition of control chart. SVMs were introduced on the foundation of statistical 
learning theory. Since the middle of 1990s, the algorithms used for SVMs started 
emerging with greater availability of computing power, paving the way for numerous 
practical applications. The basic SVM deals with two-class problems; however, it can 
be developed for multi-class classification. 

3.1   Binary SVM (BSVM)s  

BSVM performs classification tasks by constructing the optimal separating hyper-
plane (OSH). OSH maximizes the margin between the two nearest data points 
belonging to the two separate classes. 

Suppose the training set ( )11 y,x ,…, ( )nn y,x , m
i R∈x , n,...,,i 21= , and every ix  

belongs to Class 1 or Class 2, where { }11 +−∈ ,yi  is the label of ix . The key idea of 

kernel-based methods is mapping data instances from the input space mR  into high 
dimensional Hilbert space H, called feature space. Usually the nonlinear mapping is 
performed implicitly by means of a kernel function K, The feature map ( )⋅ϕ  

associates with every ix  from the input space to the image ( )ixϕ  in the feature 

space. 
The kernel function corresponds to inner product in the feature space: 

( ) ( ) ( )i
T

iji ,K xxxx ϕϕ= . The SVM aim is to find the optimal maximum margin hyper-

plane separating in the feature space Class 1 from Class 2. The geometrical margin for 
the point ( )( )ii y,xϕ  is defined as a distance to the hyper-plane 

( ) ( )( ) ωxωx byy, T += ϕρ .                                 (6) 

For canonical hyper-plane the margin is ω1 . Because outliers may present the 

optimal soft margin hyper-plane should be found. It guarantees some reasonable 
tradeoff between the generalization ability and minimization of the classification error. 
It leads to the following optimization problem 
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where 0≥iξ  is a slack variable; parameter C controls the tradeoff between the 

margin maximization and classification error minimization. Inequalities (7) are relaxed 
form of the conditions that all images of objects from Class 1 lie on the positive side of 
the canonical hyper-plane and all images of objects from Class 2 lie on the negative 
side. The solution of Equation (7) defines the optimal separating hyper-plane in H and 
depends on some subset of the training set only. This subset consists of supports 
vectors (SVs). Thus, SVM decision function is defined as follows: 

( ) ( ) ( ) b,Kbf
sSVi

ii
T +=+= ∑

∈
xxxωx αϕ .                      (8) 

where { }iα  is a solution of dual optimization problem for Equation (7). In 2-class 

problem, x  is assigned to Class 1 if ( ) 0≥xf  and, otherwise x  is assigned to  

Class 2. 
In the nonlinearly separable cases, the SVM map the training points, nonlinearly, to 

a high dimensional feature space using kernel function ( )xx ,K i , where linear 

separation may be possible. Some of the kernel functions of SVM are: Linear, 
Gaussian radial basis function (GRBF), Polynomial and Sigmoid. The performance of 
a SVM depends on penalty parameter(C) and the kernel parameters, which are called 
hyper-parameters. 

3.2   Multi-class SVM-Based Classifier   

There are two widely used methods to extend binary SVMs to multi-class problems. 
One of them is called the one-against-all (OAA) method and the other is called one-
against-one (OAO) method. OAA method is the earliest approach for multi-class 
SVM, and had been used to recognize the patterns of control chart. 

For k-class problem, it constructs k binary SVMs. The ith SVM is trained with all the 
samples from the ith class against all the samples from the rest classes. Let the ith 
decision function that classifies class i and the remaining classes be 

( ) ( ) ( )∑
∈

+=+=
siSVl

ill,ii
T
ii b,KbD xxxωx αϕ .                           (10) 

The hyper-plane ( ) 0=xiD forms the optimal separating hyper-plane and the support 

vectors belonging to class i satisfy ( ) 1=xiD  and to those belonging to the remaining 

classes satisfy ( ) 1−=xiD . For conventional support vector machine, given a sample 

x  to classify if  

( ) 0≥xiD                                        (11) 

is satisfied for one i, x  is classified into class i. 
But if (11) is satisfied for plural i’s, or there is no i that satisfies (11), x  is 

unclassifiable (Shown as the shadows in Figure 2). 
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Class i

Class j

Class k

Di(x)=0
Dj(x)=0

Dk(x)=0  

Fig. 2. Unclassifiable region by the OAA method 

In this paper, we consider that the six patterns mentioned above can be re-described 
with the four types of four patterns, including normal pattern, up pattern, down pattern 
and cycle pattern. Since the sequences in the downtrend (D) and downshift (F) are 
some kind of similar to each other, as shown in figure 1(d) and (f), can we group them 
together as a bigger category {D, F} and match it against {C, E}? 

After a test sample is decided to lie in {D, F}, we can go further to see which class it 
should be labeled. In this way, we have a recursive binary classification problem, 
which of course can be implemented by regular SVM. The structure of the classifier is 
same as a decision tree with each node as binary SVM. The classification procedure 
goes from root to the leaf guided by the binary SVM, same as traveling a decision tree. 

Figure 3 shows a possible SVM decision tree for the control chart patterns data and 
the intuitive divisions of the 6 classes.  

AB vsCDEF

CE vs DFA vs B

C vs E
A B

C E

D vs F

D F  

Fig. 3. Multi-class SVM for control charts 

4   Training Data Set Preparation 

Before the Multi-class SVM is used to work as a control chart pattern recognizer, it 
must be trained through enough numbers of data to get the pattern recognition ability. 
And after the training, the Multi-class SVM is used to monitor the abnormal patterns 
and further associate the abnormal patterns with the specific process factors. In the 
process of training Multi-class SVM, we had better use the pattern data (natural and 
unnatural) collected from a real process to train and test the Multi-class SVM, but it is 
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difficult and costly for us to collect the large amount of various pattern data. To 
economically generate the data to train and test the Multi-class SVM used for control 
charts pattern recognition, this paper use Monte-Carlo simulation method to produce 
the required data sets. In this research, the six different pattern data sets for training 
and testing are simulated using Equation (1). 

(1) For normal pattern, 

( ) ( )txty = , 

where ( ) ( )10,N~tx . 

(2) For cyclic pattern, 

( ) ( ) ( )txtsinaty +Ω×= π2  

where, a  is cycle amplitude in terms of σ, σσ 3≤≤ a , in this paper. Random value 
Ω  is the cycle period, and 8=Ω  in this paper. 

(3) For up-trend and downtrend trend pattern, 

( ) ( )txtty +×±= ρ  

where ρ  is trend slope in terms of σ, 0.1σ≤k ≤0.3σ, σ is an random value in this 
paper. 

(4) For upward and downward shift pattern, 

( ) ( ) ( )txsttty +×−±= 0  

where ( ) 10 =− tt , when 0tt > , and ( ) 00 =− tt , when 0tt < , and 0t  is a parameter 

to determine the shift position ( 0t =24,25, or 26, random integer value in this paper). 

And s is the shift magnitude in terms of σ, and σ≤s≤3σ, random value. 
In this study, all together 12000 (2000 × 6) pattern data were used for training and 

testing the designed decision tree, and there into 6000 (1000 × 6) pattern data were 
used to train these multi-class SVM randomly, and the other 1000 data are used to test 
the decision tree. 

5   Experimental Results 

The radial basis function (RBF) was selected as kernel function, and SVM algorithm 
was offered from “SSVM toolbox”, which can be downloaded from “http://dmlab1. 
csie.ntust.edu.tw/downloads”. In the process of simulation experiment through 
MATLAB software, we could find that the parameter C of SVM and the parameter δ  
of RBF kernel function had a great impact on the simulation outcomes. When the 
experiment was been doing, the regular factor C , and RBF parameter δ  were 
determined by 5-fold cross validation (CV) method. 

Take out 200 data from every basic class randomly and make up the training sample 
sets for the five SVMs. Train BP, OAA, and decision tree of SVM-based model with 
training sets until all the data were classified correctly.  
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The rest of the data (each class included 1000 samples) were used to set up the 
testing sample sets. Test BP, OAA and decision tree of SVM based model 
respectively, and the recognition results are showed in Table 1. 

Table 1. The recognition results of different model 

Pattern 
BP OAA Decision tree 

Mis Rate Mis Rate Mis Rate 

Normal 149 85.1% 81 91.9% 68 93.2% 

Cycle 158 84.2% 86 91.4% 53 94.7% 

Up-trend 113 88.7% 75 92.5% 56 94.4% 

Down-
trend 

78 92.2% 47 95.3% 35 96.5% 

Up-shift 136 86.4% 49 95.1% 47 95.3% 

Down-shift 123 87.8% 94 90.6% 54 94.6% 

                                          P.S. MIS. here means misclassification; Rate is recognition rate. 
 

From the Table 1, the average recognition ratio of BP is the lowest, only about 
87.4%. The recognition rate of OAA is higher comparison with that of BP-based 
model, because it avoids some disadvantages, such as over-training and weak 
normalization capability, which BP has. Without the influence of unclassifiable region, 
the decision tree of multi-class SVM can get the highest recognition accuracy (the 
average recognition rate is 94.8%). 

6   Conclusions 

Control chart patterns are important SPC tools for determining whether a process is run 
in its intended mode or in the presence of unnatural patterns. In this paper we propose a 
decision tree of multi-class SVM for recognition of the CCP. Simulation was used to 
evaluate the performance of the proposed model. The numerical results show that the 
problem of false recognition has been addressed effectively by the proposed method. 
From the testing results, the proposed decision tree is more effective in detecting 
unnatural patterns on control charts than the traditional OAA approaches. 
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Abstract. This paper presents a robust adaptive neural network control scheme 
for a class of strict-feedback nonlinear time-delay systems, with both unknown 
nonlinearities and uncertain disturbances. Unknown smooth function vectors 
and unknown time-delay functions are approximated by two neural networks, 
respectively, such that the requirement on the unknown time-delay functions is 
relaxed. The uncertain disturbances are solved by nonlinear damping technique. 
In addition, by theoretical analysis, closed loop signals is proved to be semi-
globally uniformly ultimately bounded, and the output of the system converges 
to a small neighborhood of the desired trajectory. Finally, the feasibility is 
investigated by a simulation example.  

Keywords: Nonlinear time-delay systems, robust adaptive control, neural 
control, backstepping. 

1   Introduction  

In recent years, by using the idea of backstepping design [1], adaptive neural network 
control (ANNC) has received considerable attention and become an active research 
area [2-4]. In adaptive neural control design, neural networks are mostly used as 
approximators for unknown nonlinear functions in system models. In [3], a robust 
adaptive neural control scheme was presented for a class of uncertain chaotic systems 
in the disturbed strict-feedback form, with both unknown nonlinearities and uncertain 
disturbances. Two different backstepping neural network control approaches were 
presented for a class of affine nonlinear systems in [4]. The proposed controller made 
the neural network approximation computationally feasible. 

Stabilization of nonlinear systems with time delay is receiving much attention[5-7]. 
In [6], an adaptive output feedback neural network tracking controller was designed 
for a class of unknown output feedback nonlinear time-delay systems. The time-delay 
exists in output variable. In [7], an adaptive neural control design approach was 
proposed for a class of strict-feedback nonlinear systems with unknown time delays. 
The uncertainties of unknown time delays were compensated for through proper 
Lyapunov-Krasovskii functionals. The unknown time-delay functions were not 
approximated by neural networks. 

In this paper, we extend the adaptive neural network control approaches to a class 
of nonlinear time-delay systems. The main contributions of this paper lie in: neural 
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networks are used to approximate the completely unknown time delay functions. The 
uncertain disturbances are solved by nonlinear damping technique. Simulation study 
is conducted to verify the effectiveness of the approach. 

2   Problem Formulation 

Consider a class of single-input-single-output (SISO) nonlinear time-delay systems 

( ) ( ) ( )

( ) ( ) ( )

1

1

( ) ( ) ( ) ( ) ( )

(1 1)

( ) ( ) ( ) ( ) ( )

i i i i i i i i i

n n n n n n n n

x t x t f x t h x t x t d

i n

x t u t f x t h x t x t d

y x

τ φ

τ φ

+= + + −
≤ ≤ −

= + + −
=

＋

＋

               (1) 

where [ ]1 2, , , , 1, 2 ,
T i

i ix x x x R i n= ∈ = , u R∈ , y R∈  are state variables, 

system input and output, respectively. ( )if ⋅ , ( ) ( 1, 2, , )ih i n⋅ = are unknown smooth 

functions, and τ  is known time delay constant of the states. ( )iφ ⋅  is an unknown 

smooth function of ( )1 2, , , ix x x , and id  is the uniformly bounded disturbance 

input with its bound not necessarily known. Here, the disturbance input id  is allowed 

to take any form of uniformly bounded terms, including un-modeled states and 
external disturbances. We have the following assumptions for the system (1):  

Assumption 1: ( ) ( )i i i ix xφ ϕ≤ , where ( )i ixϕ  are known smooth nonlinear functions. 

Assumption 2: *
i id d≤ ，with *

id  is not necessarily known. 

In the following, we let ⋅  denote that 2-norm, max ( )Bλ  and min ( )Bλ  denote the 

largest and smallest eigenvalues of a square matrix B , respectively. 

3   Robust Adaptive Neural Network Control Design 

Step 1: Defined 1 1 dz x y= − . Its derivative is  

( ) ( )1 2 1 1 1 1( ) ( ) ( ) ( )z t x t f x t h x t τ= + + −  

1 1 1( ( )) ( )dx t d y tφ+ −                 (2) 

Two neural networks are adopted to approximate the unknown smooth functions 

( )1 1( )f x t  and ( )1 1( )h x t τ− , i.e. 

( ) *
1 1 11 11 11 11( )Tf x W S Z ε= + , 

( ) ( )*
1 1 12 12 12 12( ) Th x t W S Zτ ε− = +                           (3) 

where [ ] 1
11 1

T
Z x R= ⊂ , [ ] 1

12 1( )
T

Z x t Rτ= − ⊂ . *
11W  and *

12W  are the optimal weight 

vectors of ( )1 1f x  and ( )1 1( )h x t τ− , respectively. The neural reconstruction error 
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1 11 12e ε ε= +  is bounded, i.e., there exists a constant *
1 0ε >  such that *

1 1e ε< . 

Throughout the paper, we shall define the reconstruction error as 1 2i i ie ε ε= + , where 

1,2, ,i n= . Like in the case of 1e , ie  is bounded, i.e., *
i ie ε< . Since *

11W  and *
12W  

are unknown, let 11Ŵ  and 12Ŵ  be the estimate of  *
11W  and *

12W , respectively. The 

other uncertainty is the disturbance term 1 1 1( )x dφ , where the 1d  is bounded but 

unavailable through measurement. This term cannot be approximated by neural 
networks. To cope with this uncertainty, a nonlinear damping term 

2
1 1 1 1 1( ) ( 0)p x z pϕ− >  is introduced to counteract the disturbance term. 

Defining error variable 2 2 1z x α= −  and choosing the virtual control  

( ) 2
1 1 1 11 11 11 12 12 12 1 1 1 1

ˆ ˆ( ) ( ) ( )T T
dc z W S Z W S Z p x z y tα ϕ= − − − − +              (4) 

1z  can be obtained as 

1 2 1 1 11 11 11 12 12 12( ) ( )T Tz z c z W S Z W S Z= − − −  
2

1 1 1 1 1 1 1 1( ) ( )p x z x d eϕ φ− + +                 (5) 

where *
11 11 11

ˆW W W= − , *
12 12 12

ˆW W W= − . Through out this paper, we shall 

define *ˆ( ) ( ) ( )⋅ = ⋅ − ⋅ . 

Consider the following Lyapunov function candidate: 

2 1 1
1 1 11 11 11 12 12 12

1 1 1

2 2 2
T TV z W W W W− −= + Γ + Γ                       (6) 

where 11 11 0TΓ = Γ > , 12 12 0TΓ = Γ >  are adaptation gain matrices. 

The derivative of 1V  is 

2 1
1 1 2 1 1 1 1 11 11 11 11 11 11 1

ˆ ( )TV z z c z z e W W S Z z− ⎡ ⎤= − + + Γ − Γ⎢ ⎥⎣ ⎦
 

            

1
12 12 12 12 12 12 1

ˆ ( )TW W S Z z− ⎡ ⎤+ Γ − Γ⎢ ⎥⎣ ⎦
    

2 2
1 1 1 1 1 1 1 1( ) ( )p x z x d zϕ φ− +                                (7) 

Consider the following adaptation laws: 

11 11 11 11 11 1 11 11
ˆ ˆ( )W W S Z z Wσ⎡ ⎤= = Γ −⎣ ⎦  

12 12 12 12 12 1 12 12
ˆ ˆ( )W W S Z z Wσ⎡ ⎤= = Γ −⎣ ⎦         (8) 

where 11 0σ > , 12 0σ >  are small constants. Formula (8) is so-called σ -modification, 

introduced to improve the robustness in the presence of the NN approximation error 1e , 

and avoid the weight parameters to drift to very large values.  
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Let 1 10 11c c c= + , with 10c  and 11 0c > . Then, (7) become  

2 2
1 1 2 10 1 11 1 1 1 11 11 11

ˆTV z z c z c z z e W Wσ= − − + −  

 2 2
12 12 12 1 1 1 1 1 1 1 1

ˆ ( ) ( )TW W p x z x d zσ ϕ φ− − +       (9) 

By completion of squares, we have 

( )*
11 11 11 11 11 11 11

ˆT TW W W W Wσ σ− = − +  
2 2*

11 11 11 11

2 2

W Wσ σ
≤ − +                   (10) 

                     ( )*
12 12 12 12 12 12 12

ˆT TW W W W Wσ σ− = − +  
2 2*

12 12 12 12

2 2

W Wσ σ
≤ − +                    (11) 

2 *2
2 2 1 1

11 1 1 1 11 1 1 1
11 114 4

e
c z z e c z z e

c c

ε
− + ≤ − + ≤ ≤                (12) 

             
2 2 2 2

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1( ) ( ) ( ) ( )p x z x d z p x z x d zϕ φ φ φ− + ≤ − +  
2 *2

1 1

1 14 4

d d

p p
≤ ≤              (13) 

Substituting (10) (11) (12) (13) into (9), we have the following inequality: 
2 2

11 11 12 122
1 1 2 10 1 2 2

W W
V z z c z

σ σ
≤ − − −  

2 2* * *2 *2
11 11 12 12 1 1

11 12 2 4 4

W W d

c p

σ σ ε
+ + + +     (14) 

where the coupling term 1 2z z  will be canceled in the next step. 

Step i ( 2 1i n≤ ≤ − ): The derivative of 1i i iz x α −= −  is 

( ) ( ) ( )1 1( ) ( ) ( ) ( )i i i i i i i i i iz x t f x t h x t x t dτ φ α+ −= + + − + −  

Similarly, choose the virtual control  

1 1 1 1 2 2 2
ˆ ˆ( ) ( )T T

i i i i i i i i i iz c z W S Z W S Zα −= − − − −  
2

1( )i i i i ip x zϕ α −− +                                      (15) 

where 0ic > , [ ]1 1 2, , ,
T i

i iZ x x x R= ⊂ ,  

[ ]2 1 2( ), ( ), , ( )
T i

i iZ x t x t x t Rτ τ τ= − − − ⊂ . 

Then, we have 

1 1 1 1 1 2 2 2( ) ( )T T
i i i i i i i i i i iz z z c z W S Z W S Z+ −= − − − −  

( )2 ( ) ( )i i i i i i i ip x z x t d eϕ φ− + +               (16) 

where 1 1i i iz x α+ += − . 
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Consider the Lyapunov function candidate 

2 1 1
1 1 1 1 2 2 2

1 1 1

2 2 2
T T

i i i i i i i i iV V z W W W W− −
−= + + Γ + Γ              (17) 

Consider the following adaptation laws: 

1 1 1 1 1 1 1
ˆ ˆ( )i i i i i i i iW W S Z z Wσ⎡ ⎤= = Γ −⎣ ⎦  

2 2 2 2 2 2 2
ˆ ˆ( )i i i i i i i iW W S Z z Wσ⎡ ⎤= = Γ −⎣ ⎦                     (18) 

where 1 0iσ > , 2 0iσ >  are small constants. Let 0 1i i ic c c= + , where 0ic  and 

1 0ic > . By using (14), (16), and (18), and with some completion of squares and 

straightforward derivation similar to those employed in the former steps, the 
derivative of iV  becomes 

     

2 2

1 1 2 22
1 0

1 1 12 2

i i i
k k k k

i i i k k
k k k

W W
V z z c z

σ σ
+

= = =

< − − −∑ ∑ ∑
  

 

2 2* * *2 *2
1 1 2 2

1 1 1 112 2 4 4

i i i i
k k k k k k

k k k kk k

W W d

c p

σ σ ε
= = = =

+ + + +∑ ∑ ∑ ∑       (19) 

Step n : This is the final step. The derivative of 1n n nz x α −= −  is  

( ) ( ) ( ) 1( ) ( ) ( )n n n n n n n n nz u f x t h x t x t dτ φ α −= + + − + −  

Similarly, choosing the practical control law as 

1 1 1 1 2 2 2
ˆ ˆ( ) ( )T T

n n n n n n n n nu z c z W S Z W S Z−= − − − −  
2

1( )n n n n np x zϕ α −− +                                 (20) 

where 0nc > , [ ]1 1 2, , ,
T n

n nZ x x x R= ⊂ ,  

[ ]2 1 2( ), ( ), , ( )
T n

n nZ x t x t x t Rτ τ τ= − − − ⊂ . 

We have 

1 1 1 1 2 2 2( ) ( )T T
n n n n n n n n n nz z c z W S Z W S Z−= − − − −  

( )2 ( ) ( )n n n n n n n np x z x t d eϕ φ− + +              (21) 

Consider the overall Lyapunov function candidate 

2 1 1
1 1 1 1 2 2 2

1 1 1

2 2 2
T T

n n n n n n n n nV V z W W W W− −
−= + + Γ + Γ            (22) 

Consider the following adaptation laws: 

1 1 1 1 1 1 1
ˆ ˆ( )n n n n n n n nW W S Z z Wσ⎡ ⎤= = Γ −⎣ ⎦  

2 2 2 2 2 2 2
ˆ ˆ( )n n n n n n n nW W S Z z Wσ⎡ ⎤= = Γ −⎣ ⎦         (23) 

where 1 0nσ > , 2 0nσ >  are small constants. Let 0 1n n nc c c= + , where 0nc  and 

1 0nc > . By using (19), (21), and (23), and with some completion of squares and 
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straightforward derivation similar to those employed in the former steps, the 
derivative of nV  becomes 

2 2

1 1 2 22
0

1 1 12 2

n n n
k k k k

n k k
k k k

W W
V c z

σ σ

= = =

< − − −∑ ∑ ∑  

2 2* * *2 *2
1 1 2 2

1 1 1 112 2 4 4

n n n n
k k k k k k

k k k kk k

W W d

c p

σ σ ε
= = = =

+ + + +∑ ∑ ∑ ∑     (24) 

Let 

2 2* * *2 *2
1 1 2 2

1 1 1 112 2 4 4

n n n n
k k k k k k

k k k kk k

W W d

c p

σ σ εδ
= = = =

+ + +∑ ∑ ∑ ∑ . If we choose 0kc  such that 

0 , 1,2, ,
2kc k n
γ> = , where γ  is a positive constant, and choose 1kσ , 2kσ , 1kΓ  

and 2kΓ  such that { }1
1 max 1k kσ γλ −≥ Γ ,  { }1

2 max 2k kσ γλ −≥ Γ , 1, 2, ,k n= , then 

from (24) we have the following inequality: 

2 2

1 1 2 22
0

1 1 12 2

n n n
k k k k

n k k
k k k

W W
V c z

σ σ
δ

= = =

< − − − +∑ ∑ ∑  

1 1
2 1 1 1 2 2 2

1 1 12 2 2

T Tn n n
k k k k k k

k
k k k

W W W W
z

γ γγ δ
− −

= = =

Γ Γ
< − − − +∑ ∑ ∑  

nVγ δ= − +                                                      (25) 

The following theorem shows the stability and control performance of the closed-loop 
adaptive system. 

Theorem 1: Consider the closed-loop system consisting of the plant (1), the controller 
(20), and the NN weight updating laws (8) (18) and (23). Assume that there exists 
sufficiently large compact sets i

i RΩ ∈ , 1,2, ,i n=  such that 1i iZ ∈ Ω , 2i iZ ∈ Ω  

for all 0t ≥ . Then, for bounded initial conditions, we have the following: 

1) All signals in the closed-loop system remain semiglobally uniformly ultimately 
bounded; 

2) The output tracking error ( ) ( )dy t y t− converges to a small neighborhood around 

zero by appropriately choosing design parameters. 

Proof: 1) From (25), using the boundedness theorem (e.g., [8]), we have that all iz , 

1
ˆ

iW  and 2
ˆ

iW  are uniformly ultimately bounded. Since 1 1 dz x y= − and dy  are 

bounded, we have that 1x  is bounded. From 1, 1,2, ,i i iz x i nα −= − = , and the 

definitions of virtual controls (4), (15) we have that , 2,3, ,ix i n=  remain bounded. 

Using (20), we conclude that control u  is also bounded. Thus, all the signals in the 
closed-loop system remain bounded. 

2) Let 0δρ γ= > , then (25) satisfies 

( )0 ( ) (0) exp( )n nV t V tρ ρ γ≤ ≤ + − −                       (26) 
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From (26), we have  

( )2

1

1
(0) exp( ) (0)exp( )

2

n

k n n
i

z V t V tρ ρ γ ρ γ
=

< + − − < + −∑
     

(27) 

That is  

2

1

2 2 (0)exp( )
n

k n
i

z V tρ γ
=

< + −∑                             (28) 

which implies that given 2μ ρ> , there exists T  such that for all t T≥ , the 

tracking error satisfies 

1 1( ) ( ) ( )dz t x t y t μ= − <                            (29) 

where μ  is the size of a small residual set which depends on the NN approximation 

error ie  and controller parameters ic , 1iσ , 2iσ , 1iΓ  and 2iΓ . It is easily seen that 

the increase in the control gain ic , adaptive gain 1iΓ , 2iΓ  and NN node number jl  

will result in a better tracking performance. 

Remark 1: Compared with the works in [2][3] and [4], the proposed adaptive neural 
network controller in this paper can cope with nonlinear time-delay systems. 

Remark 2: Compare with reference [6], the system model presented in this paper is 
more general. The time-delay exists in state variable other than output variable. In 
addition, the practical systems may contain many types of uncertainties, such as 
unknown nonlinearities, exogenous disturbances, unmodeled dynamics, etc. Thus, it 
is significant and necessary to design robust controller for nonlinear systems with 
uncertain disturbances. 
Remark 3: Compared with the work in [7], the unknown time-delay functions in this 
paper are approximated by neural networks. However, in [7], by constructing proper 
Lyapunov-Krasovskii functionals, the uncertainties of unknown time delays are 
compensated. So, the requirement on the unknown time delay functions is relaxed in 
our paper. 

4   Simulation 

Consider the following strict-feedback system: 

( )
2

1 2 1 1

2 1 2 1 2

1

( ) ( ) 0.5 ( ) 0.5 ( ) cos(1.5 )

( ) ( ) ( ) ( ) sin ( ) ( )

x t x t x t x t t

x t u t x t x t x t x t

y x

τ τ
= + +
= + ⋅ + − ⋅ −

=
             (30) 

where 5τ = . 2
10.5 ( ) cos(1.5 )x t t  is the disturbance term with 1 cos(1.5 )d t=  and 

2
1 10.5xφ = .  The initial condition ( ) ( ) [ ]1 20 , 0 0.5,0

T T
x x =⎡ ⎤⎣ ⎦  and the desired 

reference signal of system is ( ) cos( )dy t t= . For clarity of presentation, we assume 

that 2 0d =  and 2
1 1xϕ = . 
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The adaptive neural network controller is chosen according to (26) as follows: 

( )1 2 2 21 21 21 22 22 22 1
ˆ ˆ( )T Tu z c z W S Z W S Z α= − − − − +             (31) 

where 1 1 dz x y= − ,  2 2 1z x α= − ,  

[ ]11 1

T
Z x= , [ ]21 1 2,

T
Z x x= ,  [ ]22 1 2( ), ( )

T
Z x t x tτ τ= − − , 

2
1 1 1 11 11 11 1 1 1 1

ˆ ( ) ( ) ( )T
dc z W S Z p x z y tα ϕ= − − − + , and neural network weights 11Ŵ , 

21Ŵ  and 22Ŵ  are updated by (8) and (18) correspondingly.  

Neural networks 11 11 11
ˆ ( )TW S Z  contains 13 nodes (i.e., 1 13l = ), with centers 

1( 1,2, , )l l lμ =  evenly spaced in [ 6,6]− , and widths 11( 1, 2, , )l l lη = = . Neural 

network 21 21 21
ˆ ( )TW S Z  and ( )22 22 22

ˆ TW S Z  contains 169 nodes (i.e., 2 169l = ), with 

centers 2( 1,2, , )l l lμ =  evenly spaced in [ 6,6] [ 6,6]− × − , and widths 

21( 1, 2, , )l l lη = = . The design parameters of above controller are 1 4c = , 2 4c = ,  

{ }11 21 22 2.0diagΓ = Γ = Γ = , 11 21 22 0.2σ σ σ= = = . The initial weights 11
ˆ 0.5W = , 

21
ˆ 0W = , 22

ˆ 0W = . 

Figure 1 shows the simulation result of applying controller (31) to system (30) for 
tracking desired signal dy . From Figure 1, we can see that good tracking performance 

is obtained. 

 

Fig. 1. Output tracking performance 

5   Conclusion 

In this paper, an adaptive neural network control approach is proposed for a class of 
strict-feedback nonlinear time-delay systems, with both unknown nonlinearities and 
uncertain disturbances. The unknown time delay functions are approximated by neural 
networks, such that the requirement on unknown time delay functions is relaxed. The 
uncertain disturbances are solved by nonlinear damping technique. Finally, a numerical 
simulation is given to show the effectiveness of the approach. 
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Abstract. A water-cooling radiator is the effective heat dissipation device to 
ensure the high-power electrical equipment work properly and the heat transfer 
process and thermal deformation of the water-cooling radiator become hot re-
search areas currently. Based on a water-cooling radiator of a company, the si-
mulation model for its single water-cooling flow channel is established and the 
influence of the flow velocity of the inlet fluid and thermal convection of  
air on the outlet temperature of fluid is analyzed by the commercial software 
ANSYS. In addition, the thermal deformation of the water-cooling flow channel 
is discussed. The simulation results show that the outlet temperature declines 
progressively as the inlet velocity increases, the outlet temperature goes  
downlinearly with the increase of coefficient of air convection. And the thermal 
deformation of the brass water-cooling radiator is obviously non-uniform and 
becomes warp inevitably. 

Keywords: Water-cooling radiator, Heat transfer, Thermal deformation, Finite 
element simulation. 

1  Introduction 

Because of its widespread application and severe operating environment e.g. military 
environment, an excellent heat dissipation and cooling performance is required for 
high-power electrical equipments. The forced water cooling, of which the dissipation 
efficiency is about 20 times that of the natural heat, is a good alternative for radiator 
design [1]. The relationships among the flow field, thermal field and thermal defor-
mation within a water-cooling radiator are too complicated to be determined exclu-
sively via experimental approach; nevertheless, the finite element simulation provides a 
feasible scheme to solve the problem. Some researches have been performed on the 
heat exchanging process and optimize the structure of radiators via finite element 
simulation. Partankar et al have initially established the theory foundation for the finite 
element simulation of a radiator [2]. WU Shuquan et al have carried out finite element 
simulation on a forced air cooling process of an electronic supply and to verify the 
simulation results by experiments [3]. LIU Yanping has conducted finite element 
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simulation on the water-cooling radiator of power electronics equipments, aiming to 
investigate the influence of the ambient temperature, the fluid temperature, the inlet 
velocity and the radiator structure on the thermal performance of the radiator [4]. GUO 
Chongzhi has investigated the thermal stress distribution on the sheet, the tube and the 
shell joints of a fixed tube-sheet exchanger via finite element simulation [5]. 

This paper investigates the thermal field and thermal deformation of a water-cooling 
radiator via finite element simulation. The purpose of the present work is to gain some 
worthy clue for the thermal design and the structural optimization of such radiators. 

2   The Water-Cooling Radiator and Its Simulation Model 

2.1   The Water-Cooling Radiator 

The main body of the brass water-cooling radiator is comprised of 16 parallel and 
equidistant water-cooling flow channels. The flow channel is 520 mm in length and 1 
mm in wall thickness, as shown in Fig. 1. The main part of the flow channel is at the 
middle with 40 mm×40 mm square cross section and 480 mm in length, of which the 
heat from a high-power electrical equipment is loaded on the superface. At the two ends 
of the square main part are two hollow cylinder noses with diameter of 20 mm and is 
connected with the inlet and outlet fluid pipes, respectively (not illustrated in the Fig.1). 
The running water inside the flow channel works as cooling medium and carries the heat 
away from the high-power electrical equipment and hence guarantees it work normally. 

 Applied thermal 
load plane

Fluid outlet
Fluid inlet 

520
480

Flow direction

40
 

Φ
22

 

20 

 

Fig. 1. Schematic diagram of a water-cooling flow channel 

2.2   The Simulation Model for Flow Channel 

The commercial software ANSYS finds wide applications, e.g. structures, electromag-
netism thermofluids and thermotics. Besides, it provides flexible multi-physics coupling 
approach and interact function with popular computer-aided design (CAD) systems [6]. 

Since all the water-cooling flow channels of a water-cooling radiator are identical in 
structure and dimensions, and even approximate in heat exchanging way. Simulation 
model of a water-cooling flow channel of is established to simulate the thermal field and 
thermal deformation of the water-cooling radiator. The water-cooling flow channel is 
freely meshed by FLOTRAN 142 into 10453 nodes and 55199 elements, as shown in 
Fig.2. Some assumptions are made to simplify the simulations model as follows: (1) the 
fluid is incompressible and its flow is laminar and steady; (2) the physical parameters of 
the model, as listed in Table 1, are constants; (3) the interior wall surface of the flow 
channel is extremely smooth and the thermal resistance and slide velocity are ignored; (4) 
the thermal radiation instead of thermal convection and thermal conduction is ignored.  
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Fig. 2. Simulation model of a water-cooling flow channel 

The Reynolds number Re =ρvDh/μ is used to determine the state of the fluid: in 
laminar state when Re<2300 and in turbulence state when Re>2300, where ρ is the 
medium density (kg/m3), v is the fluid velocity (m/s), μ is the medium viscosity (Pa·s) 
and Dh is the hydraulic diameter (m). 

Table 1. The physical parameters of the simulations model 

Material 
Density 
(kg/ m3) 

Thermal conductivity 
(W/m·K) 

Specific heat 
( J/kg·K) 

Viscosity 
(m2/s) 

Cooling Medium 
(Water) 

997 0.613 4179 1e-6 

Fluid Channel 
(Brass) 

8500 93 380  － 

3   The Analysis of Fluid Outlet Temperature 

Thermal convection and thermal conduction play important roles in heat transfer of the 
water-cooling radiator. The inlet velocity of the fluid and thermal convection of air may 
greatly affect the heat transfer. The outlet temperature of fluid, which can be easily 
measured, is a practical index to indicate the effectiveness of heat transfer of the wa-
ter-cooling radiator at certain inlet velocity of fluid. The influence of the flow velocity 
of the inlet fluid and thermal convection of air on the outlet temperature of fluid is 
analyzed in this section. 

3.1   The Influence of Inlet Velocity of Fluid 

The coefficient of air convection is generally within 5-25 W/(m2·k) [8]. In present 
analysis, it is set to be 10 W/(m2·k). Heat power 500 W is converted to heat flux 2.5e4 
W/m2, which is loaded on the superface of the flow channel. The ambient temperature 
and the inlet temperature of the fluid are both set to be 25 degrees centigrade, and the 
outlet pressure to be 0 Pa.  

The simulation reasults under six velocities of inlet fluid v=0.01 m/s, 0.02 m/s, 0.05 
m/s, 0.1 m/s, 0.2 m/s, 0.5 m/s are shown in Fig.3. The outlet temperature of fluid is, in 
fact, the average on the cross section of the fluid. As can be seen in Fig. 3, the outlet 
temperature, which is above ambient temperature or 25 degrees centigrade, declines 
progressively as the inlet velocity increases; the higher the inlet velocity is, the less the 
temperature rise (the difference between outlet temperature and inlet temperature) is 
and vice versa. The reason for this is that the increasing flow velocity decreases the 
contact time between the fluid and the interior surface of the flow channel and takes 
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less heat away. Moreover, the downtrend of the outlet temperature becomes moderate 
with the increasing of the inlet velocity especially beyond 0.2 m/s. Consequently, 0.2 
m/s is a reasonable inlet velocity for effective heat transfer performance. 
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Fig. 3. The influence of inlet velocity on outlet temperature of fluid 

3.2   The Influence of Air Convection  

Forced air cooling is usually adopted in working practice to assist the heat dissipation 
of the water-cooling radiator. The coefficient of air convection at the range of 10-60 
W/(m2·k) is loaded on simulation model as boundary condition of the forced air cooling 
effect. The influence of air convection on outlet temperature at the inlet velocities of 
0.01 m/s, 0.05 m/s and 0.1 m/s is as shown in Fig.4. As can be seen from the figure, the 
outlet temperature goes down linearly with the increase of the coefficient of air con-
vection; and the lower the inlet velocity is, the more quickly the outlet temperature  
decreases. That is to say, the coefficient of air convection has greatly effect on the 
outlet temperature of the fluid when its inlet velocity is low. Therefore, the perfor-
mance of heat dissipation can’t be improved effectively in too high inlet velocity.  
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Fig. 4. The influence of air convection on outlet temperature of fluid 
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4   The Thermal Deformation of the Water-Cooling Radiator 

Although a brass water-cooling radiator has a good thermal conductivity and also an 
excellent heat dissipation performance, thermal deformation inevitably occurs in brass 
and severe non-uniform thermal deformation which may lead to a poor heat dissipation 
performance and even cause cracking on the radiator. So it is make sense to analyze the 
thermal deformation phenomenon of the brass water-cooling radiator. A low inlet 
velocity causes a high outlet temperature of the fluid, as mentioned in the previous 
section. So the thermal deformation simulation of single water-cooling flow channel is 
presented at the inlet velocity v=0.01 m/s in present section. 

The simulations are conducted by means of indirect fluid-solid coupling or sequen-
tial coupling method [9]. Suppose that the water-cooling radiator is under free defor-
mation without displacement constraint in present simulation model. Some parameters 
of the flow channel are set as follows: elastic module EX=1.17e11 Pa, Major Poisson's 
ratios PRXY=0.324, thermal coefficient of expansion ALPX=1.9e-5 K-1. The structure 
element SOLID 45 is applied to replace the FLOTRAN 142 element and remesh the 
simulation model established in section 2.B. The temperature field at the inlet velocity 
of 0.01 m/s obtained in the previous section, as shown in Fig.5, is taken as initial 
temperature load in the simulation of the thermal deformation. It is necessary to state 
that the origin of coordinates in Fig.5 is located at the center of the cross section of the 
inlet fluid and X denotes the flow direction of the fluid.  

The water-cooling flow channel before and after thermal deformation is shown in 
Fig.6. As can be seen from the figure, the magnitude and direction of the thermal 
deformation at each node are in diversity—in particularly the locations of maximal and 
minimal thermal deformation in the X-, Y- and Z- directions are diversified, as list in 
table 2. The generated non-uniform thermal deformation may cause some unfavorable 
results such as expansion, warping and even cracking in the radiator. Hence, in thermal 
design of radiator close attention should be given to the locations of maximal thermal 
deformation. From both Fig.5 and Fig.6, it can be seen that both the total thermal 
deformation and the temperature of the fluid go up along the flow direction or 
X-direction of the flow channel and reach their maximum values at node H, which are 
40.3 mm and 185.487 degrees centigrade, respectively. 

 

Y X 

Z 

Flow direction
185.487 ℃ 

25 42.832 60.664 79.486 96.382 114.16 131.992 149.842 167.656 185.487 

Fig. 5. Temperature field of the flow channel at the inlet velocity of 0.01 m/s (degrees centigrade) 
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To consider the displacements on the top and bottom contours of XY-section of the 
flow channel to demonstrate distinctly the thermal deformation. As shown in Fig.7, The 
largest thermal displacement occurs at the outlet of the flow channel and smallest one 
occurs at X=150 mm from the inlet. This implies that the water-cooling radiator suffers 
irregular thermal deformation or warp phenomenon -- two ends are upwarp and the 
middle part is sunken. 
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Fig. 6. The water-cooling flow channel before and after deformation(The data denotes the total 
displacement, m) 

Table 2. The maximal and minimal thermal displacements of flow channel and their locations 
(MM) 

Displace- 
ment X-direction Y-direction Z-direction 

Total-dir- 
ection 

Maximum 3.610 (F) -12.185（E） 15.376 (C) 40.285 (H) 

Minimum -2.096 (A) -20.905（B） -35.404 (G) 12.969 (D) 
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Fig. 7. The displacements on the top and bottom contours of XY-section of the flow channel 
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5   Conclusions 

On the basis of a water-cooling radiator of a company, the 3-D simulation model for its 
flow channel is established and simulation analysis is accomplished by the commercial 
software ANSYS. The following conclusions can be drawn from the present research 
work: 

(1) The outlet temperature declines progressively as the inlet velocity of the fluid 
increases; the higher the inlet velocity is, the smaller the temperature rise. In 
addition, the downtrend of the outlet temperature becomes moderate with the 
increasing of the inlet velocity especially beyond 0.2 m/s. Therefore, inlet ve-
locity 0.2 m/s may be a reasonable value for effective heat transfer performance. 

(2) The outlet temperature goes down linearly with the increase of coefficient of air 
convection; and the lower the inlet velocity is, the more quickly the outlet 
temperature decreases. The performance of heat dissipation could not be im-
proved effectively in high inlet velocity 

(3) Through the analysis of thermal deformation of the flow channel, it is found that 
the thermal deformation field is consistent with temperature field. The thermal 
deformation of the brass water-cooling radiator is obviously non-uniform and 
becomes warp inevitably. 
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Abstract. At present, the existing incremental mining algorithms of sequential 
patterns can not make full use of the mining information in original database, 
the updated database is scanned many times and the projected databases for 
frequent items are constructed. In this paper, we propose an incremental mining 
algorithm of sequential patterns based on Sequence tree, called ISPBS. ISPBS 
uses the sequence tree (Stree) to store the mining information in the original 
database. Sequence tree is a novel data structure, it is similar in structure to the 
prefix tree. But the sequence tree stores all the sequences in the original 
database. When the database is updated, ISPBS only deals with the incremental 
sequences and adds the sequences to the sequence tree without constructing the 
projected database. It can find all the sequential patterns in the updated database 
by scanning the sequence tree. Experiments show that ISPBS outperforms 
PrefixSpan and IncSpan in time cost. 

Keywords: Sequential patterns, Incremental mining, Sequence tree. 

1   Introduction 

Sequential patterns mining is an important research in data mining[1]. It was first 
introduced by Agrawal and Srikant in [2], and they presented three mining algorithms 
of sequential patterns, including AprioriAll, AprioriSome and DynamicSome. In the 
implementation process of AprioriAll, database was scanned many times, and the huge 
candidate sequences were generated. Considering the shortages of AprioriAll, Srikant 
proposed GSP in [3]. The technologies of time constraints, sliding time windows and 
taxonomies were introduced in GSP to improve the performance of the algorithm. GSP 
need repeat database scans, and used complex hash structures which have poor 
locality. Zaki[4] presented SPADE which utilized combinatorial properties to 
decompose the original problem into smaller sub-problems, that can be independently 
solved in main-memory using efficient lattice search techniques, and using simple join 
operations. The weakness of Apriori-based mining algorithms of sequential patterns is 
that the huge candidate sequences needed to be stored. In order to reduce the huge set 
of candidate sequences, another approach that mining sequential patterns by pattern-
growth was proposed by J. Pei, called PrefixSpan[5]. Using the prefix projection 
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presented in PrefixSpan can reduce the size of the projected database and improve the 
efficiency of the algorithm. 

In many applications, databases are updated incrementally. In order to improve 
mining efficiency, incremental algorithm is generally used to mine incremental 
sequences in database. When some new sequences are added to the original database, 
incremental algorithm makes full use of the set of frequent item mined from original 
database. It can reduce the overhead of scanning the original database. At present, 
incremental mining algorithms of sequential patterns include IncSpan[6], IncSpan+[7], 
PBIncSpan[8], ISC[9]，BSPinc[10] and so on. Projection-based incremental mining 
algorithms of sequential pattern include IncSpan, IncSpan+ and PBIncSpan. 
Projection-based incremental mining algorithms avoid generate huge candidate 
sequences.  

Cheng[6] proposed an incremental mining algorithm, called IncSpan. In order to 
reduce the using time in mining incremental sequences, the algorithm used semi-
frequent patterns for incremental mining. IncSpan had some weakness, that is, it can 
not find the complete set of sequential patterns in the updated database. Nguyen[7] 
clarified this weakness by proving the incorrectness of the basic properties in the 
IncSpan and proposed a new algorithm called IncSpan+. IncSpan+ rectified the 
shortcomings in generating the set of frequent sequential pattern and the set of semi-
frequent sequential pattern.  

PBIncSpan constructed a prefix tree to represent the sequential patterns. It need 
maintain pSeqId of the node α, that pSeqId was a set of seqID in α-projected database. 
And the algorithm had to check weather pSeqId of each node α was included in 
IASIDS (insert and append sequence id). Therefore it required extra time consuming.  

In order to make full use of the mining information in original database, to avoid 
constructing the projected database for frequent item and reduce the runtime of the 
algorithm, we use the structure of sequence tree to store all sequences and its support 
in the original database. Two kinds of data-processing strategies that are presented in 
this paper are used to add the sequences in incremental database to the sequence tree 
and maintain the sequence tree dynamically. We can find all the sequential patterns in 
the updated database through traversing the sequence tree. 

The remaining of the paper is organized as follows. In section 2, we introduce the 
structure of sequence tree. ISPBS is formulated in section 3. The experimental results 
and performance analysis are presented in Section 4. In Section 5, we summarize our 
study. 

2   The Structure of Sequence Tree 

Sequence tree is a prefix tree, it is similar in structure to the prefix tree proposed by 
Chen in [8]. However, the sequence tree not only stores the frequent sequences in the 
original database, but also stores the non-frequent sequences in the original database, 
and the support of each sequence is stored in the sequence tree. Constructing the 
sequence tree has the same procedure as mining sequential patterns in a sequence 
database using PrefixSpan algorithm. All of the 1-sequence mined in the projected 
database as a child node is inserted into the sequence tree, the last one in the prefix of 
the projected database is its parent node. We give the definition of the sequence tree. 
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Definition 2.1: The root node of the sequence tree is an empty node. In addition to the 
root node, each node in the sequence tree contains two attributes. One stores 1-
sequence in the projected database, and the other stores support of the sequence. The 
path from the root node to any leaf node represents a sequence in the database, and its 
support is the support of the leaf node. The support of any node is not smaller than the 
support of its child nodes. 

We give an example to illustrate the sequence tree. For brevity, we assume an 
element has only one item. When an element has multiple items, the results may be 
deduced by analogy. A sequence database D is shown in table1. 

Table 1. A Sequence Database D 

SeqID Sequence 

1 a b c d 

2 d e 

3 a c d 

4 b d 

 

The sequence tree of the sequence database D is shown in Figure 1. 
 

 
 
 
 
 
 
 
 
 
 

Fig. 1. The sequence tree of the sequence database D shown in table 1. 

From the sequence tree we can see that the set of all sequences in the sequence 
database D with its support is {<a>:2, <b>:2, <c>:2, <d>:4, <e>:1, <ab>:1, <ac>:2, 
<ad>:2, <bc>:1, <bd>:2, <cd>:2, <de>:1, <abc>:1, <abd>:1, <acd>:2, <bcd>:1, 
<abcd>:1}. 

3   Incremental Mining Algorithm of Sequential Patterns Based 
on Sequence Tree 

IncSpan uses FS and SFS to store the frequent sequences and semi-frequent sequences 
in the original database, PBIncSpan uses the prefix tree to store the frequent sequences 
in the original database. These two algorithms only store the sequences that meet the 
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support threshold. When the database is updated, both algorithms must take into 
account such a possibility that the sequences that are not frequent in the original 
database become frequent sequences in the updated database because of the 
incremental sequences. Therefore both algorithms need to construct the projected 
database for frequent item to find the sequential patterns in the updated database. In 
order to avoid constructing the projected database for frequent item and reduce 
occupied space and runtime in constructing the projected database, we propose an 
incremental mining algorithm of sequential patterns based on sequence tree using the 
structural characteristic of the sequence tree. As the sequence tree stores all the 
sequences and its support in the original database, when the database is updated, 
ISPBS does not need to construct the projected database, just adds the new sequences 
to the sequence tree and maintains the sequence tree dynamically. Finally, it can get all 
the sequences and its support in the updated database and find all the sequential 
patterns by scanning the sequence tree. 

We give two kinds of data-processing strategies in ISPBS. One is INSERT operation, 
the other is APPEND operation. The INSERT operation means that the new sequences 
are inserted into the original database. These old sequences are still unchanged, but the 
total number of the sequences in the updated database is increased. The APPEND 
operation means that some old sequences are appended with new sequences. And the 
total number of the sequences in the updated database is unchanged. 

Algorithm 1. ISPBS(D, d, min_sup, Stree) 

Input: An original database D, an incremental database d, min_sup, sequence tree 
Stree 

Output: The updated sequence tree Stree’, FS’ in D’ 
1:  Scan d, insert sequences are added to InSet, append sequences are added to 

Appset; 
2:  For each sequence s in Inset do 
3:      INSERT(Stree’, root, s); 
4:  For each sequence s in Appset do 
5:      Find the sequence α in D, making α.SeqID = s.SeqID; 
6:      APPEND(Stree’, root, α, s); 
7:      INSERT(Stree’, root, s); 
8:  Scan the Stree’, find FS’; 
9:  Return; 

Algorithm 2. INSERT(Stree, root, s) 

Input: A sequence tree Stree, the root node, an insert sequence s 
Output: The updated sequence tree Stree’ 
1:  For each item ei in the sequence s do 
2:      Given s’, s’ is the postfix of sequence s w.r.t. prefix ei; 
3:      If ei is the child node of root and ei appears the first time in s 
4:            support(ei) = support(ei) + 1; 
5:      ElseIf ei is not the child node of root and ei appears the first time in s 
6:         add a new child node ei, its parent node is root, support(ei)=1; 
7:       INSERT(Stree’, ei, s’); 
8:  Return; 
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Algorithm 3. APPEND(Stree, root, α, s) 

Input: A sequence tree Stree, the root node, a sequence α in the database D that it 
has the same SeqID with the sequence s, an append sequence s 

Output: The updated sequence tree Stree’ 
1:  For each item ei in the sequence α do 
2:    Given α’, α’ is the postfix of sequence α w.r.t. prefix ei; 
3:     If α’ ≠ Φ 
4:         For each item ej’ in the sequence s do 
5:            If ej’ is not the child node of ei  
6:              add a new child node ej’, its parent node is ei, support(ej’) = 1; 
7:            Else 
8:              support(ej’) = support(ej’) + 1; 
9:         APPEND(Stree’, ei, α’, s); 
10:   Else 
11:      INSERT(Stree’, ei, s); 
12:      Do_append(Stree’, ei, s); // Do_append() function is used to handle new 

added brother nodes of ei 
13: Return; 

When the database is updated, ISPBS scans the incremental database once. The new 
sequences in the incremental database are added to InSet, the append sequences are 
added to AppSet. Each sequence in InSet and AppSet respectively performs INSERT 
operation and APPEND operation. ISPBS algorithm only maintains the sequence tree 
without constructing the projected database. The sequence tree stores all the sequences 
in the updated database, so ISPBS can find all the sequential patterns in the updated 
database through using depth-first search strategy to traverse the sequence tree. 

4   Experimental Results and Performance Analysis 

In the experiment, we compare and analyze the performance of ISPBS with IncSpan 
and PrefixSpan. All the experiments are performed on a 1.5GHz Pentium PC machine 
with 1 gigabytes main memory, running Microsoft Windows XP. All the algorithms 
are implemented using Microsoft Visual Studio 2005 and Microsoft SQL Server 2005. 
The dataset we used for our experiments is synthetic data, with letters to mark the item. 
The item set contains 26 elements, the size of the dataset is 200K. 

Fig. 2 shows the running time of the three algorithms in different support threshold 
on condition that the number of incremental sequences is 1% of the total number of the 
original database sequences. The running time of ISPBS is mainly affected by the 
number of incremental sequences, so when the support threshold is varied, the change 
in the running time of ISPBS is not obvious. When the support threshold is high, the 
numbers of sequential patterns are limited, and the length of sequential patterns is 
short, the three algorithms are close in terms of running time. However, when the 
support threshold decreases, the gaps become clear. PrefixSpan and IncSpan have to 
spend much time in constructing the projected database, so ISPBS is the fastest. 
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Fig. 2. Varying support threshold 

 

Fig. 3. Varying percentage of incremental sequence 

Fig. 3 shows how the three algorithms can be affected when min_sup = 0.5% and 
the percentage of incremental sequences is varied. The curves show that the time 
increases as the incremental portion of the database increases. PrefixSpan and IncSpan 
spend much time in constructing the projected database. ISPBS only deals with the 
incremental sequences, so ISPBS is more efficient than PrefixSpan and IncSpan. When 
the incremental part exceeds 5% of the database, PrefixSpan outperforms IncSpan. 
This is because if the incremental sequences is not very small, the number of sequential 
patterns brought by it increases, increasing the overhead of IncSpan. 

In summary, our experimental results show that ISPBS outperforms PrefixSpan and 
IncSpan in time performance. 

5   Conclusions 

In this paper, we propose an incremental mining algorithm of sequential patterns based 
on Sequence tree, called ISPBS. ISPBS uses a sequence tree to store all the sequences 
and its support in the original database. When the database is updated, the incremental 
sequences are added to InsSet and AppSet in terms of sequence ID. Each sequence in 
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InSet and AppSet respectively performs INSERT operation and APPEND operation 
that the incremental sequences can be added to the sequence tree. The updated 
sequence tree stores all the sequences in the updated database, so ISPBS can find all 
the sequential patterns in the updated database through using depth-first search strategy 
to traverse the sequence tree. Experimental results show that ISPBS outperforms 
PrefixSpan and IncSpan in time cost. 
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Abstract. Single-stage OA schematic circuit a based on the functional-
topological processes of self-compensation and cancellation of field-effect and 
bipolar transistors small-signal parameters influence was proposed. A distinctive 
feature of the scheme is the equality of p-MOS and n-p-n transistor with 
heterojunction contributions. Simulation results of schematic circuit based on 
components of SGB25VD technical process were presented. The advantages of 
the circuit solution were shown.  

Keywords: OAs, IP blocks, self-compensation and cancellation, parametric 
sensitivity, compensating feedback loops. 

1   Introduction 

Designing of integral project IP blocks of mixed systems on a chip (SoC) HF and 
SHF ranges for a number of objective reasons requires relatively universal operational 
amplifiers (OAs). To increase their gain coefficient and to reduce the "electrical" 
length in input differential stages, as a rule, dynamic loads based on transistors with 
the opposite type of electronic conductivity are applied [1]. From the perspective of 
maximizing the operating frequency range of these OAs with the practical constraints 
on power consumption the bipolar transistors with heterojunction based on SiGe 
technology are preferred [2]. However, in some of the cheapest processes - 
SGB25VD, SGB25H1 it is possible to use only n-p-n transistors and CMOS 
transistors with significantly more low-frequency bands. Thus, for the SGB25VD 
technical process consuming current of 1mA the frequency properties of the bipolar 
transistor almost by an order of magnitude greater than the same characteristic of the 
field-effect transistor. 

To extend the operating frequency range of amplifying stages additional loops of 
self-compensation connecting inverting and non-inverting inputs of the bipolar 
transistor can be used [3]. However, as shown in [4], in this case, the operating 
frequency range of resulting amplifier stage is limited to cutoff frequency of voltage 
follower based on FET, which is insufficient to a wide range of practical problems in 
the IP-blocks. That is why further improvement of circuit design in BiCMOS basis is 
the relevant problem of modern analog microelectronics. 
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2   Statement of the Problem 

As a rule, to solve the general problem of OA constructing, structural compromise 
associated with the creation of dynamic loads based on the p-MOS transistors for the 
main n-p-n transistor collector circuit of with a heterojunction was used. In this case, 
while deteriorating the stability in static mode, coordination of the currents is 
executed using autonomous current source, and the gain coefficient is increased by 
increasing current consumption of differential input stage. A standard solution of this 
problem is a single-stage OA circuit, considered in [5]. It can be stated that such 
decisions are not optimal either structurally, or parametrically. 

From the viewpoint of differential parameters of bipolar and field-effect transistors 
influence on the gain of each stage we have the following ratio 

0
22l i

S
K

g g h
=

+ +  ,                                  (1) 

where 11/S hα=  – the steepness of the bipolar transistor; ig – the field-effect 

transistor drain-source conductivity; 11 22,h h – input resistance and output 

conductivity of the bipolar transistor; lg – the conductivity of the stage load. 

In a relatively wide range of frequencies on the same stage in the first 
approximation, transfer function of the first order: 

0

0

( )
1 в

K
K p

pK τ
=

+                                     (2) 

where ( ) /в cb ds dgc c c Sτ = + +  - the equivalent time constant; , ,cb ds dgc c c  - 

interelement capacities of transistors. 
From these ratios we can identify the dominant factors determining the maximum 

gain coefficient and cutoff frequency of stage and formulate a number of particular 
problems, which solution allows achieving this goal. So, the direction of structural 

optimization of the designed stage is determined by comparison of  ig  and 22h  and 

the necessity to use loops of self-compensation and cancellation justified by analysis 

of вτ  components. For example, in SGB25VD process regime dependences of the 

input n-p-n and p-MOS transistors, presented in Fig. 1, show that the dominant factor 

for 0K  is 1i iR g=  that almost by an order of magnitude smaller than 221 h . 

In addition, the increasing of bipolar transistor S by increasing the current 

consumption leads to 0K  increase only until the specified dominant factor remains. 

This is the approach used in [5] and allowed for single-stage OA following 

parameters: 0 32K dB= , 1f 16GHz=  at 0I 10mA= . 
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Fig. 1. Dependence of output resistance of transistors on operation mode 

Note that the unity gain frequency of SiGe bipolar transistor is defined by the 
expression [6]: 
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analogous for a MOSFET: 
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where psτ  – the time required for the passage of charge carrier from the source to the 

drain, , ,b c eτ τ τ  – transit times of charge carriers across the base region, the 

collector, emitter, respectively. 
However, at moderate collector currents, the frequency of unity gain of SiGe GBT 

is found from a simplified expression: 

.

1

2 ( )t GBT
b c e

f
π τ τ τ

=
+ +

                            (5) 

i.e. it is determined purely by a temporary delay. Whereas the frequency of unity gain 
of submicron field-effect transistors is determined mainly by a parasitic capacitances 
Cgs and Сgd. 

That is why, in the structure of the OA the main functions of signal transformation 
has to be performed on n-p-n transistor. 

Thus, to further increase the gain coefficient it is required another principle of 

dynamic load constructing which would provide lower influence of gi  on 0K . As it 

will be shown below this provides a significant improving 0K  and broadbandness of 

OA with decreasing current consumption. 
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3   Feature of Self-compensation of Dynamic Loads  
on Field-Effect Transistors 

As shown in [3], to reduce the influence of transfer conductivity of transistors on the 
characteristics of the amplifier stages an extra self-compensation loop, connecting its 
inverting and non-inverting inputs have to be used. However, the nature of physical 

processes in field-effect transistors shows that numerical value of 1i iR g=  does 

not influence its control voltage. That is why making compensating feedback loop 
requires finite resistance in the circuit of the source, which is the indicator of 

numerical value of iR . Independence of transistor gate voltage on this factor changes 

the structure of compensating circuit. This issue is considered in “Design circuitry 
feature of stages with high-gain coefficient on field-effect transistors”. From the 
perspective of the problem, we note that the increasing of additional resistance in the 
circuit of the source is equivalent to increasing feedback depth of the compensating 

iR  influence, so its implementation as additional dynamic load on the transistor of 

the same type can significantly reduce the influence of dynamic load on realized gain 
coefficient. Schematic circuit of the dynamic load for the differential stage OA is 
shown in Fig. 2. 

In this case, the equivalent output conductivity 

4 3 4i i ig g g gS≈                                     (6) 

is reduced by the static gain of T4 ( 4 4iS gμ = ). From ratios (1) and (6) it follows 

that such a feedback loop reduces or, at least, does not increase the sensitivity of the 
gain coefficient to the small-signal parameters of MOSFET 

3 4 4

3
i i

K K K i
g g S

g
S S S K

Sμ
= = − = −                            (7) 

and with maximization does not increase its instability. 

 

Fig. 2. Schematic circuit of asymmetric differential stage dynamic load 
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According to [3], this feedback loop reduces the influence of output parasitic 
capacities T3 and T4 on an equivalent time constant of the stage 

3 4 4 3 3 4
4

1 1
( ) ( )в i iC g C g C C

S S S
τ

μ
= + ≈ +

⋅                   

 (8) 

where 3C  and 4C  – output parasitic capacities of T3 and T4. 

Thus, even in the extreme case, where due to the action of this circuit 0K  is 

increased in μ  times, according to ratio (2) it does not decrease its cutoff frequency 

under this dynamic load. 
A favorable factor aimed at expanding operating frequency range of the differential 

stage is the increment of its transfer function 
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associated with increased transmission of T4 on the circuit gate-drain. It will be 
shown below that this factor together with a loop of cancellation improves the 
stability margin for OA phase. 

In terms of the general principle of signal transformation, such dynamic load is 
appropriate to consider "cascode". 

Further improvement of quality values of cascode load with additional 
compensating feedback connecting T4 source with its gate through the inverter stage. 

4   Principles of Cancellation of Parasitic Capacities Influence  
on Operating Frequency Range of Operational Amplifier 

Obtained results show that the dominant factors limiting the operating frequency 
range of OA with a minimal electrical length are transfer capacities and the capacities 
of transistors to substrate (Сs). In [7] it is shown that minimizing their influence on 

1f  leads to the principle of cancellation, when additional capacity Сc reduces the 

equivalent time constant of entire amplifier. 
To implement the principle of cancellation of load equivalent capacity influence on 

i-th stage it is required connect the output of j-th stage to the output of additional (in 
this case the compensating) capacitor Сc. 

If series connection of cascades is used in the structure of the amplifier 
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then this condition can be specified in numerical values of the additional capacitor 

0
1

1
m

c s in j l
о l i

С C С K
= +

⎡ ⎤⎛ ⎞= + ⋅ −⎜ ⎟ ⎢ ⎥
⎝ ⎠ ⎣ ⎦

∑ ∏ .                       (11) 



74 S. Krutchinsky et al. 

where æi , æ j – transfer coefficient of interstage connection;  ( )iH p – transfer 

function of the amplifier when connecting the input signal source to the non-inverting 

input of the i-th transistor; ( )iF p – transfer function at the input of the i-th stage. 

Current ratio shows that the effectiveness of this method of solving the general 
problem depends on the identity of the processes in those components, which models 
characterize these capacities. Thereupon, it is appropriable to use one of the active 
components as Сc in the proper mode of operation.  

Direct use of the found principle is shown in Fig. 3. 

 

Fig. 3. Cancellation of the influence of Сs и Сc on frequency characteristics of the amplifier 

Here, if К0≈К01 conductions of gin2 and gout1  are sufficiently small, and the 
influence of Сs is maximal, so defines its dominant role. In accordance with (10) - 
(11) the implementation of Сc satisfying condition  

( )02 03 1c sС С К К= ⋅ −
                          

(12) 

influence of Сc and Сs is excluded. 
The disadvantage of cancellation is relatively high sensitivity of the condition to 

the instability of Сs and Сc. So, for a given in Fig. 3 case the relative sensitivity of the 
time constant of the amplifier and, consequently, its cutoff frequency  
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directly determined by desired (achieved) level of compensation. That is why there is 
device unity gain frequency regime dependence.  

In single-stage amplifiers satisfying of the above conditions leads to a large value 
of Сc , and therefore require an increase in current of output stage К03. From ratios 
(12), (13) and (14) implies that compensating feedback signal is appropriate to inject 

into a node, which provides numerical values ( )iH p  and ( )iF p  close to realized 

gain coefficient. As can be seen from the circuit of the dynamic load (Fig. 2) such a 
node is the source of transistor T4. However, in general, the connecting node of Сc 
output pin requires detailed analysis of the aggregate circuit of the designed amplifier. 
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5   Micropower Single-Stage Amplifier in BiMOS Basis  

As seen from Fig. 1, n-p-n transistor has a higher output resistance and it is non-
dominant element limiting the gain coefficient (1). Thus, for the technology 
SGB25VD (p-MOS: width 50um, length 250nm, number of gates 1; n-p-n bipolar: 
emitter length 840nm, emitter width 420nm, y-multiplier 2, x-multiplier 8) in 

microregime ( dI 0.1cI mA= ≈ ) 15iR kOhm= , 221 500h kOhm= , so 

4 3 4 22i i ig g g S h= >>
                             

(15) 

As seen from Fig. 1 and (1), this reserve can be used to increase equivalent steepness 
of n-p-n transistor and hence, the gain coefficient by increasing current consumption 
until the contributions of bipolar and field-effect transistor become equivalent. 

( dI 0.2cI mA= ≈ ) 

 

Fig. 4. Schematic circuit of micropower single-stage OA 

Schematic circuit of single-stage OA that meets the restrictions is shown in Fig. 4. An 
additional solution feature is using of the loop of cancellation of n-p-n and MOS 
transistors transfer capacities influence on the OA cutoff frequency. According to [7], such 
a reactive feedback decrease equivalent time constant of the amplifier by an amount 

2 Sв cCτΔ = .                                   (16) 

Besides, according to (9) ( 3 cC C= ), there is a correction of phase-frequency 

characteristics in a range of high frequencies. Indeed, in the neighborhood of 
frequency 
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0 3 3( )i cg S C Cω = +                               (17) 

there is phase difference decrease on 

34

3 4

i

i

gS
arctg arctg

g S
ϕΔ = −                      (18) 

This feature of the characteristics is shown in fig.5 and may be exploited to increase 

stability margin by connecting additional 3C . Shown in Fig. 5 amplitude-frequency 

characteristic of OA shows that the loop of cancellation allows to expand cutoff 
frequency perceptibly for given stability margin and required total negative feedback 
depth.  

 

Fig. 5. Amplitude (left) and phase (right) frequency response of the OA where 0=cC , 

fFCc 70=  and fFC optc 110=  
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Table 1. Results of OA simulation 

     
parameter 
 
scheme  

cmrr

aK
[dB] 

_br cmrr

bf  

[MHz] 

cG  
[dB] 

_br G

df  

[MHz] 
1
ef  

[GHz] 

fϑ+

[kV/us]

gϑ−

[kV/us]
.maxout

hU+

[V] 
.maxout

iU−
 

[V] 

j
offE

 [mV] 
sup

kI  

[mА] 

Fig. 4 
microregime 
Сс=0fF 

91 139.5 56 18.5 5.6 12.1 1.5 0.83 -1.84 -0.8 1.6 

Fig. 4 
microregime 
Сс=110fF 

91 15.6 56 151.5 6.1 21.9 1.6 0.83 -1.84 -0.8 1.6 

Analogous  
OA[5]  
microregim
e 

58 29.5 30 88.91 3 1.7 0.7 1.6 -1.2 4.1 1.2 

Fig. 4 
macroregime 
Сс=0fF 

74 0.822 37 444 26.2 15.2 8.7 0.56 -1.75 -6.4 14.5 

Fig. 4 
macroregime 
Сс=20fF 

74 0.821 37 450 26.9 14 9.1 0.56 -1.75 -6.4 14.5 

Analogous  
OA[5]  
macroregime 

42 48.5 35 477 23.84 13.7 11.6 1.6 -1.5 -24.6 14.8 

 
Here: a. Common-mode rejection ratio; b. Boundary frequency of Kcmrr; 

c. Differential gain coefficient; d. Boundary frequency of G; e. Unity gain frequency; 
f. Rate of front rise; g. Rate of front fall; h. Maximal positive output voltage; 
i. Maximal negative output voltage; j. offset EMF; k. Circuit current consumption. 

The results of a comparative analysis of the proposed SHF OA scheme and its 
analogue [5] listed in Table 1 show that the composition of loops of self-
compensation [3] and cancellation [7] of the influence of small-signal parameters of 
transistors can significantly improve OA basic quality values. In addition, such loops 
of compensation create additional parametric circuits of freedom that can be used to 
reduce the OA current consumption.  

For example, the above principle of parametric optimization by the criterion of 
equal contributions of p-MOS and n-p-n transistors to maximize gain coefficient can 
reduce OA power consumption almost by an order of magnitude. This assertion is 
confirmed by simulation of the schematic circuit of the OA with dynamic load, while 

implementation error of 0K  does not exceed 2.2dB, and its cutoff frequency 15%. 

6   Conclusion 

Obtained results confirm the initial theoretical position [3], [7], associated with the 
ability to track circuitry innovations in the amplifying devices. Indeed, the loops of 
self-compensation of transistors small-signal parameters influence on the attainable 
OA gain coefficient while maintaining low parametric sensitivity and unchanged 
cutoff frequency. The loop of cancellation of the influence of active elements parasitic 
capacitances not only extends the operating frequency range of the OA, but also 
makes it possible to save necessary amount of phase stability. 
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The minimum electrical length of these OAs creates additional parametric freedom 
that can be used for maximizing operating frequency range of functional devices 
based on these OAs. For example, when creating scaled or instrumentation amplifiers 
when the amount of feedback required remains unchanged, it is possible to increase 
several times the OA’s threshold frequency by means of increasing balancing 
capacitance (see Fig. 5 and 6). At that required phase margin remains. 

Represented results may be used in the course of integrated circuit design, e.g. 
using IC Flow produced by Mentor Graphics which provides the opportunity to 
consider not only semiconductor elements SPICE-models features, but also design 
and technological constraints when modeling. 

References 

1. Heinemann, B.: Complementary SiGe BiCMOS. Electrochemical Society Proceeding 07, 
25–31 (2004) 

2. http://www.ihp-microelectronics.com 
3. Krutchinsky, S.G., Prokopenko, N.N., Starchenko, E.I.: Structurally topological principles 

of self-compensation in electronic devices. In: Proceeding ICCSC 2004, Moscow, Russia, 
pp. 26–30 (2004) 

4. Krutchinsky, S.G.: Modern microcircuitry and competitiveness of the domestic analog IC 
and mixed IP blocks. Scientific and Technical Journal “Electronic Components” (1), 6–10 
(2009) (in Russia) 

5. Annual Report of the Institute of Innovations for High Performance Microelectronics (IHP) 
(2006), http://www.ihp-microelectronics.com/lileadmin/ihp-
template/about-ihp/publications/IHP_AR_2006.pdf 

6. Ashburn, P.: SiGe Heterojunction Bipolar Transistors, p. 286. Wiley & Sons (2003) 
7. Krutchinsky, S.G., Prokopenko, N.N., Budyakov, A.S.: Compensation Methods of Basic 

Transistors Output Capacitance Components in Analog Integrated Circuits. In: Proceeding 
ICCSC 2006, Bucharest, Romania, pp. 44–49 (2006) 



G. Lee (Ed.): Advances in Intelligent Systems, AISC 138, pp. 79–83. 
springerlink.com         © Springer-Verlag Berlin Heidelberg 2012 

Influence of Irrigation Water-Saving  
on Groundwater Table in the Downstream  

Irrigation Districts of Yellow River 

Zhou Zhen-min, Zhou Ke, and Wang Xuechao 

North China University of Water Conservancy and Hydropower,  
Zhengzhou 450011,China 

{Zhouzhenmin,wangxuechao}@ncwu.edu.cn,  
zkzhouke@yahoo.com.cn 

Abstract. Selecting the People’s Victory Canal Irrigation District as a typical 
example, firstly, underground water kinetic situation was analyzed considering 
the different irrigation water saving measures. Then, kinetic simulation model 
was set up for the typical irrigation district. Based on the simulation model, 
influence of different irrigation water saving methods on underground water and 
eco-environment were studied. It is proved by the study findings that irrigation 
water saving measures play important role in overall enhancement of irrigation 
water use efficiency, decreasing groundwater table and alleviation of irrigation 
water shortage in the irrigation district. But, if irrigation water saving technology 
cannot be used rationally, it would result in reverse influence on crop growth and 
agricultural eco-environment. It is believed that the study results would play 
certain active values in irrigation water saving structures rehabilitation and 
eco-environment protection in the irrigation districts.  

Keywords: Irrigation Water-Saving, Simulation Model, Groundwater, Influence.  

1   Background[1]  

The People’s Victory Canal Irrigation District (PVCID) is the first large-scale irrigation 
area set up in the lower reach of the Yellow River after the new China founded[1]. 
Located in the north part of Henan Province, the PVCID covers 3 cities and 8 counties 
with the command area 1835 km2. Since starting irrigation in 1952, the real irrigation 
area maintains 3～4×104 ha, with the highest irrigated area 6.1×104ha. In 1999, the 
PVCID carried out new water-saving and facilities rehabilitation layout according to 
requirement in the middle-long term national economic development plan and based on 
the detail irrigation water saving regulation. The command area was redesigned. The 
total irrigated area reached to 12.17×104 ha, in which water-saving irrigated area 
amounts to 7.89×104 hm2, compensable water source irrigated area amounts to 
4.28×104 ha. Up to 2002, the total water diversion volume from the Yellow River 
amounted to 30.5billion cm3, which made great contribution in agricultural irrigation, 
urban and industrial water supply, Yellow River water supply to Tianjin, 
salinity-alkaline farmland reclamation, grain production security and eco-environment 
improvement, and created important social and economic benefits.  
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2   Ground Water Dynamic Analysis for Pre-Post--Water Saving 

The hydraulic slop in the aquifer of the typical area is slight [1]. The relation between 
lateral recharge and drainage of ground water is not obvious. The dynamic situation of 
ground water clearly shows the type of infiltration and evaporation, in which the lateral 
influential factor dominates the process, i.e, the main recharge source for ground water 
is from irrigation infiltration. Shallow water evaporation is the main outlet. Since 1999, 
water saving structures rehabilitation, in which canal lining is the main measures, have 
been carried out. Project water saving rehabilitation raised irrigation efficiency, 
achieved obvious water saving benefits [2], greatly reduced leakage lost from the 
Yellow River water diversion and irrigation canals, and decreased water table. It can be 
seed from Fig.1 that water table decreased obviously in the typical area after realization 
of water saving projects.  
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Fig. 1. Water table before and after water saving project construction 

3   Model Analysis 

Typical parameter model was studied to simulate groundwater dynamic situation in the 
typical area [2]. Groundwater balance model was used in PVCID, as Fig.2. 

 

 

 

 

 

 

Fig. 2. Typical parameter model of underground water balance 
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Underground water balance model in the typical area can be written as, 

kccpqzcsjsqsts WWWWWWWFHW −−−+++=⋅⋅Δ=Δ μ
     

(1) 

Where, HΔ , groundwater table storage variation (m); μ , groundwater specific yield; 

F , groundwater area (ha.), tsW , infiltration recharge of farmland (×104);  qsW , 

infiltration recharge of canal systems (×104); csW , groundwater lateral recharge 

(×104); cpW , groundwater lateral drainage (×104); jsW , rainfall infiltration recharge 

(×104); qzW ,groundwater evaporation (×104); kcW ,groundwater exploitation (×104). 

3.1   Dynamic Influence of Canal System Lining on Groundwater 

Canal system lining can largely reduce infiltration recharge, and cause obvious 
influence on groundwater. Different canal lining location can result in different 
influence degree. In order to simulate influence of canal system seepage prevention on 
groundwater, several canal lining schedules were assigned.  

Scheme0, scheme1, scheme2 and scheme3 simulated four schemes, i.e., 
non-water-saving measures, only secondary canals lining, secondary and tertiary canals 
lining, all secondary and tertiary and farmland canals lining, to study groundwater table 
at the end of different periods under different flow.  

Table 1. Groundwater table variation under different canal lining   unit:  m 

Water 
diversion 
(×104m3) 

Water  
table at the 
beginning 
of periods 

Scheme0 Scheme1 Scheme2 Scheme3 

non-water-saving 
measures 

secondary 
canal 
lining 

secondary 
and tertiary 

canals 
lining 

all secondary, 
tertiary and 
farmland 

canal lining 
1799.89 2.13  1.18 1.2 1.26 
1855.55 2.13  1.14 1.17 1.22 
1911.21 2.13  1.1 1.13 1.19 
1966.87 2.13  1.07 1.1 1.15 
2022.53 2.13 0.95    

 
It can be seen from Table1 that under certain water diversion volume, the larger the 

canal lining area, the deeper the groundwater table. It means that canal lining system 
reduced water leakage recharge of groundwater.  

3.2   Influence of Farmland Water Saving on Groundwater 

Besides canal lining in typical irrigation area, water saving project rehabilitation also 
includes land leveling, small land plot preparation, sprinkle and tube-well irrigation, 
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etc. which realized obvious water saving results. Scheme 4 is the simulation of 
influence of different water diversion on groundwater under the condition of farmland 
water saving measures only. The simulated results can be seen in Table2. 

Table 2. Groundwater table under farmland water saving measures only  Unit：m 

Water diversion 
(×104m3)  

Groundwater table at 
the beginning of 

periods 

Scheme 4 

Farmland water saving 
only 

1799.89 2.13 1.45 
1855.55 2.13 1.41 
1911.21 2.13 1.38 
1966.87 2.13 1.35 

 
It can be seen from Table2 and Fig4 that farmland water saving measures reduced 

water leakage recharge on groundwater to cause groundwater deterioration.  

3.3   Water Saving Irrigation Influence on Groundwater Table 

In the typical area, water saving project rehabilitation includes not only canal lining, 
but also sprinkle irrigation, drip irrigation and preparation of smaller irrigation basin, 
which raised water use efficiency of canal systems from 0.614 to 0.921. Water saving 
projects reduced greatly water leakage loss of canal systems and ineffective water loss 
of farmland. Scheme 5, scheme 6 and scheme 7 simulated groundwater variation under 
different water diversion with combination measures of different canal lining area and 
farmland water saving. See Table3 and Fig4.  

Table 3. Groundwater variation under different irrigation water saving schemes  Unit: m 

Water 
diversion 
(×104m3

) 

Groundwater table at 
the beginning of 

periods 

S. 5 S. 6 S. 7 

Secondary 
canal lined, 

farmland 
water 
saving 

Secondary 
and tertiary 
canal lined, 

farmland 
water saving 

Secondary and 
tertiary and 

farmland canals 
lined, farmland 

water saving 
1799.89 2.13 1.49 1.58 1.69 
1855.55 2.13 1.46 1.54 1.66 
1911.21 2.13 1.43 1.51 1.64 
1966.87 2.13 1.4 1.48 1.61 

 
It can be seen from Table3 that under certain water diversion volume, with the 

increase of water-saving measures, groundwater infiltration recharge was reduced 
accordingly, groundwater table was reduced as well. 
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4   Conclusions  

Influence of water-saving irrigation on groundwater table was studied through water 
balance analysis in typical groundwater and relevant models. It is shown by research 
findings that water saving irrigation reduced water diversion requirement from the 
Yellow River, decreased groundwater infiltration recharge, raised water resources 
effective utilization, reduced ineffective water loss, decreased groundwater table and 
improved effectively soil saline-alkaline in irrigated area. It can be concluded through 
study that it may not obtain the best results with the absolute water saving measures. 
There is a threshold that irrigation should meet crop water requirement. If irrigation 
water is lower than the threshold, the crop yield would be reduced. The present findings 
should have the reference values to irrigation water saving and irrigation project 
rehabilitation.  
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Abstract. We propose an aggregation model of OWS chaining. By analyzing the 
main problems between the interface and data control about OWS services used 
in the workflow, we present the corresponding methods of the interface im-
provements, and GML-compressed scheduling strategy. Finally, combined with 
Kepler graphic-workflow, processing flow modeling with OWS services chain 
and solutions are presented in the paper.  By dispatching the Concrete OWS 
chaining with extended interface in Kepler, the implementation is proved feasible 
and efficient. 

Keywords: OWS, combining, services chaining, GML data flow dispatch, 
graphic-workflow, Kepler. 

1   Introduction  

Chaining spatial information services based on the workflow provides an effective 
solution for the sharing and the interoperability about distributed spatial information 
over the network[1]. But now, there are two major problems with the method of OWS 
(OGC Web Service) chaining: (1)Interface level. The services Running In the Ser-
vice-oriented workflow engine are adopted by OASIS[2] standard, but spatial infor-
mation services are adopted by OGC (Open Geospatial Consortium) standard which 
leads to the spatial information services not be aggregated by the workflow. (2)Spatial 
data level. The OGC standardizes spatial information services like WFS (Web Feature 
Service) and WPS (Web Processing Service)  exchanged with the GML format, and 
the intensive operation with GML makes the efficiency more lowly in chaining spatial 
information services by workflow.  

By now, The research of spatial information services chain based on the workflow 
focuses on two aspects: one aspect is about the services chain ordered by BPEL 
(workflow description language), and then be sent into the workflow engine[3-4]. The 
other aspect is that the using of ontology or semantic approach to build a service-driven 
workflow chain[5-6]. But these methods are mainly discussed about workflow in the 
conceptual level, and not for the modeling of spatial information services from the field 
of GI (Geographic information). Therefore, in this paper, we research how to change 
the OWS service interface, and improve the execution strategies in services chain so 
that a seamless services chain can be used in OWS graphics workflow. 
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2   OWS Services Chain and Graphical Workflow 

The choice of spatial information services. OGC (Open Geospatial Consortium) 
standardizes multi-spatial information services: the cartography services like (WMS、
WCS)、the features services  like(WFS) and the processing services (WPS). In this 
paper, we use the WFS to be the spatial date resource, and the WPS to be the services 
chain nodes to build the OWS services chain. 

Graphics workflow. The kind of Workflow engine in accordance with the process 
modeling can be divided into BPEL process modeling and graphical workflow mod-
eling. In the processing modeling of BPEL-based workflow, the principle is the use of 
BPEL language to order service chain, and then to sent into the workflow engine to 
implement. But because of lacking of visual tools to support, the workflow wrote in the 
BPEL is more difficult. 

The graphical modeling workflow should be drag in the manual way to customize 
the service chain through graphics proxy. Compared with BPEL workflow process 
modeling it has the following advantages: The graphical modeling workflow can pro-
vide a visual process tool which users do not need to manually write a process modeling 
language. The client applications only need to implement the visualization of WMS and 
WFS, and the services chain can be executied by the graphics workflow which guar-
antee The architecture of application client、graphical workflow engine be the max-
imum degree of loosely coupled. The service-oriented agents are able to dynamically 
discover、aggregate OWS services through the interface transformation, and it is easy 
to implement the scheduling policies of GML data (3.2 explained). The typical 
graphical workflow is the Kepler[7] made by University of California. In this paper we 
choice the Kepler workflow to chain the OWS services. 

3   The Model of Graphical Workflow Drive OWS Services Chain 

Traditional WPS services chain pattern.WPS[8] standard defined a simple services 
chain which required individual WPS should be in KVP edcoding to submit the GET 
request. This can be described: 

GetURL=req (req1(req2(reqi(…))))                           (1) 

In the model, the “req” is the service request for the current WPS, “reqi”  is the OWS 
request participated in the service chain, including the operation of GetFeature in the 
WFS and the operation of Execute in the WPS. From the formulate(1) we can seen, the 
service chain of traditional WPS defined by the way of nested URL service request in 
the aggregation, because of the limiting of URL encoded character for this service 
chain which only suit for a small number of OWS service chain; And the nested ser-
vices in the aggregation bring a great deal of difficulty to the service monitoring and 
exception capture.  

Descripton of graphical workflow model. Using the graphics workflow engine to 
aggregate the OWS services is no longer adopted KVP encoding interface. Seen from 
the Figure 1. We assume there are four OWS services like WFS1, WFS2, WPS1, WPS2. 
First, We add the WSDL description to the services above, and the message exchanged 
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among the services which be wrapped with SOAP binding; and then we change the 
WFS interface to enable to output the GML address reference, as well as add the parser 
for WPS output which be easy to pass the compressed GML data like GML ZIP; Fi-
nally, we use the visual interface of the  workflow to build OWS service chain, then 
implement and monitor the processing of services chain through the graphical 
workflow engine. 

 

 

Fig. 1. The description of OWS chaining model with Workflow 

The graphics workflow engine can be a control center to control each OWS services. 
The aggregation follows (2): 

V = WorkFlow (OWS1, OWS2, ..., OWSn)                         (2) 

In this model, WPS is no longer to be a service chain entrance uniquely, but to be split 
into multiple nested WFS, WPS services. OWS services in the Workflow aggregate 
each other by way of multi-point value, rather than the single point of WPS service 
aggregation described in formulae (1). 

4   The Implementation of Graphical Workflow Drive OWS 
Services Chain  

According to the characteristic between Kepler workflow and the spatial information 
services, we propose the OWS aggregation strategy though graphic workflow engine. 

OWS interface wrapper. There is a big difference in the internal interface and  
external interfaces between OWS services and graphic workflow: 

1) External Interface: Kepler workflow oriented standard Web services. The services 
are controlled by workflow Node which be described with the WSDL, and the message 
for the communication between services is adopted in SOAP protocols. But the OGC 
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did not give the relevant specifications; While OGC proposed that the WPS would 
support WSDL、SOAP protocol requirements in the file of OWS-5, but did not clearly 
support the WFS wrapped with WSDL so that integration between WFS and WPS can 
not be reconciled though graphical workflow. 

To the question about the inconsistencies in external interface, we need package the 
interface between WFS and WPS. Take the WPS for example, it contains three inter-
faces :GetCapabilities、Execute and DescribeProcess. We only need to encapsulate the 
interface of GetCapabilities request by WSDL, while transform the interface of Ex-
ecute request so that it can  support SOAP protocol, shown in Figure 2. So the kepler 
engine can get the SOAP request from the GetCapabilities request with packaged 
interface. 

 

Fig. 2. WPS with WSDL 

2) Internal Interface:  While we add the WSDL description to the  GetCapabilities 
request in WPS, and the type of input parameters in WPS is not described in the Get-
Capabilities interface, but in the DescribeProcess (DescribeFeatureType in WFS) 
interface, kepler workflow can not extract the required parameter type  which is ne-
cessary for SOAP request from the GetCapabilities interface. There are not OGC 
standards to do peremptory specialization for the input and output parameters in WPS, 
thus, the parameters could be a separate type of argument, Either it can be complex 
multi-parameter, so the WPS can not dynamically identify the complex type parameters 
form the entrance. 

 

Fig. 3. WPS output interface definition 

For example, seen the depiction of the OWS service in the Fig.1, the type of Re-
sponse1 of WPS1 may be the GML entity data types also be the reference type in the 
URL address. So, in the service chain driven by Kepler, the input type of WPS2 can not 
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be confirmed, because the two types of parameters are the weakly typed language like 
AnyURL. The essence of the problem is which the graphics workflow can not auto-
matically resolve non-entity of GML data. 

To Solve this problem, it requires add the GML parser for WFS and WPS services in 
the output interface. Seen from the Fig.3. Supposing the output type of WPS1 is GML 
contains the URL address, non LineString type, then the GML parser can parse out the 
correct type like URL address for next node called WPS2, instead of GML data. Should 
be noted that, the OWS service chain does not need to be design, Kepler provides XML 
parsing component, users need to use this component to extract the required parameters 
and types. 

Scheduling strategy in OWS service chain. OWS service chain exchange each other 
with GML for data sharing, but the GML-intensive operation bring lowly efficiency to 
OWS service chain. Because large data volume of GML increased the congestion 
overhead in network, there need more transmission time. 

 

 

Fig. 4. Data flow of OWS services chaining 

Figure 4 depictures the two strategies among the data scheduling. Thin solid line 
means the service requests using the kepler agent, and the dashed and thick solid lines 
represent two ways of data transmission. Data request, transmission are controlled  by 
each graphical node. 

The methods of traditional data Scheduling are described in dotted lines, all of the 
OWS data services return the data of GML, which is a high-density data operation 
mode. the data transmission using the following method: 

GML1= KeplerProxy(WFS1:GetFeature)                            (3) 

GML2=KeplerProxy(WPS1:Execute(GML1))                       (4) 

GML3=KeplerProxy(WPS2:Execute(GML2))                        (5) 

There are two steps include service response and data transfer from one OWS service to 
next OWS service, the overall time consumption is: 

T=2O(N1)+ 2O(N2) +O(N3)                                   (6) 

therein，N1、N2、N3 represent the quantity respectively about GML1、GML2、GML3. 
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In order to reduce the number of GML transmission in the network, this paper 
changes the  scheduling strategy in OWS service chain, as shown in thick solid line 
above, the processing include three step: Change the output type of WFS to the 
complexType contains the URL. Change output type of WPS to the binary stream 
transmitted over the network. Add the Interface parser (3.1) for WFS and WPS, and  
ensure the parameters type can be resolved correctly. The process can be expressed by 
following formula. 

URL=KeplerProxy(WFS1:GetFeature)                        (7) 

ZIP(GML2)=KeplerProxy(WPS1:Execute(URL))                 (8) 

ZIP(GML3)=KeplerProxy(WPS2:Execute(ZIP(GML2)))          (9) 

In the data stream Scheduling, because of the parser for the interface of Kepler, WPS1, 
WFS1 could accept the URL from GML. The workflow engine should not have to first 
download GML locally, and then transmit to the WPS1, but could respond the  results 
as a URL handling directly to the WPS1, which  avoid the GML response cost to the 
transfer agent client; at the same time, WPS1 could output GML in ZIP format, de-
crease the time consumption. The entire time consumption of service chain transmis-
sion is expressed as: 

T= O(N1)+ 2O(K*N2) +O(K*N3)                           (10) 

K is the compression rate of GML. Since K * N <N (0 <K <1), the time consumption 
significantly reduced Compared with formula (6). 

The process of Kepler schedules OWS services chain. Under the conditions of 
corrective interface and the improved scheduling strategies, we propose the OWS 
service agregation process by the kepler workflow. 

 

Fig. 5. Kepler workflow model 
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Fig.5 describes the flow diagram using kepler engine to chain the OWS service. In 
kepler, the nodes oriented Web services called Actors, which are essentially service 
proxy client, and execute any WSDL-defined Web services through a simple plug-in 
mechanism, at same time, links to other Actors through its port. Using the customized 
graphical interface supported by kepler workflow, firstly, we need to initialize the 
service agent Actors, then configure the proxy port in accordance with the service 
parameters required to by WFS、WPS respectively, finally, connect the Actors fol-
lowing the business of OWS services chain. The mapping between data and Actors is 
described in Fig.4. 

1) Interface reconstruction Firstly, change the interface of OWS servic-
es.Transform WFS output interface which contains the URL type refer-
ence. Add the parser for the WPS interface. 

2) Service discovery: kepler engine provides search tools as agent Actors for Web 
services which could automatically send SOAP requests described by WSDL, 
and capture the output or abnormal. 

3) Service Aggregation: Configure agents of Actor1 and Actor2. Send Get-
Feature request (SOAP protocol) to server and capture data of GML1, GML2 
returned.Put out the URL of address reference by the GML Parser.Agent 
actor3 receive URL reference and call to the WFS’s GetFeature request for the 
GML data; then invoke intersection operation algorithm to get the data 
GML3.Finally, referred to the feature simplification services to get the data of 
GML4, and then display the GML4 by the client application. 

5   Experimentation and Analysis 

Experiment showed the effect of Kelper workflow aggregate OWS services chain, 
tested the performance of the aggregation strategy, and would use the address refer-
ence, compressed GML and GML-intensive operations strategy to do a comparative 
analysis. 

The data and environment of experiment. Here, the instance of OWS services chain 
participating the experiment was proposed. Firstly, experiment accesses the point 
features of the national institution, and then Point Features make the intersection with 
polygons of the provinces. After Douglas-Pcucker polygon simplified, the results 
returned to the client to display. Spatial information services related to experiments are 
used OGC standards, for example: 

1) China's provincial-level administrative division factor services (WFS1) 
2) Point features of the national institution services (WFS2) 
3) Processing services that make the intersection between the elements (WPS1) 
4) Simplify elements services (WPS2) 

In the experiment, WFS involved in aggregation were used Geoserver (Open Source 
mapping service engine) for distribute, and the WPS were distributed by spatial in-
formation processing components called 52oNorth which is open source software. The 
GML data generated by aggregation was displayed by the client called Openlayers. 
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The result and the analysis. The execution of the workflow has been shown in Figure 
5. Figure 6 is the result of aggregation. Figure(a)、Figure(b) and Figure(c) shown the 
atomic service by the client of openlayers. Figure(d) displayed the results of GML 
which is be simplified by WPS (Douglas-Pcucker Simplification). 

 

 

Fig. 6. OWS services  

In order to verify different effects of the implementation using the different approach 
as address reference、compressed GML and GML-intensive strategies for different size 
of data, the experiment offers three different particle size data at the provincial level 
administrative divisions: 400W、100W and 25W vector data (mainly simplify ad-
ministrative divisions). After The GML data distributed by Geoserver, the data size 
were 1.47 MB and 11.2 MB and 23.5 MB. The table.1 and table.2 show that the time 
cost in different strategies and different environments. The experimental results show 
that when the amount of GML data is small, the time advantage after optimal sche-
duling strategy is not obvious; But when the greater amount of GML data processed by 
the service chain, the optimal scheduling of the aggregate effect is more evident. 

The time costs in implementation of the entire service chain aggregation can be di-
vided into three parts: the costs of GML transported.the costs of GML parsed and 
processed by WPS1. the costs of GML parsed and processed by WPS2. Actually, the 
spatial processing algorithm depends on the superior performance of the algorithm on 
the service side. If two strategies using the same algorithms of WPS, the time spent was 
no difference. Therefore, the overall performance depends on the capabilities of 
transmission and serialization and parsing about GML. 

If a small amount of GML data transmitted, there was little difference between GML 
parsing and transmitting in network. However, when the GML data is large, the cost of 
GML transmission in network doubled. Compared to formula (6) and formula (10), we 

(a) WFS1 (b) WFS2 

(c) WPS1 (d) WPS2
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can find that using the GML strategy of address reference、and compressed GML 
avoided the time consumption of download GML to the local, while GML by way of 
compression reduces costs in network transmission, the overall time consumed nearly 
was half of the time of GML-intensive strategy. 

Table 1. Time costs of Strategies with larger GML/s 

GML TWFS TWPS1 TWPS2 

1.47MB 1.2 2 3.5 

11.2 MB 17 19 11 

23.5 MB 52 61 29 

Table 2. Time costs of optimizing Strategies/s 

GML  TWFS TWPS1 TWPS2 
1.47 MB 1 2.5 1 
11.2 MB 9 16 5 
23.5 MB 28 37 10 

6   Conclusion 

This paper provides a new solution for the aggregation among OWS services using 
graphical workflow. The experiment shows that this approach not only breaks the 
interface bottlenecks, but also improves efficiency of the OWS services chain by re-
building the scheduling strategies about the flow of data. 
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Abstract. The MIMO-OFDM detector with near-optimum performance and low 
complexity is valuable. This paper uses the complex-valued neural network to 
implement a detector for MIMO-OFDM systems according to the channel matrix 
in frequency domain which is composed of complex number. The parameters 
related to the network stability are given. The output of proposed detector is just 
the output of all neurons. This detector has advantage of low complexity because 
neuro-computing is a computational process with low-complexity. The 
simulations show that the proposed detector is one which can obtain a 
near-optimum performance, but with a low-complexity.  

Keywords: Complex-Valued Neural Network, MIMO-OFDM, maximum 
likelihood detector, computational complexity. 

1   Introduction 

Next-generation mobile communication (B3G/4G) has become a research focus. It is 
well known that the combination of MIMO and OFDM is considered as the most 
suitable technology for 4G [1]. In MIMO-OFDM systems, the difficulty of signal 
detector research is the balance of contradictions between computational complexity of 
detector and its performance. Among those typical detector, maximum likelihood 
detector (MLD) has the best performance than any others, but also has the unacceptable 
computational complexity which is O(MNt), it means the solution space of maximum 
likelihood (ML) function exponential expands when the modulation order M or the 
number of transmit antennas Nt increases. So the ML algorithm has no practicality, and 
the research of detector with low-complexity and near-optimum performance is 
absolutely meaningful [2]. 

In recent years, the research techniques on near-optimum detector with lower 
complexity can be probably divided into two areas. On the one hand, reducing the 
search space of MLD or excluding the unreliable candidate vectors is used for MIMO 
systems [3,4]. On the other hand, by taking the advantage of intelligent optimization 
algorithms which can quickly find the optimum solution, the times of searching the 
whole candidate vectors space is reduced: The Hopfield neural network was first 
employed in CDMA multi-user detector [5]. The genetic algorithms can provide a 
near-optimum MIMO-OFDM multiuser detector with significantly lower computation 
complexity [6]. A reduced complexity MIMO detector employed Hopfield neural 
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network was proposed in [7]. Those applications mean that the intelligent optimization 
algorithms can provide us a compromised detection algorithm between complexity and 
performance. 

In this paper, we proposed a novel detector based on complex-valued neural network 
(CVNN) [8] to give a solution to hard combinatorial optimization problem which 
comes from maximum likelihood detector of MIMO-OFDM systems. And it also can 
balance the complexity and performance. 

2   MIMO-OFDM Model 

The mathematical relationship of signals between transmitter and receiver in an Nt×Nr 
MIMO-OFDM systems can be simply described as: 

    nHxy += . (1)

Here y represents the (Nr×1)-dimensional received signal, x is the (Nt×1)-dimensional 
transmitted modulated symbol, n is the (Nr×1)-dimensional noise vector, which is a 

complex Gaussian noise with zero-mean and variance of 2σ , H is the 
(Nr×Nt)-dimensional matrix which describes the fading channel in frequency-domain, 
hij, is independent, stationary, complex Gaussian distributed processes with zero-mean 
and unit variance, represents the channel frequency response form transmit antenna j to 
receive antenna i. Specifically, the vector y, x, n are given by: 

[ ]TNryyyy ,,, 21= , [ ]TNtxxxx ,,, 21= , [ ]T
Nrnnnn ,,, 21= . (2)

Here [ ]T denotes transpose. The frequency domain subcarrier index is omitted for the 
sake of efficient notation. 

3   ML Detctor for MIMO-OFDM 

The optimal maximum likelihood detection uses a global search to find the most likely 
transmitted symbol minimizing the Euclidean distance. It is given by: 

   

2
minargˆ Hxyx

NtMx
−=

∈
. (3)

Here we also omitted the frequency domain index. The y, x and H are defined by (2), 
respectively. The set MNt in (3) is a set of vector, contains all the possible candidates of 
(Nr×1)-dimensional transmitted symbol vector, is formulated as: 

( ) ( ) ( )( ) ( ) ( ) ( ){ }C
NtNtNt MxxxxxxxM ∈== ,,,, 2121 . (4)

Where Mc is the constellation points set that includes 2M complex constellation points 
associated with the specific modulation scheme employed. For the reason of vector 
search space MNt expanding exponentially when the system employs numerous 
transmit antennas and high modulation scheme, so that the MLD is quite constricted in 
practical application. 
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4   Complex Valued Neural Network Based Detector 

Complex-Valued Neural Network(CVNN). Complex-valued neural networks has an 
architecture of Hopfield network that is a network with iterative feedback neurons 
[8].The neuron is a complex-signum function, computes an output si(t) from hi(t)z

1/2. 
Specifically, the input hi(t)z

1/2 and output si(t) are given by: 

( ) ( )( )2/11 zthCSIGNts ii ⋅−= . (5)

Here, 0φiez = , ( )NKK ,3,2,/20 == πφ , K is called the resolution factor, 

separates complex plane into K equal sectors. 

( ) ( ) i
j

jiji tswItWsth θ+=+= ∑)( . (6)

Where wij represents the synaptic weight between every two neurons i, j, it can be 
complex-valued. θi is a complex-valued threshold. CSIGN, the complex-signum 
function, is defined as follows: 
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. (7)

N neurons generate a (N×1)-dimensional output vector: 

( ) )](,),(),([ 21 tstststs N= . (8)

Network stability can be measured by energy function for the reason of the network is 
Hopfield structured. The function decreasing to an unchanged value means the 
networks stable after updating network several times. The energy function of the 
complex-valued network is postulated as: 

( ) ∑∑∑
=

+−=
12

1

i
ii

i j
jiij

df

ssswsE θ . (9)

Here si, sj are the output from different neurons respectively. When the synaptic weight 

matrix is Hermitian ( jiij ww = ), diagonal entries are nonnegative ( 0≥iiw ) and siθi 

is constant bias, the energy E is real-valued, is properly defined and it will not increase 
during the evolution (iteration) of network. 

Extract the Network Parameters. Utilizing CVNN to perform ML detector can be 
done by transforming ML equation into the form of energy function equation and  
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extracting the corresponding network parameters in energy function. Derivation for the 
equation transmutation is as follows: 

( ) ( )
( )( )

xHHxyHxxHyyy

xHyHxy

HxyHxy

Hxy

TTTTTT

TTT

T

+−−=

−−=

−−=

− 2

. (10)

Where ( )  denotes conjugate. By removing the constant term yyT , and for a BPSK 

modulation scheme, x is a vector which is composed of -1 or 1, hence, xx = , the 
equation can be simplified as follows: 

( ) ( )yHyHxxHHxxHHxyHxyHx TTTTTTTTTTT +−=+−− . (11)

It is easy to see yHyH TT
= , so that yHyH TT

+ is a vector which is composed 

of real number, thus the later term in (11) equals to a real number. In order to satisfy 
other conditions for network stability, the first term needs to be expanded as follows: 
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Where ih represents the ith column of H, and ( )HH T  is a (N×N)-dimensional 

matrix, the diagonal entry is i
T

i hh , otherwise i
T

i hh is constant which has no 

relationship with variable x, so it is removed in the above derivation, which will not 

influence minimizing the 
2

Hxy − . After a series of derivation and simplification, 

we obtain: 
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Now we can extract the parameters from (12) by comparing with (8). Note that the si in 
(8) is equivalent to xi. Hence, the network parameters are defined as: 

⎩
⎨
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, yhyhI TT += . (14)
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Where matrix W is Hermitian, and the mathematical justification is given below: 

jiWhhhhhhW ijj
T

ii
T

ji
T

jji ≠=−=−=−= ,222 . (15)

When x=s, Equation (5) can be equally substituted by energy function form equation: 
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When employing BPSK modulation scheme, the xi is 1 or -1. When resolution factor K 
is 2, the output of each neuron is given by: 

( ) ( )
( )⎩

⎨
⎧

<≤−=
<≤=

=
ππ

π
2arg,1

arg0,1
1

0

uz

uz
uCSIGN

df

. (17)

Thus, when the output of neurons is stable, which means the CVNN has converged and 
the network energy reaches its minimum. In fact, this minimum is the minimum of 
MLD formulation (5), so that the output which minimizes the network energy is just the 
solution of MLD. 

Algorithm Steps. MIMO-OFDM detector is achieved by detecting every single 
subcarrier separately. CVNN based detector detecting steps is as follows: 

a) Set the network parameters according to (14). 
b) Choose a initialization vector from candidate vector search space MNt, then use 

it to calculate the initial input s(0) according to (6) and (7). 
c) Update the network with initial input s(0) for n times.  
d) When the iterations is reached, the output s(n) is just considered as the output 

of CVNN based detector. If the network has been already stable when the 
iterations has not reached, the network is not going to evolve toward next time, 
and the output of this time s(t) is just what we want. 

5   Simulations and Results Analysis 

The simulations were performed on the slow fading typical urban channel 6 (TU6) 
channel. The MIMO-OFDM systems simulation parameters and CVNN parameters 
can be found in Table 1. Channel parameters are given in Table 2, where τ is tap delay 
and P is fading coefficient. 

Table 1. Simulation Parameters 

MIMO-OFDM Parameters CVNN Parameters 
Transmit antennas 
Receive antennas 

FFT size 
Subcarrier Bandwidth 
Modulation Scheme 
Simulation Frames 

4
4 

128 
15KHz 
BPSK 

80

Numbers of neuron
Resolution Factor 

Iterations 

4 
2 

8 and 12 
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Performance comparison between purposed detector and conventional detector is 
shown in Fig. 1. Performance of purposed detector on different iterations is shown in 
Fig. 2. 

Table 2. Channel Parameters 

τ [ns] 0 200 500 1600 2300 5000 
P [dB] -3 0 -2 -6 -8 -10 

  
Four detectors were included in simulation in Fig. 1. It is easy to see that CVNN 

based detector with 8 iterations has clearly lower bit-error-rate (ber) than MMSE and 
ZF detector. Because of more iterations of network employing, more likely stable the 
network will be, and the energy value is more likely to reach the minimum that 
minimizes the Euclidean distance of MLD. The CVNN based detector with 12 
iterations has a lower ber than the one with 8 iterations for the reason of a lot more of 
subcarriers are perfectly detected by completely stable network. CVNN based detector 
doesn’t have a better ber than ML detector, because all subcarriers are not fully 
detected by a stable network or the network may converge to a local stable state. 

The complexity of CVNN based detector is much lower than MLD because of the 
initialization vector we chose is MMSE solution which is a linear detector with 
low-complexity, and the CVNN based detector judge whether the MMSE solution is a 
bit error by network stability. The MMSE solution which causes bit error will activate 
the network. Then the network will iterate certain times. The complexity of per network 
iteration is a matrix multiplying a vector, and then pulse a vector, which is much lower 
than ML detector. 
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Fig. 1. BER versus SNR performance compari- 
son between CVNN based detector and conve- 
ntional detector 

Fig. 2. BER versus Iterations performance of 
CVNN based detector while SNR=6dB 
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6   Conclusion 

This paper represents a novel detector for MIMO-OFDM systems, which can judge the 
outcome of linear detector, and keep on detecting the outcome which cannot stabilize 
the network when it is a initialization vector. And this further detection is able to find a 
solution in the manner of maximum likelihood detector by transforming ML equation 
into energy-function-like equation. Neuro-computing has a very low complexity, so 
that the CVNN based detector has clearly lower complexity than ML detector, and 
simulation results show there are two advantages than conventional detector. First, it is 
near-optimum detector comparing with ML detector. Second, the performance of this 
detector can be actively changed by choosing different iterations when we need a 
detector with low ber or with a low complexity. 
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Abstract. Applying the theories of Innovation and System Dynamics, We 
analysis quantitatively and research the element structures, functions and 
dynamical mechanism of the Cluster Innovation System by means of setting up 
the Cluster Innovation System’s dynamical structure model. Finally we make 
analysis on the driving force of economic development and development path in 
clusters, which supplies the theory and decision support for the formation and 
implementation of clusters’ innovative strategies. 

Keywords: innovation system, agricultural industrial cluster, dynamical 
structure. 

1   Introduction 

At present, many provincial and municipal governments in China have formulated 
policies for development of agricultural industrial clusters as one of crucial measures 
to strengthen the basic position of agriculture in the national economy and improve 
the competitiveness of agricultural industry. And some localities laid down 
corresponding regulations to promote the development of agricultural industrial 
clusters. However, the academic field has failed to pay due attention to the cultivation 
of agricultural industrial clusters. Most studies focus on the macro qualitative study of 
the nature of agricultural industrial clusters, while only a few addresses the evolution 
of agricultural industrial clusters. Because the development of agricultural industrial 
clusters, restricted by historic and institutional factors (such as the promotion of type 
–transitional  economy), has its own endogeny and self-organization,  small-world 
networks model,  a theory addressing self-organization problems,  provides us with 
a way  to study non-balanced growth, which tallies with the formation process of 
agricultural industrial clusters. Therefore, the study of the formation mechanism of 
agricultural industrial clusters with Dynamical Structure model may generate some 
fascinating ideas.  

After the appearance of "Innovation system" concept, the dynamic and interactive 
essence in the innovation process has been seriously paid attention to, and the 
innovation has been regarded as the social process of knowledge creation, 
transference and proliferation. The integration of innovative system paradigm and 
cluster’s innovative behavior, which forms a new research subject-- Innovation 
System of clusters (ISC). ISC is an overlay between a cluster Innovation Network and 
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clusters of innovative environment, It’s a cluster carrier for the innovative system. 
The research on the system is built on innovation in the region, which is inheritance 
and development of the existing innovation theories and belongs to the domain of 
Socio-economic system. The System is is a higher-order, nonlinear, time-varying 
multiple and complex feedback system. We have introduced System Dynamics 
(System Dynamics referred to "SD") that are "strategy and tactics laboratories" to 
make discussion on structure features and operation mechanism of ISC in the socio-
economic system simulation in order that we could make a deep analysis of system 
structures and grasp the system operations quantitatively. We analysis quantitatively 
and research the element structures, functions and dynamical mechanism of the 
Cluster Innovation System by means of setting up the Cluster Innovation System’s 
dynamical structure model to make sure of development path in ISC, which supplies 
the theory and decision support for the formation and implementation of clusters’ 
innovative strategies. 

The establishment of ISC dynamical structure model is on the purpose of  
optimization between innovation output and innovation performance. For the one 
hand, we need to consider the final requirement for innovative strategies, on the other 
hand we should make good use of innovation to adjust the economic structure, so as 
to achieve economic development being a virtuous circle. Based on the characteristics 
of ISC and the main point of modeling, we could find the dominant feedback loop to 
acquire the further grasp about the cluster’s innovative features. Then we could find 
the key points to constrain clusters’ innovations and developments, which provides 
the basic policy for promoting clusters’ innovation.  

2   System Dynamics Theory 

The following are several basic principles in our research based on the System 
Dynamics Theory. : 

Micro-Structures and Functional Principles. We research on ISC from micro-
structure based on the System Dynamics Theory. And we construct the ISC model in 
terms with the relation between system structures and functions. The combination of 
the inner elements of the clusters’ innovation is the unity of structures and functions. 
The opposition between structures and functions is relative, and structures and 
functions are complementary and reciprocal causations. They can be transformed into 
each other under certain conditions. Therefore, we should set up a structure model 
that better reflect the ISC model by inspecting structures and functions of ISC 
interactively. System Dynamics believes that only through research and analysis on 
the phenomenon of surface features can not be fully reflected the internal structure of 
the system. To truly construct ISC structure model we must go to those causal 
relationships to feedback which can not be fully measured, understand the interrelated 
elements and the interaction of information. We should relate measurably dynamical 
and changeable trend to the internal factors by acquiring a correct understanding for 
ISC, then integrate the understanding into the model structures.  

Movement and Information Feedback Principles. System Dynamics thinks that 
ISC is composed of units, the movement of units and information, and information is 
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the foundation of a system structure. Unit is the basis of system, and the information 
plays a key role in the system. The movement of units could form behaviors and 
functions of the system and the units of system could form structures depending on 
the information systems unit to form the structure of the unit movement to form and 
function of the system. The information feedback loop is the basic structure of ISC, 
the interaction and couple of these feedback loops form the ISC.  

Dominant Circuit Principles. There are one or a few dominant circuits in ISC, 
which is a part of the system. The circuits decide the main structure and dynamics of 
change in trend. The principle is the dominant circuit principle. System Dynamics is 
based on this principle in the ISC to find the dominant loop circuit through the 
analysis of system structures and function behaviors, so that we could further 
understand the system structure and dynamical characteristics to classify and simplify 
the system. 

3   Overall Dynamic Mechanism Description of Innovation System 
of Agricultural Industrial Clusters 

Cluster is a kind of specialized “gather” and inner relationship among related 
enterprises or institutions which are based on specialized division of labor and 
cooperations. The process of cluster innovation means to create, store, transfer and 
apply knowledge by means of formal and informal methods, and then creates 
agglomeration effect so as to gain advantage of cluster innovation. The paper divides 
cluster innovation system into external subsystem and inner subsystem, which is 
divided into meddle-view sub-sub-system and micro sub-sub-system. The operation 
of cluster innovation system performs as the interaction between subsystems and sub-
sub-systems. 

We grasp the formation process of the dynamic mechanism from the general view, 
and provide foundation for dynamical model. The external innovation subsystem 
includes related policies, environment (regional, country and global level), external 
clients, external providers, relevant institutions and competitors outside of clusters.  
This subsystem mainly provides political support with innovation ability and  
cluster innovation environment for country and region from governmental level 
(including innovation platform and rules of cluster system, economic and social  
cultural environment, technical development and market conditions of clusters). The 
middle-view innovation sub-subsystem includes social institution (profession 
associations, subject committee, entrepreneurs and leadership associations), government 
organization, public service agencies, cultural environments, etc. It can promote 
innovation ability and resources allocation ability through interaction and cooperation 
between innovation subjects. It can also promote structure adjustment and upgrading, so 
the economic of country and surrounding areas will develop persistently, steadily and 
healthily. The enterprise micro sub-subsystem innovation system includes knowledge, 
information, technology communications and interactions among enterprises and inner 
enterprises. There are formal economic connections and informal technology contact 
ions which create, store and transfer knowledge. 
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Fig. 1. The General Diagram of ISC Dynamical Mechanism 

4   Structural Dynamics of ISC Model 

According to the entire description to the clusters of innovate system dynamical 
mechanism and the structural characteristics of the system itself, we consider the 
innovate activities of the different objects in-and-out of clusters(including enterprises, 
governments, research institutions and intermediary organizations) as the principle 
series, and aim at improving the innovate capability and efficiency. At the same time, 
we conform the interactions among these variables to establish a new structural model 
for clusters of innovation system dynamical mechanism. In the term of system 
principles, several factors has been involved in the innovation process, such as 
technology invention, achievement conversion, enterprise technology innovations, 
market demand inductions, structural changes of the market, diffusion of innovation 
and the support of colleges, institution, government and enterprises, all of which are 
related with each other and sometimes need to cooperate in the way of parallel, cycle 
or overlap. From the dynamical point of view, the cluster innovation is a process 
including communication of information, and converts the knowledge, skills and 
substances into the products meeting, the customers’ needs and then into clusters. 

In the aim of modeling our system, the limitation of cluster innovation system 
mainly includes the aspects such as Innovation consciousness of government, 
Innovation encouragement policy of government, Innovation impetus of sci-tech 
institution, System innovation of higher education, Transfer of sci-tech production, 
Construction of innovation infrastructure, Collaboration of industry, academics & 
research, Innovation impetus of enterprise, Market environment, Finance environment, 
Risk investment of sci-tech innovation, Information & knowledge flow of enterprise, 
Innovation pervasion of knowledge, Extern customer requirement, Innovation of 
material&supply of extern supplier.In addition, there are many other elements, such as 
level of education, scientific research institutions, new products’ price, etc., which are 
excluded out of the limitation of our system. 

In the system dynamics, the relationship among elements can be generalized as a 
causal relations, which help to form the function and activities of the system. So the 
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analysis to the causal relations is the basis of our research of system dynamical 
modeling. For the many factors in clusters’ innovation, we establish the model on the 
basis of analysis to the factors. According to the description of the innovation 
characteristics and running procedure, we refine the variables of the system and 
subsystems, and then combine them to form the causal-relation diagram for the cluster 
innovation system: 

 

Fig. 2. The Causal-relation Structure Diagram for the Sluster Innovation System 

From the above causal links between the diagram, it is not difficult to find several 
development feedback loops of cluster economics:  

(1) Macro-economics management benefit→Innovation consciousness of 
government→Innovation of encouragement policy of government→Innovation 
impetus of sci-tech institution→System innovation of higher education→Program of 
patent and paper→Transfer of sci-tech production→Collaboration of industry, 
academics & research→Innovation impetus of enterprise→Information &  
knowledge flow of enterprise→Innovation activity of enterprise→Research devotion 
enterprise→Innovation factor devotion of enterprise→New product, technics 
→Innovation of benefits→Innovation pervasion of kowledge→Economic benefit of 
intern-cluster→Development of cluster economics. 

(2) Macro-economics management benefit→Innovation consciousness of 
government →Innovation of encouragement policy of government→Innovation 
consciousness of enterprise→Innovation impetus of enterprise→Information  
& knowledge flow of enterprise→Interactive learning→Innovation activity of 
enterprise→Research devotion enterprise→Innovation factor devotion of 
enterprise→New product, technics→Innovation of benefits→Innovation pervasion of 
kowledge→Economic benefit of intern-cluster→Development of cluster economics. 

(3) Macro-economics management benefit→Innovation consciousness of 
government→Innovation of encouragement policy of government→I Innovation 
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consciousness of enterprise→Innovation impetus of enterprise→Information& 
knowledge flow of enterprise→Interactive learning→Flow of technical employee→ 
Innovation pervasion of kowledge→Economic benefit of intern-cluster→Develop- 
ment of cluster economics. 

These positive feedback loops indicate that the macro-level of the driving force for 
innovation clusters is come from the cluster of external innovation system in the 
management of external knowledge and technical supply, demand and supply, the 
supply of innovation, and the middle-level is come from the level of awareness of 
innovation and scientific research institutions in the innovative ability of micro-level 
enterprises from the micro-entrepreneurs in the innovation of systems, the enterprise's 
sense of innovation. From the feedback loops, it is easy to find that clustering 
innovative strength is based on the skilled workers. By interactive learning 
mechanism collective enterprises could enhance the flow of knowledge and 
technology within enterprises and between enterprises to provide the basis and 
impetus for the business engaged in the technological innovation activities. The flow 
of technical staff in the clusters makes proliferation of the knowledge and 
technological innovation in the cluster, and promotes innovation in the entire cluster. 

5   Summary 

By continuous deepening of understanding on the basis of the innovation and regional 
economic development in the cluster, seeing a lot of literatures on innovation and 
system dynamics and building a dynamics model of innovation system of agricultural 
industrial  cluster , which defines the elements of the system structural, functional 
and dynamic mechanism. Finally this paper put an outline of the analysis on the force 
and path of clusters economic development based on the causal link between the 
structure of the clusters. Introducing the system dynamics theory in the research of 
cluster innovation system, which  provides an effective ways both on qualitative and 
quantitative analysis and has some reference. 
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Abstract. Ensemble empirical mode decomposition (EEMD) is a powerful tool 
for processing signals with intermittency. However, a problem existing in the 
EEMD method is the absent guide to how much amplitude of the added white 
noise should be appropriate for the researched signal. To begin with, the problem 
was investigated using a noiseless simulated signal. Moreover, based on the 
conclusions obtained in the above step, the improved EEMD (IEEMD) method 
was proposed to deal with the noisy signals. Then, a noisy simulated signal was 
used to measure the performance of the IEEMD method. The results showed that 
the IEEMD method could greatly alleviate the problem concerning the EEMD 
method. Additionally, the paper indicates that the IEEMD method may be an 
improvement on the EEMD method.  

Keywords: Ensemble empirical mode decomposition (EEMD), Improved 
ensemble empirical mode decomposition (IEEMD), mode mixing, signal 
processing. 

1   Introduction 

It is a topic issue to extend signal processing techniques for non-stationary and noisy 
signals, which has aroused wide concerns in recent decades [1]. Many methods, such as 
short time frequency transform [2] and wavelet transform [3] , have been addressed for 
solving the problem and showed useful in some applications. Unfortunately, these 
methods usually need a priori knowledge about the researched signals, so they are 
naturally short of the self-adaption for the researched signals. In addition, the 
Wigner-Ville distribution has high time-frequency resolution, but its cross terms is 
unbearable [4]. Empirical mode decomposition (EMD) is a self-adaptive method and 
suitable for analyzing the non-stationary and nonlinear signals [4], successful in 
various fields [4]. Nonetheless, when the EMD algorithm is employed to explore an 
intermittent signal, the mode mixing constantly occurs as a vexing problem [5-7]. To 
alleviate the mode mixing problem, ensemble empirical mode decomposition (EEMD) 
is proposed as a substitute for the EMD method [8]. The EEMD method adds some 
white noise with finite amplitude to the researched signals, adequately utilizing the 
uniform statistical characteristics of white noise throughout the frequency domain, then 
projects the signal components onto the proper frequency bands and, finally, removes 
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the added white noise by ensemble mean of enough corresponding components [8]. 
Hence, the EEMD method is thought of as a significant improvement on the EMD 
method and recommended as a substitute for the EMD method [8]. Indeed, the EEMD 
method has shown its superiority over the EMD method in some applications [9]. 

However, the EEMD method lacks a guide to how much amplitude of the added 
noise should be appropriate for the researched signals. Although the reference [8] 
suggested that the amplitude of the added white noise should be about 0.2 times of the 
standard deviation of the investigated signal, notwithstanding, with the suggested 
value, the decomposition results with the EEMD method frequently deviate from the 
realistic contents of the signals [10]. Additionally, if the researched signal is a naturally 
noisy signal, its intrinsic noise will inevitably interact with the noise added through  
the EEMD method, which may further complicate the above problem in regard with the 
EEMD method. In particular, when the researched signals become very noisy, the 
above problem remains untouched. 

The paper investigated the problem and, as a result, the improved EEMD (IEEMD) 
method was presented. The application to a noisy simulated signal indicated that the 
IEEMD method was an improvement on the EEMD method. 

2   The EMD Method and the EEMD Method 

The EMD method. The EMD method can self-adaptively decompose any a 
non-stationary and nonlinear signal into a set of intrinsic mode functions (IMFs) from 
high frequency to low frequency, which may be written as 

    , (1)

where ci(t) indicates the ith IMF and rN(t) represents the residual of the signal x(t). An 
IMF is a function which must satisfy the following two conditions: (1) the number of 
extrema and the number of zero crossings either equal to each other or differ at most by 
one, and (2) at any point, the local average of the upper envelope and the lower 
envelope is zero [4]. The residual rN(t) usually is a monotonic function or a constant.  

The EEMD method. An annoying problem occurring in the EMD method is the mode 
mixing due to intermittency, defined as either a single IMF consisting of widely 
disparate scales, or a signal residing in different IMF components [8]. To alleviate the 
imperfection of the EMD method, the ensemble EMD (EEMD) [8], a noise-assisted 
method, is proposed. The EEMD method can be stated as follows: 
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where x(t) is the original signal, wm(t) is the mth added white noise, xm(t) is the noisy 
signal of the mth trial, cm,i(t) is the ith IMF of the mth trial, L is the number of IMFs from 
the EMD method, and N is the ensemble number of the EEMD method. 

3   Improved EEMD Method 

The choice of the amplitude of the added noise for the EEMD method. The 
amplitude of the added white noise is essential for the EEMD method, which will have 
a decisive effect on whether or not the EEMD method can produce the reasonable 
decomposition results. If the added noise is too faint to cause the changes of extrema of 
the original signal, the EEMD method will degenerate into the EMD method. Instead, if 
the added noise is too strong to expose the original signal, the EEMD method will 
achieve worthless results which mainly reflect the added noise and are barely related to 
the original signal [10], whether or not the ensemble number is large enough. The issue 
was carefully investigated in the paper. Successively, the Pearson’s correlation 
coefficient (PCC) was used as a parameter to assess the performance of the EEMD 
method with different amplitude of the added white noise. Here, the ensemble number 
of the EEMD method was set as 100. 

The problem was examined using a noiseless simulated signal. The signal holding 
four components models realistic vibration signals of a rolling bearing, shown in Fig. 1, 
and its formula can refer to [10]. The relationship between the PCCs and the amplitude 
of the added white noise is represented in Fig. 2. As shown in Fig. 2, when the 
amplitude of the added white noise is located in the range of 0.0085-0.0138, the four 
PCCs almost simultaneously arrive at their maximum values. The average powers of 
four components 

 

Fig. 1. A noiseless simulated signal and its four components 
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Fig. 2. The relationship between the Pearson’s correlation coefficient (PCC) and the amplitude of 
the added white noise for a noiseless simulated signal 

Table 1. The average powers of four components of the noiseless simulated signal and the square 
roots of the average powers 

Parameter 
The four components of the noiseless simulated signal 

x1(t) x2(t) x3(t) x4(t) 
The average power 1.9032×10-4 1.9377×10-4 5.445×10-4 7.2×10-5 

The square root of the average 
power 

0.0138 0.0139 0.0233 0.0085 

 
of the signal and the square roots of the average powers are described in Table 1. As 
shown in Table 1, the value 0.0085 is just equal to the square root of the average power 
of the weak sinusoid component x4(t) and the value 0.0138 is just equal to the square 
root of the average power of the weak transient component x1(t). Moreover, Fig. 2 
denotes that an optimal internal of the amplitude of the added white noise for the 
EEMD method may lie between the square root of the average power of the weak 
sinusoid component and the square root of the average power of the weak transient 
component. 

Improved EEMD method. Based on the previous conclusions, the improved EEMD 
(IEEMD) method is proposed. The IEEMD method is made up of three parts: 
primarily, the EEMD method is executed coursely for evaluating the weak sinusoid 
component and the weak transient component; subsequently, the optimal interval of the 
amplitude of the added white noise is determined; finally, add the appropriate 
amplitude of the white noise to the researched signal and again carry out the EEMD 
method.  
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4   Numerical Evaluation 

A noisy signal with SNR of 40dB, shown in Fig. 3, was constituted by adding some 
noises to the preceding simulated signal. The noisy signal was decomposed using the 
EEMD method and the IEEMD method, and the decomposition results are depicted in 
Fig. 4 and Fig. 5, respectively. As shown in Fig. 4, there exists the mode spiting in the 
low-frequency components from the EEMD method. By contrast, as shown in Fig. 5, 
the IEEMD method is successful in relieving the mode splitting of the EEMD 
method. 

 

Fig. 3. The noisy signal and its components 

 

Fig. 4. The decomposition results of the noisy signal with the EEMD method 
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Fig. 5. The decomposition results of the noisy signal with the IEEMD method 

5   Summary 

The paper aimed to provide guidance on how much amplitude of the added white noise 
should be appropriate for the EEMD method. First, a noiseless simulated signal was 
used to probe the problem. Consequently, the IEEMD method was addressed for 
analyzing the noisy signals in this paper. Besides, the numerical example has tested the 
ability of the IEEMD method. The comparisons with the EEMD method showed that 
the IEEMD method seemed to outperform the EEMD method in alleviating the mode 
mixing and splitting. Moreover, the paper displays that the IEEMD method is 
apparently an improvement on the EEMD method. 
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Abstract. Array structure is adopted in adaptive array antenna of mobile base 
station, and the spatial cutting technique is used to divide the coverage area of 
base station into many differentiated small regions, improve utilizations of the 
system resources, reduce system interference and increase system capacity. This 
paper analyzes the space partitioning theory of adaptive array antenna signals, 
presents the traditional resource allocation algorithm of the adaptive array 
antenna area: resource fixed regional resource allocation algorithm and 
maximum and minimum regional resource allocation algorithm. Concerning 
problems existing in the traditional resource allocation algorithm of the adaptive 
array antenna area, the allocation algorithm for improvement of regional 
resources based on minimum standard deviation was put forward, and the 
principles of its regional resource allocation and calculation methods were 
introduced. Through simulation of call blocking rates for these three regional 
resource allocation algorithms, we can know that, the regional resource 
allocation algorithm of minimum standard deviation can reduce the call blocking 
rate compared with the traditional regional resource allocation algorithm, and the 
result in load balancing was best. 

Keywords: adaptive array, antenna, resources, allocation, algorithm, simulation. 

1   Introduction 

Base station smart antenna can generally be divided into two kinds which are 
multiple-beam antenna and adaptive array antenna[1,2]. Multiple parallel beams are 
used to cover the entire user area for multiple-beam antenna, and the pointing of each 
beam is fixed, the width of beam is determined by the number of antenna elements. 
When the user moves in the area, the appropriate beam will be chosen from different 
beams in the base station to make the strongest received signal. Because the user 
signals do not necessarily lie in the beam center, when the user locates at the edge of the 
beam and the interference signal lies in the beam center, the reception is the worst, so 
the best reception of signal can not be achieved for multi-beam antenna, and it is 
generally used as a receiving antenna. But compared with the adaptive antenna arrays, 
multi-beam antenna has the merits of being simple in structure, needing not to 
determine the arrival direction of the user signal. 4 to 16 bay structures are generally 
adopted for adaptive array antenna, and the array elements spacing is half wavelength. 
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Digital signal processing techniques are adopted to identify the arrival direction of user 
signal, and the antenna main beam is formed in this direction for adaptive antenna array 
system. Adaptive array antenna is the main type of smart antenna which can complete 
receiving and sending of user signals. 

By using spatial cutting method to divide Omni-directional coverage area into many 
differentiated small regions for adaptive array antenna, system resource utilization  
can be improved, and system interference can be reduced which can improve the 
system capacity[3,4]. Adaptive array antenna can be widely used in 3G and 4G mobile 
systems. 

2   Antenna Coverage of Adaptive Array Base Station 

2.1   Principles of Adaptive Array Antenna Coverage 

In mobile communication systems of adaptive array antennas, each cellular base station 
Ci is the antenna array consists of a number of sensors[5], each sensor is only 
responsible for transceiving of signals of a small area within the Ci[6], the coverage 
area of all sensors can be divided into two categories: non-overlapping region and 
overlapping region. Here let us take the adaptive array antenna that has three sensors as 
an example to illustrate. 

 

Fig. 1. Region of cellular base station Ci 

In Figure 1, assume that the cellular base station Ci contains Si, 1, Si, 2, Si, 3 three 
sensors, Si, 1 sensor signal can cover the range of { O i, 1, N i, 1, O i, 2}, Si, 2 sensor signal 
can cover the range of { O i, 2, N i, 2, O i, 3}, Si, 3 sensor signal can cover the range of { O 

i, 3, N i, 3 , O i, 1}. {N i, 1, N i, 2, N i, 3} are the non-overlapping parts of signal coverage of 
the three sensors, { O i, 1, O i, 2, O i, 3} are the parts that can be overlapped for signal 
coverage of the three sensors. 

Make N(X) represent the non-overlapping region that is adjacent to region X within 
the same base station, O(X) represent the overlap region that is adjacent to region X 
within the same base station, then in Figure 1 it has N (O i, 1) = { N i, 1, N i, 3}, N (N i, 1∪O 
i, 1) = {N i, 3}, O (N i, 1) = { O i, 1, O  i, 2} , O (N i, 1∪O i, 1) = { O i, 2}. 
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Again make the Ci, j represent the actual coverage of sensor Si, j in the base station Ci, 
that is the coverage of Ci, j can only belong to the obtainable coverage Ni, j∪O (N i, j) of 
the sensor Si, j signals in base station Ci, and assuming that there is no intersection 
between the ranges of service   Ci, j and Ci, k of any two different sensors S i, j and Si, k, 
and all sensors within Ci can cover the whole range of cellular base station. 

Definition 1. A cellular base station Ci composed by the range of services Ci,1,Ci,2,. . . , 
Ci m provided by Si, 1, Si, 2,. . . , Si,m,  amounting to m sensors must meet: 

   (1) C i,j
⊆ N i,j∪O (Ni,j),  (Ni,,j is non-overlapping region, O(Ni, j) is the overlapping 

region) 

(2) Any two Ci,j和Ci,k（1≦j，k≦m）, must meet the Ci,j∩Ci,k=
φ  

(3) iji

m

j
CCU =

= ,
1

.  

Still take Figure 1 for example, then Ci,1=﹛N i,1∪O i,1﹜，Ci,2=﹛N i,2∪O i,2﹜、

Ci,3=﹛N i,3∪O i,3﹜is a reasonable configuration that meets definition 1. 

Definition 2. For a certain region Ci,j of a cellular base station Ci , the required call 

volume is defined as ( ) atC ji ×=,λ . Of which is the average talk time of a 

telephone call in mobile station within Ci, j, a is the number of times of telephone calls 
of all mobile stations within Ci, j in unit interval. n is the code number in bandwidth B 
(Si, j). Where the code B (Si, j) assigned to Ci, j will affect the call interrupt rate of Ci, j. 
Call blocking rate of assessment region Ci, j can be expressed as formula 1. 
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2.2   Traditional Regional Resource Allocation Algorithm and Improvement of 
Adaptive Array Antenna  

Currently, the traditional regional resource allocation algorithm of adaptive array 
antenna mainly contains: fixed regional resource allocation algorithm, maximum and 
minimum regional resource allocation algorithm. 

1. Fixed Regional Resource Allocation Algorithm 
Basic idea of fixed regional resource allocation algorithm is: the scope of 

responsibility Ci, j = N i, j∪Oi, j of each sensor Si,j in cellular base station Ci is fixed (j = 
1,2,. .., m) . 

Then take Figure 1 for example, the range of Ci,1 is {Ni, 1∪O i, 1}, range of Ci, 2 is {N 

i, 2∪O i, 2} and range of Ci, 3 is { N i, 3∪O i, 3}. 
2. Maximum and Minimum Regional Resource Allocation Algorithm. 
Basic idea for maximum and minimum regional resource allocation algorithm is: 

principle of selection for the scope of responsibility Ci,j of each sensor Si,j in cellular 
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base station Ci is that one with the highest load in the overlapping area that has not been 
configured will be given priority to be configured to neighboring sensors with 
minimum load. N i, j in non-overlapping region will fixedly allocate to the Si, j sensors. 

The specific allocation method is as follows: 

Initialization: assigning the Ni,j in the set of non-overlapping regions {N i, 1, N i, 2,. . . 
, N i, m} of cellular base station C1 to the corresponding Ci, j, O(Ci) which forms a set of 
overlapping regions {O i, 1, O i, 2,. . . , O i, m}, where j = 1,2,. . . , m, m is the number of 
sensors in the cellular base station. 

Step 1: Determine whether the O(Ci) is an empty set, if it is an empty set, it means 
that configuration has been completed in overlap region of cellular base station C1, 
otherwise perform the following step 2. 

Step 2: Find the region Oi,j with maximum telephone traffic λ (Oi, j) in the set O(Ci) of 
overlap regions in cellular base station Ci, then perform step 3. 

Step 3: Identify the region Ci, k with smaller traffic in set N (Qi, j) of corresponding 
adjacent non-overlapping regions of the overlap region Oi, j with the maximum 
telephone traffic λ (Oi, j), then perform Step 4. 

Step 4: Oi, j shall be managed by Ci, k, and remove Oi, j from O(Ci), re-execute step 1. 

As coverage area of each sensor remains the same, it is impossible to dynamically 
follow the user traffic load variations of the coverage area of the base station to change 
by using fixed regional resource allocation algorithm. Though effects are greatly 
increased by using the maximum and minimum regional resource allocation algorithm 
compared with fixed regional resource allocation algorithm, distribution of traffic load 
of the whole base station is not integrated for this algorithm, which can not reach the 
best result of traffic balance. Thus, a new improved algorithm is proposed here, namely 
the regional resource allocation algorithm with minimum standard deviation. 

3. Algorithm improvement ideas are as follows: 

For a cellular base station Ci consisting of m sensors, the whole base station 
coverage area can be divided into m overlapping regions {Oi, 1,Oi, 2,. . . , Oi, m} and m 
non-overlapping regions {Ni, 1, N i, 2,. . . , N i, m}. Any non-overlapping region Ni, j can 
only be covered by the sensor Si, j, and coverage can be provided by two sensors for any 
overlap region Oi, j. For example: In Figure 1, sensors that can provide coverage for Oi, 

3 are Si, 2, and Si, 3. Therefore, for a base station that has m sensors, the configuration 
methods are 2m, so the set of the 2m configuration methods is the A (Ci) = {Ai, 1, Ai, 2,. 
. . , Ai, 2m}. Suppose λ (Ci) is the total traffic of the Ci, then the average traffic Xi that 
each sensor in C1 required to bear is shown in formula 2, where m is the number of 
sensors in Ci. 

    Xi = λ (Ci) / m. (2)

For example: In Figure 1, assuming the respective traffic of non-overlapping and 
overlapping regions are as shown in Table 1. 
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Table 1. The load of each region in subdistrict Ci of cellular base station 

Coverage area Traffic（Erl） 

Non-overlapping region 
 
 

Ni,1 2 

Ni,2 3 

Ni,3 4 

Overlapping region 

Q i,1 0.5 

Q i,2 0.4 

Q i,3 0.9 

 
Then: 

Xi =λ(Ci)/m =（2＋3＋4＋0.5＋0.4＋0.9）/3=10.8/3=3.6（Erl） (3)

As the number of sensors m = 3, therefore, there are 23 = 8 different coverage 
configuration methods altogether, all 8 configuration scenarios are shown in Table 2. 

Table 2. Configuration of all subsets in A (Ci) 

 Si,1 Si,2 Si,3 ( )kiA ,σ  

Ai,1 Ni,1∪Oi,1 Ni,2∪Oi,2 Ni,3∪Oi,3 0.9899 
Ai,2 Ni,1∪O i,1 Ni,2∪Oi,2∪O i,3 Ni,3 0.7874 

Ai,3 Ni,1 Ni,2∪Oi,2∪Oi,3 Ni,3∪Oi,1 1.1344 
Ai,4 Ni,1 Ni,2∪Oi,2 Ni,3∪Oi,3∪Oi,1 1.3953 
Ai,5 Ni,1∪Oi,1∪O i,2 Ni,2 Ni,3∪Oi,3 0.9203 
Ai,6 Ni,1∪Oi,1∪Oi,2 Ni,2∪Oi,3 Ni,3 0.4970 
Ai,7 Ni,1∪Oi,2 Ni,2 Ni,3∪Oi,3∪Oi,1 1.1014 
Ai,8 Ni,1∪Oi,2 Ni,2∪Oi,3 Ni,3∪Oi,1 0.8832 

 
For one configuration method Ai, k in C1, assuming Ck

i, 1, C
k
i, 2,. . . , C

k
i, m are the areas 

of responsibility of m sensors in Ai, k configuration. The standard deviation ( )kiA ,σ  of 
traffic that m sensors in configuration Ai,k bear is shown as formula 4.  

    
( ) ( )( )∑

=

−=
m

k
ikiki XC

m
A

1

2
,,

1 λσ  (4)

All of the configuration in Ci are A (Ci) = {Ai, 1, Ai, 2,. . . , Ai, 2
m}, the standard 

deviation of configuration is ( ) {)( =CiAσ ( )1,iAσ , ( )2,iAσ ,．．．,σ (Ai,2
m）}. 

The algorithm steps are as follows: 

Step 1: Select a kind of resource configuration method Ai, k from A (Ci) = {Ai, 1, Ai, 

2,. . . , Ai, 2
m}, and its standard deviation ( )kiA ,σ  is the minimum value of the set 

( ) {)( =CiAσ ( )1,iAσ , ( )2,iAσ ,．．．,σ (Ai,2
m）}  
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Step 2: C1 assigns different regions to m sensors according to configuration method 
of Ai, k  

Take Figure 1 for example, the respective traffic of overlapping regions and 
non-overlapping regions are shown in Table 2, calculate the standard deviations of 8 

configuration methods ( )1,iAσ , ( )2,iAσ ,…， ( )8,iAσ according to the standard 

deviation algorithm as shown in Table 2. Perform step 1,  that is selecting the 

configuration method Ai,6 with minimum standard deviation ( )6,iAσ =0.4970. In Step 

2, assign to three sensors of C1 according to configuration method of Ai, 6 whose ranges 
of responsibility are Ci,1=N i,1∪Oi,1∪Oi,2，Ci,2=Ni,2∪Oi,3，Ci,3= Ni,3 respectively. 

2.3   Simulation of Regional Resource Allocation Algorithm for Adaptive Array 
Antenna 

1. Simulation parameter setting 
To compare the difference in effects of coverage for the above-mentioned three 

algorithms, simulation can be conducted for verification. The basic parameters of 
analog simulation are shown in Table 3. 

Table 3. The basic parameters table of simulation 

Parameters Numeric values 
The number of cellular base  
stations 

3 × 3 cellular base stations, each cellular base 
station contains six sensors 

Yardage of each cellular base  
station 

60 

Interference range Two small regions 
The total number of mobile  
users 

10000 people 

The average time per call 4 minutes 
The average frequency of calls per 
hour 

0.0 ~ 2.5 times 

Population distribution 

Proportion of people in overlapping areas: 10%, 
20% 

5 high load area 
The number of people in high-load area accounts 
for 10% 

 
2. Simulation comparison 
Through simulation, simulation comparisons of simulated blocking rates of three 

different regional resource allocation algorithms are shown in Table 4. 
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Table 4. Simulated blocking rates of the three regional resource allocation algorithms 

Proportion of the number 
of people in overlapping 
areas 

Allocation  
algorithm 

The average call blocking rate (%) 
The average frequency of calls of 
mobile users 
0 0.5 1.0 1.5 2.0 2.5 

 10% 
 

Fixed algorithm 0 0.1 1.2 3.2 5.5 6.3 

Maximum and  
minimum n 
algorithm 

0 0.05 0.2 1.1 3.0 3.5 

Minimum 
standard 
deviation 
algorithm 

0 0.03 0.18 1.0 2.9 3.4 

20% 

Fixed algorithm 0 0.09 1.1 3.1 5.3 6.2 
Maximum and  
Minimum n 
algorithm 

0 0.04 0.1 0.4 1.8 2.8 

Minimum 
standard  
deviation 
algorithm 

0 0.02 0.09 0.3 1.7 2.7 

It can be seen from Table 4: 

  (1) When the number of people in overlapping regions accounts for 10%: the call 
blocking rate of fixed regional resource allocation algorithm is 0 to 6.3%, the call 
blocking rate of the maximum and minimum regional resource allocation 
algorithm is 0 to 3.5%, and the call blocking rate of regional resource allocation 
algorithm with minimum standard deviation is 0 to 3.4%; 

 
  (2) When the number of people in overlapping regions accounts for 20%: the call 

blocking rate of fixed regional resource allocation algorithm is 0 to 6.2%, the call 
blocking rate of the maximum and minimum regional resource allocation 
algorithm is 0 to 2.8%, and the call blocking rate of regional resource allocation 
algorithm with minimum standard deviation is 0 to 2.7%; 

It can be seen from this that: under the same condition, the regional resource allocation 
algorithm with minimum standard deviation has the minimum traffic blocking rate for 
coverage area of base station. 

3   Conclusions 

Carrying capacities of different sensors are not mean for fixed regional resource 
allocation algorithm, therefore, it is certain that load balancing effect of it is the worst 
compared with the latter two; greater effect can be achieved by using the regional 
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resource allocation algorithm with minimum standard deviation compared with the 
maximum and minimum regional resource allocation algorithm for all of the other two 
configuration methods are taken into account for this algorithm, and then a set of 
configuration with least difference of carrying capacities among sensors shall be 
selected from all configuration results, in order to achieve load balancing. Therefore, 
the best balancing effect of loads covered by regions can be achieved for the regional 
resource allocation algorithm with minimum standard deviation. 

References 

1. Zhang, X., Li, H.: Applications of Minimum Mean Square Error Criterion in Radar Digital 
Beam Forming. Silicon Valley (13), 173–174 (2010) 

2. Ma, Y., Hu, Y.: Performance Improvement of the CDMA System by Smart Antennas. 
Electronic Technology (02), 74–76 (2008) 

3. Zhang, H., Qiu, X., Meng, L., Gao, Z., Zhang, X.: Independent Load Balancing Management 
Methods of TD-SCDMA Radio Access Network. Journal on Communications (01), 9–19 
(2011) 

4. Wu, Q., Xiao, Q.: Multi-antenna Technique Based on Wireless Channel Capacity Solution. 
Ship Science and Technology (04), 73–75 (2010) 

5. Kuang, P., Wang, J.: A Kind of Improved Beamformer for Linear Constraints of Feature 
Space. Electronic Countermeasures (02), 38–41 (2009) 

6. Kim, S., Varshney, P.K.: Adpative Fault Tolerant Bandwidth Management Framework for 
Multimedia Cellular Networks. IEEE Proceeding-Communications (10), 932–938 (2005) 



G. Lee (Ed.): Advances in Intelligent Systems, AISC 138, pp. 125–134. 
springerlink.com            © Springer-Verlag Berlin Heidelberg 2012 

Asymptotic Stabilization of Nonlinear DAE Subsystems 
Using Artificial Neural Networks with Application  

to Power Systems 

Zang Qiang1 and Zhou Ying2 

1 School of Information and Control Engineering, Nanjing University of Information  
Science & Technology, Nanjing 210044, China 

2 College of Automation, Nanjing University of Posts and Telecommunications,  
Nanjing 210003, China 

autozang@163.com, zhouying@njupt.edu.cn 

Abstract. The problem of robust stabilization for such class of uncertain 
nonlinear Differential-Algebraic Eqyatuion subsystems is considered in this 
paper. The robust stabilization controller is proposed based on backstepping 
approach using two-layer Artificial Neural Networks (ANN) whose weights are 
updated on-line. A new adaptive algorithm is proposed to update the weights of 
ANN such that all signals in the closed-loop systems are bounded and the states 
are convergent asymptotically to the equilibrium through the proposed 
controller. Finally, using the design scheme proposed in this paper, a governor 
controller is designed for one synchronous generator in a multi-machine power 
systems. The simulation results demonstrate its effectiveness.  

Keywords: DAE Systems, Subsystems, Artificial Neural Networks, 
Backstepping, Power Systems. 

1   Introduction 

Many physical systems are described by differential-algebraic equation (DAE) 
systems[1]. Some great progress has been made recently for nonlinear DAE systems. The 
sufficient conditions are presented for the stability of nonlinear DAE systems in [2]. The 
exact linearization of nonlinear DAE systems is researched in [3]. The output 
stabilizaiton for nonlinear DAE systems is considered in [4]. 

However, the controlled systems in many practical engineering applications are often 
nonlinear DAE subsystems within a large-scale system[5]. There exists constraint 
between the controlled DAE subsystems and the rest of the large-scale systems, which 
constraint arises naturally from the point of physics. The controlled DAE subsystems are 
influenced by the rest of the large-scale systems. A so-called power systems component 
structural model formulated in [6] just falls into this category. As far as the writer knows, 
the research for nonlinear DAE subsystems has seldom been found. 

Owing to its excellent ability to approximate a nonlinear function with satisfactory 
accuracy, Artificial Neural Network (ANN) has been applied to system identification or 
identification-based control[7]. The goal of this paper is to investigate the robust 
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stabilization problem for uncertain nonlinear DAE subsystems. Firstly an equivalent 
system is achieved through a local diffeomorphism and a feedback. Then the robust 
stabilization controller is proposed for the equivalent system based on backstepping 
approach using ANN whose weights are tuned on- line with a new adaptive algorithm. At 
last a governor controller is designed for one synchronous generator in multi-machine 
power systems to show the effectiveness of the proposed scheme in this paper. 

2   System Description and Problem Formulation 

We consider the following uncertain nonlinear DAE subsystems within large-scale 
systems [5]: 

     (1)

where nRξ ∈  is the vector of differential variables, mRγ ∈  is the vector of 

algebraic variables, sv R∈ is the interconnection input acted on (1) by the rest of  

the large-scale systems, u R∈  is the control input , y R∈  is the control output,  

θ  denotes both parametric and nonparametric uncertainties, 1 2, , ,f g f h  are all 

sufficiently smooth vector fields. The interconnection input v  are local measurable 
and bounded. The origin is supposed to be the isolated equilibrium of (1). 

The following basic assumptions are made for systems (1). 

Assumption 1. The Jacobian matrix 2f

γ
∂
∂

 of 2f  with respect to γ  is nonsingular. 

Assumption 2.  The DAE subsystems (1) has uniform relative degree n  at the origin 

[5]. 
Assumption 3. Nonlinear DAE subsystems (1) can be transformed equivalently into 
following form 

     (2)

where 'iG s  are known and nonsingular. 

The refence [5] presented the sufficient conditions for above transformation.  
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Assumption 4. For each , 1, ,iF i n=  in system (1), the following conditions hold: 

     
(3)

The objective in present article is to design a smooth state-feedback control law such 
that the equilibrium of the closed-loop system (1) is asymptotically stable. 

3   Main Results 

Now we will give the design procedure of the controller based on Backstepping 

method. The uncertain functions 'iF s  are accounted for by a two-layer ANN as 

shown as following. 

Step 1. Consider the first subsystems  

     (4)

and define the error variables 1 1 2 2 1,z x z x α= = − , where 1α  is the first virtual 

controller. Define 

(5)

By virtue of Assumption 3, it can be seen that 1φ  is a smooth vector function and the 

condition 1 2 3(0, , , , , , ) 0nx x x vφ θ =  is satisfied. From the smoothness of 1φ , there 

must exist a smooth matrix function 1 1 1 1 2 3( , , , , , ) r r
nz x x x v Rφ φ∗ ∗ ×= ∈

，

 such that 

     (6)

where 

1

1
1 2

1 1 1 2 3 0

( , , , , , )
( , , , , , , ) n

n

z

x x v
z x x x v d

ξ σ

φ ξ θφ θ σ
ξ

∗

=

∂=
∂∫，

. 

The following assumption is made here for system (1) that will be used in the next 
steps: 
Assumption 5.  

( )max , 1 1 1( , , , , , , , ) ( , , ), 1, , , 1, ,i j i i n i iz z x x v B z z j i i nλ φ θ∗
+ ≤ = =

               (7) 

where 'iB s  are unknown bounding functions and 'jz s  are error variables defined 

in the next steps. 

Assumption 6. iB  can be represented by n  two-layer ANN for some constant ideal 

weights iW , i.e., 

                 
, , 1, 2, ,T

i i i i iB W c cons i nψ ε ε= + < = =                (8) 

1(0, ,0 , , , , , ) 0, 1, ,i i n

i

F x x v i nθ+ = =

1 1 1 1 2( , , ) ( , )x F x v G x v xθ= +

1 1 1 1 1 1 2 3 1 1 2 3( , ) ( , ), ( , , , , , , ) ( , , , , , , )n nG z v G x v z x x x v F z x x x vφ θ θ=

1 1 2 3 1,1 1 2 3 1( , , , , , , ) ( , , , , , , )n nz x x x v z x x x v zφ θ φ θ∗=
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where iψ  are the radial basis functions for the ith  ANN. Define ANN functional 

estimate of iB  by  

                           
ˆ ˆ( ) ( ), 1,2, ,T

i i iB x W x i nψ= =                     (9) 

with ˆ
iW  the current ANN weight estimate provided by tuning algorithm to be 

designed. 
Then the first Lyapunov function candidate for subsystem (4) can be chosen as 

1 1 1

1

2
TV z z= .From Assumption 4 to Assumption 6, the time derivative of 1V  along 

subsystem (4) is  

 1 1 1 1 1 2 1 1 1 2 1 1 1 1 1 1 1( ( , ) ) ( , ) ( , )T T T TV z G z v x z G z v z z B z z G z vφ α= + ≤ + +      (10) 

Obviously the first virtual controller can be chosen as  

       
( )1

1 1 1 1 1 1 1 1 1 1
ˆ( ) ( , ) ( 1) ( )z G z v c z n z B z zα −= − − − −                 (11) 

where 1 0c >  is the design parameter. Substitute (11)into(10) we get  

 
( )1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1

ˆ( 1) , ,T T T TV c z z n z z z G z v z B z z B B B≤ − − − + + = −      (12) 

Step ( 2,3, , 1)k k n= − . Similar to step 1, until to step ( 1)k th− , we have 

defined error variables  

                    1 1, ,r k k kz y y z x α −= − = −                             (13) 

where 

1 1 2
1 1 1 1 1 2 2 1 1 1 1 1

ˆ ˆ( ( 1) ) ( ( 2) )k k k k k k k k k k k kG c z n k z G z G k B z B zα − −
− − − − − − − − − − − −= − − − + − + − − −   (14) 

and 1 0kc − >  is the design parameter. Then define the ( 1)k th+  error variable 

1 1k k kz x α+ += −  where kα  is the kth  virtual controller to be designed. From the 

definition of kz  and 1kα −  we have 

                

1
1

1
1

k
k

k k k k k k iT
i i

z F G G z z
z

αα
−

−
+

=

∂= + + −
∂∑                    (15) 

Then kα  can be chosen as  

( ) ( )1 1 2
1 1

ˆ ˆ( ) ( 1)k k k k k k k k k k k kG c z n k z G z G k B z B zα − −
− −= − − − − + + − − −

 

(16) 

where 1 2 1 2 1 1( , , , , ) ( , , , )k k k k kG z z z v G z z z vα α −= + + . 
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We get the kth  subsystems as following 

   

1 1 1 1 1 1 1 1 2

1
2 1

1 1 1
1

ˆ( 1)

ˆ ˆ( 1)
k

k
k k k k k k k k k k i k kT

i i

z c z n z B z F G z

z G z c z k B z B z F z G z
z

α−
−

− − +
=

= − − − − + +

∂= − − − − − + − +
∂∑

    (17) 

Define 

1 1 1 1 1( , , , , , , , ) ( , , , , , , , )k k k n k k k k nz z x x v F z z x x vφ θ α θ+ − ++    (18) 

With Assumption 4, we have 1(0, ,0, , , , , ) 0k k nx x vφ θ+ = . Due to the 

smoothness of kφ , there exists a function ,1 ,2 ,[ , , , ] ,r kr
k k k k k Rφ φ φ φ∗ ∗ ∗ ∗ ×= ∈  

,
r r

k i Rφ∗ ×∈  , 1,2, ,i k= such that  

                  

1

,1 1 ,k k k k k k

k

z

z z

z

φ φ φ φ∗ ∗ ∗

⎡ ⎤
⎢ ⎥= = + +⎢ ⎥
⎢ ⎥⎣ ⎦

                        (19) 

where
1

1
1

1 1 0

( , , , )
( , , , , , )

k

k k n
k k k n z

z

x x
z z x x d

ς σ

φ ςφ σ
ς

∗ +
+ ⎡ ⎤

⎢ ⎥=
⎢ ⎥⎣ ⎦

∂=
∂∫ . 

The Lyapunov function kV  is picked as 
1

1

2

k
T

k i i
i

V z z
=

= ∑ , then the time derivative 

of kV  along  (17)  is   

(20)

It can be easily verified that the following inequalities hold
2ˆ ˆ 0T T T

i i k i k k k kz z B z z B z z− + − ≤ ,so we have 

     
1

1 1 1 1

( )
k k k i

T T T T
k i i i i i k k k i i j

i i i j

V c z z n k z z z G z B z z+
= = = =

≤ − − − + +∑ ∑ ∑∑        (21) 

Step n . At the last step the actual controller u  is proposed. Define 1n n nz x α −= − , 

then 

1 1 1

1 1 1 1

1 1 1 1 1

( 1)

( )

k k k i
T T T

k i i i i i i i j
i i i j

T T T T T
k k k k k k k k k k k k k k k k

V c z z n k z z B z z

B z z B z z B z z z G G z z G zα

− − −

= = = =

− − − +

≤ − − − + +

+ + + + + + +

∑ ∑ ∑∑
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1
1

1

n
n

n n n iT
i i

z F G u z
z

α−
−

=

∂= + −
∂∑                              (22) 

The actual controller u  is chosen as   

             
( )1 2

1 1
ˆ ˆ( 1)n n n n n n n n nu G c z G z n B z B z−

− −= − − − − −               (23) 

where 1 1 1( , , , ) ( , , , )n n n n nG z z v G z z vα −+ .Define

1
1

1
1

( , , )
n

n
n n n iT

i i

z z F z
z

αφ
−

−

=

∂−
∂∑ , similar to above discussion, there is function 

nφ ∗  such that [ ]1

T

n n nz zφ φ∗= ,where 
1

1

0

( )

n

n
n z

z

d
ς σ

φ ςφ σ
ς

∗

⎡ ⎤
⎢ ⎥=
⎢ ⎥⎣ ⎦

∂=
∂∫ .  

For whole closed-loop error systems,  Lyapunov function is chosen as 

1

1

2

n
T

n i i
i

V z z
=

= ∑ , then we have 

                 1 1 1

n n i
T T

n i i i i i j
i i j

V c z z B z z
= = =

≤ − +∑ ∑∑                              (24) 

Now we will give the main Theorem of this note. 
Theorem   Take the control input (24) with ANN weight tuning be provided by  

                    1

ˆ , 1, 2, ,
i

T
i i i i j

j

W z z i nφ
=

= Γ =∑                          (25) 

with constant matrices 0, 1, ,T
i i i nΓ = Γ > = . Then all signals in the closed-loop 

systems (17)(with k n= ) and (25) are bounded and the states are convergent 
asymptotically to the equilibrium. 

Proof: Consider the following Lyapunov function candidate for the whole he whole 

error system  (17) (with k n= ) and  (25) is  

                    

2

1

1 1
( )

2 2

n
T

i
i

V z tr W W
=

= + Γ∑                              (26) 

where 1 1{ , , }, { , , }n nW diag W W diag= Γ = Γ Γ . It can be verified that the 

time derivative of V  is  

                        1 1

n n
T T

i i i i i
i i

V c z z cn z z
= =

≤ − +∑ ∑                           (27) 

where 0c >  some constant. So as long as choose 'ic s  satisfy 0i ic cn c− = > , 

1, 2, ,i n= ,  we have 



 Asymptotic Stabilization of Nonlinear DAE Subsystems 131 

                         1

0
n

T
i i i

i

V c z z
=

< − ≤∑                                  (28) 

So all the signals in the whole closed-loop error system are stable, i.e.,

, 1, 2, ,iz L i n∞∈ = . From (28)it can be obtained that 2 , 1,2, ,iz L i n∈ = . By 

(24) we have , 1, 2, ,iz L i n∞∈ = . By the well-known Barbalat Lemma, we have

0( ), 1,2, ,iz t i n→ → ∞ = . This completes the proof of the theorem. 

5   Application to Power Systems 

The speed governor control of turbo-generator set G1 (DAE subsystems) in the 
two-area four-machine large power systems is studied. The controlled systems are 
described as following:  
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where differential variables ( , , )T
HPδ ω  are relative power angle between G1 and 

G4, rotate speed deviation of G1 and the high pressure mechanical power respectively, 

algebraic variables ( , , , )T
d q t UI I Q θ are the d-axis current, the q-axis current, the 
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reactive power and the angle of voltage respectively, and the interconnection input 

( , )t tI P  are the generator stator current and active power. The governor position cU  

is the control input, and the output of G1 is chosen as y δ= . The disturbance noise  

is supposed to be ( ) sint tΔ = .  

Based on MATLAB, simulation is conducted under the following operating status: 
at the beginning the systems operate with double lines in a stable state; at 0.5s a 
three-phase symmetrical short-circuit to ground on one of the lines occurs at point 

0.1k = ; at 0.65s the fault is cleared, and the systems operate in two-line mode.The 
designed parameters is chosen as  

               1 2 3 1 2 310, 10, 20, 30c c c= = = Γ = Γ = Γ =                  (30) 

For the space limited, we only give following  simulation  results as shown from Fig.1 
to Fig.3. 

 

Fig. 1. Power angle δ  

 
Fig. 2. Rotate speed deviation 0ω ω−  
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Fig. 3. The high pressure mechanical power HP  

Apparently, all the states of the power systems asymptotically converge to the  
non-zero equilibrium with a good performance of convergence.  

6   Conclusions 

For a class of uncertain nonlinear DAE subsystems, the robust stabilization controller 
design scheme is proposed in this paper based on backstepping approach using ANN 
whose weights are updated on-line. All the signals in the closed-loop systems are 
bounded and the equilibrium of the closed-loop system is asymptotically stable. 
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Abstract. With the advent of knowledge economy age, science and technology 
resources, as one of the most significant strategic resources, will play an 
important role in the future competition. In this circumstance, it is necessary to 
pay attention to the problems relating to the allocation of S&T resources. 
According to the design of input-output index system of S&T resources, this 
paper evaluates the allocation efficiency of S&T resources in China with the 
CCR model of DEA method, points out the reasons for the allocation inefficiency 
and suggests the ways to improve the allocation potential. In this basis, it 
summarizes the following conclusion:1) The spatial pattern of allocation 
efficiency of S&T resources in China presents clustered distribution, and the 
efficiency level appears a descending trend from the east to the west. 2) For most 
of the provinces in China, the lower utilization rate of S&T resources resulting in 
the output insufficiency of economic benefit is the most important reason 
affecting the allocation efficiency. Therefore, we should enhance the utilization 
rate of S&T resources and boost the transformation of S&T achievements as the 
main ways to improve the allocation efficiency of S&T resources in China.  

Keywords: allocation efficiency, S&T resources, evaluation, DEA, China. 

1   Introduction 

With the advent of knowledge economy age, knowledge industry is becoming the 
mainstream of industries in the world. Meanwhile, science and technology(S&T 
hereafter) resources will play an important role in this process. Differing from other 
traditional resources, S&T resources possess lots of characteristics, for example, they 
could be used long-term and repeatedly, and often obtain an increased output than 
input. As we all know, our country has a special history, and also ignored the 
development and utilization of S&T resources in a long time, which results in the 
situation that most of the current problems are related to the unreasonable allocation of 
S&T resources[1,2]. Under this background, this problem concerning how to regard the 
current distribution of S&T resources, how to evaluate the allocation efficiency of S&T 
resources, and how to make the allocation pattern more reasonable, is becoming a hot 
issue in making decisions by government. 
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Since the end of last century, the research on the allocation of S&T resources has 
attracted academics’ attention, which main point is on the field of allocation pattern or 
allocation efficiency[3,4]. According to the traditional view, the research on resource 
allocation is mainly affected by management or economics, so it is rarely studied on the 
field of spatial disparity, efficiency and other issues from the perspective of geography. 
Based on this, the paper takes full account of the allocation system of S&T resources 
being a typical input-output system, so it uses the entropy method and DEA model to 
analyze the spatial disparity and efficiency for the allocation of S&T resources. 
According to the design of input-output index system of S&T resources, this paper 
takes the 31 province-level administrative units in our country for example(due to the 
unavailable data, Hong Kong, Macao and Taiwan are excluded). With the CCR model 
of DEA method, we could calculate the relative efficiency of S&T resources allocation 
for every principle unit, in order to explore the reason of low efficiency and the way to 
improve it.  

2   Data and Methods Adopted 

S&T resources consist of human resources, financial resources, material resources and 
information resources. In a narrow sense, only the human resources and financial 
resources are included in the definition of S&T resources. In this paper, we select the 
most commonly used international indicators, the total investment of R&D expenditure 
and full-time equivalent of R&D personnel, as the input part of the allocation system of 
S&T resources[5]. The output of allocation system of S&T resources can be measured 
in many ways, not only including the scientific papers and books on behalf of the direct 
achievements in scientific research, but also the inventive patents representing 
technological innovative achievements, as well as the output value of high-tech 
products standing for the transformation capability of S&T achievements into 
economic benefits. Hence, the output indicators are composed of direct knowledge 
output and indirect economic benefit respectively. 

In addition, due to an important rule needed obey, the number of decision making 
unit should exceed twice the sum of input-output indicators. Otherwise, the distinction 
of efficiency evaluation with DEA model will decline. Therefore, when the number of 
decision making unit is fixed, we should try the best to reduce the variables of 
input-output index, in order to improve the distinction capability of efficiency 
evaluation[6]. Table 1 shows the input-output index system of S&T resources. Besides, 
considering the time lag in input-output system[7], we choose 2-year as the lag period. 
And all the data in this paper are based on the Survey regarding the S&T Activities by 
National Bureau Statistics, an annual survey conducted for all S&T phenomenon. So 
the input data is coming from Chinese S&T Statistical Yearbook(2008), and the output 
is from Chinese S&T Statistical Yearbook(2010). 

As table 1 shows, the input variables are the S&T human and financial resources, 
and the knowledge output and economic benefit resulting from the investment are the 
output variables. Suppose we have a set of n peer DMUs, {DMUj: j=1, 2,…, n}, which 
produce multiple outputs yrj (r=1, 2,…, s),by utilizing multiple inputs xij (i=1, 2,…, 
m). Let the inputs and outputs for DMUj be Xj=(x1 j, x2 j,…, xmj)t and Yj=( y1j,  
y2j, …, ysj)t, respectively, so the CCR model is as follows: 
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Table 1. Input-output index system of S&T resources 

Target Indicator Principle 

Input of S&T  
resources 

Gross amount of R&D 
expenditure 

Investment of S&T financial 
resources 

Full-time equivalent of R&D 
personnel 

Investment of S&T human 
resources 

Output of S&T 
resources 

Number of scientific papers 
Direct knowledge output of 

scientific research 
Number of invention patent 

granted 
Value of high-tech product 

Indirect economic benefit of 
scientific innovation 

Amount of transaction 
contract in technical market 

 
 . .  

0, 0,  0
 

In the model, (0 1）is the efficiency value, and λ  is the weight variable. 

Besides, S and S are respectively slack variable and surplus variable. According the 

meaning of DEA model, if the value of  is close to 1 very much, it accounts for the 
high ratio of input-output, which represents the high efficiency of resources allocation. 

When the value of  is equal to 1, the input-output level in this DMU is located in the 
optimal production frontier, and the allocation efficiency reaches the highest. 
Meanwhile, when the value of  is less than 1, S+ and S- must be positive. And though 
the value of S+ and S- we could recognize what the main affecting feature is and how 
much space the efficiency could be improved. 

3   Evaluation on the Allocation Efficiency of S&T Resources  
in China 

Spatial pattern of the allocation efficiency of S&T resources in China. According 
to the calculation on the input-output index system of S&T resources with CCR model 
of DEA method by the software of MaxDEA, we could get the result, which is called 
“θ” , of the allocation efficiency of S&T resources in 31 provinces. And then, we 
divided this “θ” into five levels representing the five types of efficiency zones, the 
highest as the first type and the lowest as the fifth. Meanwhile, we put it into the statistic 
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clustering method in ArcGIS, where the result of spatial disparity pattern for the 
allocation efficiency of S&T resources could be visual. 

Based on Fig.1, the characteristics of the allocation efficiency in China could be 
summarized in four aspects. 1) Generally speaking, the spatial pattern of allocation 
efficiency of S&T resources in China presents clustered distribution, and the efficiency 
level appears a descending trend from east to west. 2) From a regional perspective, on the 
one hand, the high-level zones of allocation efficiency consist of the Jing-jin region,  
the Pearl River Delta region, the Hubei-Hunan region, the Shanxi-Gansu region and the 
Northeast region. On the other hand, the lower-level zones mainly include most of  
the West regions bordering on the other countries, as well as Henan-Shanxi region in 
Middle area. 3) Judging from the type area, the number of provinces in different type area 
is almost equivalent, that is to say, the level of the allocation efficiency of S&T resources 
appears the hierarchical and progressive distribution. 4) For the composition of province 
number in every type area, the East region accounted for 86% and the West region 
accounted for 14% in the whole 7 provinces of the first type area; in the 5 provinces of the 
second type area, the East and West regions accounted for 40% respectively, and the 
Middle area accounted for 20%; in the 6 provinces of the third type area, the East region 
accounted for 50%, the Middle area accounted for 17%, and the West region accounted 
for 33%; in the 7 provinces of the fourth type area, the East region accounted for 29%, the 
Middle area accounted for 14%, and the West region accounted for 57%; in the 6 
provinces of the fifth type area, the Middle area accounted for 33% and the West region 
accounted for 67%. As mentioned above, the allocation efficiency in East area is superior 
to that in Middle area, which in Middle area is better than in West area. 

 

Fig. 1. Spatial disparity pattern of the allocation efficiency of S&T resources in China 
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Reasons leading to the allocation inefficiency of S&T resources. According to the 
analysis of S and S , there are different reasons in different provinces. The provinces 
influenced greatly by the input redundancy of human and financial resources include 
Chongqing, Liaoning, Guizhou, Yunnan, Shandon, Qinghai, Tibet, Hebei, Jiangxi, 
Henan, Guangxi, Shanxi, Xinjiang, Inner Mongolia and Ningxia, and the rate of input 
redundancy in which is in excess of 60%. What’s more, the rate in the other provinces 
except Chongqing, Liaoning, Guizhou and Yunnan, exceeds 100%. It is clear that 
although the scarcity of S&T resources has been recognized by the common people, the 
waste of them is still serious in most parts of China. Especially for the central and 
western regions, S&T resources are more limited than that in the eastern region. In the 
circumstances, failed to make full use of S&T resources is the main reason for 
allocation inefficiency. Besides, the provinces mainly influenced by the output 
insufficiency of high-tech product value of indirect economic benefit include Gansu, 
Yunnan, Qinghai, Guangxi, Xinjiang and Inner Mongolia, and the rate of the output 
insufficiency is between 60%-96%. All the provinces are distributed in the western 
region of China, so less contact with other regions is the main reason for lacking 
innovation leading to low value of high-tech production. And the provinces mainly 
influenced by the output insufficiency of the amount of transaction contract in technical 
market include Hubei, Shanxi, Fujian, Jilin, Jiangsu, Sichuan, Zhejiang, Anhui, 
Guizhou, Shandong, Tibet, Hebei, Guangxi, Shanxi and Xinjiang, their rate of the 
output insufficiency is between 60%-100%. As we can see, these provinces have a 
large number and distributed widely. To some extent, it reflects a fact that the 
transformation capability of S&T achievements should be improved in the whole 
country. In addition, the provinces mainly influenced by the insufficiency of the 
scientific paper number of direct knowledge output include Tibet and Qinghai, and 
influenced by the insufficiency of the granted invention patent number include Gansu 
and Fujian. Except the four provinces, the rate of the direct knowledge output in the 
other provinces is below 60%, which show the direct knowledge output is much higher, 
and there is limit space to raise the insufficient rate.  

As mentioned above, the reasons for the allocation inefficiency of S&T resources in 
China can be summarized as the four following aspects.1) For the provinces that 
allocation efficiency less than 100%, the input redundancy of S&T resources is the key 
reason for the allocation inefficiency; 2) For the provinces that allocation efficiency 
less than 50%, the input redundancy is the most important reason for their inefficiency. 
These provinces are mainly distributed in the central and western regions, and have  
a great improvement potential due to their input redundancy of scientific human  
and financial resources exceeding 100%. 3) Compared with the direct knowledge 
production, the output deficiency of indirect economic benefit is the main problem for 
the provinces of the allocation efficiency less than 100%. The provinces accounting for 
92% have a great space for improvement in the indicator of amount of transaction 
contact in technical market, and 75% provinces could be enhanced in the value of 
high-tech product. 4) For the whole 31 provinces across the country, the situation of 
direct knowledge output operates well. 
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4   Conclusion and Discussion 

Nowadays, as an important strategic resource, the potential value of S&T resources is 
difficult to measure. And the characteristic of rareness orders the realization of 
reasonable allocation in order to serve the development of society well. This paper 
designed the input-output index system of S&T resources, built the evaluation model of 
allocation efficiency, and finished the evaluation of spatial allocation efficiency of 
S&T resources in China. Meanwhile, this paper pointed out the reasons for the 
allocation inefficiency and suggested the way to improve the allocation potential. In 
this basis of the current research, we summarizes the following conclusion.1) The 
spatial pattern of allocation efficiency of S&T resources in China presents clustered 
distribution, and the efficiency level appears a descending trend from the east to the  
west. 2) Although the total factors leading to the allocation inefficiency in China are the 
input redundancy and the output insufficiency, the different province affected by the 
focus is diverse. For most of the provinces in China, the lower utilization rate of S&T 
resources resulting in the output insufficiency of economic benefit is the most 
important reason affecting the allocation efficiency. Therefore, we should enhance the 
utilization rate of S&T resources and boost the transformation of S&T achievements as 
the main way to improve the allocation efficiency of S&T resources in China. 

In this paper, there are still some limitations and shortcomings of the research on the 
allocation efficiency of S&T resources in China. Firstly, due to the inaccessible data, it 
is difficult to analyze the whole allocation efficiency in the micro-scale view based on 
the municipal-level administrative unit. Secondly, this paper selected only one time 
point in the research, which reflected the current situation of allocation efficiency of 
S&T resources in China. So it is needed we select a few more time points to study on 
the variation process of allocation efficiency of S&T resources. Overall, the selection to 
the typical municipal-level administrative unit for the scale, or the more time points 
reflecting the process of efficiency variation, will be the direction for the further 
research. 
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Abstract. From the teaching work in these years, we deeply felt that the software 
engineering course is so important for students in major of computer science and 
technology. How to turn this course from a difficult and boring course to an 
interesting course is becoming urgent issue. In this paper, we analyse the 
problems during the teaching of software engineering course and proposed some 
reform methods. We wish these methods can motivate students’enthusiasm, 
thrust their learning and thus increase teaching effect greatly.  
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1   Introducation 

Continues growth of software industry has increased the need for software 
engineering professionals, and consequently, the need for effective software 
engineering educational programs. Accordingly, many universities have included 
several courses covering software engineering concepts in their computer 
science/engineering curriculum. Software engineering is an integral part of the 
computer science and engineering undergraduate curriculum. One main goal of 
software engineering curriculum is to teach students how to develop and manage 
large-scale, long-lived software systems in a costeffective manner. Software 
engineering is the disciplined application of engineering principles to the creation of 
complex software systems. It is an amalgam of people, process, and technology 
[1].Students need to learn both technical knowledge, such as requirements elicitation, 
architectural design, implementation, testing, etc., but also non-technical aspects, such 
as project management and development of know-how for a particular application 
domain.  

Software engineering (SE) is a multidimensional field that involves activities in 
various areas and disciplines, such as computer science, project management, system 
architecture, human factors, and technological evolution. Several efforts have been 
made to map the different dimensions of SE and to design a proper curriculum that 
addresses them all [2,3]. Accordingly, this domain diversity is often reflected in 
computer science (CS) and SE curricula, in which separate courses address the 
different topics. 
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This paper will discuss how to make students study this course more easily. And 
how to carry out teaching method more effectively according to students on various 
levels will be discussed. 

2   Character of Software Engineering Course 

Like any other engineer, the software engineer must master: 

 the theoretical foundations ofthe discipline; 
 the design methods ofthe discipline; 
 the technology and tools ofthe discipline. 

In addition, he/she has to be able to: 
 keep his/her knowledge current with respect to the new approaches and 

technologies; 
 interact with other people (often not from the same culture); 
 understand, model, formalize, analyze a new problem; 
 recognize a recurring problem, and reuse or adapt known solutions; 
 manage a process and to coordinate the work ofdifferent people; 

From character[4] of software engineering, we can find oftware Engineering I 
(SE361) is the initial course offering in our department's program. The typical student 
will take SE361 in the second quarter of their sophomore year. Prior to that they will 
have completed a sequence of introductory computer science (CS) courses. The CS 
courses focus on developing programming skills (using Java and Ctt) and address 
traditional CS topics - data structures, algorithms, object-oriented concepts and some 
exposure to concurrent and network programming techniques. Students individually 
complete lab and project assignments with little opportunity, or need, for 
collaboration with fellow classmates. The CS course sequence introduces some 
software engineering concepts, but at a cursory level. Far example, students are able 
to identify the major activities associated with the waterfall life cycle of development. 
Students arrive to SE361 with accomplished individual programming skills and 
finegrained problem solving techniques.  

The course is composed of a lecture section and project lab section. Teams of five 
to six students form during the first lab session and work together for the remainder of 
the quarter. The lab section meets formally for two hours each week. The scope of 
project activities normally requires teams to meet outside of regular class and lab 
tines. 

3   The Main Problem in SE Educate 

What is even worse they may get an impression that there aren’t any problem seem to 
be well defined, intuitively modeled by known techniques and methods, soluble in a 
semester [5]. Students often consider subjects usually taught on software engineering 
courses as being obvious and/or expressed in fuzzy ways. However real systems 
rarely have neat solutions and the requirements for those systems are influenced by 
many technical and non-technical factors. Aspects like management, organization, 
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leadership, planning, communication, cooperation to large extent are dominant factors 
of success in software engineering projects [6]. 

In software engineering education, another of the main problems is the definition of 
an industrial strength software project, i.e., a project that cannot be solved by one or 
two students on their own, a project that incorporates existing and evolving third party 
software without any documentation, a project with changing requirements, and a 
project that has not got a clear outcome right from the beginning. Moreover, the project 
should be interesting for the students and challenging by allowing the use of 
state-of-the-art technology. On the other hand, the project should not be too large, such 
that a team of students will be able to finish it within a university term. In software 
engineering research, one of the main problems is recruiting new students for research 
projects. These students should be sufficiently skilled in software engineering, should 
have some experience in the respective research area and application domain, and 
should be highly motivated . 

The existing discrepancy between university education and industry needs is at 
least partly responsible for the criticism made of many university courses by 
employers that the courses do not equip students for real work. 

4   Proposed Reform Method 

Transforming Research Project to A Student Project. Given the importance of 
project-based work in introductory software engineering courses, we are often 
inclined to believe that real-life projects, i.e. those which come from an actual user 
community, such as a company or public organization, would be preferable to 
synthetic projects, developed expressly for the course. Our current research in the 
field of electronic timetable or database application provided a suitable candidate. 

As is well known by software engineering instructors however, real-life projects 
offer several difficulties which make them less advantageous than they seem [7]. 
Some of these are:  

(A) The organization owning the project may not be able to designate an official to 
work with the academic project who can devote sufficient time and effort to it. (B) 
The project may be too complex or too routine to be used in the course. (C) The 
project may not be sufficiently defined as yet by the owner organization for students 
to start work on it immediately. (D) The hardware and software requirements of the 
project may not be available in the university. (E) Meetings may be difficult to 
arrange, which will hinder project's progress.  

Integration of Software Tools in Software Engineering Education. There are 
significant benefits to be gained from promoting extensive use of software tools and 
environments in software engineering education, providing that they are educationally 
appropriate. Using a “purpose-built” teaching support environment specifically 
designed to emphasise the systematic nature of the processes and tools involved, 
support for the teaching of a range of programming paradigms and software 
prototyping via the use of (executable) formal specifications. It also enables the 
production, subject to rigorous set of constraints, of software systemswhich exhibit 
powerful behaviour at an early stage.  
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Leisure Education in Professional Background.  The leisure education with the 
professional background is a higher-level education model which against too much 
emphasis on vocational training of traditional higher education, it requires the 
relaxation of non-vocational training as an important part of education. In the 
education process, the Leisure Education brings up people's appreciation, interests, 
skills and the ability to create recreational opportunities, people could organize their 
leisure time in a useful way, accordingly implement the process of "be human"[8]. 

5   Summary 

From the teaching work in these years, we deeply felt that the software engineering 
course is so important for students in major of computer science and technology. How 
to turn this course from a difficult and boring course to an interesting course is 
becoming urgent issue. In this paper, we analyse the problems during the teaching of 
software engineering course and proposed some reform methods. We wish these 
methods can motivate students’enthusiasm, thrust their learning and thus increase 
teaching effect greatly. 
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Abstract. Power gating has become a popular technique to reduce the 
ever-increasing leakage power for commercial microprocessors or SoCs. The 
reactivation energy and delay cost weaken its performance. This paper firstly 
proposes a novel charge recycling scheme to reduce the transition energy and 
delay, and then gives its equivalent model. The experiment results show that, 
comparing to the traditional power gating implementation, it can achieve 19.66% 
reactivation energy reduction, 9.28% peak leakage reduction, and 23.36% 
wakeup delay reduction, at  25℃, at the cost of 2.75% area increasing. At the 
same time, the circuit reliability is improved since the ground bounce reduced.  

Keywords: power gating, charge recycling, low power design, VLSI. 

1   Introduction 

With the CMOS technology scaling down, the supply voltage is reduced accordingly to 
avoid device failure due to high electric fields in the gate oxide and the conducting 
channel under the gate. This quadratically reduces the dynamic component of circuit 
power dissipation, but, unfortunately, also decreases the switching speed of transistors. 
To compensate for the performance loss, the transistor threshold voltages are reduced, 
which in turn causes an exponential increase in the subthreshold leakage current. With 
the process scaling down to 65nm and below, leakage power has now become a 
dominant component of the total power dissipation in the CMOS circuits [1-5]. 

Power-gating, also called MTCMOS (Multi-threshold CMOS), is one of the most 
effective standby leakage reduction techniques recently developed [2-5]. It uses a high 
Vth PMOS/NMOS to connect the virtual power (VVDD) / virtual ground (VGND) and 
the real power / ground supply of a circuit, and turns off the circuit during the standby 
periods, as shown in Fig. 1. Accordingly, the PMOS switch is called header, while the 
NMOS switch is called footer [4]. 

Previous researches show that power gating can reduce the leakage power by 
10-1000x [2]. However, power gating is not a cost-free technique. Adding a switch will 
results in performance loss, the area cost, the reliability, mode transition cost and so on. 
Since the target is to make sure the benefit of leakage power reduction from power 
gating overwhelms the introduced power and delay penalties, we will focus on the 
mode transition energy minimization in this paper.  
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Fig. 1. Power gating structure 

Let’s firstly check where the mode transition energy comes from. Here we take a 
footer implementation as example. Firstly we assume that there is a long enough idle 
time so th at the VGND is fully charged up to a voltage (Vvg) near to VDD (V), by 
leakage current of the circuit. And we assume that the Cg is the gate capacitance of the 
footer, and the Cvg is the capacitance in VGND. In the sleep mode, the nSLEEP is zero 
to cut off the footer, while the VGND is gradually charged up to Vvg by the leakage 
current. In the active mode, the nSLEEP is charged to V, which turns on the footer and 
makes the VGND discharge to a voltage near to zero soon. Easy to find, during the 
sleep-to-active transition, power supply should consume an energy of  CgV

2 to turn on 
the footer, while the energy stored in VGND is wasted. If we can make use of the 
wasted energy, we may save more power supply energy. Charge-recycling is a good 
way to implement this idea. 

The remainder of this paper is organized as follows. In section 2, we review previous 
work in the area of charge-recycling power gating design. Section 3 introduces the 
concept of our improved charge-recycling scheme. We give the equivalent model in 
section 4, and the experiment results in section 5. Section 6 concludes. 

2   Previous Work 

Charge-recycling is a good way to save power during the mode transition. Pakbaznia et 
al used a transmission gate to connect the virtual power supply and the virtual ground 
supply between two different modules, where one is implemented by footer and another 
is implemented by header [8]. They turn on the transmission gate just before and after 
they turn on/off the sleep transistor, to implement the charge recycling during the mode 
transition, and got 50% mode transition energy reduction. However, to ensure the 
signal integration of the power supply, only one power switch is used in sub-90nm 
design, either footer or header. This limits the usage of this kind implementation of 
charge-recycling. 
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Tada et al proposed a state reservation power gating scheme by making use of the 
charge recycling between virtual ground and the gate [9]. Henzler et al [10] took the 
same way. They used a small PMOS transistor to connect the VVDD and the gate of the 
header, and got 25% energy reduction. However, two sleep enable signals, like SEL1 
and SEL2 here, are needed to turn on or off the switch in Henzler’s work, as shown in 
Fig. 2. Their generation is not an easy thing, and their routing cost will doubled 
accordingly, which will result in routeability in the modern distributed sleep transistor 
network implementation.  

 

Fig. 2. Charge-recycling between the gate and the virtual power supply 

This paper will show how to implement the similar charge recycling in the 
traditional implementation where only on sleep enable signal is needed, and get a 
considerable gain. 

3   Our Proposed Design 

As shown in Fig. 3, a charge-recycling NMOS (CR-NMOS) is added in the traditional 
power gating circuit. Then using the original controlling logic, without adding any 
sleep enable signal, we can get charge sharing between the VGND and the nSLEEP 
(the gate of the sleep transistor).  

One thing needs to be pointed out. Different from Pakbaznia’s work, the phase of the 
CR signal has to change. In Pakbaznia’s work, they turned on/off the CR signal just 
before the sleep signal during the wakeup transition. Here, however, the CR signal 
should be just after the transition of the SLEEP signal. If we turn on the CR signal just 
before turning on the footer, the CR-NMOS and the NMOS transistor MN will turn on 
simultaneously, and the charge stored by the node VGND will discharge through the 
CR-NMOS and the NMOS MN, which make the charge-recycling lose some possible 
gain. 
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Fig. 3. Our proposed charge-recycling circuit 

4   Model Analysis 

When the CR-NMOS is turned on with the sleep enable signal SLEEP simultaneously, 
VGND will share the stored charge with the nSLEEP through CR-NMOS, while 
power supply will charge the nSLEEP at the same time, as shown in Fig. 4. Here we 
assume the pulse will end just when the voltage of VGND is equal to that of the 
nSLEEP. 

 

Fig. 4. Charging process during wakeup transition 
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Fig. 5. Equivalent model of the proposed circuit 

At the beginning of the pulse, the VGND is at voltage Vvg, the nSLEEP is zero. At 
the end of the pulse, the VGND is st ill above or equal to the nSLEEP. We can easily get 
the following results. 

1) MP is working at velocity saturation state 
2) MCR is working at saturation state 
3) MPS works in sub-threshold leakage when Vx is smaller than Vtn, and then 

works in velocity saturation state when Vx is larger than Vtn. 

Based on these results, we get the following equivalent model during the wakeup 
transition, as shown Fig. 5. The Imp is the charge current through MP, the Icr is the 
sharing charge through CR-NMOS transistor, the Imps is the current flows through the 
footer MPS, Cvg, Cg are the capacitance of the VGND, and the gate capacitance of the 
footer. Vvg and Vx are the voltage of VGND and nSLEEP respectively. 

When Vx is smaller than the threshold voltage of the MPS, the Imps is the 
sub-threshold leakage. This model can be expressed by the following equations.  
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In equation (3), Is and n are empirical parameters, kT/q is the thermal voltage. VDSATp is 
the velocity saturation voltage for PMOS. 

When the Vx is charged over the Vtn, MPS will work in velocity saturation mode. 
The equation (3) should be changed to equation (6). 
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5   Experiments Results 

In our experiments, a commercial 65nm process is used, and the standard power supply 
is 1V. We use a CR-NMOS to recycle the charge in a traditional power gating circuit, in 
which two cascaded inverter chain are gated by a footer. The inverter chain is a low 
threshold circuit with the threshold Vth_pmos=0.196V, Vth_nmos=0.130V. The high 
threshold we used here is Vth_pmos=0.424V, Vth_nmos=0.458V.  

 

Fig. 6. Current during wakeup transition 
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Fig. 6 shows the simulation results for the current of different transistors during the 
pulse. The results verifies the equivalent model. During the pulse, the voltage of 
nSLEEP, Vx, with CR-NMOS is apparently larger than that of without it. This 
excessive comes from the recycling charge through CR-NMOS. As described in the 
equivalent model, Imcr is quadratically reduced and Imp is monotonously reduced with 
the increasing of Vx. The Imps keep increasing with the Vx. 

 

Fig. 7. (a) Size and temp effects on wakup energy saving 

 

Fig. 7. (b) Size and temp effects on wakeup delay reduction 
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Fig. 7. (c) Size and temp effects on peak leakage reduction 

WITH_CR

WITHOUT_CR

 

Fig. 8. Ground bounce during the wakeup transition 

Since the resistor of CR-NMOS determines the efficiency of charge recycling, we 
checked the size effects on the mode transition energy, wakeup delay and peak leakage 
through the footer. What’s more, considering the temperature has greatly effect on the 
leakage. We test our test circuit under 25℃, 75℃ and 125℃ respectively. Fig. 7 
compares the size and temperature effect on the leakage current, peak leakage, wakeup 
energy and wakeup delay. Fig. 7 (a) and (b) tell us the wider CR-NMOS can save more 
wakeup energy and delay. Compared to the larger difference between different size, the 
temperature affect little on the wakeup energy and delay. However, it has a significant 
influence on the peak leakage flow through the footer because of the exponential 
dependent on the temperature, as shown in Fig. 7 (c). The simulation shows a 600nm 
CR-NMOS can achieve 19.66% reactivation energyreduction, 9.28% peak leakage 
reduction, and 23.36% wakeup delay reduction at 25℃. 
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The significant reduction in peak leakage can reduce the ground bounce. For 
electrical parameters of the package interface, we used L=2nH, R=70mΩ and C=0.2pF 
for the TQFP package [11]. Fig. 8 compares the ground bounce between charge 
recycling using the CR-NMOS and traditional power gating. The ground bounce 
reduces significantly, especially at the second positive peak, where the ground bounce 
reduces from 54.6mV to 41.3mV. This help to increase the reliability. 

6   Conclusion 

Power gating will be a basic techniques to cut the leakage power in future MPSoc era. 
This paper proposes a charge-recycling scheme to reduce the transition energy and 
delay. It added an NMOS transistor to connect the gate of the switch and the virtual 
ground to realize the charge sharing. Authors also analysis the charge recycling circuit 
and give the equivalent model. Experiment results verify the equivalent model, and 
show larger CR-NMOS works better, and the scheme can achieve 19.66% reactivation 
energy reduction, 9.28% peak leakage reduction, and 23.36% wakeup delay reduction, 
at the cost of 2.75% area increasing, at  25℃. The reduction in peak current reduces the 
ground bounce greatly. 
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Abstract. To solve the increasingly serious urban transportation problem, the 
research and application of intelligent transportation system becomes the 
inevitable choice for all countries. The paper introduces design and 
implementation of a communication platform for intelligent transportation 
system. It focuses on the process of communication, the design of 
communication protocol and the implementation of communication software. 
The platform achieved real-time communication and it can monitor, track and 
locate buses. A great deal of test and experiment show that the platform is 
feasible. This platform has been successfully applied to specific projects and 
achieved good effect. 

Keywords: communication platform, wireless communication technology, 
GPRS, data frame. 

1   Introduction 

With the development of economy and the acceleration of living rhythm, people’s 
demand for public transportation is bigger and bigger. But due to various reasons, the 
public transportation system in our country is not optimistic. The situation that 
vehicles increase, routes extends and bus trips grow in big cities makes the traffic 
heavier. No matter in development countries or in developing countries, this question 
is more and more serious. City traffic problem can’t be solved completely by 
increasing roads. 

Intelligent transportation system includes GPS, GPRS, and GIS technology. It 
shows as electronic map. It realizes real-time surveillance and dispatch of buses with 
collecting, transporting and handling the information about bus locations, conditions, 
passengers and so on so. By using this system, buses can be adjusted rapidly and 
reasonably. The system improves the efficiency of the bus operation, makes the best 
use and allocate of existing resources for public transport enterprise. 

2   System Design 

System Composition. Intelligent transportation system[1] mainly includes 
monitoring dispatching center, passenger traffic acquisition system, car terminal 
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system, communication network and electronic stop system. Monitoring dispatching 
center receives and handles data, monitor and dispatch buses. Passenger traffic 
acquisition system is placed on the bus to count the number of people who get on and 
off at every bus stop. Car terminal system consists of ARM embedded motherboard, 
GPS satellite receiving module and GPRS wireless communication module. 
Communication network mainly uses the GPRS network to realize data transmission 
system so that it can reduce data transmission cost and enhance the delivery time and 
veracity. Electronic stop system with GPRS module and screen display bus location 
information. 

Data Transfer Process. Data transfer process[2] refers to the process that data transfer 
through GPRS network. The relationship and transformation of communication states 
show in figure 1. Full lines represent the transformation in ideal situation. But in actual 
circumstances, we find it that data packet may have inspection error or lost situation. It 
will cause state overtime. In these circumstances, the states will be represented by 
dotted lines. 

State=8

State=7

State=6

State=5

State= 4

State=3

State= 2

State =1

State=0

Beginning

Initialization

LCP 
negotiation

PAP 
identification

IPCP negotiation

Connection

Transmission

Disconnection

SMS

Normal

Overtime  

Fig. 1. Transformation of communication state 

Firstly, GPRS module consult with GPRS gateway on communication links after 
dial-up. It means to negotiate point-to-point configuration parameters. Consultation 
process keeps LCP, PAP, IPCP and other protocols. LCP protocol is used to establish, 
build and test links. PAP protocol is used for processing verifying password. IPCP 
protocol is used for setting network protocol environment, and assigns IP addresses. 
Then, it transmits IP packet according to the standard of consultation. According to 
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the different application, the IP packet may carry TCP message, also can be the UDP 
or ICMP messages. This paper uses TCP message to transfer data information. 

3   Frame Type Definition and Instructions 

Communication Protocol. Data exchange between the communication server and the 
car terminal system is based on communication protocol and the data will transmit by 
frame. Communication protocol defines 3 special characters: ‘$’ - upload begins; ‘@’ 
– downlink begins; ’#’ – ends. All the data are in hexadecimal format. If these three 
special characters appear in a place where it is not the stating prefix or the end suffix, 
they will be translated to double byte. $=0x5e+0x01, #=0x5e+0x02, @=0x5e+0x03, 
0x5E=0x5e+0x04. If a data is a multibyte data, rank the high byte in front and the low 
byte behind. 

Communication Protocol Frame Format. The format of upload datagram which is 
transmitted from car terminal system to communication server is shown in Table 1. 

Table 1. Format of Upload Datagram 

start 
prefix 

command 
word 

priority data 
block 
length 

data block calibration 
bytes 

end 
suffix 

1byte 1byte 1byte 2bytes 0~255bytes 1byte(XOR) 1byte 

 
The format of download datagram which is transmitted from communication to car 

terminal system is shown in Table 2. 

Table 2. Format of Download Datagram 

start 
prefix 

command 
word 

priority data  
block 
length 

data block calibration 
byte 

end 
suffix 

1 byte 1 byte 1 byte 2 bytes 0~255bytes 1byte(XOR) 1 byte 

 
Upload datagram and download datagram is different in start prefix. The former is 

start with ‘$’ and the latter start with ‘@’. Command word is a symbol to differentiate 
the data frames. Data block length (before translated) shown in bytes is the length of 
parameters related to command word or the data a frame has. The effective length is 0 
~ 65535 bytes. The low byte is in front, the high byte is behind. Data block is the 
parameters and data. Calibration byte is the result of XOR of all data between start 
prefix and calibration byte (before translated). 

Key Data Block Frame. Equipment number: 5 bytes, the first 2 bytes are GPRS line 
number; the last 3 bytes are bus number. Driver number: 2 bytes. On-board machine 
SIM card serial number: 3 bytes. Longitude and latitude definition: both are  
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hexadecimal data of 4 bytes. The first byte is degree; the second byte is point; the 
third and forth bytes are decimal fraction of the point. The third byte is the high part 
and the forth byte is the low part. These two bytes make up of a word which is a 
hexadecimal number. The point rounded to four decimals. Time tag definition: 6 
bytes. Vehicle running logo: 1 byte. The meaning of every bit is shown in Table 3. 

Table 3. Format Of Vehicle Operation Estate Datagram 

state D7 D6 D5 D4 D3 D2 D1 D0 
0 out not 

speeding 
new 

event 
middle 

door open
back 
door 
open 

front door 
open 

up not 
service 

1 in speeding ole 
event 

middle 
door 

closed 

back 
door 

closed 

frontdoor 
closed 

down service 

 
Establishing Connection Datagram. When the car terminal power open, error 
reconnection or disconnected reconnection successful, car terminal system send 
establishing connection datagram to communication server. The datagram need 
response from communication server. As shown in Table 4. 

Table 4. Formate of Establishing Connection Datagram 

Equipment 
number 

Driver 
number 

On-board machine 
SIM card serial 
number 

Connection 
time 

On-board  
machine line 

version number 

5bytes 2 bytes 3 bytes 6 bytes 10 bytes 

 
GPS Datagram. GPS module on bus will send GPS information to communication 
server every 10 seconds for the convenience of monitoring and dispatching buses. GPS 
information don’t need response from communication server. As shown in Table 5. 

Table 5. Format of GPS Coordinate Information Datagram 

Equipment 
NO 

Event 
time 

North 
latitude 

East 
longitude

speed Azimuth Height Vehicles 
running

Next 
stop 

GPRS 
signal 

5bytes 6 
bytes 

4 bytes 4 bytes 1 byte 1 byte 1 byte 1 byte 1 
byte 

1 byte 

 
Receiving Response Datagram. When car terminal system or communication server 
receive information that need response, they will send receiving response datagram. 
This datagram has two types: one is for manual, the other is for automatic. It doesn’t 
need response from receiver. As shown in Table 6. 
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Table 6. Format of Receiving Response Datagram 

Equipment 
number 

Response 
time 

North 
latitude 

East 
longitude 

response 
command 
number 

command 
result 

5bytes 6 bytes 4 bytes 4 bytes 4 bytes 4 bytes 

 
Download Task Information Datagram.This datagram is used to dispatch buses for 

monitoring dispatching center. As shown in Table 7. 

Table 7. Format of Download Task Information Datagram 

Event 
time 

Command 
number 

Command length Command 
introduction 

Manual 
response 

6bytes 1byte the length of command
introduction 

no definition 1byte 

4   Design of GPRS Communication Server 

As a way that data transferred and a link that information exchange, GPRS 
communication server [3-5] play an important role in intelligent transportation 
system. Its main function is receiving car terminal system connection and 
communication with monitoring dispatching center.  

We use socket network programming technology to realize data transmission and 
multithreading technology to achieve communication between a server and multiple 
terminals. Sending and receiving data between the client and the server adopts 
nonblocking methods. The nonblocking communication mechanism is realized by 
classes in packet of java.nio. 

5   System Testing and Analysis of the Results 

Car Terminal System Connection Test. By writing a test tools, setting up different 
number of car terminal to connect the server, we can test the reliability and real-time 
of the server. After lots of tests, we get an average value of terminal connection 
number. The result is shown in Table 8.  

Table 8. Testing Results 

Connecting thread 
count expected 

Has connected 
thread count 

Not connected 
thread count 

CPU usage 

50 50 0 0%-3% 
100 100 0 0%-3% 
200 200 0 0%-3% 
300 300 0 0%-3% 
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Table 8. (continued) 

500 500 0 0%-3% 
800 800 0 1%-3% 

1000 1000 0 1%-4% 

 
Data Receiving Test. In order to make the test results more reliable and to make the 
test for communication server more comprehensive, data receiving test for the server 
is needed. We test the situation that a server receiving 50 commands contemporarily, 
then increase the number of sending command. The result is shown in Table 9. 

Table 9. Testing Results 

sending command 
count 

received command 
count 

not received command 
count 

CPU 
usage 

50 50 0 0%-3% 
100 100 0 0%-3% 
150 149 1 0%-3% 
200 198 2 1%-4% 
300 295 5 1%-4% 

 
When increasing car terminal connections, the CPU usage of communication 

server changes little. Furthermore, no connection is missed. On the aspect of data 
receiving test, with the sending data increasing, memory usage and CPU usage of 
communication server has no apparent change. When sending data over a certain 
amount, CPU usage will increase, and small amounts of data will be missed. 
However, in actual situation, the amount of sending data won’t be so much. And we 
can use higher configuration computer in practical production as a server to reduce 
server load pressure. 

6   Conclusion 

This paper studies the basic function of communication platform in intelligent 
transportation system, gives detail introduction about communication protocol 
between the platform and car terminal, proposes communications platform design 
scheme and realizes it. For nonblocking and blocking mixed mode communication 
server, we should have further research to make it start as little thread as many to 
process more client communication problem. 

 
Acknowledgment. This research is supported by scientists and engineers service 
businesses (2009GJA10020), application base and cutting-edge technology research 
plan of Tianjin (10JCYBJC00200).  



 Research of Communication Platform of Intelligent Public Transportation System 161 

References 

1. Liang, S., Liang, Y., Chen, J.-N.: Implementation of Communication Platform for 
Intelligent Public Transportation System based on GPRS. Communications 
Technology 40(10), 25–40 (2007) 

2. Zhou, G.: Research and Realization of the Transmission Technology in Advanced Public 
Traffic System, pp. 28–31. Central China Normal University (2008) 

3. Chen, B., Cao, W.: An Efficient Algorithm Vehicle License Plate Location. In: IEEE ICAL 
2008 Conference, pp. 221–225 (2008) 

4. Zheng, B., Tian, B.: Automation Detection of Technique of Preceding Lane and vehicle. In: 
IEEE ICAL 2008 Conference, pp. 201–205 (2008) 

5. Li, N., Xu, Z.-X.: The application of GPRS technique to vehicle monitoring system. 
Applied Science and Technology 32(6), 34–36 (2005) 



G. Lee (Ed.): Advances in Intelligent Systems, AISC 138, pp. 163–168. 
springerlink.com            © Springer-Verlag Berlin Heidelberg 2012 

The Research and Analysis on Digital Animation 
Courses Setup 

Peng Shengze, Wen Yongge, and Liu Zhibang 

School of Mathematics and Computer Science, Mianyang Normal University,  
Mianyang, China 

Department of Science and Technology, Mianyang Normal University, Mianyang, China 
Beijing Institute of Technology, School of Computer Science & Technology, Beijing, China 

shengze_p@yahoo.com.cn, wenyongge@sohu.com 

Abstract. Vocational education in schools should focus on the consistency of 
learning and practical work, the paper production process for animation projects 
and animation specialty in the state of curriculum, specialized courses on how to 
apply to the production of animation projects conducted in-depth the key points 
study. Animation of a vocational school class how the professional approach 
taken and the implementation of the project should pay attention to practical 
problems. 

Keywords: production process, curriculum, project teaching, teaching, teaching 
problem. 

1   Introduction 

Teaching in vocational institutions will be introduced to the teaching work of the 
project is relatively common form of teaching. Its real purpose is to guide students to 
apply theoretical knowledge and skills to solve practical problems in the work. The 
curriculum for the animation class animation projects and enterprises is the 
combination of professional animation to one of the important issues, but also an 
important part of artistic practice course. In teaching practice, we should pay attention 
to practical work in schools to learn and consistency, thus highlighting the openness of 
the process of teaching, professional and student initiative. However, courses teaching 
how to bind to the production of animation projects, is worthy of our in-depth analysis 
of the key issues[1].  

2   The Characteristics of the Animation Production Pipeline 
Project 

Animation in the field of artistic creation is a major industry, animation production is a 
complex law has a certain production and processing. In the animation of the entire 
process of production, whether it is any kind of animation, they are much the same 
basic processes, all with stage, continuity, integrity, technical characteristics. To the 
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process of animation is concerned, can be roughly divided into: general design, design, 
concrete production and editing four stages. By the overall time can be divided into 
early, middle and late stages. Concrete analysis: two dimensional animation production 
work flow in general, including: overall planning - the story script - a shooting platform 
of the - of the original painting design - painting - Check - description line - color - 
animation - special effects production - editing - voice - synthetic output . Simply put, 
two-dimensional animation production process from script - storyboard - original 
painting - animation - color - Synthesis - Voice composition. Three-dimensional 
animation of the production process generally includes: The Story of the script - a 
shooting - the original painting design - modeling - Material - Animation DESIGN - 
Design - Rendering - voice - Edit synthesis - output. Most of the current animation 
production work applications (especially three-dimensional animation) computer to 
complete. Therefore, some of the animation production components will be more 
reasonable or update the presentation of the production means. But no matter how the 
production process, in each of the sessions are covered by a large number of technical 
requirements. From which also reflects the characteristics of a large number of 
professional and technical personnel assigned amounts. This is what we want to study 
through its animation features the basic curriculum system[2].  

3   The Animation Specialty in the State of Curriculum 

In most vocational schools in the animation profession, teaching is still using more 
traditional single-disciplinary approach to the closure. In this way the learning process 
in the sub-disciplines in the continuity of the lack of technical knowledge, systematic 
and practical. Student learning objectives, learning environment and learning 
organization as a whole there numerous educational disadvantages. Curriculum in the 
animation program, generally are open are: drawing, color, sketch, original painting 
design, scene design, animation, basic, Flash animation, Photoshop, 3Ds max, Maya, 
video effects, video post, photography, video, etc.. Although the course covers most of 
the animation produced most of the knowledge and skills. However, in actual teaching 
often do not see clear teaching, is nothing more than a certain number of training 
courses out excellent students. This phenomenon in secondary vocational schools is 
particularly acute in the animation majors. Most vocational schools in the teaching 
model to 2 +1 to the development of teaching programs. Which, in the first school  
year and a large number of basic cultural lessons (such as language, mathematics, 
foreign languages, ethics, basic computer applications, etc.). Can only be opened in  
the curriculum plan sketch, color, or a small amount of animation based on theory. The 
rest will have to set up the second year in a large number of professional courses. 
However, only one year of professional study courses, facing third-year internship 
Shiyou. In this way, all professional courses are under pressure in the second year. 
Because the animation is difficult courses, closely linked with each other, and no 
sufficient time for graduation. If you simply open the door a few specialized courses 
so-called good jobs, but also worried about the careers of students face too narrow, and 
thus also affect the students future career development in the future of animation. 
Proved, but simply classes by subject, single subject graduation, students completing 
their studies for their professional development is basically a very slim prospect. The 
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feedback information indicates that there are many, many students still unable to figure 
out before practice exactly how to make a cartoon out, but it is in part what kind of 
animation technicians. So they appear to learn very Kulei, closed it hastily, practice is 
very helpless, very disappointing corporate chain reaction. Some of the animation 
industry is still interested in re-learning students to choose, re-training, as well as some 
students have chosen a different career, had given up favorite professional[3-7].  

4   The Professional Curriculum and Animation Projects the 
Organic Integration of Production Processes 

In the animation teaching, vocational education for the current situation of serious 
study and teaching model to adapt to the road to success is education. How to 
curriculum reform and teaching practice to enhance teaching effectiveness, enhance 
their comprehensive technical capabilities and application of skills to enhance student 
interest in learning and confidence in employment is the main problem we have to 
consider.  

In teaching practice, must find the process with enterprise project consistent 
animation teaching animation talent to adapt to today's market demand.  

Through research and analysis, our actual animation project as the subject of the 
second grade curriculum and teaching objectives. To make students more focused and 
mobilize the enthusiasm of students and participation. We "successfully embark on 
career paths for students," as the starting point, the animation instruction in the use of 
practical projects identified in the core of the studio-style teaching model to 
second-year production cycle for the project throughout the semester. Students learning 
by doing, students completing the course of the project continuously improve skills, 
learning and work to achieve real integration. Specific implementation is as follows:  

Animation workflow in accordance with and in accordance with the form of 
cartoons. (Such as three-dimensional animation projects produced by the group: 
Original stage - modeling stage - material stage - stage of the animation - rendering 
stage - the late stages) at each stage of the task with the appropriate professional 
courses. (Example: creation of animation based on original stage theory, folk songs 
research, write the script, character design, scene design, storyboard and so on. 
Modeling stage set up, 3Ds max technology, Maya techniques, role modeling, 
scenario modeling. Rendering stage to open a lighting technology, special effects 
technology.) relatively fixed by a professional teacher is responsible for teaching a 
single stage.  

All teachers involved in the project is responsible for the course to a collective 
need for a project under the animation of specific teaching program. And in the 
process of teaching the system to take collective focus on lesson planning, 
decentralized responsibility, the collective focus on teaching evaluation system and 
other measures. 

Several groups of students according to the distribution of students in each group 
elect a good job as a management and technical producer. 
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Student achievement by stages to sub-project appraisal and completion of final 
assessment by two comprehensive assessment.  

This program previously distributed by the professional animation production 
process into the project module. Students that clear objectives, and identify the learning 
direction, but also enhance the learning interest and motivation in the whole production 
process in the form of task-driven learning to lead the completion of their mission, 
professional teachers will also be completed animation projects for a common goal, 
develop and teach students in the production process all the necessary theoretical 
knowledge and technical points, integrated services for the professional improvement 
of the quality of teachers has also brought more touches.  

Professional courses through the combination of production and animation projects, 
technically breaking the disciplinary education system. Dilute the discipline, focus on 
process; dilute the results, pay attention to the task. Major construction work and study 
animation teaching model, the formation of the field of animation tasks and learning the 
corresponding system. Application of task-driven, project-oriented curriculum into 
teaching in the animation. Truly professional education from the animation class status 
and the relationship between demand for animation industry professionals to start, is 
conducive to the study of real work situations tasks, work processes and learning 
between the docking area.  

5   Note the Issue and Reflect the Teaching 

In the course of the arrangements. To co-ordinate the entire production cycle of a 
reasonable amount of tasks, take full account of the basic stages of production time, 
including the new knowledge and new technology point of a reasonable explanation 
and analysis of actual production. Otherwise easily lead to a certain extend or shorten 
the cycle, giving a cycle after the impact.  

Topics of the project tasks to fully consider the amount of students. The students 
do the actual level of basic skills and prediction. It should also form in the animation 
style to the current contents of most of the animation company's items for reference, 
script ideas based on the taste of the animation, so that students can always learn in a 
fun, the easy to the successful completion of tasks.  

Formation and management of the project. Based on self-control in the level and 
quality of students in the project independently or less were used for the benefit of 
cooperative projects to avoid some of the students in the production of the various links 
of interdependence plot. Can be used in the production of special studio-style teaching 
methods, to adopt a group-oriented management.  

Reflected the problems of teaching. Teaching in the project will reflect the shortage 
of technical teachers. Animation requires a strong comprehensive ability of teachers, 
teachers teaching time, should participate in the business of animation production, to 
ensure that teachers are not divorced from social production practice. Younger students 
in vocational, quality is poor, usually early in the production of excited, medium 
fatigue, numbness late. In teaching in different stages of motivation to encourage and 
guide them tide over the crisis. Continued use of scenarios is an ideal teaching method. 
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Example, students participate in role-play, so they really melt in the role of medium, 
through simulation exercises to enable students to appreciate and understand the 
concepts quickly, receive knowledge and skills to further enhance their interest in 
learning. 

The teaching process in the implementation of the project, the teacher is no longer 
dominant, but the guide, explore, collaborators and managers. Strong autonomy of 
students, large degree of freedom, increased teacher preparation, management, and 
more things. Meanwhile, the quality of student work evaluation will be diversified. 
Analysis of teaching management how to adapt to this change, would help promote the 
teaching reform.  

Fifth, the professional curriculum of traditional animation projects produced little 
steering feel 

The first is its necessity in order to fully promote employment-oriented, innovative 
teaching model is teaching animation classes necessary road, according to the 
characteristics of corporate jobs, combined with the dual resources of businesses and 
schools, develop a practical people, to be in production-oriented, and the project is 
teaching classes from the current animation industry, the production mode, and, in the 
project or teaching is the student, give full play to the student's initiative, but also fully 
embodies the " people-oriented "scientific point of view.  

Second is the feasibility of the development of vocational education is the focus of 
national education, projects and programs will combine corporate culture consistent 
with the teaching mode, only the animation is introduced into the classroom teaching, 
can be shifted to simulate the real classroom curriculum design design, students can 
design from the previous work into the project design. After teaching practice has been 
shown to project works as the core of the teaching model of education, a goal that 
everyone can do it, everyone has the direction, everyone has the achievements, the 
practice has been to see the students learning ability, communication skills, ability to 
cooperate the project has been significant production increase. When students see their 
hard work to complete the animation works, for their efforts and proud of it, but also for 
their professional development path into the future to add more courage and 
confidence.  

To sum up, taking courses in vocational education programs teaching is to cultivate 
a professional skilled personnel and effective teaching methods. Teachers and students 
to explore, the guiding students to apply research skills and knowledge to solve 
problems. Teaching, student-centered teaching, teaching the classroom curriculum into 
the project as the central practice center; students not only self-learning, and reflect a 
high degree of passion for learning and strong interest in learning how to better and 
faster the attention of a student learning task. Practice shows that the introduction of the 
professional skills courses in the production process to the project is to improve the 
quality of the animation class teaching effective way.  
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Abstract. This paper aims at traditional chart to obtain data method one and 
obtains a data result, the error is partial to great bad situation and put forward the 
irregular curve chart progress number quantize transaction that the traditional 
hand work draw, the exploitation gets a homologous digitize information in 
identifying the foundation of curve chart progress storage. This paper put 
forward the mold mass transaction way of thinking for turning on the foundation 
of comprehensive analysis chart information data extract principle and combined 
an Image Processing technique and carried out curve chart of follow identify and 
the accurate extraction of chart data.  

Keywords: Traditional Chart, Digitize, Curve Identification, Image Processing. 

1   Introduction 

Most of the traditional storage chart diagram of direct store documents, a small amount 
of direct storage of the chart document scans. Utilization of the former is not high, look 
for time-consuming, difficult to horizontal comparison; which takes a lot of storage 
space. Both are relying on access to chart data by hand, time-consuming, error is too 
large. Using computer technology, only the feature points stored in the chart. When 
users need to view the chart, the chart features a computer fitted according to a specific 
chart. This would not only save storage space and significantly improve the utilization 
of the chart. Traditional paper charts of this situation, through the transformation curve 
diagram recognition, combined with the specific characteristics of the image, to 
accurately read the information on the purpose of the chart [1].  

2   The Overall System Analysis  

System processing line: Image pre-processing and storage of image recognition → → 
→ Coordinate Calculation of extraction results. From this we can see that the image 
pre-processing and curve identification are the two most critical parts, as can coordinate 
calculation formula by selecting the appropriate received.  

Image pre-processing, including image gray, thinning, contour extraction, etc. [2]. 
Mainly for color image grayscale, the grayscale intensity of the key formulas (system 
optional grayscale formula: Gray = 0.299R + 0.587G + 0.114B) choice. Reasonable 
formula would make the image grayscale grayscale processing more natural, but also 
for subsequent processing provides a good material. Thinning, the thinning algorithm 
design is more important, the low efficiency of the refinement algorithm will not only 
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slow down the processing speed and image distortion will make it but will increase the 
burden on the system, reducing the recognition rate. Image contour extraction is mainly 
effective starting point for regional and image scanning to determine accurately the 
curve of the contour extraction is the prerequisite and basis for identification. That is 
the image transformation curve identification is based on contour extraction based on 
the data obtained.  

Chart image recognition refers to recognition of hand-drawn curve. Irregular curve 
in this section recognition, the full rate and recognition algorithms time complexity of 
the algorithm is to choose the algorithm standard. Identification of the curve, the 
algorithm must ensure the full recognition will be a curve, a curve when there is fault, 
not the full recognition, the scalability curve can be used, the use of technology will be 
broken curve Crochet completion. Meanwhile, the curve identification is based on the 
pixel, for a bitmap it is often a lot of pixels, so that required running time not too long, 
must be completed in a shorter time curve recognition.  

Curve identification results in the curve of the distribution of markers in the pointer 
variable, specifically, is to curve the coordinates of pixels on the record in preparation 
for the data extraction. When the user complete chart information, based on the actual 
relationship between the coordinates and device coordinates to calculate the 
coordinates of user needs.  

3   The Key Module Handles  

Grayscale image processing and image contour extraction, in accordance with the 
literature [1] [2] introduced the method can be. Image refinement introduced here, to 
identify and coordinate the curve read three modules.  

Image refinement. Image processing, image thinning is a very important preprocessing 
step, the refinement efficiency of a direct impact on recognition. Although detailed and 
there are feature extraction, training and recognition. 

The core module of the system curve for the identification chart, and if there are 
more images in a redundant pixels, but rather falling tone recognition rate, interfere 
with recognition of the results. Refinement of the image curve removed redundant 
pixels, retaining only the backbone curve of pixels, such treatment does not affect the 
curve of the recognition, but more prominent contours of curve, reduce the 
computational complexity [3]. After the refinement is the so-called layers of peeling, 
removing the figure from the original number of points, but still maintain the original 
shape, until you get the image of the skeleton. Skeleton, can be understood as the 
central axis of the image, for example, the skeleton of a rectangle is its length direction 
of the axis; the square of the skeleton is its center point; round the skeleton is its center, 
the skeleton is its own line, isolated skeleton point is itself.  

Thinning algorithm must be met: convergence; guarantee after thinning thread of 
connectivity, to maintain the basic shape of the original, reducing the distortion of the 
intersection of strokes, refine the results of the center line of the original image, the 
rapid and detailed fewer iterations. 

So how to determine whether a point to remove it? Find the skeleton point? 
According to its eight neighboring points to determine the situation, as shown in Figure 
1 (a) are a few examples. 
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Fig. 1. Regional distribution and image thinning 

In Figure 1 (a), according to a certain point the case of the eight adjacent points to 
determine whether to delete the point. ① can not be deleted because it is an internal 
point, we ask that framework, if even the internal points are deleted, the framework will 
also be hollowed out; ② can not be deleted, and ① is the same reason; ③ can be 
deleted, so that the point is not a skeleton; ④ can not be deleted, because the delete, 
the original part of the disconnected connected; ⑤ can be deleted, so the point is not a 
skeleton; ⑥ can not be deleted because it is the endpoint of a straight line, if such a 
point deleted, then the final the entire line was deleted; ⑦ can not be deleted, because 
the skeleton is an isolated point of its own.  

In conclusion: (1) Internal points can not be deleted; (2) isolated point can not be 
deleted; (3) Linear end point can not be deleted; (4) If P is a boundary point, remove the 
P, if the connected component does not increase, then P can be removed . 

Thinning Algorithm: p1 neighborhood eight points in Figure 1 (B) below: (where p1 
is the black point, if the following four conditions are satisfied, then delete p1, main 
role is p1 = 0) refine the deleted condition:  

A, 2 ≤ NZ (p1) ≤ 6 / / NZ (p1) = p2 + p3 + p4 + p5 + p6 + p7 + p8 + p9, used to 
exclude isolated points and internal points 

B, Z0 (p1) = l / / Z0 (p1) p1 point for the branch number, branch number is 1 
illustrates a border point, connected component does not increase after deletion  

C, p2 * p4 * p8 = 0 or Zo (p2)! = 1 / / down to remove, and avoid being interrupted 
black line  

D, p2 * p4 * p6 = 0 or Zo (p4)! = 1 / / to the right to delete, and to avoid the black 
line is interrupted  

Contour extraction and scanning to determine the initial point. When the image 
pre-processing after the end of the chart has become a piece of material to be identified. 
In the curve of the chart to identify and track, we also need to determine the effective 
area of the chart, the chart means that the so-called effective area of the curve where the 
function curve, simply, that is, the coordinates of the chart range to be set up not out. 
Because a chart can be divided into two regions, effective regional and invalid region, 
and if we can identify the function of the coordinates of the chart before the regional 
division, then, when the system is doing the chart identify the function curve, it can not 
Detection of invalid region, this program will reduce the computation, but also improve 
the recognition rate function curve [3]. 

The chart coordinate system with the basic composition is the function curve, as 
long as the program can identify the coordinates of curve, then the basic framework to 
coordinate curve draw a square map, then the square figure is within the effective area 
of the chart. System as a whole chart N * M (assuming a width of the chart height N M) 
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of the coordinate system to function curve to the coordinates of Y-axis for example 
(Note: The chart has two coordinates, one is the function chart curve XY coordinate 
system, the other one is the icon of the NM coordinate system), is a coordinate chart 
coordinates N = N1 on a vertical line, after binarization, the black pixel value of 1 point, 
whereas the white point pixel is 255, then a vertical line means that the coordinate 
system in the chart, XY coordinate system is the chart Y-axis coordinate system axis 
perpendicular to the N line up of black pixels, the same way we can get XY X-axis 
coordinate system is the chart coordinate system axis perpendicular to the M line up of 
black pixels. By this theory, the system can easily find the function curve of the XY 
coordinate system. That is, the coordinate system of charts and all the straight lines 
perpendicular to the horizontal axis the number of pixels in the black, then sort, then the 
pixel is the line most function curve of the XY coordinates of the Y axis, the same way 
the system can coordinate statistical charts lines perpendicular to the longitudinal 
coordinates of all the black lines in the number of pixels, and then sort, then the pixel is 
the line most function curve of the XY coordinates of the X-axis, have the function of 
the XY axis coordinate system after the inferior race as Square of the framework of 
painting to get the chart is the effective area.  

Be effective in the region on the basis of the chart and began scanning the starting 
point to determine the so-called scanning function curve that is the starting point of 
beginning or end, when the system determines the starting point after scanning, then the 
function along the curve to determine the trace point. System through scanning starting 
point to determine in this way: the effective area in the chart, from left to right scanning, 
until it encounters a black pixel to stop, then the point on the curve as a function of the 
scanning starting point. Treatment effect of the module shown in Figure 2: 

 

Fig. 2. Determine scanning starting point 

Image scanning tracking and identification. Digital processing of the chart was 
intended to identify the chart's horizontal and vertical coordinates of a point, if you 
want to be able to identify the coordinates, the system must do is to identify the function 
curves in the chart, that is from the scanning starting point tracking function curve and 
record the track its trajectory, the characteristics of the function curve (ie, pixel X 
coordinates and Y coordinates) recorded in the array. When users enter a coordinate 
value, based on previous user input coordinate system is perfect information, find the 
function curve on the chart coordinate values and pixel coordinates corresponding to 
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the formula, a conversion chart based on this formula the corresponding pixel value, the 
pixel value to record the function curves of the array to search, when the search point to 
the corresponding pixel to be marked on the map. Pixel location according to user 
needs to calculate and display the coordinates [4]. 

Chart tracking function curve is the core of the system identification module, the 
starting point in the chart have been identified in scanning, tracking, identification 
module first thing to do is to start the scan basis to identify the entire function curve. 
Before the implementation of the system, there are two bills for the system selection.  

The first option is to use the traditional way, the effective area of the chart in the 
beginning to the end of the scanning pixel, as the chart of the binary processing, so it is easy 
to search for a black pixel to record all non-coordinate Department of black pixels. Finally, 
according to record data to calculate the function curve of the track. This method has the 
advantage of searching out all the black pixels, that pixel will not scan any less the case, but 
this method also has great defects exist, first of all, one by one the effective area of the chart 
scanning, processing speed will become very slow. Second, the scan is complete, how to 
calculate the trajectory of the function curve is the most complex, especially in how to 
identify effective points and interference points become very complicated. 

The second is the system used in tracking algorithm. Starting point in determining the 
scan, based on the continuity of the function curve, it can be anchored to scan a starting 
point to search for the direction of the surrounding eight pixels. Figure 3 (1) below: 

  

     (1) Determine scanning starting point         (2) Determine scanning path 

Fig. 3. Determine scanning starting point 

In order to avoid duplication of work, the point must be searched for and marked, the 
system using a dynamic two-dimensional array to complete the search before all the array 
values set to 0, when the search for the black pixel is the value of the array set 2, if the 
white is set to 1. That is a pixel in the search process before the array will check whether 
the value corresponds to 0, that is the point for the search had no access to the search.  

Search end condition is the starting point of all the eight directions after the search, it 
will end the search. Before the search process is only refundable, meaning that when 
the search process from the black pixels into 1 pixel in the direction of point 2 and the 
black pixels as a search basis point 2, if pixel 2 are not met, programs will not fall back 
to a test pixel in the direction of other points, and enter the search, but the end of this 
search. If this situation occurs in Figure 3 (2) below, the error will appear: the current 
search point is X1, X1, when in the search for the black pixels found in X2, so the X2 as 
a search point, into the X2, and then follow this line of thought into the X3, then X3 is 
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not a suitable surrounding pixels, the program will end the search. However, we can see 
that in fact the main contours of the function curve is X4, X5, X6, X7 such extension 
direction. This error condition in the early more common when the algorithm. To solve 
this search errors, the system must increase the fallback mechanism, that is about the 
search is completed when the discovery X2, not the end of X2 to continue the search 
but fall back to the search, the search is complete when the discovery X2 X1 to search 
then fall back Search this idea into the X4 which can also function curve can be done a 
complete identification.  

The image quality is not very clear is that you can modify the step step, while in each 
condition is satisfied, to the corresponding point in the corresponding array value is set 
2, that is, the curve in front of Crochet way to connect.  

4   Chart Data and Analysis of Test Results  

Data extraction for the shortcomings of the traditional chart, using VC + +, design a 
hand-drawn to the irregular curve of the chart for the collection, digital processing and 
digital data to quantify the output of the integrated system [5]. When testing different 
shapes selected pieces of the chart for testing. Vice different by more than chart processing, 
can be seen from the results, the system identification of the function curve has a certain 
accuracy. This in turn proved the availability of the divergent method. Recognition in terms 
of coordinates, but also very precise, to the previous design requirements. 

5   Conclusions  

Data extraction for the shortcomings of the traditional chart, using VC + + to design a 
set of irregular curves of the hand-drawn charts acquisition, digital processing and 
digital data to quantify the output of the integrated system. Computer software to 
complete the chart scanning, recognition and data extraction functions accurately.  
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Abstract. Network simulation is an effective means of studying network 
technology. Simulation methods include the use of special software or 
preparation of the corresponding simulation procedures. As a powerful network 
simulation software, NS-2 is favored by researchers, more and more people 
begin to study and use NS-2. This article mainly introduces the ways of studying 
and using simulation software NS-2 and illustrates the basic principles of it 
.Moreover, the article also achieves a simulation example of TCP and UDP 
protocols, offers the simulation program, explains how to put the simulation 
procedure into the file and displays the analytic results by tools.  

Keywords: NS-2, network simulation, simulation program, TCP, UDP. 

1   Introduction 

NS (Network Simulator) is the literal translation of the network simulator, also known as 
the network simulator is a network technology for open source, free software simulation 
platform. Is the NS-2 Network Simulator version 2, or Network Simulator version 2, 
developed with the UC Berkeley researchers can easily use the network technologies 
[1]. 

NS is generally believed to have originated in 1989 by the UC Berkeley network 
simulator developed by REAL (REAL network simulator). In fact, REAL network 
simulator developed at Columbia University Network Testbed NEST (Network 
Simulation Testbed) improved on the basis of. REAL network simulator is mainly used 
for simulation of a variety of IP networks. The software was originally developed for 
UNIX systems based on network design and simulation carried out. 1995, NS 
Development of the U.S. military DARPA VINT (Virtual InterNetwork Testbed) 
project funded by the USC/ISI, Xerox PARC, LBNL, and UC Berkeley to develop [2]. 
Currently, NS-2's development has been DARPA SAMAN (Simulation Augmented by 
Measurement and Analysis for Network) project and the U.S. National Science 
Foundation-funded project [3].  

2   Principle of NS-2 Introduction  

NS-2's general architecture. NS-2 contains the Tcl/Tk, Otcl, NS, Tclcl. Which is an 
open Tcl scripting language used to program the NS-2; Tk is the Tcl graphical interface 
development tool that helps the user in a graphical environment to develop graphical 



176 R. Wu 

interfaces; Otcl is based on Tcl/Tk for object-oriented extensions, there are Its class 
hierarchy; NS-based core package is an object-oriented simulator, written with C++ to 
Otcl interpreter as a front end; Tclcl NS and Otcl provides the interface to make objects 
and variables appear in both Language [4]. For visual observation and analysis of 
simulation results, NS-2 also offers an optional Xgraphy and Nam. NS-2 structure 
shown in Figure 1. 

 

 

Fig. 1. NS-2 structure 

NS-2 function modules. NS-2 simulator package a number of functional modules, the 
most basic is the node, link, agent, packet formats, the following were to introduce each 
module.  

Event Scheduler: NS is a discrete event driven network simulator. It uses the Event 
Scheduler hope to complete all components of the work and plans of the working time 
occurred in the list and maintenance. NS-2 currently offers four different scheduler data 
structures, namely the linked list, heap, calendar and real-time scheduler.  

Node (node): Objects by TclObject composite components, the NS-2 can be 
expressed in the end nodes and routers.  

Link (link): Composite made by a number of components used to connect to the 
network nodes. All the links are in the queue to manage the group in the form of the 
arrival, departure and discarded.  

Agent (agent): Responsible for the network layer packet generation and reception can 
also be used in all levels of protocol implementations. Each agent is connected to a 
network node from the node to assign it a port number.  

Packet (packet): The NS-2, a "package" consists of a header (Header), Stack (Stack) 
and an optional data spaces. In general, packet header only, no data part. This is because, 
in a simulated environment, the actual data transfer is meaningless.  
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3   Development of Language and Code of NS-2 

NS-2 using the C++ and Otcl as a development language. NS can be said Otcl script 
interpreter, which contains the simulation event scheduler and network component 
object libraries, and network component model libraries.  

On the one hand, the specific agreement of the detailed simulation and 
implementation requires a systems programming language, it can efficiently operate 
byte header and other data structures, to achieve an appropriate algorithm in large-scale 
operation on the data collection, and such algorithms often is the need to constantly 
repeat. For such tasks, the running speed is very important, and turnaround time (run 
simulation, find bug, fix bug, recompile, re-run) becomes less important [5].  

On the other hand, many research networks around the network components are the 
specific parameters and the environment, the need for frequent re-set and modify the 
simulation scenario, the need for a shorter time to develop a large number of scenarios. 
In these cases, the turnaround time (change the model is run again) is even more 
important [5]. As simulation scenario configuration need only be executed once at the 
beginning of the simulation, so this part of the task running time is not important.  

In order to meet the needs of these two different tasks, NS use two languages, C++ 
and Otcl. C++ program runs faster, is to compel the type of language (for strict data type 
checking), easy to implement complex data types, easy to achieve precise, sophisticated 
algorithms, but to modify, debug and recompile the time it takes to be longer Therefore, 
C++ is suitable for the specific protocol implementation [6]. Otcl run slower, but can be 
easily (and interactive) to amend, not compiled, but not mandatory Otcl type, not prone 
to error, so it is suitable configuration used for simulation [6].  

4   Tcl and Otcl 

Tcl command language extended. Tcl is the acronym for Tool Command Language, 
Tcl consists of two parts: a scripting language and the corresponding interpreter [6].  

Tcl only supports one data structure: string (String). All commands and parameters, 
the results of the command, all the variables are strings. Tcl command of the basic 
syntax is: 

  Command arg1 arg2 arg3 ... 
 One built-in command Command name or on behalf of Tcl procedure, arg1, arg2, 

etc. is the order parameter, with the line or a semicolon to the end of a command [7].  
The following example uses a simple command to achieve the classic "Hello 

World!" Routine. 
puts stdout "Hello World!" 
Hello World!  
The second line "=>" indicates the output.  
# And use Tcl; # to comment, comment a whole line of them can use the symbolic 

beginning of a line # (before the # sign can also have blank spaces or tabs and other 
characters), and; # can be used in command behind, making later in a comment. For 
example: 

       # This is a remark. 
       set a -3; # a =- 3  
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Otcl ---- object-oriented Tcl. Otcl is a Tcl object-oriented language extension 
introduced in Otcl the concept of classes and objects, object-oriented mechanisms for 
the accession of the original Tcl become more powerful and more convenient to use. 
Otcl the object and class concepts and C++ and other object-oriented programming 
language, the concept of the same. Although Otcl and C++, object-oriented languages 
the same concept, but the concrete implementation and syntax, or there is a big 
difference [7]. 

NS main code base. There are 6 NS base class:  

(1) Tcl categories: C++ code and Tcl code to bridge between;  
(2) TclObject categories: base class for all simulation objects;  
(3) TclClass class: defines the class to explain the class hierarchy, and allows the 

user to instantiate TclObject, and TclObject one correspondence;  
(4) TclCommand class: encapsulates the C++ code and Tcl code to invoke the 

command each method;  
(5) EmbeddedTcl class: encapsulates the higher level of built-in command loading 

method;  
(6) InstVar categories: access to C++ member variables, such as Otcl variable 

methods.  

Tcl class. Tcl class six the most important functions are: to gain access to the entrance of 
Tcl instance; through the interpreter calls Otcl process; outgoing or incoming from the 
results of the interpreter; report an error condition and exit in a uniform manner; store, 
find TclObject class object ; taking the handle of the interpreter (if the above method is 
still not enough, then we must get a handle to the interpreter, to write our own function).  

TclObject class. Class TclObject is in the interpretation and compilation of all levels of 
the base class. Were the subject of each class TclObject user created in the interpreter, an 
equivalent level of the shadow of the object while also being compiled to create these 
two objects close together. Class contains the implementation of this mapping TclClass 
mechanism.  

The following example is the configuration of a SRM agent (class 
Agent/SRM/Adaptive):  

set srm [new Agent/SRM/Adaptive]  
$ Srm set packetSize_1024 
$ Srm traffic-source $ s0 

Ns in accordance with the conversion, the class Agent/SRM/Adaptive is the class 
Agent/SRM sub-class, and Agent/SRM is a subclass of Agent, and Agent is TclObject 
subclass. Compile the corresponding relationship between the classes derived: 
ASRMAgent derived from the SRMAgent, SRMAgent derived by the Agent, and 
ultimately by TclObject derived [7]. The first line in the example above is a subclass of 
class TclObject the creation (or revocation); the next line configures a bound variable; 
the last line of interpretation of the object to activate a C++ method as an instance of the 
process.  

TclClass class. Compile classes TclClass is a pure virtual class. Derived from this base 
class to class provides two functions: to establish and build class image interpretation  
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class and provide examples of the TclObject method. Each derived class and a class 
hierarchy specific compiler compile class association, and can instantiate new objects 
associated class. For example, the class RenoTcpClass. It is derived from the class 
TclClass, and class RenoTcpAgent association. It will instantiate a new object class 
RenoTcpAgent. RenoTcpAgent compiled class hierarchy is: RenoTcpAgent derived 
from the TcpAgent, TcpAgent derived by the Agent, the Agent is derived from the 
TclObject [7]. RenoTcpAgent defined as follows:  

static class RenoTcpClass: public TclClass  
static class RenoTcpClass:public TclClass 
{ 
public: 
RenoTcpClass():TclClass("Agent/TCP/Reno"){} 
TclObject*create(int argc,const char*const*argv) 
{ 
return(new RenoTcpAgent()); 
} 
}class_reno; 

TclCommand class. Ns class TclCommand is to provide a globally executed by the 
interpreter within a simple command mechanism. There are two functions, they are 
defined in ~ ns/misc.cc in. 

Defines a command class  ns-version.″VersionCommand  It does not require 
parameters and returns a string that the current version of ns. Such as:  

% Ns-version; # get the current version number  
Defines a command class ns-random.″RandomCommand  ns-random does not need 

argument and returns an integer. If a parameter is given, it will put this argument as a 
seed. If the seed is 0, the command will use a custom seed value; Otherwise, it will set a 
specific random number generator seed to obtain a specific value [7]. For example:  

% Ns-random; # returns a random number  
3174857054 
% Ns-random 0; # custom set seed  
858,190,129  
% Ns-random 23786; # set a specific value of the seeds are given  

EmbeddedTcl class. ns allows compiled code or interpreted code, extensions, extended 
code will be executed in the initialization. For example, in the script ~ tclcl/tcl-object.tcl 
or ~ ns/tcl/lib in the script, the extensions to load and assignment is done through the 
class EmbeddedTcl .  

EmbeddedTcl code where there are three things to note: First, if an error is 
encountered during execution, ns will stop running. Second, the user can display any 
code in the overloaded script. In particular, they can make their own amendments 
redefine the entire source file library script. Third, if you add a new script or change the 
original script, the user must recompile in order to be effective [7].  

InstVar class. InstVar class defines the shadow object will compile a C++ member 
variables to explain to bind to the corresponding object instance variables in Otcl the 
methods and mechanisms. This binding enables either variable at any time from the 
interpreter and can compile code from within the set and get.  
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Class has a member variable tracedvar_ InstVar point class TracedVar objects, 
classes TracedVar object encapsulates information about the compiled object and 
method, defined as (~/ns/tclcl/tracedvar.h):  

 
class TracedVar{ 
public: 
TracedVar(); 
virtual char*value(char*buf,int buflen)=0; 
inline const char*name(){return(name_);} 
inline void name(const char*name){name_=name;} 
inline TclObject*owner(){return owner_;} 
inline void owner(TclObject*o){owner_=o;} 
inline TclObject*tracer(){return tracer_;} 
inline void tracer(TclObject*o){tracer_=o;} 
protected: 
TracedVar(const char*name); 
const char*name_; 
TclObject*owner_; 
TclObject*tracer_; 
public: 
TracedVar*next_; 
}; 

InstVar base were derived from five sub-categories: class InstVarReal, class 
InstVarTime, class InstVarBandwidth, class InstVarInt, and class InstVarBool. 
Corresponding binding real, time, bandwidth, integer and boolean types of variables [7].  

5   Simulation of NS-2 to TCP and UDP protocols  

NS-2 script Introduction. NS-2 network simulation script generally follows the 
structure:  

# Generate a simulated object  
set ns [new Simulator]  
# Define an end of the program  
Proc finish {} { 
       Exit 0 
 }  
# Below you can add some, such as network infrastructure and application code 

set  
# Begin simulation  

$ Ns run  
# Activate the finish at the right time to end the simulation program, following the 

first 5 seconds that the end of the simulation 
# Ns at 5 .0 "finish"  
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TCP and UDP analog implementation steps 

 

Fig. 2. Network topology 

6   Conclusions 

NS-2 is a powerful network simulation tools, the paper by NS-2 TCP and UDP protocol 
analog and awk programming language used on the network packet loss rate is analyzed. 
Packet loss rate is only one parameter of network performance, as well as end to end 
delay, jitter and throughput and other performance parameters of their analysis needs 
further research. 

References  

1. China IT laboratories. Network Simulator NS-2 simulation software environment 
Introduction. China Machine Press, Beijing (2007) 

2. Bin, Y., et al.: NS-2 with network simulation. People’s Posts and Telecommunications Press, 
Beijing (2007) 

3. Hui, W.: NS-2 network simulator and application of the principle. Northwest Industry 
University Press, Xi’an (2008) 

4. Fang, L., et al.: NS-2 network simulation fundamentals and applications. National Defence 
Industry Press, Beijing (2008) 

5. Liu, B.: NS-2 Simulator and educational applications. Computer Knowledge and Technology 
(Natural Science) (10) (2007) 

6. Zhu, X., et al.: NS Teaching in the network. Shandong TV University (1) (2007) 
7. Wang, H.: NS-2’s MFlood protocol extension. University of Texas (2) (2007) 



G. Lee (Ed.): Advances in Intelligent Systems, AISC 138, pp. 183–190. 
springerlink.com            © Springer-Verlag Berlin Heidelberg 2012 

Discussion from the Contest to the Innovation Education 

Xionghua Guo, Huixian Han, and Bosen Zhang  

Hunan Mechanical & Electrical Polytechnic, Changsha, China 

Abstract. The paper analyses the proposition and contest results of the spring CNC 
Vocational Skills Competition Hunan Province in 2010, points out the problems of 
the Hunan Vocational College CNC teaching and contest, and proposes a few 
suggestions on innovation in the teaching of CNC occupational skills. 

Keywords: CNC skill, contest, personnel training, innovative design. 

1   And Ideas Based on Proposition  

According to the National Vocational Skills Competition of the technical 
documentation requirements, NC Vocational Skills Competition 2010 theme is: 
complex part modeling, multi-axis programming and machining. Which contains seven 
assessment points, ① 3D modeling; ② part programming and machining; ③ 
preparation processing machine parts; ④ innovative design; ⑤ machine breakdown 
maintenance; ⑥ civilization safety; ⑦ Plans for teachers. According to the 
requirements of the NC Skills Competition in 2010 than in previous years the race had 
a larger increase. First, in the programming process on the axis from the axis into the 
second, the way competition from students to teachers and students also participate in 
individual competition contest; the third, the first time the innovative design 
competition requirements; Fourth, in the contest content with the machine maintenance 
projects. These requirements also pointed out the urgent need to strengthen vocational 
education in the area. Not just for the competition to competition and race, but want to 
get into the contest to promote the reform of vocational education, leading the direction 
of education reform.  

The requirements of the National Competition CNC control, feel a bit more difficult 
proposition. Difficult in the area? Difficult in the "innovation" word. People engaged in 
mechanical work, most of the eyes to see the parts square, hole, shaft with the way the 
structure, in the mechanical field, there are many smart ideas for innovation, but a 
handful of the part in order to achieve limited functionality, functional innovations have 
greater difficulty, creative time is limited, pursue innovation, and the direction of 
where? What is that? On reflection, the final design of the rotating vase, turn fountains, 
turning the torch, turn the four themes of the impeller. Figure 1-4. Some of these topics 
in the life of the items, some inspired by the Olympic torch, which seem to point 
machining stay further apart, but in the daily lives Bai students. Select the number of 
the competition theme, is trying to decorate these items as a subject, leaving his players 
to play, so not only to the players that the creative direction, also left a relatively large 
player creative. The gist of the main players in the assessment of basic quality and 3D 
modeling capabilities. 
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                               Fig. 1.                         Fig. 2. 

  

                                 Fig. 3.                      Fig. 4. 

2   Competition Analysis  

Test Analysis. Spring 2010 CNC Hunan Vocational Skills Competition in April 27 in 
Zhuzhou Hunan Railway Professional Technology College kicked off, after 3 days 3 
nights of competition, to the successful conclusion of April 30. Throughout the race 
tight, orderly, and no error occurred and major accidents. To achieve the desired 
objectives  

The competed in a total of 32 race teams, race team, the actual entry of 28 students 
and 84 teachers of 27 players plus players, the actual total number of 111 entries. 
Proposition for this competition and game content, in the contest, teachers and students 
with some players were a sub-item questionnaire. Poor adjustment included machine 
breakdown maintenance, innovative design, process documentation, modeling, and 
other complex parts put on. Statistical analysis shown in Table 1. 

From the survey results, the difficulty of this race more appropriate questions, 
contests the content more comprehensive, and high recognition of the participants 
questions. Zhuzhou testing unit of this competition a few old technician for the 
Association tournament title this evaluation is: There is a high technology capability 
and machining difficult, to measure a player's skill level.  
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Competition Analysis. Looking at the results from the competition, the team has made 
some very good results, showing excellent processing skills and the overall technical 
level, some teams although the results were not satisfactory, an increase of knowledge 
through competitions, see the gap between the efforts to find direction, is also a harvest.  

Achievements. Looking at the results from the competition, with the results of the 
competition in previous years, compared with 3D modeling in the preparation process, 
the players have made great progress, all players in the game also reflects the good 
professional quality.  

The first is the team spirit is good, the race question is to ask the three players 
together to complete the processing of a set of components, including turning, milling 
complex process arrangements, innovative design and 3D modeling of the match, with 
the preparation of technical documents here must be arranged, division of labor, the 
process of tacit understanding, to get the fastest speed and good results.  

The second arrangement is subject to the good quality not afraid of hardship. This time 
the race conditions, some teams have to arrange for the evening, even in the morning to 
play. Should be said that competition in this period, in spirit, energy should be affected 
on, but the players were willing to accept the arrangement without any complaints.  

Table 1. Summary of questionnaire survey 
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The third is a brave Pinbo not give up the tough fight. Regardless of race or 
difficulties in the smooth, the players were able to adhere to the last minute, not players 
drop out, this spirit is commendable.  

Scoring rate from the sub-project point of view, in the process planning and 3D 
modeling, the players made more than 60% of the scoring rate, reflecting the process of 
teaching in vocational schools in our province has made great progress. Remember the 
higher the spring of 2008 NC game, but also the contents of a process planning, 
preparation of technical documents was not by conventional standards to sub-points. 
And this can achieve 63% of the scoring rate is indeed progress is not small. This just 
shows the competition of the teaching guide.  

Problems. Some of this competition the team to achieve good results, but there are 
some shortcomings. First results from the analysis of the distribution of games start to 
explore the question of which reflect. See chart below:  

From the chart reflects the following questions:  

1. The polarization results, the highest score 79.025, the lowest point is only 8.7, a 
difference of 9 times.  

2. Non-normal distribution curve shape, more low-scoring team in the region, in 
much the team score in the region.  

The case, highlighting the province integrated unbalanced development of knowledge 
and skills training. Also reflect the higher skill level of the province to be further 
strengthened. 

3   Analysis 

1. Comprehensive basic knowledge of uneven development. The skills competition is 
not just a simple game, the basic outlines of six assessment points in all aspects of CNC 
machining knowledge, to get high scores, only the knowledge have been balanced 
development. Scores from the sub-project situation, not good enough. Maintenance and 
innovative design tools have two "0" points were 15 teams with 14 teams participating 
teams accounted for 53.6% and 50%. So many teams have "0" seriously affect the 
overall results. And the safety of civilization will be more of a loss of points, there are 
15 teams in the drop points in this, and some teams lose points also are more up to -17 
points, 10 points above there are several teams that ERA is a pity.  

2. Parts are not familiar with the process. Structure more complex, longer part 
machining process must have a priority arrangement, a car, milling processes must first 
arrange car parts general process, roughing and finishing to separate arrangements. In 
this race, some runners use directly on the milling of rough, leading to subsequent 
processes can not, indicating that the player does not process the concept, lack of basic 
processing and common sense.  

3. The series co-ordinating the production schedule is not strong. In actual 
production, a product must be made up of many component parts, these parts of the 
production sequence must have a co-ordination arrangements, the general process for 
production long before the parts, otherwise it will cause the product to delay progress, 
parts, accessories and semi-finished inventory increase increased production costs. 
Although the topic of this game is only 4-5 parts, but there are problems in this regard. 
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Some players choose the most simple pin before processing, the processing of complex 
parts to the delay. This reflects the thinking of players and the overall concept of the 
process is not strong.  

4. 3D modeling capabilities to be further strengthened. 3D modeling is the core part 
of the "features" method of analysis and forming two. The main topics are not very 
complicated shape, in the shape of the decorative use only two methods: surface, 
"offset" and "variable geometry scan" in the shape of the sine function. Some players 
feel that this is not enough processing time, a considerable part of the reason is the 
shape of more time delay, resulting in no time after processing. A team processing 
center has been parked, only to come in the last 30 minutes when started, that is 
basically all the time is spent in style on the. This 3D modeling software that will 
further in-depth training. 

5. Processing machine operator training to be strengthened. There are many schools 
that are not familiar with the machine tool system, which reflects several problems: ①, 
in explaining the numerical control programming, the principle may explain the 
relative neglect of NC, NC instructions may not have the internal links to make it clear 
that students in the practical application can not comprehend by analogy. ②, do not 
take full advantage of some commonly used numerical simulation software for 
numerical control system the necessary training. ③, four-axis machine tool less, there 
is no effective training. Some participating teams leading to the unsatisfactory results of 
processing.  

6. The competition is not thoroughly understand the topic, the form of competition 
problems do not adapt. The topics to give players a creative theme, a bit out of the 
purely mechanical part of the frame, with a number of process modeling ideas. Players 
may be less than usual this talent like. In fact, the basic shape of these questions are 
relatively simple. For example, the "spendthrift" the basic shape of the subject, only 
two outside the park and an inner hole (see Figure 5), modeling as long as 5-10 minutes 
to complete, no NC machining can be completed very soon. Shape of the outer surface 
of the decorative use only two methods: surface, "offset" shape and the sine function of 
the "variable geometry scan" shape. Here is a little more difficult and the sine curve of 
convex shape, the so-called "difficult" is not technically anything special, but students 
may not have noticed this function normally, in fact, can be seen at any time in life, 
such as curves on the bottle of mineral water . In line with the general accuracy is only 
one match inside and outside the park. So this topic is not difficult. However, the 
average score of the subject is not high.  

 

Fig. 5. 
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7. Strengthen the teaching innovation. "Innovation" is the first time the competition 
a new topic, undergraduates each year a national "innovative design" competition, 
mainly functional innovation. Teaching in vocational skills with innovative teaching 
should be a new topic. The game scoring rate of innovation is only 17.39%, expected. 
However, teaching the skills for the future put forward higher requirements.  

4   Several Suggestions to NC Teaching 

Further improve the teaching and practice facilities and expand competition 
surface. In terms of the number of entries from more than 100 people, but face 
competition in the schools, not very wide, some schools have set up CNC professional 
but did not have a race, the main reason may not be four-axis machining centers, 
usually not made This training shows that the school is not perfect on the device 
configuration.  

Expand the depth and breadth of numerical control technology teaching. 
Emphasis on numerical principle of teaching, full use of simulation system to 
strengthen the operation of different systems training machine. NC principle is an 
important part of teaching, to make it clear in the CNC system can be completed in the 
production which features the same function in each system may have different orders 
of expression, the number of functions are also different. As long as the essence of 
programming to understand, to see each numerical control system is like the difference 
between understanding, coupled with the training simulation software, operating 
various CNC machine tools will be easier.  

For multi-axis CNC programming, but also the production of an essential part of the 
operation with the popularity of three-axis machine, the multi-axis CNC machining 
operation must be the subject of teaching should be improved. In the multi-axis 
machining, five-axis is the foundation, use more in production, so the teaching process 
should focus on multi-axis into five-axis machine tool programming.  

Enhance innovative teaching. Innovation is an eternal theme of teaching, specifically 
to improve the way through what the students ability to innovate'll be a topic. First of 
all, what is considered "innovative"? We provide more than the basic quality of 
students, there are many aspects of basic quality, ethical aspects of human qualities, 
there is the cultural quality of knowledge, skills qualities, there are physical qualities, 
musical quality, there are aesthetic qualities and so on. Schools offering a variety of 
courses, designed by various practical teaching and skills training, all students in order 
to develop or enhance these qualities. Then, "Creative Education" belongs to what 
category? Innovation is a higher level of quality is the result of a number of basic 
qualities reflected after shaping a manifestation of wisdom. Usually referred to a facile 
imagination, new ideas, daily in piecemeal reform, is a reflection of innovation. 
Functional innovations on innovation, but also the appearance of innovation. Expanded 
its use of a range of items, or to improve its use, but also an innovative; it looks more 
beautiful, more like people, this is an innovation. Here we must be careful not to 
"innovation" overstating the "invention" of the hierarchy, and own the box, set up 
obstacles.  
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How to carry out innovative teaching? In strengthening the basic quality of training 
should also increase the teaching or practice the following elements: 

① the aesthetic ability to increase the industrial model of training. Each industry are 
the "United States" as a distillation of the industry standard up as a reflection of 
innovation. Take clothing, food, live it, which is not the "United States" as a goal the 
industry to pursue it. "Clothing" is the basic function of insulation to cover them, and 
developed a wide range, contests, popular clothes, do not for a "beauty" it? "Food" to 
feed their families the basic function is to supplement the calorie nutrition, developed to 
have the color, smell, taste, and even carved phoenix Diao Cooking; "housing", 
housing, basic function is to shelter, to develop the pursuit of a harmonious and 
beautiful the architecture. Take us in the machinery industry, from the dead machine, to 
the human form of industrial design major, is the "beauty" as the promotion criteria. 
Therefore, the aesthetic quality of education as an aspect of innovation is important. A 
strong aesthetic sense who, in pursuit of beauty, when he was doing everything not 
Mama Huhu; to the pursuit of beauty, he would go to great pains to discover the  
inner things perfect harmony and beauty and appearance ; the pursuit of beauty is a kind 
of process is the process of thinking and discussion, but also a creative thinking 
process. 
② develop self-learning abilities and habits. People say "Math" is the thinking of 

gymnastics, is a good way to develop independent thinking. I think you can play the 
same self-efficacy, but also to get instant success. People who like to be like the 
self-brains, long, long time will be able to improve people's understanding, develop 
good habits of thinking ground. For example, many professional software to learn, is a 
good a good way to exercise self-learning ability. 
③ broaden the areas of life, more hands-on, take part in a variety of practical 

activities, to society, to the plant to absorb nutrients, so people could live. Issued by the 
accumulation of ideas will naturally fight sparks innovation to bear fruit.  

5   Strengthen the Teaching and Practice of Craft Ideas  

Process is to have learned, and scattered in various professional courses in the 
embodiment of comprehensive application of knowledge. Parts manufacturing process 
focused on the whole process of consideration, which the subjects used a single study, a 
single deal with the problem of learning technology, is a turning point is an increase. 
Explain why teachers in the knowledge of all the subjects, should deliberately put this 
knowledge in part the role of the manufacturing process and the intrinsic link between 
them make it clear, and examples of actual production process planning to do more 
training, to gradually improve their ability to deal with process issues. 
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Abstract. This study focuses on how to design teaching materials of words with 
Chinese for children. The participants are children from kindergarten and 
elementary school, parts of whom are plagued with learning disabilities. This 
study is divided into training and testing steps. The training step allows 
researchers to develop a Chinese unit course. In the testing step, children use the 
Chinese teaching materials as an assistive technology. Different needs from 
children with learning disabilities are important, so in this study it design 
customer-made teaching materials. The purpose of the study is to explicate why 
the design worked well and how it can be improved on different case study. This 
study applies interface design of Chinese as assistive technology for children, 
which enables to improve the interactivity of teaching aid for children. The 
design of Chinese teaching materials offers both teachers and students a novel 
learning method. 
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1   Introduction 

Today Chinese is the first or second language of some 1.2 billion people from all 
regions of the Chinese-speaking world[1].Words are generally regarded as the basic 
meaningful unit of language[2].User-friendly is the first condition of interface design. 
The study utilizes equipments of assistive technology and applications of flash software 
so that teachers teaching for normal or resource classes in kindergarten and elementary 
school enable to improve students’ learning interest , especially for students who have 
difficulty following the scheduled learning progress[3]. Computer-based instruction is 
widely used in special education. Special education teachers may sometimes have 
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trouble teaching their students to use different computer tools[4],and advances in 
computer technology allow translation of traditional paper questionnaires into novel 
display versions[5]. 

Through the assistance of assistive technology and the demonstration of multimedia 
design teachers have enough ability to produce the learning materials of custom-made 
design in order to support learning disabled students to absorb knowledge[6][7], 
user-friendly design is defined as the structural design of an interface that presents the 
features [8] [9],and teaching interaction procedure is a systematic form of teaching 
where the teacher describes the behavior[10]. 

This study is suitable for students with learning disabilities in resource class and 
children in kindergarten. The research  takes pupils as the main body and divides into 
two part—the design of teaching materials and the demonstration of students’ works. 
Teachers teaching for resource classes in elementary schools can not only participate in 
this study directly but also perform the outcome of the study to students right 
away[11].The study proceeds from case study and develops into operating interface and 
assistive equipments. Under the practical exercises and operating processes of teachers 
and students from kindergarten and elementary school, the research can observe the 
obvious differences between the traditional and the custom-made design of spoken 
Chinese teaching material when displaying students’ works. Students also very enjoy 
custom-made spoken Chinese teaching materials. Therefore, according to the outcome 
of the study, the study is successful. Information and communication technology is a 
powerful tool for learning, which helping teachers explain difficult concepts, giving 
access to a huge range of examples and resources, and engaging pupils easily[12]. 

HCI exists at the junction of  computing sciences,  design arts, and social sciences. 
Human-computer interaction is a discipline concerned with the design, evaluation and 
implementation of interactive computing systems for human use[13]. The goal of 
interaction design subfield within HCI is to improve the experience for learning 
disabled students of direct interaction with the computer. 

Computer-mediated communication facilitates understanding of communication 
patterns, forms, functions and subtexts, which can in turn engender an understanding of 
how to derive meanings within such contexts[14], patterns or figures are increasingly 
being used not just in education but also in many other areas such as software 
engineering, engineering and business management, and are also frequently being 
advocated for teaching human–computer interaction  principles[15].  

The interfacial design of assistive teaching materials makes use of a monitor to 
demonstrate Chinese characters. With one mouse click corresponding sound appears, 
which enables to help students learn according to their own preference. 

This assistive technology of interactive design for spoken Chinese describes a new 
design for teaching materials developed in the frame of a research project supported by 
information interface tools[16]. It is important that Introduction of basic education or 
special education-based computer aided tools in the routine development process of 
education.  

2   Case Study 

Because children in kindergarten always need repeat training, students with learning 
disability have difficulty concentrating on teaching materials; this study therefore 



Application of Interactive Interface Design as Teaching Materials in Chinese for Children 193 

attempts to introduce the concept of custom-made learning for spoken Chinese teaching 
materials. The learning materials are customized for students themselves so as to 
improve their learning interest. The range of custom-made application is considerably 
extensive, including attire, architecture, medical care, rehabilitative instrument, etc. 
The research reports on a case series of 4 teachers who work for resource class at 
elementary school or kindergarten.This study begins from computer assistive teaching, 
which provides diverse learning methods in the design of teaching materials in spoken 
Chinese. Owing to the introduction of custom-made concept, children can see the 
Chinese leading words show on the screen. Using touch screen or mouse can link to 
corresponding information, which enables to increase the attraction and intimacy of 
teaching materials. Here are three cases and explanations of this study.  

Case 1. Case 1 is a collaborative teaching plan to develop the exercise of Chinese 
characteristics and pronunciations from four elementary school teachers. Members in 
the research are all teachers teaching in various elementary schools. There are teachers 
teaching for resource classes. The research discusses a serial class for spoken Chinese 
class for children with learning disabilities. 

Firstly, in system design the research classifies Chinese words into 8 categories: 
fruit, animal, furniture, kitchenware, stationery, transportation, location and 
recreational sport. There are 9 Chinese common words in each category to perform 
Chinese voice recordings and graphic designs. In animal category, for instance, there 
are 9 common Chinese words were designed with concerning animals. With the 
assistance of Flash software design, users enable to hear corresponding Chinese 
pronunciations and images when learning Chinese characters.  

Participants in the study amount to twenty students who belong to various disability 
categories respectively. Students felt interested when operating Chinese teaching 
materials which are illustrated by the design of informational interface. The subject in 
Figure 1 is a first grade student in elementary school named Ke who is plagued with 
speech and language disorders. He has difficulty connecting Chinese characters and 
pronunciations during the course of Chinese acquisition. 

Developing applications on interactive teaching materials for students in special 
education programs is of priority concern. 

 

Fig. 1. Invisible button design (To protect the child, the figure used blurred effect) 



194 C.-Y. Lin et al. 

Because children with learning disabilities are worse than normal students, it is 
difficult for them to learn Chinese pronunciations with Chinese characters as soon as 
normal children, which is also the central problem that teachers attempt to solve.A 
teacher firstly demonstrated the operative method of mouse to student Ke. 
Subsequently, the student had an exercise to utilize the mouse in person so as to 
promote his familiarity with the relationship between the mouse and the cursor. This 
implementation process can assist student Ke to understand how to agree with sounds 
and images correctly. According to his current level of literacy, the presentation mode 
of sounds and images by means of a mouse click toward Chinese character is really 
appropriate for his learning requirement. 

Communication is an arduous challenge for children with learning disabilities. 
Chinese pronunciation is one of the important and essential process for communication. 
Accordingly, the teacher group takes advantage of sound recording by means of the 
assistance of flash software. This case in the study invents invisible buttons which 
contribute to Chinese pronunciation units on the screen when a user can learn Chinese 
pronunciations through a user-friendly interface. Diverse explanatory sounds appear 
while the user presses each Chinese character with an invisible button so that the 
interference of Chinese pronunciations is therefore solved. Afterward teachers 
participating in this study make students personally operate teaching materials. Thanks 
to repeatedly practical operations slow learners have more opportunities to recognize 
Chinese characters and pronunciations. Teachers are also able to revise the basis of 
teaching materials according to distinct subjects in Chinese courses. In the scope of 
applications it is a great case with good extension and expansion. 

Case 2. Tr. La is a teacher teaching for special educational class in Kaohsiung, who 
thought the tone of Chinese spoken education is an important issue for students in 
special educational class. 

In Taiwan, one of the vital parts in Chinese lessons is focus on pronunciation, 
especially on tone marks, which usually carries out on grade 1. In Mandarin Chinese, a 
word can have different meanings depending on tonal contrasts signaled by 
modulations in pitch during articulation; when pronounced in a high and level pitch 
(Tone 1), the word ma means ‘mother’, but when produced with a pitch that rises from 
mid-range to high (Tone 2), ma means ‘hemp’ (hereafter, pitch distinctions like these 
are indicated using numerical notation; e.g., ma1, ma2)[17]. For example, phonetic 
symbols are divided into five accents. It is boring for children to remember each accent 
in direct and simple way. Most of teachers will teach phonetic symbols with simple 
physical actions to impress students. 

On the course design of phonetic symbols, Tr. La separates the pronunciation of 
Chinese characters into five parts and students have to shoot relative films in each part. 
It is easier to draw students’ attentions when they watch the films that they shot. 
Students are familiar to the characters in the films whom are their classmates, which is 
the key element to increase the attraction of teaching materials. Tr. Chen based on each 
step to shoot a film and applied flash software to generate a multimedia displayed by 
SWF archive. With the single switch of assistive technology it is unnecessary for 
students to learn how to use keypads and mouse. Only press the big buttons can 
students gradually understand relative information. Figure 4 is the research operating 
demonstration. 
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Fig. 2. Teaching material of Chinese tone in spoken lesson 

This single switch allows an individual to control all mouse functions using a 
combination of five single switches or any multiple switches. The reliable, durable, 
colorful single switch is activated by pressing anywhere on the top surface. These 
Buttons are suitable for people who need a large switch with auditory and tactile 
feedback.As for students who fall behind the scheduled learning progress, repetitive 
practices indeed have a great effort to support them.  

Case 3. Case 3 is an exercise of Chinese characters and pronunciations about figures 
and directions. 

Developing applications on touch screen for students in special education programs 
is of priority concern.In the aspect of curricular arrangement in Taiwan, the recognition 
of figures and pointing directions is a vital unit for top class children in kindergarten. 
This case therefore demonstrates figures and directions through Chinese characters in 
coordination with speech sounds as well as animated cartoons. It might be difficult for 
children at a young age to operate mouse, because children taking part in the case are all 
under 7-year-old. Considering this reason, we determine to take advantage of touch 
screen to execute the case. The responses of children are all positive during the process 
of operation. Children will give immediate reactions by repeating what they hear. 
Children at a young age are full of interest about the demonstration of dynamical 
images; therefore, children will continuously press the screen and anticipate for the 
appearance of voices and images. 

 

Fig. 3. Course of “up and down” in kindergarten 
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Accordingly, the reachers makes use of sound recording and animation about the 
learning unit  in order to support Chinese words with the as sistance of flash software 
and touch screen. This case in the study invents invisible buttons which contribute to 
the whole learning unit on the screen when a user looks at the screen. Diverse 
explanatory sounds appear while the user presses the places that    appear Chinese 
word with a invisible button  so that the interference of spoken Chinese is therefore 
solved. In addition, the display of touch screen is also able to distinctly convey the 
concept of the process of Chinese learning in order to decrease the communicational 
obstruction of young students.  

3   Conclusion and Recommendation 

Teachers have already constructed the basic section of flash model. When designing 
different levels of courses about Chinese pronunciations, teachers just need to perform 
sound-recordings and the substitutions of Chinese characters. As for teachers, in the 
design of teaching materials, this digitized learning process is certainly friendly. 
Therefore, it is easy to popularize digitized teaching materials to other teachers so as to 
accomplish teaching materials together. Underachievers will have an easier way to 
learn Chinese pronunciations. 

Interacting with computers reflects the movement within the human computer 
interaction community. Some of the topics in designed teaching units make interactive 
interface design of assistive technology as their learning goals. Technology-based 
learning focuses on content learning to explore more user-centred and collaborative 
approaches to learning. The importance of information and communication skills of 
interface design for the future has been asserted to support the development of these 
skills and tools in schools. In this study, the application of technological innovations 
relies upon user-interface design and the concept of custom-made, which facilitates 
users’ control ability and interaction with an innovation, to convert their technical 
capabilities into a usable and friendly teaching material. The research anticipates more 
teachers teaching spoken Chinese at kindergarten and elementary school to participate 
in this study so as to enhance the variety and abundance of teaching materials. 
Consequently, not only normal children but also children with learning disabilities are 
able to receive more resources when learning so as to gain interesting learning and 
lives.During the process of Chinese learning, slow-learners need more repeated 
practices than other children in order to improve their impressions of characters and 
pronunciations. Furthermore, some of the students with learning disabilities have 
difficulty realizing contents when they are reading. It is beneficial for this type of 
students to be guided with voices when reading the text. 

The case study in the research, for children with reading disorders, begins from the 
exercise of Chinese phrases. The guidance of multimedia can prevent them from the 
pressure of asking for others’ help. Pupils also enable to learn the connections between 
characters and pronunciations by means of the constant exercises.Furthermore, thanks 
to application information interface, students are inclined to absorb knowledge actively 
and aggressively. They can learn independently with no need of other’s assistance. 
Interactive media interface for children with learning disabilities has become an 
important and helpful computer-aided design of teaching materials. The interface 
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arrangement also gives students assistance when they attempt to learn different Chinese 
units, such as Chinese characters. In addition to the stroke order of Chinese characters, 
the demonstration of pictures and videos also can improve the ability for children to 
remember Chinese characters. There is a close link between assistive technology, 
special education and communication design research as well as studies that examine 
how interactive design of teaching materials can influence learning. Human–computer 
interaction is a valuable issue for learning disabled students in the future.  
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Abstract. This research is focus on application of virtual interface of interactive 
teaching materials for children with developmental disabilities. Based on the 
base technology of interactive technology, the infrared emitter is the important 
tool; children control the tool via micro switch, thereby bringing the children the 
experience of the interactive technology application. There are two 
demonstrations on this research. The equipments are actually applied on children 
with developmental disabilities, the research focus on using low-cost equipment, 
then the relative activities will be easy follow for children. Case 1 and 2 are 
children with developmental disabilities took an infrared emitter to control the 
interactive teaching materials. All the interactive teaching materials design by 
flash software. The participants took infrared emitter as a mouse via wii remote. 
In this research, the devices relied upon user-friendly design, reducing the 
working load. The research applies wii remote as an interactive technology, 
technically, the concept is derived from the infrared receiver on the wii remote, 
the main purpose is introduce one kind of teaching skill in the resource classes.  

Keywords: virtual interface, interaction, interface design, infrared emitter, 
children, disabilities. 

1   Introduction 

This study focus on using simple equipment for children with developmental 
disabilities in their learning needs, the improvement of equipment to meet the needs of 
teaching. Wii interactive whiteboard in the teaching carried out in the practical results 
of the promotion, has been very effective and a lot of reports[1].Interactive whiteboard 
is a new interface on teaching resource, for teaching purposes with a number of 
software features, offer children a wealth of information and promote the teaching  
of students in the classroom attention, abstract understanding of memory after 
school[2].Integration of visual and auditory information has a positive function  
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for children with special needs[3].Interactive whiteboard to promote the ability of 
understanding in the teaching materials, links the experience of learning styles [4]. 
Disable children which prevent them from using base computer control devices, but 
custom made alternative devices always more expensive [5], one kind of solution is to 
explore the application of devices used in contemporary gaming technology[6], such as 
the Nintendo Wii or air mouse[7].Infrared camera is generally used in tracking systems 
and this leads to costs often not affordable, particular, wii remotes used as infrared 
cameras[8].Some research combined wii remote and infrared emitter to create low-cost 
interactive whiteboard[9], so that teachers enable to design teaching materials enhance 
learning interest for children with developmental disabilities. The interactive 
technology consists of a wii remote, infrared emitter, a laptop and a projector. 
Combined low-cost gear to create a cheaper device, the laptop could be controlled by 
the infrared emitter that functions much like a mouse[10]. Computer-mediated 
communication facilitates the understanding of communication patterns, forms, 
functions and subtexts, which can in turn engender an understanding of how to derive 
meanings within such context [11]. The application of a virtual interface and infrared 
light emitter is similar like make a mouse in the participant’s hand, the design of virtual 
interfaces adopts an interactive method while the design of teaching materials adopts 
flash software that could invent interesting display in order to raise children’s curious 
to add the rate of using such interactive teaching materials. In addition, children with 
developmental disabilities not only could taste new teaching method but also are 
impressed by them. Virtual interface design has an advantage in that the application is 
able to make corrections to the teaching materials, while the assistive technology may 
also be transfer to other training courses. Just like this research as an demonstration, 
the teaching material displayed via swf, however, through the virtual interface and 
infrared emitter, the process becomes uncomplicated for the children; only operate the 
tool using the sense of tuition.  

2   Method 

For children with disabilities, it is required to come to the station to the screen to operate, 
in fact, the process is difficult, In the experience of many experiments show, the children 
with developmental took the infrared emitter pen near the projective wall, they always 
face to the projective screen, often because the operating habits, they covered the infrared 
transmitter, making the wii remote can not successfully receive the infrared emitter of the 
message, so that interactive activities can not proceed smoothly. Normal children were 
asked to hand holding infrared emitter pen as a pc mouse ,and at the same time, pay 
attention to body position, do not cover the wii remote and the infrared emitter pen 
transmission direction, for the normal children's understanding, it should be just a simple 
command, however, is also very easy to implement. But for children with developmental 
disabilities, even for children with multi developmental disabilities potentially increasing 
the learning process a lot of trouble with the learning load. Therefore, the first part of this 
study was improved for the devices, the subjects do not have to come to the wall is 
projected to operate the IR pen, but rather, against the participation of children in the wii 
remote, at the time during calibrated moment, the research consider the scope of the 
children's fingers could stretch as the operation of the virtual range. In this way, the 
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projected image still on the walls, but the subjects can seat in a chair, holding a infrared 
emitter pen as a pc mouse in the learning process, just as Fig 1.  

The purpose of this research is to help children with developmental disabilities have 
some opportunities enjoy happiness on their learning process. Assistive technology is a 
helpful method for learning, which has prominent influences on helping teachers 
explain difficult concepts, giving access to a huge range of examples and resources, and 
inducing pupils to engage in learning easily. This research showed appreciation with 
many experts who devote their technology about interactive whiteboards using the wii 
remote. Wii remote is a handheld device just like a television remote, a high-resolution 
high speed IR camera and wireless Bluetooth connectivity. Wii remote camera is 
sensitive only to bright sources of infrared light emitter, tracked objects must emit a 
significant amount of near infrared light to be detected[12]. With infrared emitter and 
wii remote could be create an effect just like pc mouse, it’s a low-cost and custom-made 
tool[13]. Therefore, the study is able to integrate the feedback of flash software and 
power point and to develop teaching materials for children with developmental 
disabilities. 

2.1   Hardware Set-Up 

A projector projected the images to wall that children with developmental disabilities 
could control the display by using the relative devices. The devices included infrared 
emitter and a wii remote, the principle of infrared emitter pen focus on the micro 
switch, when the children press the micro switch, the pen will emit infrared light, the 
wii remote will receive the signal. The equipment cost so cheap and portable, so it is 
useful for teachers to use the devise in different places even they are itinerant teachers 
who need teach children between different elementary. 

The theory applied making use of blue tooth to connect computer, wii remote and 
infrared emitter. Via infrared emitter, wii remote could track the location of infrared 
emitter, so, the function of the infrared pen just like a pc mouse, the children with 
developmental disabilities could use a pen to instead of a mouse as a controller, just as 
Fig.1. Based on the requirement for children, the weight of the device that children hold  
 

 

Fig. 1. The principle of this research 
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is only a simple pen with micro switch. The display mode of this method is an intuitive 
learning tool. Children with developmental disabilities will raise their delight and 
achievement toward lessen their frustration during their operate processes. Since the 
wii remote can track sources of infrared light emitter, so the research make a virtual 
interface, there is a virtual operate range, when the children press the micro switch in 
this area, the infrared emitter just like a mouse to control to system. 

2.2   Interaction Design  

In this research, the virtual interface displays the function of infrared receiver. It is a 
simple tool for children to control the micro switch, and the teaching material could be 
modified for other courses. In the research ,the researcher use flash software to design 
interactive teaching materials, when the research set up the device in the classroom, the 
children with developmental disabilities only take an infrared pen behind the virtual 
interface could use the interactive effect. Participants from the resource classroom 
could recognize how to operate this virtual interface, because only take one object just 
like a pen and wave it could see the content.  

3   Case Study 

This 2 cases are custom made for children with developmental disabilities so as to 
increase their intention. Using virtual interface and infrared light emitter could make an 
interactive design, which is able to increase the attention of teaching materials, there are 
2 cases demonstrate on this study. The research performed how to use the assistive tool, 
the child was asked for to hold the infrared emitter pen in her hand. When she press the 
micro switch of the infrared pen and move it in the air, she could see the reflections that 
the projector projected the images on the wall.   

Case 1. The participant of case 1 is a girl with intellectual deficit and speech disability 
who is belongs to moderate multiple retarded. She is a 6th grade student at elementary 
school. In this case, she sat on a chair and hold a infrared emitter pen behind the virtual 
interface range, when the girl press the micro switch of the infrared emitter pen, just 
like she operate a mouse. Case 1 is one kind of teaching materials for customer made, 
pictures of children on the content of the teaching materials, the program set in the 
beginning is to present the status of invisible, when the girl operate the infrared emitter 
pen in the virtual interface range, the projector will show the picture that include the 
girl’s image appear gradually projected on the wall, and she know she could control the 
situation by herself. The case is not only a custom-made teaching materials design but 
also a real-time feedback. Fig. 2. shows the step by step pictures in the experimental 
process. This case focuses on using low-cost assistive technology could make 
interactive effect, children are offered with digital presentation of designing and 
learning concepts for easier ways to operate, by this way, children to train their body 
active ability by virtual interface design with interaction. 
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Fig. 2. A girl participant a custom-made course (To protect the handicapped child, all pictures 
have used masaic effect on their face) 

Case 2. The participant of case 2 is a boy with autism. He is a 3rd grade student at 
elementary school. Case 2 is one kind of teaching materials for erase the white area then 
could see the clue of the picture. In case 2, the researcher work the interactive interface 
design by flash software, the research change different pictures from case 1 for the 
course that the theme of this course on campus scenery. The child with developmental 
disabilities hold the infrared emitter pen, when he press the micro switch, the function 
just like we control a computer with left button of a pc mouse, when he moved her 
hands and kick the object, her images on the screen would change another shape on the 
projective screen. In case 2, the researcher design different pictures of campus scenery, 
the child could use a pen to control the content of an interactive interface, in the 
learning process, the participant didn’t use pc mouse, it’s means that decrease the load 
for the child. 

It could improve the attention of children's activity; because the real-time feedback 
could attract children’s attention. Furthermore, because the image design used by 
flash software, the application of flash software is very easy, teachers only take the 
original design program and change the pictures that could make a new function for 
different courses, Fig. 3.shows the application on campus scenery unit, when the 
children with developmental disabilities, they could control the message only by a 
virtual interface and an infrared pen, the wii remote will receive the singles through 
blue tooth transfer to computer, then the output will display in the real-time projected 
on the wall. 
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Fig. 3. The participant wave the tool to show the campus scenery(To protect the handicapped 
child, all pictures have used masaic effect on their face) 

4   Conclusion 

Just as the application of low cost interactive technology, the emphasis is placed on 
aspects such as ease of learning by resource class teachers, low equipment cost and 
ease of promotion. 

The sensor from the infrared emitter could transmit the singles to the computer, and 
then the projector project the interactive effect on the wall at the same time. To put it 
simply, we used an infrared emitter pen as a mouse, therefore the continue researchers 
could design different teaching module courses. The main purpose is to instruct 
children in the application of physical activities. The research tried to design more 
different course for different disabled children. 

There will be more application on the field of virtual interface, because the virtual 
interface focus on easy operate and easy use, moreover ,the virtual interface provide not 
only real-time feedbacks but also lower price could execute the experiment. It is real 
and quite assistance to design interactive teaching materials for teacher, special for the 
resource teacher and itinerant teachers. Based on the fundamentals of making the 
operating interface simpler and burden-free, the assistive technology is applied on 
elementary school students and kindergarten children to produce fun learning. 

The main theme of the project is the assessment of the application of virtual 
interface for the design of interactive teaching materials; flash is used as the main 
application software to produce the interactive contents such as videos and 
animations. The main concern is to induce the interest of the elementary teachers who 
have participated in the first stage to use the easy-to-learn software. Since they are 
already equipped with basic skills to use the software while formulating the teaching 
materials, the teachers will be able to focus their energy on designing the teaching 
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material. In terms of the hardware, the infrared emitter is modified so that the 
projected images are interactive in real-time, relieving the burden of using keyboards 
and mice for the children. Furthermore, the introduction of interactive, assistive 
technology also facilitates the children’s learning process. 

When teaching children from resource classes, the teaching material is modified 
according to their needs. The development of the study may cater to more children 
with diverse needs; by introducing wii’s interactive technology into the project, the 
project is not only academically sound, innovative and flexible, it also has significant 
influence on the design and development of teaching materials. Consequently, the 
teachers’ teaching materials may be presented in a more diverse manner, in turn 
facilitating the introduction of 100% interactive teaching materials into elementary 
schools. If during the children’s learning process, instead of employing creed-oriented 
teaching, knowledge is obtained via interaction, the process will become less 
burdening for children. The development of digitization possesses high potential; as 
far as children are concerned, not only is the application of digital content refreshing, 
since the teaching materials emphasize methods such as interaction and coordination, 
children will become more interested while learning, which in turn generates a sense 
of accomplishment. Therefore, the development of interactive interface to assist the 
children’s learning is imperative. 
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Abstract. This paper concerns the problem of leaf area measurement based on 
image processing embedded in smart mobile phone. After the leaf image was 
captured with the camera of the mobile phone and preprocessing to eliminate the 
noise, the first step is the detection of the referenced rectangle with 2-side scan 
method. Then the leaf region was separated from the background by comparing 
the value of 2G-R-B to a threshold which was defined with OTSU method. Next, 
the leaf area was corrected by morphological image processing. Lastly, the leaf 
area was calculated according to the pixels proportion between leaf region and 
the referenced rectangle. Experiment results show that our method has as 
equivalent accuracy as traditional method with digital camera and computer.  

Keywords: image processing, image segmentation, leaf area measurement, 
smart mobile phone. 

1   Introduction 

Leaf is the vital organ of plants that can synthesize organics through photosynthesis. The 
size of leaf area acts as an important role in forestry resources survey and plants physical 
ecology research. Leaf area measurement method based on the image processing has 
attracted increasing attention because of its equipment simple, easy operation and high 
precision [1]. In this method, a digital camera and a computer are necessary to catch the 
leaf picture and calculate the leaf area, so it is not convenient in outdoors.  

Currently, there is at least one camera in the smart mobile phone, and the preference 
of the camera is so powerful that it can be comparable with a digital camera. At the 
same time, the solution of application based on image processing embedded in mobile 
phone has become basically mature, and there are some image processing chips 
embedded in mobile device in the market. So the image processing technology can be 
embedded in the mobile phone easily. After the leaf picture is shot by the phone 
camera, the leaf area can be calculated with the application we developed. This method 
has some advantages such as high operation speed, real timing and portability, so it is of 
high application value. In this paper, the technologies will be reported. 

2   Builting Development Environment 

At present, the mostly used mobile phone operation systems are Symbian, iPhone, 
Android and Windows Mobile. Among them, Windows Mobile is developed by Microsoft 
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for mobile devices. Though it has been not long since it was marketed, its development is 
extraordinarily rapid. 

In our work, we selected Windows Mobile 6.5 as the operation system for mobile 
phone, selected Windows Mobile 6.5 Professional DTK as the development platform 
and selected VS2008 as the programming language. The software structure was shown 
in Fig.1. 

 

 

Fig. 1. The sofrware structure of leaf area measurement embeded in smartphone 

To start the mobile phone development, the development platform should be built 
firstly. The main steps are as follows: 

step1: Setup Microsoft Visual Studio 2008 + SP1. 
Step2: Setup Microsoft ActiveSync 4.5 
Step3: Setup Windows Mobile 6 Professional SDK Refresh. 
Step4: Setup Windows Mobile 6.5 Professional Developer Tool Kit. 

In this paper, the leaf area measurement flowchart was shown in Fig.2. 

 

Fig. 2. The flowchart of leaf area measurement embeded in smart phone 

The first step of the leaf area measurement based on image processing embedded in 
mobile phone was leaf image acquisition. Then the image was preprocessed to 
eliminate the noise. Next, the referenced rectangle in the board was detected and the 
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number of pixels in the rectangle was counted. Subsequently, the leaf area was 
extracted and the number of pixels in the leaf area was counted. Lastly, the leaf area 
was calculated according to the proportion of the pixel number between rectangle and 
leaf region. In this work, we select 24-bit true color image as the example for research. 

3   Acquisiting and Preprocessing the Leaf Image 

The image acquisition is basis of the leaf area measurement based on image processing. 
In this work, we used the camera of the mobile phone to catch the photo of the plant 
leaf. 

Before the leaf photo was shot, a referenced rectangle was drawn on the board with 
white background, or it could be printed on a white paper. The rectangle should 
surround the leaf as shown in Fig.3. 

 

 

Fig. 3. The leaf image acquisition diagram 

In order to reduce the geometric distortions and increase the precision, the camera 
should be perpendicular to the blade when the leaf photo was shot.  

The main purpose of image preprocessing is to eliminate the noise. In this work, we 
used median filter method. 

4   Detecting the Rectangle 

In order to detect the referenced rectangle quickly and accurately, we used oscillation 
scan method (OSM). As it only need to scan the image for one time, so the speed was 
improved greatly. The OSM is as fellows. 

Firstly, set the element of the binary image scan as 1, and its size was equal to the 
leaf image.  

Then the leaf image was scanned from the first row until to the last row. To a 
particular row, it was scanned from left to right, and the gray value of every pixel was 
calculated with Eq. 1. 

gray =R*0.3＋G*0.59＋B*0.11                              (1) 

If gray>T1, then the element in the corresponding position of binary image scan was set 
as 0. Else, if  gray<=T1, it shows that the current position was the left edge of the 
rectangle, so the scan direction was changed from the right side of the same row to left 

Referenced 

Referenced 

Leaf
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side. When gray<=T1 appeared again, the scan was ended. There T1 was an 
experienced threshold and it was set as 128. 

The rectangle was recorded in the binary image scan which was created with OSM. 
If a pixel value was 1, then it belonged to rectangle and displayed with white color. The 
number of 1 in scan was the number of the rectangle. The rectangle detected with OSM 
was shown in Fig.4. There (a) was the original image shown in mobile phone and the 
area with white color of (b) was the detected rectangle. 

  

      (a)The leaf image               (b)The detected rectangle 

Fig. 4. The detected rectangle by using OSM 

5   Leaf Image Matting 

The Rough Matting of Leaf Image. The images captured by the camera of mobile 
phone are RGB mode. The color of plant leaves is generally green, or mainly green, 
while the color of referenced board is white, so the color contrast between the object 
and the background is obvious. To every pixel of the total image, if the value of 2G-B-R 
[2]is calculated and then compared to a threshold T2, the leaf area can be easily 
separated from the background. 

There the selection of threshold T2 is very important. In our work, we used OTSU 
method [3]. Otsu's method is an attractive one due to its simplicity in computation. In 
Otsu's paper, the between-class variance (BCV) is defined, and the gray level at the 
BCV maximum determines an optimal threshold. In many cases the Otsu's method is 
used to automatically perform histogram shape-based image thresholding and in this 
paper it was also used. 

The main steps of the rough matting of leaf image are as follows: 
Firstly, a binary image rough_leaf was initiated which had the same size with the 

original leaf image. 
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After the threshold T2 was calculated, the original leaf image was scanned and 
2G-B-R of every pixel was calculated. If |2G-B-R|>T2*2/3, then the corresponding 
position of rough_leaf was set as 0, else it was set as 1. Experiment showed that if T2 
was times by 2/3 it has more good result than T2 only. The segmentation image 
according to 2G-B-R was shown in Fig.5(a). 

            

(a) 2G-B-R segmentation image  (b) Handled with close morphology operation 

Fig. 5. The result of leaf area segmentation 

Correcting the Leaf Area by Morphological Image Processing. Closing is an 
important morphological operation [4]. It generally smoothes the sections of an object 
and fuses narrow breaks and long thin gulfs, eliminates small holes and fills gaps in 
the contour. The closing of set A by structuring element B, denoted A·B, is defined as 
Eq. 2. 

BBABA −+=• )(                                   (2) 

Thus the closing A by B is the dilation of A by B, followed by the erosion of the result 
by B. 

After the rough leaf image rough_leaf was got with the foregoing 2G-B-R, it was 
handled with close morphology operation. Suppose the handled image was leaf_image, 
The result is shown in Fig.5(b). 

6   Calculating the Leaf Area 

The 1-value pixels in the binary image scan which was got with OSM was rectangle, 
and when all pixels value were added, the result was the pixel number of the referenced 
rectangle. Similarly, if all the pixels value in binary image leaf_image were added, the 
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result was the pixel number of the leaf area. On of the experiment result was shown  
in Fig.6. 

We supposed that the plant leaf and the referenced board were at the same plane, 
and the geometry distortion was consistent. As the area of the referenced rectangle was 
known, so the leaf area could be calculated with Eq. 3. 

glerec
glerec

leaf
leaf S

N

N
S tan

tan

=                               (3) 

There Nrectabgle represented the pixel number of the referenced rectangle, Nleaf 

represented the pixel number of the plant leaf, and Srectabgle represented the area of the 
rectangle. 

 

Fig. 6. Display the area of the leaf 

7   Experimental Results 

The leaf area can be measured accurately by using of  leaf area measuring apparatus. 
So the result of area measuring apparatus was set as standard and compared with other 
methods. In our work, different methods were used to compare the measurement 
precision. 

In our experiment, the mode of leaf area measuring apparatus is X3/M317003, the 
digital camera is Canon 30D, and the smart mobile phone is HTC HD2 Leo T8585. 
Some experiment results with different methods were show in Table 1. 

Table 1 shows that the measurement result with digital camera and computer method 
has high precision, and the average relative error is 0.025. The average relative error 
with mobile phone method is 0.039, so the error is bigger than digital camera and 
computer method. It is because that the camera of mobile phone has bigger geometric 
distortions and the image has much more noise. 
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Table 1. Contrast table of leaf area measurement result with different methods 

Test 
images 

Area measuring 
apparatus (cm2) 

Camera and 
computer 

 (cm2) 

Relative 
error 

 (cm2) 

Mobile 
phone  

(cm2) 

Relative 
error 

(cm2) 

image 1 26.42 25.22 0.05 24.52 0.07 
image 2 69.45 70.55 -0.02 71.55 -0.03 
image 3 112.26 114.16 -0.02 115.88 -0.03 
image 4 80.65 81.74 -0.01 82.46 -0.02 
image 5 90.42 92.44 -0.02 93.96 -0.04 
image 6 53.85 54.98 -0.02 55.74 -0.04 
image 7 77.79 78.84 -0.01 78.93 -0.01 
image 8 35.98 34.38 0.04 34.14 0.05 
image 9 58.46 59.76 -0.02 60.52 -0.04 
image10 44.56 46.16 -0.04 47.34 -0.06 

8   Conclusions 

The leaf is a vital plant organ which has the functions of photosynthesis and 
evapotranspiration. The leaf area measurement has significance to study plant 
characteristics and guide production. The leaf area measuring apparatus which is made 
based on the scanner principle have higher accuracy, but they are expensive. The digital 
camera and computer are not convenient for carrying.  

In the wild planting resources survey, the measurement equipment portability was 
particularly important. Smart mobile phones and other small electronic equipment with 
camera provide prospects for embedded image processing. In our work, the leaf area 
measurement technology based on the image processing is embedded in smart mobile 
phones, which provides new methods and procedures for the wild plant resources 
survey, and has greater practical value. 
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Abstract. This thesis presents a web page tamper-proof technology which is 
proposed to ensure web site security. It can make the web page failback when it is 
tampered illegally and do real-time monitoring. By integratedly applying the 
three precautions of Web firewall, web page real-time monitoring and web page 
flow detection, we can not only well prevent the web pages from being tampered, 
but also failback the tampered web pages in time. 

Keywords: Web page tamper-proof, Web firewall, Web page real-time 
monitoring, Web page flow detection. 

1   Introduction 

With the popularity of internet usage, network threats occur at all times when people 
are experiencing the inexhaustible shared resources brought by the internet. There also 
many problems for the websites. The findings from National Computer Network 
Emergency Response Technical Team and Coordination Center of China shows that 
the number of the websites being tampered in mainland China had been up to 2748 only 
in May of 2010, which brings extremely bad effects on the government and enterprises 
and public institutions. Therefore solving the problem of web page tampering is hot 
today, and needs to be discussed and further improved. 

2   Cause and Type Analysis on Web Page Being Tampered 

The causes of the web pages being tampered are mainly as follows: 

(1) The webmaster is lack of safety consciousness and negligent; 
(2) The systems and programs have many vulnerabilities, or cite free and open 

source code; 
(3) No use of website tamper-proof protection technology; 
(4) Attacker has brilliant means and advanced tools. 

See Table 1 for the current main attack types on website: 
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Table 1. Attack Types on Website 

Threat type Measurements Consequences 

Injection attack 
Create SQL statements to 

illegally inquire the data base 

Hacker can visit backend 
database to steal and 

modify data 

Drive-by downloads 
Embed malicious code into the 

website's home page 

Hacker can control victims’ 
client and steal users' 

information 

Upload fake 
documents 

Avoid webmaster’s restriction to 
upload documents in any type 

Hacker can tamper web 
page, pictures and 

download documents etc. 

Unsafe local 
storage 

Steal cookie and session 
information 

Hacker can obtain key data 
of the users and pretend to 

be them 

Illegally run script 
Run system default or self upload 

WebShell script 
Hacker full controls the 

server 
Illegally run system 

commands 
Use Web server vulnerabilities to 

run Shell command 
Hacker obtain server 

message 

Source code 
disclosure 

Use Web server or application 
vulnerabilities to obtain script’s 

source code 

Hacker analyses the source 
code and attack the website 

more targetedly 

URL access 
restrictions failure 

Hacker can visit unauthorized 
resource links 

Hacker can forcibly visit 
some login pages and 

history web pages 

3   Solution and Deployment for Web Page Tamper-Proof 

We can use Web firewall, web page real-time monitoring and web page flow detection 
to protect dynamic and static web pages, and prevent the Web server from operations 
such as illegal access, malicious scanning, drive-by download, SQL injection attack 
and web page files tampering etc. When the website is invaded and web page files are 
successfully tampered by hacker, the system will take self defense for the website, and 
alert and recover automatically. In addition, web page tamper-proof technology can 
also monitor situations of resource utilization and system security in site server, and let 
the webmaster know the operating condition of the current site at any time, and then 
make website maintenance more convenient and visualized. 

Many websites have built Web firewall, which increased the security of the website 
to some extent. However firewall relies on virus signature or attacking data base to 
defense, hackers can use the time difference of database update to conduct the attack, so 
it’s not enough to only use firewall to guard against web page tampering, especially the 
attack to the application layer, which four layers of firewall basically can not do much 
effect, so we need a set of safer solutions. 

Here, web page tamper-proof technology will adopt three precautionary measures to 
protect the website: first is building Web firewall to intercept regular illegal operations 
such as attacking, scanning and illegal request to the Web; Second is real-time 
monitoring the files within the site. When it finds any illegal operations like modifying 
and deleting the web pages, it can take automatic protection and alert immediately; 
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Third is to verify web pages outflowed from site. As long as it finds the web page is 
different from the former backup file, it will intercept, alert and automatically recover 
the modified file, and preclude the tampered web pages from seeing by the visitors. 
Web page tamper-proof technology can only achieve comprehensively safety 
protection for the website by using multilayer and multiaspect measures. 

The workflow of web page tamper-proof shows in Figure 1: 

 

Fig. 1. Workflow of Web Page Tamper-proof 

The implementation of web page tamper-proof technology doesn’t influence the 
original website mode. According to the whole deployment of the web page 
tamper-proof technology, the system is divided into three main modules which can be 
installed into different servers respectively. Usually monitor client is installed on Web 
server, and management client is installed on management server which has 
independent deployment. The management client server can correspond and update 
multiple Web servers at a time. From now on, when you want to do safety protection on 
every Web server, you only need to install web page tamper-proof monitor client 
module on every Web server, and then verify its connection with the background 
management server. By doing this, you can do rule management on background 
management client server. Network topology shows in Figure 2: 

 

Fig. 2. Network Topology 
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When deploying web page tamper-proof system, you can first build management 
control end, and then install monitor agent software. In this way, monitor agent server 
will establish safe connection and make data communication with management control 
server. Management control server send site safety rules to monitor agent server which 
will then make safety surveillance and send back alert log to management control 
server. Through management control server, the webmaster can check the operation 
condition and log information of the monitor agent server. Update server is responsible 
for the content updating of all web pages and building watermark (Note:digital 
watermarking value is the unique tag value generated by doing HMAC-MD5 
calculation for 128 bit key for all the web page elements.)backup information for every 
monitoring end site. When monitoring end software detects that there are web pages 
being tampered, it can automatically require for watermark contrast with update server, 
and recover correct web page information in time. Although management control and 
monitor agent module can be installed in same server, it’s best to manage separately for 
security consideration. 

Because management control server has the power of control and site backup, 
generally you can set an application gateway device at the front of the management 
control client for site webmaster to connect management control client safely. 

4   Design of Web Page Tamper-Proof 

4.1   Web Firewall 

Web firewall is mainly used for protecting web page access. It’s the first line of defense 
on analyzing and intercepting illegal users’ access request. Web firewall has functions 
such as preventing malicious scanning, malicious code upload, illegal web page 
request, drive-by download, SQL injection attack and keywords filtering etc. Its 
working diagram shows in Figure 3: 

 

Fig. 3. Working Diagram of Web Firewall 
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(1) Malicious scanning and SQL injection attack: Web firewall makes intrusion 
detection rules matching on access requests through intercepting every Http 
request for visiting monitored web page to avoid general attacks such as SQL 
injection. 

(2) Illegal access request: when users want to access the website by using illegal 
ways, the Web firewall can embed rules according to the user's condition, and 
open to the access requests and ports which match the rules and shield other 
access requests. 

(3) Keyword filtration: set keyword filtration rules. All the key words, sensitive 
words involving rules or information including attack code field in the page data 
submitted by the users will be intercepted by the Web firewall. It will block its 
connection with the data base, and avoid further attack to the Web server 
resulted in threat. 

4.2   Real Time Monitoring 

Real time monitoring embeds in the Web server. Applying Web server used for web 
page content output as an entry point, it embeds tampering detection module into the 
Web server software, and make real time access monitoring on tampered web page and 
alert and recover automatically by doing integration verification between every 
outflowed web page and the real ones, which can timely and efficiently solve the 
problem of tamper-proof and is an active and direct way to protect website files. By 
applying this technology, wen can protect website's directory files in advance, and 
forbid any other process and port accesses to modify the protected directory and files 
except specified legal process and port service etc., and cut off its connection before 
illegal process starts to invade the system and forbid its next action. 

4.3   Outflow Detection 

At its first mirroring, the update server has copied all contents in the site and made 
watermark record for every web page and stored them into watermark library. When 
web page is modified, the tamper-proof system will get event trigger notification and 
do watermark detection for current web page. If it finds the watermark is different, it 
will automatically recover the web page from the mirror. In addition, it will also do 
watermark detection and keyword filtration when web page outflows. If the system 
finds unmatched rules, the web page can not be outflowed. Therefore when the web 
page files in the Web server are modified, the tamper-proof system will immediately 
substitute the former backup files for the modified files automatically and make the 
modified files can not flow to the client, which prevents web pages in the site from 
being modified and ensures its instant recovery and the web site's correctness and 
authority. 

5   Conclusion 

Web page tamper-proof technology can be implemented not relying on the original 
Web system framework. It ensures the security and stability of the Web server by 
multiple protective mechanism and provides web sites with a more secure guarantee. 
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Abstract. The TDMA MAC protocol is customarily used in event-driven WSN 
applications. But it only has good performance in the unmovable event detection, 
and can’t cope with the event whose trend is variable. In this paper, an 
Event-Tracking Detecting MAC (ETD-MAC) protocol is proposed for 
event-tracking detection in densely deployed event-driven WSN. In this protocol, 
an energy-based clustering technique is used to achieve event-tracking detection 
and a sleeping mechanism is proposed for energy conservation. Moreover, a tight 
scheduling mechanism is proposed to reduce the latency. The protocol is compared 
with the cluster-based MAC protocol and S-MAC protocol on NS-2 and Mica2 
platform respectively, and shows its superiority in energy, scalability and latency. 

Keywords: wireless sensor network, MAC protocol, event-tracking, scalability, 
energy conservation, low-latency. 

1   Introduction 

The applications in wireless sensor network can be classified into four categories in 
terms of data delivery: continuous, event-driven, query-driven, and hybrid [1]. In 
event-driven WSN applications, the sensor nodes maintain the network with low data 
traffic on the regular status; once the event of interest (e.g. magnet) occurs, they will 
send data to the sink node simultaneously and engender high data traffic. 

Efficiency in any wireless sensor based application relies significantly on the 
medium access control it implements [2]. In densely deployed WSN, especially the 
magnetic WSN, high data traffic will result in data collision and retransmission wasting 
time and energy. Thus the energy conservation and low-latency should be achieved in 
the application. The TDMA MAC protocol is customarily used in event-driven WSN 
applications for its collision free and no idle listening which achieves energy 
conservation. To reduce the latency, this protocol is usually integrated with dynamic 
clustering. But all of these only have good performance in the unmovable event 
detection, while the event-tracking (e.g. armored target tracking) detection is more 
complicated. 

In this paper, an Event-Tracking Detecting MAC (ETD-MAC) protocol is proposed 
for event-tracking detection in densely deployed event-driven WSN. The protocol 
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defines two statuses: regular status and event status. On regular status, the S-MAC is 
executed to maintain time synchronization of the network. On event status, an 
energy-based clustering technique and a sleeping mechanism are used to achieve 
event-tracking detection and energy conservation. Moreover, a tight scheduling 
mechanism is used to reduce the latency. 

This paper is organized as follows. Section two introduces related works and points 
out our motivations. Detail issues in ETD-MAC are described in section three. Section 
four presents simulation and implementation. Conclusion and future work are given in 
section five. 

2   Related Work 

S-MAC [3] is a contention-based protocol especially designed for WSN. It forces sensor 
nodes to operate at low duty cycle by putting them into periodic sleep, and uses 
RTS/CTS/DATA/ACK to avoid data collision and overhearing. It has good performance 
when the data traffic is low and can be used on regular status as stated before. 

The traditional TDMA MAC protocol is proved to be poorly scalable. But the 
cluster-based TDMA MAC protocol whose TDMA schedule is integrated with 
clustering technique is more scalable than the traditional one. In this protocol, the 
sensor nodes are organized into several clusters and cluster heads are responsible for 
scheduling their members in a TDMA manner. The ED-SMAC protocol [4] improves 
cluster-based TDMA MAC protocol by an energy-based clustering algorithm which 
homogenizes the energy distribution of network, but it can’t adjust or form a cluster 
according to the trend or direction of the event. The EB-MAC protocol [2] is tailored 
for event-based system and adaptive to the target-tracking detection. But the proposed 
algorithm is only adaptive to small-scale WSN (e.g. acoustic).  

Low-latency is a significant requirement in event-drive WSN. Latency expression 
for both of traditional TDMA MAC protocol and cluster-based TDMA MAC protocol 
is the same. The BMA MAC protocol [5] is designed for event-driven WSN 
applications. As shown in Fig. 1, the operation of BMA is divided into rounds including 
a set-up and a steady-state phase. It reduces the number of data slots by only assigning 
them to the source nodes to improve the latency. On the basis of the BMA, a new slot 
allocation approach in [6] is proposed to decrease the number of source nodes 
transmitting by only allocating data slots to the ones that have different data. But the 
occupancy of the idle period in data transmitting period is ignored. 

 

Fig. 1. Illustration of single round for BMA [7] 
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3   ETD-MAC Protocol Description 

The ETD-MAC protocol which is designed for event-tracking detection in densely 
deployed event-driven WSN is a cluster-based TDMA MAC protocol. The design 
objectives can be described as follows. (i) Scalability: it adjusts or forms a cluster 
according to the trend or direction of the event. (ii) Energy conservation: it not only 
homogenizes the energy distribution of the network but also saves energy in 
event-tracking on the premise of satisfying the requirements of event-tracking 
detection. (iii) Low-latency: it reduces the time from sensor nodes to sink node in 
event-tracking detection. 

Here are some assumptions and notifications which refer to the following 
discussions. 

(i) The sensor nodes are uniformly deployed. The average coverage of the network is 

covK  and covK k> , where k is the minimum to meet the requirement of 

event-tracking detection. 
(ii) The network time can be synchronized exactly on regular status by S-MAC. 
(iii) Each sensor node can receive data from its neighboring nodes correctly, and 

detect all events inside its detection range. 
(iv) There are five energy levels in sensor nodes, where the highest one is 5. The sensor 

nodes which have a lower energy level than level 2 can’t be elected as the cluster head. 
(v) The sensor nodes have three states on event status: active state, sleeping state and 

listening state. 
(vi) As shown in Fig. 2, the packet is piggybacked with the packet type, the ID of the 

source node, the destination of the packet and the data part. 

 

Fig. 2. Packet format 

The Operation of ETD-MAC Protocol. As shown in Fig. 3, on event status, the 
operation of ETD-MAC is divided into rounds including the setup, the steady-state and 
the dissolution phrase.  

 

Fig. 3. Illustration of single round for ETD-MAC 
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(i) Setup Phrase: When a specific event happens, the sensor nodes which have 
detected it turn into listening state. If the channel is busy, they will keep silence to wait 
for an invite from the cluster head. Otherwise, they will check if their energy level is 
higher than level 2. If so, they will broadcast a CCH (Contest Cluster Head) packet as 
shown in Fig. 4 for 3 times. The contention nodes also receive CCH packets from 
others, and check if they can be a cluster head by a contention rule which described as 
follows. The sensor node that has the highest received signal strength (RSS) readings of 
the event detected will be given the highest priority, because it can form a cluster with 
the greatest coverage. If there are some equal ones, the sensor node with maximal 
remnant energy will be chosen for the cluster head (CH). If there are still some equal 
ones, the one with the smallest ID will win the election eventually. Then the CH will 
broadcast a HELLO packet as shown in Fig. 5 to set up cluster. After the sensor nodes 
have received the packet, they will keep listening and wait for the steady-state phrase. 

 

Fig. 4. CCH packet format 

HELLO ID Broadcast CH

8 bits 8 bits 8 bits 8 bits

 

Fig. 5. HELLO packet format 

(ii) Steady-State Phrase: Steady-state phrase can be divided into scheduling and data 
transmission period. In the scheduling period, the sensor nodes in listening state will send a 
RTS packet as shown in Fig. 6 to the CH. The CH will choose k nodes by the contention 
rule as stated before. k is the number of sensor nodes needed to cover the event with a 
required quality. Then the schedule will be calculated according to the RSS values of the 
detected event. The nodes whose RSS value is higher than others will be assigned to earlier 
slots as they contain a low percentage of error [2]. After that, the CH will broadcast a CTS 
packet as shown in Fig. 7. The sensor nodes chosen for cluster members will turn off their 
radio for waking up at their own transmitting time, while others will sleep for T seconds. In 
data transmission period, the sensor nodes in active state will send a DATA packet as 
shown in Fig. 8. The idle period defined in BMA is canceled to reduce the latency. 

 

Fig. 6. RTS packet format 

 

Fig. 7. CTS packet format 
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Fig. 8. DATA packet format 

(iii) Dissolution Phrase: At the end of every session, the CH will check if its energy level 
is lower than level 2 or lose the event. If so, the CH will broadcast a Dissolution packet 
which has the same format as HELLO packet. If the cluster members have received this 
packet, they will clear the information about the CH, and come into a new round. 

Energy-based Sleeping Mechanism. There are two features in the energy-based 
sleeping mechanism. (i) Minimize idle listening to save energy. The CTS and DATA 
packet both have Start-time which indicates the start time of next session. The sensor 
nodes which wake up to send data are ensured to acquire the start-time in time and sleep 
till then to send a RTS packet without keeping listening. (ii) Minimize contention nodes 
to save energy. The sensor nodes that lose the election in the scheduling period will be 
allotted a T sleeping time to reduce the number of nodes which contest to send data in 
every session. The process of this mechanism is shown in Fig. 9. 

Self-Awaken

Channel Busy？

Turn to
Listening State

Busy

Acquire CH ID 
and Start-time

Turn to
Active State

Free

Fall AsleepEvent Detected?

Yes

No

Contest CH Turn to 
Sleeping State

 Wake up 
at Start-time Become CH？

Yes

No

Organize Data 
Transmission

Cluster Dissolution？
YesNo

Send RTS 
to CH

Accept to Send？

Sleep for T

No

Yes

Data 
Transmission  

Fig. 9. The process of sleeping mechanism 
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Deduction of T. T is the key point in this mechanism. If the value is too large, it can’t 
meet the requirement of event-tracking detection. On the contrary, too small one is 
ineffective on energy conservation. Thus, it is decided by the event velocity, detection 

requirement k and the average coverage of the network covK .  

We convert the event velocity to the number of nodes which detect or lose an event 

per session, which is denoted as detectN  and loseN  respectively. And its value is given 

by det ect loseN N λ= = , where λ  is assumed to be constant. The number of sensor 

nodes which detect an event in a specified time is subject to Poisson distribution whose 

parameter is the average coverage of the network [8]. Thus, covK  and k are subject to 

Eq. 1. 

( )cov| 0.95.poisson Number k K≥ ≥                              (1) 

The time length of one session is tΔ , hence T can be define as Eq. 2. 

( ), 1, .T n t n n N= Δ ≥ ∈                                     (2) 

As state before, the objective of T is to minimize the contention nodes. The number of 

nodes which contest to send data in session i  is denoted as ( )contestN i . It is assumed 

that the average of sessions per round is s . Thus the objective function can be defined 
as Eq. 3. 

( )
1

( ) min .
s

contest
i

T n N i
=

= ∑                                    (3) 

As given by Eq. 4, the deduction of T can be achieved by nonlinear programming 
method according to Eq. 1, Eq. 2 and Eq. 3. 

( )

( )

1

cov

( ) min

. . 1;

| 0.95.

s

contest
i

T n N i

s t n

poisson Number k K

=

=

≥
≥ ≥

∑
                           (4) 

where n is assumed to be real number considering the continuity of the function. 
In session i , as given by Eq. 5, the sensor nodes which lose the event can be 

classified into two categories: the transmitting and sleeping nodes in the last session. 

( ) ( ).lose sleep transmitN NL i NL i= +                                (5) 

As given by Eq. 6, the contention nodes in session i  also can be classified into three 
categories: the nodes which still have the event from transmitting nodes in the last 
session, the new nodes detecting an event in the last session and the nodes that wake up 
after T seconds sleeping in this session. 

( ) ( ) ( )det .contest transmit ect awakeN i NR i N NR i= + +                     (6) 

Since ( ) ( )transmit transmitNR i k NL i= − and ( ) ( )det ect lose sleep transmitN N NL i NL i= = + , the Eq. 

6 can be converted to Eq. 7.  
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( ) ( ) ( ).contest sleep awakeN i k NL i NR i= + +                     (7) 

The number of sensor nodes which are allotted a T sleeping time in this session can be 
defined as Eq. 8. 

( ) ( ) ( ).sleep sleep awakeN i NL i NR i= +                       (8) 

Because of the uniform distribution of the network, the mathematical expectation of 

( )sleepNL i  can be defined as Eq. 9. 

( ) cov

cov

.sleep

K k
NL i

K
λ −=                              (9) 

The sensor nodes in ( )awakeNR i  are from ( )sleepN i n−  which decrease in the 

following n sessions because of event losing. The decrease rule is analyzed as follows. 

In session 1i n− + , the decrease is ( ) ( )
cov

1sleep
sleep

NL i n
N i n

K k

− +
−

−
. 

In session 2i n− + , the decrease is ( ) ( ) ( )
cov cov

1 2
1 sleep sleep

sleep

NL i n NL i n
N i n

K k K k

− + − +⎡ ⎤
− −⎢ ⎥− −⎣ ⎦

. 

…… 

In session i, the decrease is ( ) ( ) ( )
1

1
cov cov

1
i

sleep sleep
sleep

j i n

NL j NL i
N i n

K k K k

−

= − +

⎡ ⎤
∏ − −⎢ ⎥− −⎣ ⎦

. 

Thus, the mathematical expectation of ( )awakeNR i  can be defined as Eq. 10 

according to Eq. 9. 

( ) ( ) ( )

( )

1
cov

cov

1

1 .

i
sleep

awake sleep
j i n

n

sleep

NL j
NR i N i n

K k

N i n
K

λ

= − +

⎡ ⎤
= ∏ − −⎢ ⎥

−⎢ ⎥⎣ ⎦

⎛ ⎞
= − −⎜ ⎟
⎝ ⎠

                     (10) 

Thus, the mathematical expectation of ( )sleepN i  can be defined as Eq. 11, according 

to Eq. 9 and Eq. 10. 

( ) ( )cov

cov cov

1 .
n

sleep sleep

K k
N i N i n

K K

λλ
⎛ ⎞−= + − −⎜ ⎟
⎝ ⎠

                    (11) 

The definition of ( )sleepN i  is provided from session 1 to i  as follows. 

It’s equal to ( )sleepNL i  from session 2 to n, except for covK k−  in session 1. 

Because there is no node wakes up from T seconds sleeping. It’s assumed that the i can 
be denoted as Eq. 12. Here both a  and b  are integer. 

[ ), 0, 1, .i an b a b n= + ≥ ∈                             (12) 

When 1b = , it can be converted to Eq. 13. 
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( )

( )

cov

cov cov

cov
cov

cov cov

1

1 .

n

sleep

an

K k
N i

K K

K k
K k

K K

λλ

λλ

⎛ ⎞−= + − ×⎜ ⎟
⎝ ⎠

⎡ ⎤⎛ ⎞−
⎢ ⎥+ − −⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

                     (13) 

When 1b ≠ , it can be converted to Eq. 14. 

( ) cov

cov cov

cov cov

cov cov cov

1

1 .

n

sleep

an

K k
N i

K K

K k K k

K K K

λλ

λλ λ

⎛ ⎞−= + − ×⎜ ⎟
⎝ ⎠

⎡ ⎤⎛ ⎞ ⎛ ⎞− −
⎢ ⎥+ −⎜ ⎟ ⎜ ⎟
⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

                     (14) 

Thus, Eq. 3 can be converted to Eq. 15 

( )( ) ( )( )

( ) ( )
1 2, 1

cov
cov

cov

( ) min .

1

s s

sleep sleep
i an i n i an

k N i k N i

T n
K k

K k n
K

λ

= + = + ≠ +

⎧ ⎫+ + + +⎪ ⎪⎪ ⎪= ⎨ ⎬−⎪ ⎪− + −
⎪ ⎪⎩ ⎭

∑ ∑

                   

(15) 

Eq. 4 can be converted to Eq. 16 as s is assumed equal to cn , where 0,c c N> ∈ . 

( ) ( )

( )

( ) ( )
( )

( )

2

1 1 2 2 3 1
0

2 3 1

2

1 1 2 2 3 1

2 3 1

cov

( ) min

1
min

. . 1;
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c in n

i
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A A A A n A A
T n

cn k A nk A A

A A A A n A A

cn k A nk A A

s t n

poisson Number k K

−

=

−

⎧ ⎫+ + +⎪ ⎪= ⎨ ⎬
⎪ ⎪+ − +⎩ ⎭

⎧ ⎫⎡ ⎤+ − + +⎪ ⎪⎢ ⎥⎣ ⎦= ⎨ ⎬
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≥
≥ ≥

∑

                  

(16) 

Here cov
1 2

cov cov

1 ,
K k

A A
K K

λ λ −= − = and 3 covA K k= − . It can be solved by using a 

Math tool like MatLab [9]. An example is given as follows to validate the objective 
function. 

For cov 12, 4, 4K k λ= = =  and 10c = , Eq. 16 can be converted to Eq. 17. 

( )
( )

( )

8
0.67 0.67 1.33 1

( ) min
1.33 5.33 49.3 5.33

. . 1;

4 |12 0.95.

n n

T n
n n

s t n

poisson Number

⎧ ⎫⎡ ⎤+ − ×⎪ ⎪⎢ ⎥⎣ ⎦= ⎨ ⎬
⎪ ⎪+ + +⎩ ⎭

≥
≥ ≥

                 (17) 
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As shown in Fig. 10, the minimum is 265, when n is equal to 4. The number of average 
contention nodes per session is 6.6, which is smaller than 12 in traditional TDMA 
MAC. 

 

Fig. 10. Illustration of ( )T n  

4   Simulation and Implementation 

The protocol is validated in terms of energy conservation, scalability and low-latency. 
Its Energy conservation is simulated on NS-2 [10] which has good energy models, and 
compared with the cluster-based (CB) TDMA MAC protocol. The scalability and 
latency of the protocol is implemented on Mica2 platform, and compared with S-MAC. 
All simulations and experiments only refer to the event status. 

Energy conservation Simulations. 100 sensor nodes are randomly placed in a 
100m×100m square region with no mobility. According to the Mica2, the power 
consumption levels are: 0.06 mW for sleep, 30 mW for receiving, 24mW for idle 
listening, and 81 mW for transmitting. The simulation parameters are listed in Table 1. 

Table 1. Simulation parameters 

Bandwidth[Kps] 15 
Event Detection Requirement[nodes] 4 

ETD-MAC 
Session 

Scheduling Period[s] 0.4 
Transmitting Period[s] 0.6 

Cluster-based 
TDMA MAC 

Session 

Scheduling Period[s] 0.4 

Transmitting Period[s] 0.6 

Idle Period[s] 0.5 
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The average coverage of the network which is subject to Eq. 1 increases to simulate 
the augment of event signal strength, and λ  increases to simulate the increasing of 
event velocity. As shown in Fig. 11 and Fig. 12, the energy consumption of ETD-MAC 
protocol is not sensitive to the event signal strength, but increases sharply when λ  is 
more than 4. Because the sleeping mechanism has little effect on energy conservation 
as the event moves too fast. Then it will operate like a common cluster-based TDMA 
MAC protocol, but the tight session will result in faster energy consumption than the 
compared one. 

 

Fig. 11. Energy consumption of ETD-MAC vs. CB-MAC as covK  increases 

 

Fig. 12. Energy consumption of ETD-MAC vs. CB-MAC as Event velocity increases 

Scalability and Latency Experiments. To test the proposed protocol, we have 
simulated an event-detected by storing a buffer of data in different sensor nodes which 
simulate data being captured from the sensors (e.g. magnet).  The cluster head is the 
sink node and each node can communicate with it directly. The time length of one 
sleep/wake-up period in S-MAC is 2s. 

In the scalability experiment, we use one sink node and 20 sensor nodes which are 
divided into 4 groups. To simulate the mobility of the event, different node groups will 
execute the two protocols orderly in a certain time whose length decreases as the event 
velocity increases. We define the detection that the sink node receives packets form all 
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sensor nodes in the same group as a successful event-tracking detection. Thus the 
average ratio of successful ones in the experiments is defined as event-tracking 
probability. Fig. 13 shows the time length increases from 1s to 10s and the probability 
of event-tracking detection. 

In the latency experiment, the number of sensor nodes is varied to simulate the k in 
different event-tracking detections and the latency is defined as the time from the point 
of initially detected the event to the point when sink node receives packets form all 
sensor nodes in the group. The average of latency in the experiments will be calculated 
for the compare of the two protocols. Fig. 14 shows the number of sensor nodes 
increases from 2 to 9 and the average latency. 

 

Fig. 13. Event-tracking probability of ETD-MAC vs. S-MAC as the time length increases 

 

Fig. 14. Latency of ETD-MAC vs. S-MAC as number of nodes increases 

5   Conclusion 

In this paper, a new MAC protocol called ETD-MAC is tailored to work with densely 
deployed event-driven WSN which has the requirement in energy conservation, 
scalability and low-latency. The sensor nodes at each round can organize and adjust the 
cluster according to the trend of the event. The latency is reduced by a tight schedule. 
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Special care is taken to avoid energy waste in transmitting contention by allotting a T 
sleeping time to the nodes which lose the election. The protocol is not only simulated 
on NS-2 but also implemented on Mica2 platform, and compared with the cluster-based 
TDMA MAC protocol and S-MAC respectively. The design shows its superiority in 
energy conservation, scalability and low-latency and achieves the objectives presented 
before. Our future work includes studying the algorithm performance for multi-hop 
communication and high velocity event both in energy consumption and latency, and 
implementing it in target-tracking system to prove the efficiency of the proposed MAC 
protocol. 
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Abstract. By writing VBScript programme  and using SecureCRT terminal 
tool to perform the function of the batch upgrading of the network switch 
software version and the switch configuration backup so as to improve the 
efficiency of the network administrator and achieve the purpose to manage the 
network equipment quickly and easily. 

Keywords: Switch, VBScript, Managerment, Configuration. 

1   The Present Situation Analysis 

With the continuous development of the Internet, the size of the LAN is becoming 
larger and larger, and access layer switches have a wide range of applications in all 
the industries, it is a very exhausting thing to upgrade the LAN in large qualities and 
backup the configuration regularly. The campus dormitory network in Suzhou 
Vocational University has 300 S2026G switches in total. It is estimated to take 2 or 3 
days to complete the upgrade by the administrator’s continuous operation. It will take 
more workdays to complete the regular configuration backup. The paper aims to 
reduce the administrator’s tedious labor and duplication of labor by the batch 
operation. This paper will explain how to automatically complete the LAN upgrade 
and configuration backup by SecureCRT scripting function. 

SecureCRT [1] is a very useful terminal tool, which began to support VBScript [2], 
two scripting languages of Jscript from Version 5.0 and it can easily do some 
repetitive operation by writing the scripts. 

2   Programme Design 

Through the design process to achieve a reasonable batch upgrade and configuration 
backup function, see Figure 1 .  

                                                           
* This work is partially supported by Suzhou Vocational University Research Foundation 

(SZD09L21). 
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Fig. 1. Program Chart 

3   Program Design and Implementation 

3.1   Main Function Programme  

The major functions of scripting are related to two subs, one of which is Jude 
Function which judges the functions of various conditions, the other of which 
Upgrade Function which fulfills the upgrade and backup function. 

Sub Judge  
crt.Screen.Synchronous = True 

Set objFSO = CreateObject("Scripting.FileSystemObject") 
Set objTextFileRead = objFSO.OpenTextFile ("ipfileurl", ForReading) 
  Do While objTextFileRead.AtEndOfStream <> true 
ipaddress = objTextFileRead.ReadLine crt.Screen.Send "telnet " & ipaddress & 

vbCR  result = crt.Screen.WaitForString ("Username:",30)   
If result = -1 Then  

 crt.Screen.Send "***" & VbCr  
 result = crt.Screen.WaitForString ("Password:",30)  
If result = -1 Then   
 crt.Screen.Send "***" & VbCr  
 result = crt.Screen.WaitForString (">",30) 
 If result = -1 Then  
  crt.Screen.Send "enable" & VbCr 

            crt.Screen.Send "***" & VbCr   
            result = crt.Screen.WaitForString ("#",30) 
     If result = -1 Then   

  Call upgrade  
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   Else  
crt.Screen.Send "exit" & VbCr 

           crt.Screen.Send VbCr 
Set objTextFileWrite = objFSO.OpenTextFile 

("upgrade_log.txt", ForAppending, True) 
objTextFileWrite.WriteLine Now() & " @" & ipaddress & " 

Device Enable password wrong or not set. The upgrade failed." 
objTextFileWrite.Close 

End If 
Else  

crt.Screen.Send "exit" & VbCr 
crt.Screen.Send VbCr 

Set objTextFileWrite = objFSO.OpenTextFile ("upgrade_log.txt", 
ForAppending, True) 

objTextFileWrite.WriteLine Now() & " @" & ipaddress & " Device 
Telnet password error. The upgrade failed ." 

objTextFileWrite.Close 
End If 

Else  
Set objTextFileWrite = objFSO.OpenTextFile ("upgrade_log.txt", 

ForAppending, True) 
objTextFileWrite.WriteLine Now() & " @" & ipaddress & " Device 

telnet username input error, and log.The upgrade failed." 
objTextFileWrite.Close 

End If 
Else   
  Set objTextFileWrite = objFSO.OpenTextFile ("upgrade_log.txt", 

ForAppending, True) 
  objTextFileWrite.WriteLine Now() & " @" & ipaddress & " Device can 

not be a Telnet connection, please make sure device is working or is configured 
correctly. The upgrade failed. " 

  objTextFileWrite.Close 
End If 
 Set objTextFileWrite = objFSO.OpenTextFile ("upgrade_log.txt", 

ForAppending, True) 
 objTextFileWrite.WriteLine VbCr 
 objTextFileWrite.Close 
 Loop  
 objTextFileRead.Close 
 MsgBox " Upgrade script is finished, for more information, please see the 

scripts directory upgrade_log.txt file "'script is finished, pop-up balloon. 
 crt.Screen.Synchronous = False 
End Sub 
 
Sub Upgrade  
crt.Screen.Send "copy flash:config.text tftp://IPserver /" & ipaddress & 

"config.bak" & VbCr   
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result = crt.Screen.WaitForString ("Success : Transmission success",30) 
If result = -1 Then 
    Set objTextFileWrite = objFSO.OpenTextFile ("upgrade_log.txt", 

ForAppending, True) 
    objTextFileWrite.WriteLine Now() & " @" & ipaddress & " Device 

configuration backup successed." 
    objTextFileWrite.Close 
     crt.Screen.Send "copy tftp:// IPserver /rgnos.bin flash:rgnos.bin" & VbCr  
    result = crt.Screen.WaitForString ("SUCCESS: UPGRADING OK",300) 
If result = -1 Then  
  Set objTextFileWrite = objFSO.OpenTextFile ("upgrade_log.txt", 

ForAppending, True) 
       objTextFileWrite.WriteLine Now() & " @" & ipaddress & " Device 

upgrade is successful, it will reload after 5 minutes." 
   objTextFileWrite.Close 
   crt.Screen.Send "reload in 00:05" & VbCr  
   crt.Screen.Send "exit" & VbCr   
   crt.Screen.Send VbCr 
  Else 
        Set objTextFileWrite = objFSO.OpenTextFile ("upgrade_log.txt", 

ForAppending, True) 
   objTextFileWrite.WriteLine Now() & " @" & ipaddress & " Device 

upgrade file failed, please make sure the TFTP server is on, the address is correct 
and the upgrade file rgnos.bin have been placed to the root directory.The upgrade 
failed." 

   objTextFileWrite.Close 
   crt.Screen.Send "exit" & VbCr 
   crt.Screen.Send VbCr 
  End If 
 Else 
  Set objTextFileWrite = objFSO.OpenTextFile ("upgrade_log.txt", 

ForAppending, True) 
  objTextFileWrite.WriteLine Now() & " @" & ipaddress & " Device 

configuration backup failed,please make sure the TFTP server is on and the address 
is correct.The upgrade failed " 

  objTextFileWrite.Close 
  crt.Screen.Send "exit" & VbCr   
  crt.Screen.Send VbCr 
 End If   
End Sub 

3.2   Specific Implementation 

Before running the program at first you must assure the current windows screen 
resolution should be 1024*768 or above to ensure that the software version from the 
terminal to obtain accuracy. If the windows screen resolution is less than 1024*768, it 
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is prohibited to use this script to upgrade. Specific implementation steps are as 
follows: 

1) Open the SecureCRT, and login to a terminal, where the terminal can be a 
network device, windows system, linux system, but you need to ensure that the 
terminal supports Telnet command [3]. 

2) In the SecureCRT menu, click "Script" - "Run ...", and select the script to 
"upgrade and backup switch batch script. Vbs". 

3) Click "Run" button to start the script, the script after the prompt 
implementation of the following: Figure 2. 

 

Fig. 2. The tip window after the prompt script 

4) After the upgrade is complete, open the script directory upgrade_log.txt file, 
view the detailed upgrade information; Figure 3. 

 

Fig. 3. Upgrade Log 

4   Conclusion 

The S2026G switch upgrade and configuration backup script in this paper is written 
or edited  by using VBScript, mainly to achieve the following functions:  

1) The bulk upgrade S2026G switch;  
2) The text of papers custom S2026G switch IP information;  
3) Automatic identification S2026G switch connectivity, abnormal situation will 

be recorded in the log;  
4) Automatic identification S2026G switch username, telnet, enable the password 

of the correctness of abnormalities recorded in the log;  
5) automatically determine the current switch model S2026G, abnormalities will 

be recorded in the log;  
6) Automatic stack environment after the upgrade waiting for synchronization;  
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7) Automatic identification TFTP server and file transfer of the correctness of 
abnormalities will be recorded in the log;  

8) automatic backup before upgrading the current configuration;  
9) Automatic identification device is working properly after reboot, and before 

and after the upgrade version or upgrade failure information recorded in the 
log;  

10) log support for timestamp.  

If there are multiple access layer LAN switching equipment, can be the basis of this 
script slightly modified version of the judge to increase the switch also enables batch 
configuration upgrades and backup functions. Similarly, after some modifications this 
script alone script to achieve the switch configuration, with windows scheduled tasks 
to configure the switch to achieve a regular backup. 
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Abstract. Conduct a series of reforms on teaching contents, teaching methods, 
and teaching means in Computer Network Base, and run through the project 
learning, inquiry learning, and collaborative learning into the whole process of 
reform. Cultivate the students’ subject consciousness, participation 
consciousness, independence consciousness and comprehensive executive 
ability for future professional change by adopting opening teaching, practical 
teaching, “team” teaching, “project” teaching and so on. And therefore, realize 
the goal of nurturing the advanced technical talents that can work in front line 
position in computer network enterprises and fields with their combined 
network base theory knowledge and network practical ability. 

Keywords: Computer network base, teaching reform, local colleges. 

1   Introduction  

Computer network is an ongoing subject that combines tightly the computer 
development and communication technology. Its theoretical development and 
application level, an important sign of degree of modernization and comprehensive 
national strength, directly reflects a country’s high-tech development level. In the 
process of propelling industrialization by informatization and promoting informatization 
by industrialization, computer network plays a more and more important role. In order 
to accommodate the talents cultivation demand of information society, computer 
network is not only an important course for the computer major, but also for non-
computer majors. The goal of opening this course is to cultivate high-quality applied 
talents; the key point of it is to improve the students’ practical application ability, 
emphasizing on meeting the cultivation demand of all kinds of students. 

Right now, Computer Network Base course has become the core major course for 
many high vocational colleges’ computer major and the corresponding majors. This 
course, in accordance with the feature and demand of vocational education “enough 
theories, more practices”, introduces the basic knowledge of computer network. 
Starting from the basic conceptions of computer network, it explains the basic 
communication theory, computer network architecture, Internet and TCP/IP, local area 
network conception and its composition, network design and networking technology, 
operation and maintenance of network operation system, knowledge on computer 
network security and application. It attaches more attention on course experiment and 
curriculum design to develop students’ application ability. Furthermore, it introduces 
the modern education technique to teaching, demanding the teachers to change the 
conception and transform the role to adapt vocational education reform. 
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2   Teaching Content Organization and Arrangement 

The current society not only requires the graduates to have solid theoretical knowledge, 
but also demands them to have certain practical ability to solve the problems. The 
teaching arrangement of Computer Network Base should not be confined in knowledge 
system completeness, and it has to have pertinence and practicability. During the 
teaching process, the students’ professional post skills and quality should be fostered to 
accommodate the employment demand after graduation. This could help the students 
to fulfill the goal of practicability after learning. 

2.1   Theoretical Teaching Content Arrangement 

By combining computer network teaching practice, Computer Network Base class 
teaching content can be divided into four learning units with the principal line of 
Internet technology and high speed network technology, as well as the latest 
development fruit of network development. The specifics are as follows: first unit 
mainly discusses the basic conception, development and application of computer 
network, including: Ethernet structure, switch, datagram, virtual circuit, protocol and 
other network basic knowledge. The second unit has the discussion on basic 
conception and protocol of wide area network physical layer and data link layer. On 
the basis of introducing media access control method, it helps the students to learn the 
local area network technology development and application. It introduces the basic 
networking technology of LAN, VLAN, and WLAN. The third unit undergoes the 
systematic discussion on network layer, transport layer and application layer of TCP/IP 
protocol. Moreover, by taking typical example of analysis on application layer 
protocol, it helps the students to digest the knowledge and reinforce the understanding 
on network working principle and implementation technique. The fourth unit 
introduces the technology development hotpot issues, such as network management 
technology, encryption, digital signature, security e-mail, intrusion detection and 
firewall, VPN and other knowledge on network security. This will enhance the 
learning initiative of students. 

2.2   Experiment Teaching Content Arrangement 

In practice, the experiment teaching falls into basic content and advanced content. 
Basic content includes network cable making, network addresses distribution, network 
routing configuration, switchboard configuration, network application erection, 
network traffic monitoring and so on. The purpose of it is to cover all contents from 
first level to seventh level in OSI reference model. Advanced content selectively 
conducts network design planning, maintenance management, network security, 
network protocol analysis, network malfunction diagnosis, network programming, etc. 
The purpose of network experiment teaching is to promote further understanding on 
theories of network courses of the students. 
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3   Teaching Methods and Teaching Means Change 

3.1   Teaching Methods Change 

1) Adopting opening teaching to promote the interactive cooperation between 
learning and teaching 

Opening teaching emphasizes on interaction between teaching and learning. Teachers 
and students should interact, communicate, enlighten, complement with each other. 
During the teaching process, teachers and students should share the thoughts, 
experience and knowledge with each other to communicate each others’ feelings, 
experiences and notions, enriching teaching content and seeking new discoveries, and 
therefore, reaching consensus, sharing, and mutual progress. This will realize the 
common development of teaching and learning. In the teaching process of Computer 
Network Base, we adopt heuristic method, discussion method, interaction method and 
other teaching methods to invigorate the classroom atmosphere, arouse the learning 
interest of students, and promote their active thinking. In the class, the teachers should 
pay more attention on handling relationship between key points and difficult points, 
conception and application, theory and operation. The main content should be spoken 
pithier and practiced more. Some content have to be spoken and practiced together. 
The past completion project cases should be made into courseware, and the teachers 
could explain them to the students. Besides, the students should be encouraged to take 
part in the analysis. This will arouse the students’ learning initiative to a large extent. 

2) Adopting practical teaching to advance the professional ability of students in an 
around way 

Practical teaching set adheres to the design principle of ability oriented, placing 
improving students’ technology application ability in an outstanding seat. The 
department has set up advanced network labs, equipping route, switchboard, server and 
network software. It can conduct the practical training of several projects, effectively 
supporting the autonomous and inquiry study of students. We have also designed 
several experiments on the basis of current computer network application situation, 
giving the basic operation skill training to students. All of these experiments are 
separated. The technical practice activities completed in the labs include common 
network settings and network checking, network cable making, WWW server 
establishment, FTP server establishment, etc. Through these practical teaching, the 
students initially master the basic operation skills of computer network, get familiar 
with the common network products and basic techniques. Meanwhile, the intertwining 
of theoretical teaching and practice training improves the integration between them, 
reinforcing the students’ understanding on course content.  

3) Adopting “project” and “team” teaching to enhance the students’ comprehensive 
execution 

The theories in books and practical teaching are far from enough to cultivate the 
students’ operation ability and application skills for this course. The reasons for this are 
that: on the one hand, this is a course with strong practicality; on the other hand, the 
course requires a lot in comprehensive quality. The students face the problem of how 
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to synthesize the software, hardware and communication knowledge. This synthesis is 
not the simple overlying, but integration. It is the mutual penetration of computer 
software, hardware and communication basic knowledge, forming an integration 
conception. This requires students to have the corresponding comprehensive ability. 
“Project” and “team” teaching mean to inspire the students’ learning initiative by 
planning, design, realization, test and evaluation of practical project in the unit of 
project team. While practicing the students’ organization ability, communication 
ability, cooperative ability and team spirit, their innovative awareness, spirit and ability 
have been fostered, completely enhancing their task-completion ability under restricted 
situation and their cross-disciplinary and cross-departmental comprehensive execution. 
This has laid a solid foundation for them to face the changing working environment in 
the future career. Besides, part of the students are arranged to participate the enterprise 
network construction in the internship. This task-driven method helps the students to 
transform the knowledge into practical skill and makes the students experience the 
ongoing medium and small sized enterprises and companies’ network integrated 
project scenes. In the project realization teaching process, the students also get to know 
the comprehensive quality required in engineer implementation, project management 
and practical work. Therefore, this reinforces the synthesis effect of teaching, better 
realizing “short-distance interface” of classroom teaching and future working posts. 

3.2 Teaching Means Change 

1) Multi-media teaching means 

Course content basically makes multi-media demonstration courseware, showing the 
former abstract and complex theoretical content by vivid pictures and animations. By 
doing this, the students can intuitively understand the teaching contents, inspiring their 
learning interest. Teachers separate the courseware to students, so that it is needless to 
take notes and the students can focus on classes. Meanwhile, this facilitates the 
reviewing. In a word, the teachers for this course take full advantage of modernization 
teaching means and gain excellent teaching effect. 

2) Network teaching means 

Computer Network Base is a practical technology which is used widely. This represents 
the application in reality of network theories. So, real-time display is of great 
importance. We put in the Internet with the corresponding knowledge teaching and 
explain the knowledge with real network simultaneously. Through this, the students will 
not feel boring and they can understand the importance and practicability of network. 

3) Theory and practice combination teaching means 

Change thoroughly the traditional teaching method of “theoretical classes first, then 
experiment classes”. The training content, using the object teaching and field operation 
as the teaching aid, adopts “teaching while practicing” teaching method. The teachers 
demonstrate on the teaching computer, and the students will follow the teachers’ 
schedules. This kind of process is normally two times, and the next is self-practicing  
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by students. After doing it, the students will remember the operation. When they are 
operating by themselves, they could learn while exploring. This improves the learning 
efficiency greatly. 

4) Keeping up with the time and adjust the teaching content 

Most of the teaching content of this course is the relatively stable knowledge 
points. In recent years, on the one hand, we strengthen the contact and cooperation 
with this industry to establish practice training bases, getting to know and 
mastering the application situation of computer network and demand for graduates. 
Part of the teaching module will be readjusted in line with enterprises’ “demand” 
to meet the knowledge structure requirements on students by enterprises. On the 
other hand, introduce the teaching reform and research fruits or discipline latest 
published fruits into teaching on time, adjusting teaching content appropriately and 
keeping up with the global computer network technology development. The 
teaching content should pay attention on enough basic knowledge, but also reflect 
the industry advancement and sense of times, helping the students to master 
practical and useful knowledge. 

4   Final Assessment Methods 

In order to strengthen the students’ self-learning, innovation and practical ability, we 
have also conducted the related reform on examination system. The constitutions of 
attainment test are as follows: experiment performance takes up 25%, mainly including 
test report and final curriculum design; class performance takes up 15%; final exam 
score 60%. The last two weeks will be allowed to do curriculum design. Give the 
students an assignment related to enterprise LAN internet, and ask them to propose a 
network construction plan with learned knowledge, considering network system 
security and reliability. For the students who have finished open innovative experiment 
or hardware networking experiment, their experiment performance proportion can be 
increased to 50%, and final exam score 50%. This assessment will encourage the 
students’ learning passion, and provide an opportunity for excellent students to show 
their innovative ability. 

5   Conclusions 

Rearrange the course teaching content organization and arrangement in accordance 
with the teaching goal of Computer Network Base. Use the teaching method that 
combines the multi-media assistant teaching and experiment teaching. And at last, 
formulate the flexible final assessment standard on the basis of teaching program. 
Experiment teaching can effectively reinforce the students understanding on network 
technology and improve their practical ability and problem-finding and problem-
solving ability in practical setting. For several years’ experience of teaching 
Computer Network Base in computer major, while passing on the theoretical 
knowledge, I also give the students proper guidance in project practice and the good 
results are gained. 
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Abstract. From the angle of supply chain production system, this article has 
analyzed the economic benefit and game of information sharing among 
members in it as well as the realization of information sharing inside. We need 
to establish enterprise strategic alliances from organizational means and 
establish centralized information system from technological means.  
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1   Introduction  

Supply chain refers to the network of supply and demand which is consisted of raw 
materials suppliers, manufacturers, wholesalers and final consumers involved in the 
course of production and circulation of products, namely from the processing and 
manufacturing of raw materials to the finished products in customers’ hands. It is also 
the network composed of enterprises and their departments involved in the entire 
process. According to the system theory, supply chain logistics management makes the 
upstream and downstream firms in the supply chain as a whole, through mutual 
cooperation and information sharing, which could realize reasonable disposition of 
resources throughout the supply chain as well as enhance the fast-reacting ability of 
logistics management. 

From the angle of the supply chain operation, the supply chain is consisted of four 
subsystems: production system, consumption system, social system and environmental 
system. And the production system is consisted of suppliers, manufacturers, 
distributors and retailers; consumption system is consisted of consumers; Social system 
is consisted of social factors of supply chain operation; Environmental system is 
consisted of resources and living beings and so on. As shown in figure1. 

Due to three obstacles in the supply chain operation, namely externalities, 
asymmetric information and interestedness among the members in supply chain, which 
leads to its low efficiency accompanied with the difficult realization of the supply 
chain operation objectives. In order to improve each enterprise's competitive ability 
and economic benefit in the supply chain, it is necessary to realize information sharing 
in the entire supply chain. 
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Fig. 1. Structure of supply chain 

From the angle of supply chain production system, this article has analyzed the 
economic benefit of information sharing among members in it as well as expounded 
the realization method of information sharing. 

2   Type Style and Fonts the Game Analysis of Information 
Sharing among Members Inside the Production System 

Assuming there are two behavioral agents in supply chain production system, namely a 
manufacturer and a supplier. The supplier decides price of the intermediate products, 
and the manufacturer decides the price of the final products. In order to facilitate the 
deduction and assume that a unit of the final products needs a unit of intermediate 
products, we suppose the inverse demand curve that the production system would be 
confronted as follow: 

p 2  = a – b q  ( a > 0  , b > 0 ) 

 

Then suppose the supplier’s unit production cost as c 1, and the manufacturer’s 
production cost as c2. x  i is the technical information for reducing the cost. 

So the supplier’s unit production cost is: c1 – c 0 1 = x1  
And the manufacturer’s production cost is: c 2 =c 0 2 +p1 – x 2     
here：x i = x 0 i +△x j 
p 1 is price of the intermediate products provided by the suppliers； 
x 0 i is the technical information owned by the enterprise itself；  △x j is the technical information that enterprise i gets from enterprise j；  
According to the above assumptions, now discuss the profits of the two in the 

situations of information sharing and not sharing. 

2.1   Not Share the Information 

The game process is as follows: 

First stage: the manufacturer decides the market price and the corresponding 
production of the final products. Manufacturer's goal is to seek profit maximization, 



 Economic Analysis and Realization of the Information Sharing     247 

max(π2)  
q1, p2  
here: π2 = p2 q - c2 q 

 
Get the optimal solution: 

 

Second stage: the supplier’s decision-making. As far as the supplier is concerned, the 
goal is to seek profit maximization. 

namely max (π1)。 
Because of the previous hypothesis that the entire supply chain has the same 

quantity in market demands and the final products. A final product requires an 
intermediate product, so as far as the supplier is concerned, its variable of decision-
making is the price of the intermediate product, and satisfies 

 

The optimal solution can be obtained: 

 

According to the above results, the profit level of both the manufacturer and supplier 
can be obtained. 
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2.2   Information Sharing 

When the two behaviors all share information, suppose each behavior agent gave the 
same information to the other through agreement 

namely: △x i = △x j = △x  △x ∈[ 0，min(xi , x j ) ] 
According to the above solving process we can get: 

 
Further we can work out the supplier and manufacturer’s profit level when sharing 
information 

 
The manufacturer and supplier’s difference in profit level before and after information 
sharing 

 
Therefore we can get the following conclusion: the manufacturer and supplier can 
improve their profit level together when share information with each other. 

3   Realization of Information Sharing within the Supply Chain 
Production System 

Information sharing can improve the profit level as well as promote the members to 
improve production activities and technology level in the whole supply chain. 
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However, because of the members’ self-interest in the whole supply chain, every 
enterprise attempts to increase its own profits through giving less information to the 
other enterprise. The result is that profits of each enterprise become lower and the 
efficiency decreases in the whole supply chain. To achieve information sharing within 
the production system, we should start from two aspects. On the one hand, we could 
establish the enterprise strategic alliance, promoting the information sharing among 
enterprises by organizational means, and managing the information, storage and 
logistics from the angle of large system; On the other hand, we could establish a 
centralized information system in the supply chain. 

As for many problems involved in setting up the business enterprise strategy 
alliance, there have been already many studies and discussions, so here I would only 
talk about the jobs should be done in terms of three aspects: 

3.1   Trust in the Enterprise Strategic Alliance 

Taking the reliability prediction as standard, emphasizing the concept of honest, 
reliability, and credit among partners, believing in each other, caring for the overall 
interests including their own interests in the entire supply chain, we say trust is the 
foundation of cooperation. Cooperation makes the partners all have their benefit. 
Distrust naturally will increase the cost of each other, even bring in harm. The 
prisoner's dilemma model of game theory has explained this point very well. 

3.2   Reasonable Share of Information Sharing Cost and Reasonable 
Distribution of the Extra Profits 

It is well known that the “bullwhip effect” exits in supply chain. Just because we failed 
to forecast the terminal clients’ effective demand accurately enough, the safety stock in 
the supply chain is amplified. Another reason is that we are not clear enough about the 
existent cargo information. The advanced prediction technology and information 
technology are important solving methods which however will cost a lot. Therefore it 
is necessary to share the cost with all partners in the supply chain scientifically and 
reasonably; meanwhile, information sharing is generally launched by the core 
enterprise or enterprises that will get many profits after this action, so it certainly will 
cause the unequal distribution of profits. Supply chain emphasizes the rapid response 
to demand. Therefore, information mainly comes from the downstream enterprises, 
while the increase of profits mainly embodies in upstream enterprises. Enterprises all 
take self-interest maximization as their ultimate goal. If the overall increase of extra 
profits failed to be allocated reasonably among members in the supply chain, which 
inevitably will lead to the resistance of some enterprises, even destroy the cooperative 
relations of supply chain enterprises. 

3.3   Information Sharing and the Enterprise’s Own Commercial Secrets 

Some information and original data of the enterprise are considered to be highly 
confidential business secrets, even inside the enterprise people are controlled when 
access to, let alone disclose to anybody outside the enterprise. Every enterprise worries 
its partners about abusing information and possessing the extra profits, therefore, it is 
necessary for the enterprise to keep its own costs, output and purchase price and other 
information as secrets to keep the information superiority. In addition, excessive 
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information sharing might leak the enterprise's commercial secrets which may cause 
great loss of the enterprise. Supply chain is a dynamic organization structure, and 
environmental change could undermine the partnership between enterprises. Once the 
supply chain is disintegrated, enterprises exposed more information may lose their 
competition superiority in the fierce competition in the market later. Therefore, it is 
necessary to correctly handle the relationship between information sharing and 
protecting the enterprise’s own commercial secrets in the supply chain. 

To realize the information sharing among each behavior agent in the supply chain, 
we have special requirements to the information management technology which 
requires information management system of the supply chain to meet the following 
four points; 

(1) Interoperability: Because members of the supply chain include manufacturers, 
suppliers, vendors, transporters and consumers, the equipments used by each behavior 
agent differs. And the differences in information platform make the behavior agents 
fail to share information in the supply chain. So when choosing computer software and 
hardware platform, the behavior agents must choose the platforms with good mutual 
operation. 

(2) Safety: In the supply chain operation process, because of changes in external 
environment, consumer’s preferences, the reliable technology and manufacture, today's 
partners may become competitors tomorrow. This requires members to share private 
information which may turn into the dynamic change. Then it is necessary to adopt 
appropriate safety measures to avoid affecting the enterprise information exchange or 
leaking each other's commercial secrets. 

(3) Dynamic allocation: As for the supply chain operation process, it will change with 
the changes of external environment, workmanship, manufacturing process and the 
consumer preferences. Then as for the management of information sharing, it should 
also satisfy the requirement of being changed or adjusted at any time to support the 
dynamic allocation capability. 

(4) Standardization technology: The construction of information system involves lots 
of standards, such as STEP(standard for the exchange of product model data), 
CORBA(common object request broker architecture) ,VRML(virtual reality modeling 
language) ,TCP/IP and so on. These standards closely related to the express and 
exchange of product information in different fields. So we must solve problems in 
terms of mapping and coordination among the standards to make sure information of 
different areas in the supply chain could be satisfied. 
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Abstract. The design of the ground source heat pump system (GSHPS) is the 
key point of the whole system application, whereas the correct measurement of 
the thermo- physical properties of the soils affects the design process in a 
significant way. Therefore, an experiment on the thermo- physical properties of 
soils using the modified thermo-probe method was carried out in order to 
improve the precision of result of the in-situ thermal response test. With the 
equations of Kelvin line source model, the experiment data was processed and 
the soil thermal conductivity and diffusivity were obtained at the same time. 
The change law of the thermo-physical properties of the soils was derived based 
on the analyses of the experiment result. This convenient method plays an 
active role in the reasonable design of GSHP, mainly manifesting in the in-situ 
thermal response test. 

Keywords: ground source heat pump system (GSHPS), soil thermal properties, 
thermal probe, in-situ thermal response test, soil physical properties. 

1   Introduction  

In recent years, ground-coupled heat pump technology has been a new energy 
technology with much worldwide attention, which has been identified as one of the 
best energy-saving technologies for space heating and cooling in residential and 
commercial buildings. Its essence is a recycling operation mechanism of cross-seasonal 
energy storage and releasing.  

As the critical step in design of GHPS, to make accurate measurement of soil 
thermal properties directly influences the calculation of the heat exchanger area, energy 
balance in ground surface, the energy storage in soil, temperature distribution 
characteristics and other basic parameters, etc. Therefore, the accurate measurement of 
soil thermal properties is an important guarantee to develop its superiorities in energy-
saving, environmental protection and economic. However, it should be noticed that 
conventional thermal probe method [1] based on five assumptions has principle errors. 
This paper is concerned with the high accuracy experiment on the basis of above 
method.  
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2   Experimental Apparatus and Method  

Based on the normal thermo-probe experiments, this paper proposes an improvement of 
the experimental apparatus, so that the thermo-physical properties of typical soil are 
measured more accurately. The structure of normal thermal probe was simplified. The 
thermocouples were moved from the thermo-probe tube to the soil in order to directly 
measure oil own temperature. In addition, the conventional single temperature 
measuring point was changed into a number of temperature measurement points burying 
in different positions, which can measure soil temperature in different positions in the 
process of heating soil by thermal probe.  

The experiment built a small cylindrical tube-like laboratory table. 15 group experiment 
soil samples of shallow soil were collected from Tianjin. Each soil sample was closely 
filled in the cylindrical sleeve in sequence. In a standard circular section at the upper 
height of the sleeve, the thermocouples were symmetrically distributed centering on the 
circle center, as shown in Figure 1. The thermocouples were fixed to the rigid plastic panel 
to ensure that the positions of measuring points were not undermined when filling soil. 
The thermal probe was inserted into axis position of the cylindrical soil whose heated part 
was completely covered by experimental soil samples.  

 

Fig. 1. The plan of main structural and physical map of experimental device 

This study on improving the normal thermo-probe method is positive. The way of 
burying the thermocouple is optimized to obtain the parameter of soil conductivity and 
diffusivity at the same time. The temperature changes of different position in the soil 
were monitored all the time to control the start and stop of the experiment. Make sure 
that the experiment simulates the infinite boundary condition to satisfy the hypothesis, 
in order to get the more accurate results. Therefore, the errors caused by the 
nonuniform initial temperature and nonuniform thermal properties can be avoided. 
Compared with the conventional method, there is a certain distance between 
thermocouples and the probe so that the contact resistance is reduced and the impact of 
ignoring internal resistance on the experimental is lowered.  
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3   The Process and Phenomenon of the Experiment 

Take sand 1 for example. Open data acquisition system, and read out initial 
temperature recorded at soil points. After the initial soil temperature to be stable, turn 
on the power and regulate the voltage regulator to set thermal probe’s heating power 
100W. The temperature collector began to record the temperature of measuring points. 
When the temperature of the edge measuring point 1 and point 10 marked warming, 
stop the probe heating, adjust voltage regulator to zero and cut off the power. As there 
was still some distance between the measuring point of the outer edge and the outer 
edge of the soil, it was the critical moment that heat transfer can be considered not to 
be affected by the environmental. In that moment stop heating to satisfy the hypothesis 
of soil infinite boundary condition and a set of soil's thermo-physical properties 
experiment had been completed. As the difference of the symmetrical thermocouple 
temperatures on both sides of the thermal probe was small, the average of symmetrical 
thermocouple readings on both sides was equal to the temperature of the column soil at 
equal radius. Figure 2 is the radial equivalent temperature of sand one over time. The 
first half is soil temperature rise curve when to heat thermal probe and the second half 
is the curve of temperature recovery when to stop heating. 

 

Fig. 2. The curve of the radial equivalent temperature of sand one over time 

From Figure 2, the nearest location 20mm from thermal probe, namely measuring 
point 5 and point 6, is the most sensitive in the thermal response test, where the 
temperature begin to rise after having been heated for 60s, the temperature rising rate 
over time is the fastest, and its temperature rise reaches the maximum 37.6K when to 
stop heating. In the location 40mm from the thermal probe, namely measuring point 4 
and point 7, the thermal response time of heating is turned about 300s after having 
been heated, where the temperature rising rate over time becomes slower, and the 
maximum temperature rise decreases. The locations 65mm and 90mm from the 
thermal probe, respectively start heating up after a longer time where the rates of 
temperature rising are relatively lower. In the location 125mm from the thermal probe, 
namely measuring point 1 and point 10, the temperature does not change significantly. 
The main purpose of monitoring this temperature is to control heating time of thermal 
probe.  
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The other experiments of 14 types of soil are similar to sand one and the temperature 
trend is also consistent with the sand one. The same law of temperature variation can be 
obtained.  

4   Data Analysis  

Suppose the initial temperature and structure of the experimental soil even are uniform, 
and ignore contact thermal resistance between experiment soil and thermal probe. 
Under these hypotheses, the mathematical description of the experimental principle is:  
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As previously mentioned, when the time “t” is large and the radius “r” is small, the 
exponential integral can be expressed by approximate formula, that is:  
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Restructure the formula 2 to obtain:  

2

4
( , ) [ln( ) ] ln

4 4

Q a Q
T r t c t

rπλ πλ
Δ = − +

 
 (

3) 

Compared with Mogensen derived formula[2], the above formula reduces various 
thermal resistances between the fluid within heat exchanger and the wall in the actual 
GSHP, and therefore simplifies the calculation so that the final derived formula is 
simple.  

In the experiments, the heating power of thermal probe is controlled constantly, and 
thus the experimental theoretical model, equation 3 has only one variable ln (t). 
Therefore, according to Mogensen's thinking[2], the equation is simplified to the linear 
equation using ln (t) as the independent variable x and Δ T (r, t) as the dependent 
variable y:  

y mx b= +  (4) 

Where:  
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Thermal conductivity and diffusivity are as follows:  
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Through the analysis of the time-varying temperature data during the experiment, 
linear curves of temperature rise on different locations to the logarithm of time can be 
fitted and the fitting formula has been gotten with Formula Fitting method including 
the slope “m” and intercept “b”. Then according to formula (5) and (6) thermal 
conductivity “λ” and thermal diffusivity “a” can be solved. 

This article, sand one as an example, explains the specific steps of fitting method. 
Ignore the first 10 minutes experimental data to fit the requirements of using 
approximate formula in the theoretical model. This paper mainly analyzes the 
temperature change in the location of radius 20mm, and then makes a linear curve of the 
average temperature rise to the logarithm of time on measuring point 5 and point 6 
shown in Figure 3. According to the fitting formula with the linear coefficient of 0.997, 
the slope m equals 16.89 and the intercept b equals –100, so that we can calculate the 
thermal conductivity and diffusivity of sand one. Similarly, the thermo-physical 
parameters of the remaining 14 experimental soil samples can be calculated.  

 

Fig. 3. The formula curve fitting with experimental data of sand one  

 

Fig. 4. Dry density’s effect on soil thermal properties 
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Fig. 4. (continued) 
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5   Soil Physical Parameters’ Effect on the Thermo-Physical 
Properties 

A few samples were presented from each group test soil, cutting Ring method to 
measure the density and drying method to measure the moisture content. According to 
the relationship between moisture content and dry and wet density, the dry density can 
be calculated, so as to obtain the physical parameter values of various soil samples.  

5.1   Soil Dry Density’s Effect on the Thermo-Physical Properties  

According to the moisture content, the test soil samples were divided into four groups 
of 2%, 8%, 13% and 20% to analysis the effect of soil dry density on soil thermo-
physical, shown in figure 4. 

From the four curves, it can be intuitively seen that the soil thermal conductivity 
increases with dry density values. When the moisture content is 20%, with the increase 
of the dry density the soil thermal conductivity adds more largely, whose growth trend 
is very steep, mainly because of larger span of its dry density value. However, when 
the moisture content is 2%, 8% or 13%, the increase in thermal conductivity of soil 
gradually slows down with increasing of the dry density, which is in agreement with 
the theoretical foundation. When the density value increases, the soil porosity 
decreases with denser soil particles and thermal performance enhancement, and when 
the density continues to increase, the ability of soil thermal conductivity reaches the 
upper limit so that the gradual growth trend becomes flatter.  

Among the four curves, except for the curves of the soil with 2% moisture content 
whose thermal conductivity tends to decrease with the augmentation of dry density, the 
thermal conductivity of the soil samples with 8%, 13% and 20% moisture content adds 
with the increase of dry density. As a result, when the moisture content is small, 
thermal conductivity fluctuates unstably with the dry density, but the thermal 
conductivity takes on an increasing trend with the dry density.  

5.2   The Moisture Content’s Effect on Soil Thermo-Physical Properties 

According to the experimental results of test soil samples with similar dry density, the 
effect of the moisture content on soil thermal conductivity and diffusivity can be 
analyzed. The following figure 5 includes the experimental data image of the sand-like 
series with dry density about 1530 kg/m3 and mixed sand-earth series with dry density 
about 1329 kg/m3, where the curves show the effect of different moisture content on 
soil thermo-physical properties.  

From the figure 5, in the two comparative experiments, the thermal conductivity 
increases steadily with the moisture content increasing. The thermal diffusivity of soil 
also keeps an increasing trend with the moisture content, but its growth rate is not very 
regular. The figure shows the thermal diffusivity becomes significantly large with the 
increase of the moisture content when the moisture content is in the range of 0-8%, 
declines slightly when the moisture content 8-13%, and then increases lightly 
afterward.  
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Fig. 5. The effect of the Moisture effects on thermo-physical properties of soil 

5.3   The Combined Effects of the Physical Parameters of Soil on  
Thermo-Physical Properties  

According to the physical and thermo-physical parameters obtained by experiments, 
the effect of the moisture content and dry density on soil thermo-physical properties is 
comprehensive analyzed. Cloud images of the moisture content and dry density to the 
thermal conductivity and diffusivity are drew respectively in figure 6. The increase of 
thermal conductivity with the moisture content can be intuitively seen. Similarly, the 
thermal conductivity also shows a rising trend. The results are consistent with the 
single physical parameter’s effect on the thermal conductivity. At the same time, the 
results shows that it has little effect on the conductivity when the value of the moisture 
content and the density is small, and as the value of the two parameters grows, the 
effect becomes significant.  

According to the result, the basic form of fitting curves can be set: 

1 1 1 2 2 2(A C )B
 

(8) 
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Based on the high fit precision, by adjusting the various coefficients, the formulas of the 
thermal conductivity to the moisture content and dry density can be obtained, as follows: 
 

1.04192 2.05079 1.025 3.9647 0.99815ω ρλ = − + ⋅ + ⋅
6.73781 1.025 0.99815ω ρ− ⋅ ⋅  

2 0.94556=R  

(9) 

 

Fig. 6. Cloud image of the combined effects of soil physical parameters on the thermal 
conductivity 

From the figure 7, the increase of the temperature diffusivity with the moisture 
content increasing can be intuitively seen. Similarly, as the dry density increases, it 
also shows a rising trend. Unlike the thermal conductivity, its change is not stable, 
fluctuating within a certain range. The results are also consistent with the single 
physical parameter’s effect on it. The effect of the moisture content is the leading  
 

 

Fig. 7. Cloud image of the combined effect of soil physical parameters on the temperature 
diffusivity 
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factor when the value of the moisture content is under 8%, and the dry density has very 
limited impact on it. As the value of the moisture content grows, the dry density has a 
more important effect, while moisture content is gradually weakening.  

According to the result, the basic form of fitting curves can be set: 

1 2
1 1 2 2e ( e )C C

 
(10) 

Based on the high fit precision, by adjusting the various coefficients, the formula of the 
thermal diffusivity to the moisture content and dry density can be obtained, as follows: 

0.15767 0.0014870.4268 0.15718e 0.06701eω ρα −= − +  
0.001487 0.15670.05768e ρ ω−−  

2 0.92202=R  

(11) 

The soil heat transfer includes heat convection except for heat conduction when the 
soil moisture content is more than 50%. Then the theoretical model, just considering 
heat conduction, no longer meets computing accuracy. Therefore, the conclusions of 
this study only apply in the soil with the 800 ~ 2000 kg/m3 dry density and 0 ~ 40% 
moisture content. 

6   The Application of the Thermo-Physical Properties’  
Variation Rules 

According to the foregoing analysis, the thermo-physical properties of the soil with 
known moisture content and dry density can be initially determined. This convenient 
method of quickly getting soil thermo-physical properties plays an active role in the 
reasonable design of GSHP, mainly manifesting in the in-situ thermal response test.  

First of all, based on preliminary soil thermo-physical parameters, heat exchange 
amount in per unit depth of well can be estimated, thus determining the heating power 
value of a borehole so as to guarantee a reasonable in-situ thermal response test to be 
carried out. Second, the results of the in-situ thermal response test can be compared 
with these obtained from the fitting formulas in this paper, which can be as the design 
basis in the range of permitted error. If the deviation is greater, there may be a big error 
in the in-situ thermal response test, and then a second test is needed. In this way, the 
unreasonable operations, test equipment failure, the big miscalculation and other 
serious error, which can cause the irrational design of GSHPS, can be found so as to 
avoid the inadequate or overloaded heating and cooling load and the waste problems 
during run of actual systems.  

7   Conclusion 

1) An innovation to the normal thermo-probe method was made in order to improve 
the experimental precision. Thermal probe’s structure was simplified. The temperature 
measurements were arranged directly in the soil. By optimizing the layout of the 
thermocouples, soil thermal conductivity and temperature diffusivity can be measured 
at the same time.  



 Experiment of Soil Thermal Properties Based on Thermal Probe Method 261 

2) Using the fitting formula derived by Kelvin line heat source model, the 
experimental data can be analyzed in order to get more reliable thermal conductivity 
and diffusivity.  

3) In this paper, the relations of the thermo-physical properties of the soils with the 
easy-to-measure parameters of the density and the moisture content were concluded 
and the equations to calculate the thermo-physical properties were obtained which only 
apply in the soil with the 800 ~ 2000 kg/m3 dry density and  0 ~ 40% moisture 
content. This work can provide a guide for proposing theoretical relationship between 
the thermal properties and the physical properties. 

4) The inner mechanism of the thermal properties with moisture content and density 
should be further researched so as to obtain the theoretical relationship. 
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Abstract. Coupled resonator circuits are of importance for design of 
RF/microwave filters, in particular the narrow-band bandpass filters that play a 
significant role in many applications. 

Microstrip stepped impedance resonator with inner coupling are used to 
realize miniaturization. The coupling coefficient k and external quality factor Q 
of the filter are obtained by full-wave analysis. According to the extracted curves, 
the geometrical dimension of the filter is figured. At last, a 1.52 GHZ microstrip 
band-pass filter is designed and the transmission characteristic is measured by 
experiment to validate the design. 

Keywords: SIR, band-pass filter, coupling coefficient, external quality factor. 

1   Introduction 

Microstrip band-pass filter is one of the main segments of communication system. 
When the frequency is low, the size of the circuit that using harf-wavelengh resonators 
is large, thus not suitable for integration. But the is size of the circuit can be half 
decreased by using microstrip stepped-impedance-resonator. From the previous work, 
we can see a lot of the formal design didn’t consider the input and output coupling and 
the influence of microstrip T-type connector and circuit corner. Practically the factors 
above have great influence to the capability of the filter. In this letter, we propose the 
precise design method for miniaturization, then make the design to execution just 
validating the correctness of our design method. 

Microstrip line resonator is adopt above VHF frequency band, half wavelength   
stepped-impedance-resonator (SIR) shown in Fig. 1 is frequently used. By using SIR, 
sufficient freedoms on the structure and design will be obtained without decrease the 
unload quality facor. 

For the half wavelength SIR, the parameters Yi and Zi are set to represent the input 
admittance and impedance respectively. 

Without considering the edge discontinuity and fringe influence, the equation of Zi 
is as below: 
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Fig. 1. Half wavelength SIR 
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The resonance condition is obtained when Yi  is zero, which is as: 
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From(1)~(3), it’s easy to find that the resonance condition is determined by electrical 

length 1θ  2θ  and the impedance ratio RZ .  The resonance condition of uniform 

impedance resonator (UIR) is only determined by the length of transmission line, while 
to SIR we must consider both length and impedance ratio. Hence, SIR has one more 
design freedom to UIR by comparison. 

Tθ  is set as the whole electrical length of SIR[2]: 
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The curve of (4) is shown in Fig. 2, the figure express that the electrical length is max. 

when RZ ≥ 1 while min. when RZ<1.    

0<θT<
2

π
 when  0< RZ<1, it represents that the dimension of SIR is smaller than 

UIR, this is why we use SIR to realize miniaturization. 

2   Design Theory 

The equations above are obtained without considering the higher mode of the 
microstrip line and discontinuity of step plane, only based on the TEM mode. So there 
is difference between the theory and experiment. 

Consequently, the design in this article first extracts the curve that represent the 
relationship between the coupling coefficient, external quality factor and coupling gap, 
using full-wave analysis. Then get the number “n ”of the resonators and the element 
value of the low-pass prototype. Finally the physical structure based on the curve and 
external quality factor curve is confirmed. 

Z2   θ2 

Z1  θ1 
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Fig. 2. Electrical length 

The design of band-pass filter can be confirmed by coupling coefficient , 1j jk +  and 

external quality factor eQ , 1eQ  ( 2eQ ) is used to represent the relationship between 

the filter and input circuit (output circuit), follow the equations below: 
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The relationship between the resonators is determined by the coupling coefficient, 
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In the equations above, jg is used to represent the value of low-pass prototype; FBW 

is Fractional Band Width; 1eQ and 2eQ  are external quality factors of input circuit 

and output circuit respectively, , 1j jk + is the coupling coefficient between level j and 

level j+1. 

A.   The coupling between resonators 

When two resonators with the same resonance frequency are coupled together, their 
resonance frequency will separate, as shown in Fig. 3. 

f1 and f2 are introduced to represent the two separate resonate frequencies , the 
coupling coefficient can be defined as: 
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Fig. 3. Resonate frequencies separate apart 

 
Fig. 4. Relationship curve of “k” and “s 

1f  and 2f  can be extracted from full-wave analysis. Fig.4 express the relationship 

curve which describe the relationship between coupling coefficient “ , 1j jk + ” and 

coupling gap “s”. From the figure it can be found that coupling coefficient “k” is 
decreased by increasing the value of coupling gap “s”. 

B.   The Coupling between Resonators and Out circuit 

The external quality factor eQ  is defined by equation:  
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in which BW represents the 3dB bandwidth. 
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Two typical input/output (I/O) coupling structures for coupled microstrip resonator 
filters, namely the tapped line and the coupled line structures, in this letter, the tapped 
line structure is adopt, just shown in Fig.5. For the tapped line coupling, usually a 50 
ohm feed line is directly tapped onto the I/O resonator, and the coupling or the external 
quality factor is controlled by the tapping position t, the smaller the t, the closer is the 
tapped line to a virtual grounding of the resonator, results in a weaker coupling or a 
larger external quality factor. 

 

 
 
 
 
 
 
 
 
 

Fig. 5. Tapped-line coupling 

The relationship between eQ  and the tapping position “t”of input(output) feedline 

can be obtained by using Full-wave analysis, as shown in Fig. 6. 
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Fig. 6. Relationship curve of “Q” and “t” 

mark1: 1.54GHz,-2.49dB 
mark2: 1.495GHz, -5.78dB 
mark3: 1.595GHz, -5.37dB 
mark4: 1.640GHz, -17.51dB 
mark5: 1.440GHz, -21.919dB 
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Fig. 8.  Simulated result 

3   Practicla Design and Result 

The target is to design a band-pass filter the middle frequency of which is 1.52GHz; 
BW=100MHz; insertion loss ≤ 3dB; on the cut-off frequency point, the 
attenuation ≥ 20dB. 
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Fig. 7. Practical Design 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 9. Measured result 

 
In order to meet the demands above, 3-level Chebyshev filter is chosen, in 

which 1 2 19.68Q Q= = , 1,2 2,3 0.0433k k= = . From  Fig.4 and Fig.5 the structure 

parameters can be obtained : 1,2 2,3 0.3S S mm= = , 3.8t mm= . The BPF is fabricated 

on the substrate of Rogers with dielectric constant 
r

ε =3.38 and thickness 

h=0.813mm. The circuit structure is shown in Fig.7, the size of practical design is 
smaller than 30mm×25mm. 

Finally, Fig.8 and Fig.9 are used to describe simulated result and measured 
result, the simulated result is done by EM simulation software Sonnet and the 
measured result is obtained using network analyzer Agilen8720ET. It’s clear that 
they inosculate very well. 

mark1: 1.530GHz,-2.529dB 
mark2: 1.484GHz, -5.490dB 
mark3: 1.574GHz, -5.651dB 
mark4: 1.630GHz, -21.846dB 
mark5: 1.430GHz, -20.816dB 
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4   Conclusion 

In this letter, the microstrip stepped impedance resonator with inner coupling is adopt 
to realize miniaturization, extract the relationship curve that describe the relationship 
between coupling coefficient k、external quality factor Q and physical structure with 
the help of full-wave analysis software. Finally, the theory is well validated by practical 
design. 

The theory which is mentioned above is very helpful to synthesize waveguide filters, 
dielectric resonator filters, ceramic combline filters, microstrip filters, superconducting 
filters, and micromachined filters. In the future, more works will be done to discover 
novel and compact filters for realizing miniaturization. 
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Abstract. Microstrip filter is used widely in wireless communication area, 
especially in WLAN. Compared to the conventional manufacturing techniques 
using lumped element, we can get extremely better characters in high frequency 
wave band using microstrip lines. ADS2008 (Agilent Advanced Design System 
2008) is an excellent software platform for high frequency and high speed EDA 
manufacturing. In this letter, the modeling of microstrip filter which works at 
appointed frequency is got by transforming the lumped elements to microstrip 
elements. Finally, the microstrip filter simulated, optimized by ADS2008. 

Keywords: ADS, microtrip filter, lumped elements, Kuroda rule. 

1   Introduction 

Filters play important roles in many RF/microwave applications. They are used to 
separate or combine different frequencies. The electromagnetic spectrum is limited  
and has to be shared; filters are used to select or confine the RF/microwave  
signals within assigned spectral limits. Emerging applications such as wireless 
communications continue to challenge RF/microwave filters with ever more stringent 
requirements—higher performance, smaller size, lighter weight, and lower cost. 
Depending on the requirements and specifications, RF/microwave filters may be 
designed as lumped element or distributed element circuits; they may be realized in 
various structures, such as lumped elements and microstrip. 

Filters which are realized by lumped elements are fit for the frequency band that is 
lower than 500MHz. Their advantages are small volume, easy installment, no 
autoecious passband and flexible design. But they are not fit for higher frequency band 
especially when the bandwidth is narrow because the working wavelength is very close 
to their physical dimension and brings large insertion loss. 

Microstrip filters are used widely in the millimeter range such as for wireless 
communication because of their distributed parameter structure. With the advantages of 
smaller volume, light weight, broad band and easy matching, microstrip filters are 
applied frequently in the design of microwave circuit system. In this letter, the design 
method of microstrip bandpass filter is demonstrated for example. 



272 W. Li, H. Luo, and X. Guan 

2   Basic Theories of the Filter Design 

2.1   The Low Pass Prototype Filter 

Filter syntheses for realizing the transfer functions, usually result in the so-called 
lowpass prototype filters. 

A lowpass prototype filter is in general defined as the lowpass filter whose element 
values are normalized to make the source resistance or conductance equal to 
one,denoted by g0 = 1, and the cutoff angular frequency to be unity, denoted by 

1CΩ =  (rad/s). Fig.1 demonstrates two possible forms of an n-pole lowpass 

prototype for realizing an all-pole filter response, including Butterworth, Chebyshev, 
and Gaussian responses. It should be noted that in Fig.1, gi  for i = 1 to n represent 
either the inductance of a series inductor or the capacitance of a shunt capacitor; 
therefore, n is also the number of reactive elements. This type of lowpass filter can 
serve as a prototype for designing many practical filters with frequency and element 
transformations. 

 

Fig. 1. Low pass prototype filters with a ladder network structure 

2.2   Bandpass Transformation 

Assume that a lowpass prototype response is to be transformed to a bandpass response 

having a passband 2 1ω ω− , where 1ω and 2ω  indicate the passband-edge angular 
frequency. The required frequency transformation is: 
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with 
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where 0ω denotes the center angular frequency and FBW is defined as the fractional 

bandwidth. If we apply this frequency transformation to a reactive element g of the 
lowpass prototype, we have 
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which implies that an inductive/capacitive element g in the lowpass prototype will 
transform to a series/parallel LC resonant circuit in the bandpass filter. The elements 
for the series LC resonator in the bandpass filter are: 
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for g representing the inductance. 
The impedance scaling has been taken into account as well. Similarly, the elements 

for the parallel LC resonator in the bandpass filter are: 
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for g representing the capacitance. 

It should be noted that 0
0
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L Cω ω=  and 0
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L Cω ω=  hold in (3) 

and (4). The element transformation in this case is shown in Fig. 2. 

3   Realization of Bandpass Filter 

The design of a practical bandpass filter used in wireless communication area (802.11b) 
is considered in this letter, the description of the parameters is shown in Fig. 3. 
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Fig. 2. Low pass prototype to bandpass transformation 

 

Fig. 3. Parameters of practical bandpass filter for 802.11b wireless communication 

3.1   Realization of Lumped Element Filter 

First the filter design guide is used to fulfill the design of lumped element filter. The 
bandpass filter model and the its corresponding subcircuit is shown in Fig. 4, the entire 
process is implemented by Advanced Design System 2008(ADS2008). 

 

Fig. 4a. The practical bandpass fiter model 
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Fig. 4b. The corresponding subcircuit 

 

Fig. 5. Full wave simulation response of lumped element bandpass filter 

After the structure of the lumped element bandpass filter is confirmed, simulation is 
taken to validate the correctness of our design., the full wave simulation response is 
shown in Fig. 5. It is noticed that the results satisfy our demands. 

3.2   Transformation from Lumped Element Filter to Microstrip Filter 

The measurement response of lumped element filter is not good in wireless 
communication frequency area but better results can be obtained by using microstrip 
filter, so the transformation from lumped element filter to microstrip filter is needed. 
Kuroda identities which are shown in Fig.6 are used to fulfill the transforming 
process. Zc and Yc are used to represent the characteristic impedance and admittance 
of transmission line, Zu is used to represent the characteristic impedance of unit 
element. 

Finally the schematic of the practical microstrip filter is obtained by filter 
assistant and also the correlative parameters are optimized in ADS 2008, just as  
Fig. 7 shows. 
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Fig. 6. Kuroda identities 

 

Fig. 7. Schematic of microstrip filter 

4   Conclusion 

Comparing to the conventional methods, it is much more efficient to complete the filter 
design process with the help of ADS2008, in this letter, the basic work is the design of 
lumped element filter, then the microstrip filter is synthesized by filter assistant using 
Kuroda rules, it is noticed that the designing time is obviously decreased and the 
accuracy is increased by using software. Although the whole designing process is 
simplified by ADS2008, there are some work to do such as matching work during the 
fabrication, use value will be obtained by combing the software design and practical 
realization together.  

References 

1. Ludwing, R.: RF Circuit Design:Theory and Applications. Publishing House of Electronics 
Industry (2001) 

2. Gupta, K.C.: Microstrip Lines and Slot lines. Artech Hourse, Ded-ham (1979) 
3. Atwood, W., Stinehelfer, H.E.: Multi stub Filter for Microstripline. IEEE MTT MTT-16(7), 

177–180 (1968) 
4. Rhodes, J.D.: Theory of Electrical Filters. Wiley, New York (1976) 



 The Simulation, Optimization and Modeling of Mirostrip Filter Using ADS2008 277 

5. Helszajn, J.: Synthesis of Lumped Element, Distributed and Planar Filters. McGraw-Hill, 
London (1990) 

6. Weinberg, L.: Network Analysis and Synthesis. McGraw-Hill, New York (1962) 
7. Saal, R., Ulbrich, E.: On the design of filters by synthesis. IRE Trans. CT-5, 284–327 (1958) 
8. Ozaki, H., Ishii, J.: Synthesis of a class of strip-line filters. IRE Trans. Circuit Theory CT-5, 

104–109 (1958) 
9. Mattaei, G., Young, L., Jones, E.M.T.: Microwave Filters, Impedance-Matching Networks, 

and Coupling Structures. Artech House, Norwood (1980) 
10. Matthaei, G.L., Hey-Shipton, G.L.: Novel staggered resonator array superconducting 

2.3-GHz bandpass filter. IEEE Trans. MTT-41, 2345–2352 (1993) 



G. Lee (Ed.): Advances in Intelligent Systems, AISC 138, pp. 279–286. 
springerlink.com           © Springer-Verlag Berlin Heidelberg 2012 

The Design of People Management System in the Campus 
Base on RFID 

Hu Rong1, Luo Hui2, and Li Weiping2 

1 Jiangxi Industry Polytechnic College, Nanchang, China 
2 EastChina JiaoTong University, Nanchang, China 

{xuefeixu,lh_jxnc}@163.com, liweiping@ecjtu.jx.cn 

Abstract. With recent advances in wireless technologies, Radio frequency 
identification (RFID) becomes an important enabling technology for the 
management system. RFID system is a high efficient information collection 
system. It consists of two major components, one is reader and the other is tag. 
If it can be used in the management of the people in the campus, the effect is 
great. In this paper, the hardware and software design of the RFID system used 
in people management in the campus are given, the reader, the tag and wireless 
network connection scheme are designed in details. 

Keywords: RFID, People Management, Reader, Tag, Wireless network. 

1   Introduction 

RFID technology is starting from the 20th century. It is a Automatic Identification 
Technology. With contact identification technologies in the same period or the early 
stage, it succeeded to combine RFID and IC card technology. Using a two-way radio 
frequency communication realize the recognition and data exchange of the kinds of 
objects, equipment or personnel in the different state (moving or stationary), by the 
non-contact manner. With the expansion of the enrollment of students in colleges, the 
difficulty of the management is increasing, and the level of management needs to be 
enhanced. Radio frequency identification system can finish a long-range identification 
and collection of information without human intervention. The collected data can be 
analyzed in a management system. 

2   Feature of RFID System 

In addition to inheriting their storage capacity, easy to read and write, good privacy, 
intelligent, etc, RFID also has the following characteristics:  

   (1) Easy to carry, simple, reading the identification card in the range of about 
7.5cm (do not plug card);  

   (2) No hardware access, avoiding mechanical failure, long life;  
   (3) Radio frequency identification cards has not exposed metal contacts. the card 

fully enclosed, has a good waterproof, dustproof, anti-fouling, anti-magnetic, 
anti-static properties;  
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   (4) For the wireless transmission, the data must be the random encrypted, 
following a sound, secure communication protocols. Card serial number is 
unique, the manufacturers solidify this serial number on the card factory 
curing, high security;  

   (5) The cards have anti-collision mechanism, prevent the interference of data 
between the card and its read and write time is less than 10ms. Authentication, 
data exchange are within 100ms;  

   (6) High signal penetration ability (penetrate walls, roads, clothing, etc.), a small 
amount of data transmission, anti-jamming, sensor sensitivity, ease of 
maintenance and operation. 

3   Work Principle of RFID Systems 

A typical RFID system consists of two parts: radio frequency identification card and 
reader.  

Reader sends a certain frequency RF signals by the transmitting antenna. When the 
electronic tag gets into the transmitting antenna work area, it generates induced current, 
accesses energy and is activated. Electronics tag sends out encode information by built-
in antenna. When the system receives the carrier signal from the tag antenna, and sends 
it to the reader by the antenna controller. The reader demodulates and decodes the 
received signal, and then sends it to the main system for processing. The main system 
judges the legitimacy of the card under the logical, makes the appropriate settings for 
different treatment and control, and sends command signal to control the executing 
agency. 

On the other hand, when the radio frequency identification card is within the scope 
of induction of the reader, the card's coil produces a weak current under induction of 
the "excitation signal". The current is the card's power of the integrated chip. After 
resetting the card, The hibernation card is activated and will carry its own ID mark, 
the manufacturer logo and other information code out in modulation way by the card 
antennas. Reader module will send wireless signals to on-site controller, the site 
controller implements signal processing and issues commands. 

There are two types of RF signals coupling between the electronic tag and reader. 

3.1   Inductance Coupling 

Inductance coupling generally applies identification system working at close range in 
the IF and LF radio frequency. The typical working frequencies: 125KHz, 225KHz 
and 13.56MHz. Recognition distance is less than 1m, the typical distance is 10 ~ 
20cm.  

3.2   Electromagnetic Backscattering Coupling 

Electromagnetic backscattering coupling uses radar theory model. Based on the 
propagation of electromagnetic waves in space, electromagnetic launched out hit 
target and reflects, and bring back the target information. Electromagnetic 
backscattering coupling generally applies to radio frequency identification system 
working at remote range in the high-frequency, microwave radio frequency. The 
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typical working frequencies:  433MHz, 915MHz, 2.45GHz and 5.8GHZ. 
Recognition distance is greater than 1m, the typical role of distance is 3 ~ 10m. 

4   System Classification 

4.1   According to the Label of the Power Supply System, the System Is Divided 
into Active System and Passive System 

RFID tags can be divided into two kinds, active and passive. Active RFID tags use the 
energy within the cell. Their identifying distance can be up to tens of meters or even 
100 meters. But their lives are limited, and they are in higher prices. With the battery, 
therefore, active tags have relatively large size, and they cannot be made as thin cards. 
In other way, without batteries, passive RFID tags use reader coupling 
electromagnetic energy emitted by reader as its energy. They are light, small size, 
very cheap, and their lives can be very long. They can be made into a variety of thin 
card, but the launch distance is restricted, usually several centimeters to tens of 
meters, and the greater readers transmit power are needed. 

4.2   According to the Label Data Modulation, the System Is Divided into 
Active, Passive and Semi-active System 

Active tags have internal battery power to supply power, the reliability is high, signal 
transmission distance is far. In addition, active tags can be limited in the use of time 
or number of times by the design of battery life. It can be used in the place which 
needs to restrict the use of data or restrict data transfer. But active RFID tags’ lives 
are limited, and with the tag battery power consumption, data transmission distance 
will be shorter and shorter, thus affecting the system work properly. 

Passive tags have not internal battery, and work properly by provided the energy 
outsiders. Passive tags’ typically generate power device is the antenna and the coil. 
When the label works in the system's work area, the antenna receives a particular 
wave, the coil will be induced current in the circuit. After rectification, it activates 
micro-switch circuit, and gives a label supply to the tag. Passive tags have the 
permanent use lives, and are used to be read and written every day, and passive tags 
support data transmission at long time and permanent data storage. The main 
disadvantage of passive tags is the data transmission distance is shorter than the active 
tag, data transmission distance and signal strength was limited.  

In addition, semi-active RFID system is also known as battery support type 
backscattering modulation. Semi-active tag with the battery plays the role in the 
internal digital circuitry, but the tag does not send data initiatively through its own 
energy. 

4.3   According to the Label's Operating Frequency, the System Can Be Divided 
into Low Frequency, High Frequency, Very High Frequency and 
Microwave Systems 

Reader sends wireless signals in the frequency known as RFID system frequency. The 
frequency is basically divided into: low frequency (30-300kHz), high frequency  
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(3-30MHz), VHF (300MHz-3GHz) and microwave ( 2.45GHz and above). Low-
frequency systems can be used in short distance, low-cost applications, high-
frequency system can be used in access control and the need to transfer large amounts 
of data, very high frequency systems can be applied to a longer distance literacy and 
high literacy rate. 

5   Key Technologies 

5.1   RF Beam Power Technology 

The energy Require of passive RFID tags are directly from the radio frequency 
electromagnetic beam. Comparing with active radio frequency identification systems, 
the passive system requires a larger transmission power, radio frequency 
electromagnetic waves in the electronic tag turn to voltage required by the electronic 
labeling. 

5.2   Backscattering Modulation 

A radio frequency identification system is used backscattering modulation in data 
communication. Backscattering modulation is a communication way the passive 
RFID tag sends data back to reader. According to different data to be sent, by 
controlling the electronic tag antenna impedance, making the carrier rate reflected has 
small changes, so the reflected signal carries the data. 

6   Design of Management System 

6.1   Antenna Area 

Electronic tag and reader build up the transmission channel between them by their 
antennas, and the spatial transmission channel is entirely decided by the antenna 
characteristics. 

At some distance, the Distribution Error between the angular distribution of 
radiation field and the angular distribution of infinite Far is within the allowable 
range, the region from such point to infinite Far is known as the antenna far-field 
zone. R is recognized near-field radiation zone and far-field zone boundaries:  

λ

22D
R =  

The formula, D is the antenna diameter, λ is the wavelength of electromagnetic wave, 
D ≤ λ.  

For radio frequency identification systems, in general, because of the limited label 
size and the limited size of reader antenna, the antenna structure model is L / λ <<1 or 
L/λ> 1. So, the antenna's reactive near field and far field zone can be estimated 
according to wavelength. 
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6.2   Design of Hardware System 

①Design of reader 
In the RFID system, the circuit design for readers and tags must include resonant 

circuits for high-frequency signal transmission, and it asks the two LC resonant circuit 
loops tuned in the same resonance frequency. After the system design, the antenna 
inductance is fixed; the resonant frequency of LC circuits can be changed by adjusting 
the capacity of the circuit. 

Series resonant circuit is used in Reader antenna. These three parameters should be 
taken into account in design such as its resonance frequency f0, bandwidth and quality 
factor Q. resonant frequency f0 is decided by the LR circuit inductance and 
capacitance circuit CR. The specific relationship is as follows: 

RRCL
f

π2

1
0 =  

The relationship between Q value, the antenna bandwidth B and the resonant 
frequency f0 is B = f0 / Q. 

In order to ensure the requirements of transmission bandwidth and to improve the 
reliability of the signal transmission, a suitable Q value should be chosen. In the 
debugging process, the scope of Q value can be fixed by adjusting loop resistance RR 
value. After the experimental test, Q value should be confined within 5 to 15, 
generally Q = 12. 

The relationship between Q value and RR is: 

R
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According to the signal transmission, the receivable power of the tags in the 
electromagnetic fields can be: 
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Of which:  
 

PR is receptive power of an antenna (w);  
PT is the transmitting power of the transmitter (W);  
GR is the enhancement of a transmitter antenna in the isotropic media;  
GT is the enhancement of a tag antenna in the isotropic media;  
D is the distance between the transmitter and tag (m) 

When RFID system uses passive tags, the identification distance depends on tag 
activation energy. The results show that as the activation energy for the RFID is 
715uW, at different frequencies, the typical relationship for the passive system 
functional distance is shown as in table 1. 
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Table 1. The relationship between the typical range, the radiated power and the frequency 

EIRP（W） 434MHz 
GR =1.4，λ=0.7 

869MHz 
GR =1.64, λ=0.34 

2.45GHz 
G R =1.64，λ=0.12 

0.5 1.4m 0.73m 0.26m 
1.0 2.0m 1.03m 0.37m 
2.0 2.8m 1.44m 0.52m 
5.0 4.5m 2.3m 0.84m 
10 6.3m 3.2m 1.20m 
20 9.0m 4.6m 1.68m 

 
From the analysis in Table 1, we can see for the school management, the distance 

for their tags to identify should be less than 1 meter. Taking into account factors, such 
as allocation of frequency resources, the working frequency of the RFID system can 
be 2.45GHz.  

Reader can be placed in the entrance of classrooms, dormitories, halls and so on for 
data collection. 

②The choice of tags: because the system is used for personnel management, tags 
are passive and read-only. 

Figure 1 illustrates how these sidebands look, in relation to the reader-generated 
carrier frequency. The comparatively tiny sidebands have approximately 90 decibels 
less power than the reader-generated carrier signal, and this is the reason why RFID 
tag responses often have such a limited transmission range. 

 

Fig. 1. Normal RFID Tag Signal 

6.3   Software System Design 

Software system operates on the WINDOWS XP platform and SQL Server 7.0 
databases. It uses the object-oriented VB integrated development tools for the 
development and design. There are several functional modules as follows:  

Control module. Include management of all personnel, grouping according to the 
functions of different personnel classification authority, setting the control periods 
and holiday control.  
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Video monitoring module. Include video switching matrix of automatic / manual 
switch control, on-site the attitude control of head, video recording and playback.  

The alarm module. Include the alarm function setting, the scene plane structure 
mapping, setting the system input and output field position and interrelated 
components, alarm monitoring and recording of the state.  

Information management module. Include dynamic displaying access data 
recording system input and output components of the event information, database 
management, retrieval and query, automatically generate reports, etc..  

System maintenance module. Including system initialization, setting the system 
operation and system management authority, data storage and playback, card and 
cardholder personal information management, setting control subsystem of each 
scene, recording of all equipment in the state of real-time, automatic generation 
system running log, etc.. 

 

Fig. 2. System Software Platforms 

7   RFID System Security Solutions 

The technology of existing security and radio frequency identification systems 
privacy can be divided into two categories: one is to prevent tag and reader to 
communicate by physical methods, the other is to enhance the security label in the 
logical way. 

Here are four kinds of physical methods: 

7.1   Killing Tag 

The principle of killing is to let tag RF tag lose function and prevent the reader to 
track the tag. 

7.2   Faraday Nets 

Radio frequency tags are placed in containers made of conductive material, so that 
readers cannot communicate with the tag. Therefore, using Faraday nets can prevent 
criminal access to label information. 
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7.3   Active Interference 

The user of RFID tags can take a device to broadcast a radio signal used to prevent or 
destroy the near RFID reader to identify the tag. But this method is not desirable, 
because it may interfere with the legitimate reader identification for RF tags. 
Seriously, it might block the other wireless systems. 

7.4   Preventing Tag 

The principle of this method is to use a special anti-collision algorithm to prevent 
reading tag. Reader reads the tag which must get the same response data every time, 
otherwise the label will not be identified. 

8   Conclusion 

Currently, RFID technology has developed rapidly in China and abroad. RFID 
products have been used in the high-security areas, bank, a general office building, 
ect.. Combinating alarm systems and video surveillance system is a intelligent 
management. It strengthens regional security. The system of radio frequency 
identification systems has traditional access control, alarm, video surveillance and 
other organic, and achieves a multi-stage operation, real-time monitoring, alarm, joint 
control and other functions. School personnel management system is the application 
of RFID technology in the realization of the school management automation and 
intellectualization. 
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Abstract. As a nonlinear Principal Component Analysis (PCA) method, Kernel 
PCA (KPCA) can effectively extract nonlinear feature. For the object image 
which includes more nonlinear features, traditional Active Shape Model (ASM) 
couldn’t obtain a good result of localization. Concerning this, an extending 
research on nonlinear-ASM is brought here, and an algorithm of object 
localization based on nonlinear-ASM is proposed. In the research of 
nonlinear-ASM, the problem of high dimensionality caused by nonlinear mapping 
has been solved effectively by the kernel theory. Besides, KPCA can not 
reconstruct the pre-image of the input space, thus prior model is hardly 
constructed by the method of the nonlinear-ASM. For solving this problem, the 
theory of multi-dimensional scaling is researched in the paper. The validity of the 
proposed method is demonstrated by the results of experiments. 

Keywords: Kernel Principal Component Analysis, Multi-dimensional Scaling, 
Active Shape Model, Nonlinear, Object Localization. 

1   Introduction 

Kernel Principal Component Analysis (KPCA) has been powerfully proven as a 
preprocessing step for classification algorithms. Moreover, KPCA can also be 
considered as a natural generalization of linear principal component analysis (PCA). It 
can consider more nonlinear variations, and is better for extracting the nonlinear 
feature. In recent years, there has been a lot of interest in the study of KPCA, such as 
face recognition [1] and a pre-processing step in regression problem [2].  

However, KPCA is mainly based on kernel method, which induces that KPCA can 
hardly reconstruct the pre-image, so one can only settle for an approximate solution. In 
this paper, we research and analyze the idea of the multi-dimensional scaling (MDS) 
[3] to address this problem, and then use it to construct a non-linear Active Shape 
Model (ASM). This paper is arranged as follows. First we outline KPCA in Section 2. 
In Section 3, we first construct prior model for object localization through the MDS 
method[4], and then propose a localization algorithm of non-linear ASM. For 
demonstrating the effectiveness of the algorithm, localization experiment on images of 
hand are presented in Section 4 before conclusions are drawn in Section 5. 
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2   Kernel PCA 

KPCA is a nonlinear PCA method which is recently introduced by Sholkopf et al [5], 
and based on Support Vector Machines (SVM) [6]. The essential idea is both intuitive 
and generic. In general, PCA can only be effectively performed on a set of observations 
that vary linearly. When the variations are nonlinear, KPCA utilizes SVM to find a 
computational tractable solution through a simple kernel function which intrinsically 
constructs a nonlinear mapping from the input space to feature space. As a result, 
KPCA performs a nonlinear PCA in the input space. 

Given a set of patterns { }1 2, , ..., N
LX X X R∈ , and select the Gaussian kernel 

function
2

( , ) exp( / )k x y x y c= − − , the kernel matrix K is computed by =K HKH , 

where
1 T

L
= −H I 11 , I is the L L× identity matrix, [1,1, ,1]T= ⋅ ⋅ ⋅1 is a 1L ×  vector. 

The kth orthonormal eigenvector of the covariance matrix in the F can be shown to be 

1
( )

k
L i

k ii

k

X
α

λ=
= Φ∑V ,                                 (1) 

And
1

1
( ) ( ) ( ) ( ) ( )

L

i i i i

i

X X X X X
L =

Φ = Φ − Φ = Φ − Φ∑ . 

Then, denote the projection of the Φ − image of a pattern 
i

X  onto the kth 

component by kβ , and, 

1
( ) K ( , )1

L
ik k

k

T kX X Xi iiβ α
λ

= Φ = ∑ =V ,                  (2) 

where:  

K( , ) ( ) ( )
T

X Y X Y= Φ Φ            
2

1 1 1
( , ) T T T

X Y
K X Y

L L L
= − − +1 K 1 K 1 K1 , 

and 
1

[K( , ), , K( , )]T

X L
X X X X= ⋅ ⋅ ⋅K .  

Denote 

                     1K [K( , ), ,K( , )]T
X LX X X X= ⋅ ⋅ ⋅   

                      
2

1 1 1T T

X X
L L L

= − − +K 11 K K1 11 K1  

      
1

( )
X

L
= −H K K1 .                                   (3) 

Finally, the projection P ( )XΦ of ( )XΦ  onto the subspace spanned by the first t 

eigenvectors is 
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_ _1
P ( ) ( )1 1

kt tX i ik k
k

β α
λ

Φ = + Φ = + Φ∑ ∑= =V  
_

K X= Φ + ΦM  ,       (4) 

where
1

1
Tk kt

i
k

α α
λ

= ∑ =M is symmetric. 

3   Nonlinear ASM 

ASM consists of the Point Distribution Model (PDM) aiming to learn the variations of 
valid shapes. While this approach can be used to model and recover some changes in 
the shape of an object, it can only cope with largely linear variations. If the data of the 
input space have much complex nonlinear relativity, the ASM could ignore their 
nonlinear feature. Therefore, this paper will transform ASM from linear to nonlinear 
through KPCA. However, nonlinear ASM still has one problem that KPCA can hardly 
acquire the pre-image in the input space (Figure 1), so we research the MDS and use it 
to approximate the reconstruction image. In this section, we will introduce the MDS 
method, and then describe an algorithm of nonlinear ASM based on KPCA, where the 
prior model is constructed by the MDS method. 

 

Fig. 1. The pre-image problem 

A) MDS method 

For any two points Xi and X j in the input space, we can obtain their Euclidean 

distance ( , )d X Xi j . Analogously, we can also obtain the feature space distance 

( ( ), ( ))d X Xi jΦ Φ between their Φ -mapped images. Moreover, for many commonly 

used kernels, there is a simple relationship between ( , )d X Xi j and 

( ( ), ( ))d X Xi jΦ Φ [7]. For example, for the Gaussian 

kernel
2

( , ) exp( / )k x y x y c= − − , there is: 

12 2log( ( ))
2

d c K K dij ii jj ij= − + − .                         (5) 
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The idea of the MDS method is as follow (Figure 2). We could require the approximate 
pre-image to satisfy these constraints. 

 

Fig. 2. Basic idea of the MDS method 

B) Algorithm of nonlinear ASM based on KPCA 

In this section, we attempt to develop the nonlinear transformation of ASM based on 
KPCA and apply it to object localization. First, the training data will be obtained by 
labeling a set of landmark points, and constructing PDM. Then, extract the feature of 
training patterns by KPCA and construct prior model through the MDS method. 
Finally, after locating the initial model near the test image object, localization 
algorithm will be carried out through an iterative process. 

The algorithm is performed as follow: 

Step1: choose the initial model, in common X X= ; 

Step2: in this model, find best fitting point ( )' ',x yi i along the normal to the shape 

(Figure 3); 

Step3: the new pattern which consists of all best fitting points ( )' ',x yi i is mapped into 

the KPCA space to construct prior model. After aligned the   position and 
shape, the prior model will be new current model X; 

Step4: repeat Step2、Step3 till convergence. 

 

Fig. 3. Finding the best fitting points 

4   Experiments 

The data of experiments are selected from a group of image of hand. There are 125 
images in all, of which 120 selected as training image, and 5 selected as test image. 
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These experiments choose hand image as the basic data is due to its unique shape. It is 
the non-rigid target, not only the profile is changing, but also every finger has a variety 
of changes. Therefore, the training set formed by such image must contain more 
nonlinear feature, and it would be better to prove our argument. 

In every training image, the landmark points express as a vector of 85 × 2: 

( ), , , , ..., ,1 1 2 2
T

X x y x y x yn ni = . For evaluating the performance of the algorithm, 

the experiments adopt the mean Euclidean distance error as the evaluation criteria (unit: 

pixel). Define 'E  as: 

2 21' ' '( ) ( )
1

n
E x x y yi i i iin

= − + −∑
=

,                     (6) 

where ( , )x yi i  is the ith landmark point of the test image; ' '( , )x yi i  is the ith 

landmark point of the prior model. 

A) Object localization in the HSV space 

This section showed two experiments of object localization in the HSV space to 
compare the linear ASM and non-linear ASM. First, test image was randomly selected 
in the set of test images, and then place the initial model near the object (figure 4). 
Based on the same test image and initial model, two experiments were respectively 
carried out (figure 5).  

As can be seen from the figure 5, nonlinear ASM just need 15 iterations to 
accomplish localization, and acquired better effect of localization, but linear ASM 
achieved localization after 20 iterations. Although the initial model was placed near 
the object, every figure of initial model has a certain angular deviation with object, 
this is the reason why linear ASM needs more iterations. In the figure 5(a), prior 
model reconstructed by linear ASM also has much difference with object after 
iterating one time, while prior model reconstructed by nonlinear ASM has been close 
to the shape of the object. Figure 6 shows the convergence process of the two 
experiments. The nonlinear ASM obviously has more fast convergence rate. These 
are due to the fact that nonlinear ASM algorithm has more advantage to extracting 
nonlinear feature. 

 

Fig. 4. Initial model 



292 L. Fan, X. Tao, and S. Tong 

  
                    (a) after 1 iteration             (a) after 1 iteration 

   
(b) after 20 iterations        (b) after 15 iterations 

Fig. 5. Localization process of linear and nonlinear ASM (The left column images show the 
localization of linear ASM, and the right column images show the iteration process of nonlinear 
ASM) 

 

Fig. 6. Convergence process of linear and nonlinear ASM (unit: pixel) 

B) Object localization when object was partly covered 

In this experiment, test image was respectively covered the part of palm and finger, and 
then researched localization based on nonlinear ASM. After 13 iterations, model could 
fit well the object, and spend 70.25s achieving localization (Figure 7(a) (b)). For 
comparison, object uncovered was also do experiment (figure 7(c)), and time was 
70.21s in the same condition. As can be seen, when the object was covered, the effect of 
localization based on nonlinear ASM was still good, and time is similar with when 
object was uncovered. These are due to the outstanding advantage of nonlinear ASM. It 
could fit the shape of object which is partly covered, and recover the covered part. 
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                  (a) palm was covered         (b) figure was covered 

 
(c) object was uncovered 

Fig. 7. The effect of localization on object covered and uncovered 

5   Conclusion 

In this paper, KPCA is the focus of the study. As the typical extraction method of 
non-linear feature, KPCA can extract the nonlinear feature more effectively, so we use 
this method to improve the traditional ASM, and propose a nonlinear ASM algorithm. 
However, KPCA raise a difficult problem of pre-image, so the idea of MDS is used to 
address it. In the end, the validity of this algorithm is demonstrated by two sets of 
experiment. 
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Impact on the Pace of the Game of Basketball Analysis  
of the Factors 

Zhang Nan  

Shandong Institute of Business and Technology Department of PE, 
264005, Yantai, Shandong 

Abstract. The rhythm game is a game of the basketball soul of a direct impact on 
the market changes and developments in the war, in the race to control the game 
tempo of the game will be able to get the initiative. The author of the game affect 
the rhythm of the major factors, how to control the game tempo discussed. 

Keywords: rhythm, basketball game, factor. 

1   Research Purposes 

The rhythm of nature in a variety of things to show contains a strong and weak, fast and 
slow, long and short-term, regular and harmonious movement phenomenon. Basketball 
is more of the above distinctive characteristics of the basketball game between the pace 
of technology compact and reasonable use of tactical coordination with tacit, against 
fierce competition, the level of rational layout and overall performance of the various 
forms of movement. Modern Basketball, extremely offensive and defensive combat, 
control and anti-control are pushing very aggressive, reflecting the modern features of a 
basketball game. Basketball competitions have been revising the rules on the offensive 
and defensive balance played a role in the promotion. In recent years, the aggressive 
defense of the extensive use of attack has changed the dominant pattern. 

2   Research Methods 

Literature, observation, logical analysis, comprehensive research methods. 

3   With the Results of the Analysis 

3.1   Paced Game of Basketball the Impact a Major Factor  

3.1.1   Psychological Adjustment Is to Grasp the Rhythm of the Game Leading  
Basketball has always been accompanied by changes in the rhythm of the 
psychological adjustment, psychological adjustment is to grasp the rhythm of the race 
leader. Psychological adjustment is only appropriate, in a timely manner, can have an 
accurate grasp the rhythm of race, reasonable. Match the pace of change is the 
psychological adjustment to reflect the specific. Basketball game, alternately offensive 
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and defensive frequent, fast-changing market circumstances, how the game needs, 
assess the situation and grasp the right tempo game, to give full play to their strengths, 
and effectively restricted the other side? This is the first psychological factors continue 
to adjust and Dominated only continue to improve the psychological adjustment, with 
improved user-friendly in order to grasp the rhythm of the game, controlling the race 
initiative. In fact the right to match the rhythm of each is a member of the monitoring 
and regulation of psychological tests and psychological factors also put forward a more 
specific and more accurate. 

3.1.2   Offensive and Defensive Technology Is a Reasonable Use of Race to Grasp  
        the Rhythm of the Heart and Foundation  
Offensive action and the use of technology in the process of performance rhythm of the 
major changes in the start-up, running, jumping, stop, from the mass, catch, shoot, 
dribble, and so on breakthrough technology proficiency, the speed of change, as well as 
the use of techniques Offensive technology convergence and the use of sham of the 
time, and so on. If these technologies have a good rhythm, using a timely and 
reasonable, we can out of defense, its offensive power of technology. For example: out 
of time, the defender can change the focus of the rhythm of movement, effective from 
the grasp the favorable opportunity, take advantage of individual tactical purpose. 
Shooting rhythm with the use of technology to grasp the opportunity well, will be able 
to raise the norms of shooting, the sham of the use of life-like, will be able to properly 
control the tempo to avoid aggressive defense, gaining the initiative, to create offensive 
opportunities, especially in the offensive Technology The pace of convergence in the 
use of hands and more deterrent. For example: the ball-breaking technology and the 
rapid convergence of technology, accurate and can be a perfect match in the fast-paced 
ball in the wrong formation, the defense will be able to mobilize, to facilitate 
convergence feint to form a rapid breakthrough. Korean women's basketball this study 
is quite technical, skilled use of on-the-spot, accurately grasp the rhythm, they form a 
unique fast-paced attack with technical and tactical style. Another example: the 
ball-shooting techniques and technology convergence in the pace of change has 
vigorously promoted the development of a variety of shooting technique, it shows a 
perfect combination between technology and the pace of harmonization. Another 
example: a breakthrough technology and technology convergence shot in the rhythm of 
change, and the promotion of the shooting techniques of variability. After the break, 
such as jump shots in the air, according to the perspective of defensive cover and the 
rhythm of re-adjustment of shooting rhythm, to avoid capping, changing hands shot. 
Tupofenqiu convergence technology is also clever use of rhythm changes, 
diversionary, with the understanding reached. All these have fully demonstrated that 
each of the offensive actions of the completion of the technical and technological 
convergence of action there are a rhythm, and offensive moves and techniques used in  
a reasonable manner, to grasp the rhythm of the game to attack the core and  
foundation.   

Defensive action and the use of technology in the process of change in the rhythm of 
the main sliding in the mobile, ball, play, steals, blocks, and looting after the market 
rebounds, as well as a variety of defense technology between the interface between 
stages. Attack, anti-technology is another constraint, but also promote each other, in 
order to meet the technical constraints of each other's attack, first of all must be familiar 
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with and master the technology to attack the rhythm of action and the use of the 
opportunity and take appropriate defensive measures and countermeasures in order 
flexibility in the use of defense The pace of technology, technical effective in inhibiting 
the offensive tempo, aggressive defense to meet specifications. For example, defensive 
shooting, the shooting was based on the general who used different methods of 
shooting, the selective use of capping of technical, technological constraints of the shot 
to play. If the clever use of methods of destruction of the shooting rhythm of action, 
such as the destruction of the ball technology and technology convergence of shooting 
rhythm, jump stop and the pace of technological convergence, technology and dribble 
shot between the rhythm of shooting techniques, reducing the effectiveness of the 
shooting. Another example: Anti-break, not only to stay in step-defense and take the 
initiative to force the sliding passive and active defense, but should be determined in 
accordance with rules to limit foot center, and then based on those used by the 
breakthrough in the cross-step, or step-shun The method of action to effectively grasp 
the breakthrough in the direction of its movement and rhythm, so that a breakthrough 
will be reduced by anti-blindness, and greatly enhanced the anti-break and targeted 
offensive 

3.1.3   Is the Tactical Ability to Grasp the Rhythm of the Game Reflected in a  
        Comprehensive  
Technology is the basis of tactics, technology convergence and cooperation between 
the organization and tactics and methods and tactics between the conversion is a 
tactical change in the form of the performance. Technology and skilled with a variety of 
ways, contributed to the tactical flexibility and variability, however, the tactical ability 
to cope with the standards, not only depend on the diversity of tactics, and to a greater 
extent depends on timely and reasonable and accurate selection of different tactics 
Form, to meet the actual game. 

3.2   How to Control the Game Tempo  

Competition from both offensive and defensive conversion and the composition of the 
essence in the attack for more scoring shot, when the defense is trying to stop shooting 
each other's scores in contradiction of the transformation in how to control the rhythm 
game for game of this initiative?  

3.2.1   Fighters Determine the Speed of a Rhythm  
Contemporary play basketball based on the fast-paced, without a doubt, but the timing 
wrong, it will be counter-productive, and that haste makes waste. In the race to 
effectively seize each other's vulnerabilities, to choose a good use of time. When the 
other party, such as lack of physical strength, fatigue at a time; or the other core 
members of the main players appear when the mood swings; the other change, suspend, 
and the tactics do not change at that time; the other main players foul 4 or 8 team fouls 
when; the other side Lead, paralysis occur when slack; before and after the market 
rebounds dominant; rapidly accelerate the speed of attack or change the offensive 
tempo, to play a "climax" to fight the expansion of the score or results, in order to lay 
the foundation for the victory.  
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3.2.2   The Proper Use of Slow-Paced  
Size up the situation, the proper use of slow tempo is also an effective way. When this 
team feeling irritable or errors in a row, through the slow-paced in order to stabilize the 
morale of the troops, the attitude adjustment, when the strength of this team have been 
exhausted, and the lack of reserve forces should be based on the slow pace of relief 
which will benefit future battles in the fast-paced counter When the other party itself 
clear upper hand, should switch to slow the pace.  

When the leading score, time is running away from the end, eager to draw each 
other's score, can be used to control the ball to attack, attack to reduce the speed to 
control the game, playing to a high success rate, so eager to win the other side of the 
game have shaken confidence, distracted, thinking of the fluctuations Has led to quick 
results, and its rhythm from the blind chaos to achieve this and to win leader purposes.  

3.2.3   Match the Height of the Emergence of Rhythm Control  
Have a climax in the game, how to maintain the advantage and disadvantage into the 
game for this initiative?     
   (1) for the wind force, as far as possible to maintain control of the rhythm game, 
each team must first clearly aware of this, to minimize the errors so that no other 
opportunity, one of a relaxation, while fast, slow for a while, so as far as possible with 
each other Its own rhythm, a rhythm when the other side was immediately after the 
transformation to adapt to the new rhythm, such as if the whole region was tight after 
the break the other side, rapidly changing for the half-court defense, the line-up with the 
changes will lead to changes in rhythm.  
   (2) on the down side of the team, as far as possible to undermine each other's rhythm 
has been to seize the aircraft for the climax of their own making. At this time players 
and coaches will change the rhythm of attack and defense, upset the rhythm of each 
other's established, can not let the other led by the nose. For example, when playing 
each other again and again scoring handy, so that the coach may request a suspension of 
play interrupted, so that an opponent's momentum cold Cold in order to break the 
rhythm of their play smoothly. In the suspension, the coach should also be targeted set 
of new tactics and new line-up, destruction of the opponent's rhythm, such as playing 
on the other side of the main fast-break team, they have to destroy the other side of a 
mass interfere with each other, and other team members soon to change The other side 
of the fast-paced, it is difficult to adapt.  

3.2.4   At the End of the Match Rhythm Control  
Offensive team wins control of the speed advantage to play for time to keep the score, 
teams can defeat the other side so that the press pass, dribble or shoot mistakes, and 
then seize the aircraft, using reasonable tactics, team formed to fight a losing battle in 
the end Liwan momentum To speed up the pace of the game, the game for the victory.  

4   Conclusions and Recommendations  

Basketball distinct rhythm, and the team is well-trained team members and the overall 
level is all about. His team skills and tactics of normal play and psychological 
adjustment to play an active role. The mainstream of the modern game of basketball, 
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and fully reflects the fast-paced, but it can not ignore the role of the slow-paced, this is 
a positive adjustment and transition. Rhythm and is closely related to many factors, it is 
necessary to raise the overall level of basketball training, basketball must be trained 
into the rhythm of basketball training as a whole, and to constantly improve the level of 
theory, a better understanding of rhythm in the game of basketball.  
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Psychological Conditions of the College Students  

in PE Department 
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Binzhou Medical University Mathematic Department, Shandong Yantai 264005  

Abstract. By methods of questionnaire investigations .this paper intends to make 
a preliminary research and analysis on the psychological conditions of the 
college students in PE Department. Which is about the two main question of 
mental health and mental disposition. It give a basis for providing specific 
education to suit individual cases. Strengthening the management and improving 
the teaching quality. 

Keywords: mental health, mental disposition. 

1   Introduction 

With the establishment of socialist market economy and rapid economic development, 
their mental state is also constantly changing and becoming more diversified situation. 
At present, students of sports psychology research is still rare. The topic to answer the 
questionnaire, physical education students on mental health and psychological 
conditions of psychological tendencies that made a more detailed investigation to 
understand. Through the analysis of survey materials, a preliminary understanding of 
their psychological condition. In order to strengthen ideological and political education 
of students, psychological education, improving teaching methods and teaching 
management to provide a theoretical basis. 

2   Research Subjects and Methods 

2.1   The Object of study 

Physical Education Grade Physical Education Majors 07,08 150 students, of whom 90 
boys, 60 girls, aged 20-24 years. 

2.2   Research Methods 

2.2.1  The Questionnaire Design "Mental Status Questionnaire" 150  
       Questionnaires. 147 Valid Questionnaires. 93.3% in 

2.2.2  Number of Questionnaire and Statistics on the Number of Management  
       Information, According to Statistics Required to Do the Processing 
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2.2.3  Literature: Read about Psychological and Theoretical Aspects of Sports  
   Literature, Magazines and Newspapers  

3   Results and Discussion 

3.1   The Mental Health of Students 

World Health Organization defines health as "the human body, mental and social best, 
rather than simply the absence of disease", that is that health is not just physical health, 
including mental health and social harmony. With the accelerated pace of reform and 
opening up, development of market economy, the increase in the amount of 
information dissemination, social competition, changes in the pace of life, one can 
stimulate the students of knowledge, enthusiasm and desire to become a useful person, 
on the other hand to bring students considerable psychological pressure. Some poor 
students often can not be self-regulating mental stimulation, can easily cause mental 
fatigue, poor attitude, that rhythm of cortical excitation and inhibition disorder. Many 
studies show that about 10% -30% of the students there are different degrees of mental 
health problems. Physical education students in both the common features of modern 
college students. At the same time as the special nature of the content of their learning 
in the physical and mental side is also showing some characteristics of its own. 

3.1.1  The Findings of the Questionnaire, Nearly 31% of Students Consider  
       Themselves Associated with Stress, Sources of Stress  
50% of graduation assignments, and economic difficulties, 10% each empty life, 
emotional stress, 14%, with more than stress, inevitably have a negative impact on 
students. That they have the mentality which accounted for 64% of inferiority, anxiety 
accounted for 18% of the state of mind. Cole had 17 million U.S. college students 
sample, 23.9% of the students showed an obvious psychological pressure. Pressure 
mainly from the "unemployment" and "spiritual crisis." My stress comes from the 
students a larger proportion of total emptiness of their lives, according to material 
reflects 52% of the students in the void when shopping, listening to music, and study 
only 29%, 15% go out drinking again, that I students a culture of learning needs to be 
strengthened, especially in today's market economy, human resources and as a 
commodity in the market competition, survival of the fittest inevitably produce. So 
should study hard, including the theory and technology in order to graduate as well as 
the allocation of future life in an invincible position 

3.1.2   According to Another Survey 65% of the Students to Keep Their Minds at 
        Ease, If Not Happy, They Have 62%  
Students are able to regulate their own, out of the woods. This is more related to the 
professional students. Sports medicine and exercise physiology study found that people 
in the movement of the brain can lead to a happy and release some endorphins the 
body's production of larger, faster speed, so the ability to meet the daily mental distress 
is relatively strong. In terms of interpersonal social relations, 65% of the students 
thought that a more coordinated relationship, 34% of students believe that in general, 
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Table 1. Psychological Health Statistics 
 

Survey 
questions 

Number Percentage% Survey questions Number Percentage% 

Spirit stress  

 
1:Graduation 
assignments 
 
2:Economic 
difficulties 
 
3:Emptiness of 
their lives 
4:emotion 
 
 
Inferiority 
Complex 
 
Anxious state 
of mind 
 
 
Emptiness of 
lives: 
 
1;Learning 
2:Shopping, 
listening to 
music 
3: Drinking 
4:make 
Friends 
 
Keep their 
minds at ease 

Sources of stress 
 46 

 
 
73 
 
26 
 
 
26 
 
22 
 
 
94 
 
26 
 
 
 
 
42 
77 
 
22 
6 
 
 
95 

31 
 
50 
 
18 
 
 
18 
 
14 
 
 
64 
 
18 
 
 
 
 
29 
52 
 
15 
4 
 
 
65 

Do not feel 
comfortable: 
 
1Talk to find his 
brother  
 
2Looking for 
friends to talk  
 
3Self-regulation  
 
 
Interpersonal： 
1 : More 
coordination  
2 : General  
3 Uncoordinated  
 
1：More than mild 
mental weakness 
2：More than mild 
mental disorder 
3 ： Mental and 
physical 
health-related  
4 ： Ideological 
education with 
psychological 
counseling  
5： the Importance 
of seting up 
psychological 
counseling  

 
 
1 
 
55 
 
 
91 
 
 
 
 
96 
50 
1 
 
 
28 
 
 
35 
 
117 
 
61 
 
 
 
128 

 
 
    1 
 
37 
 
 
62 
 
 
 
 
95 
34 
 
 
 
19 
 
 
24 
 
80 
 
42 
 
 
 
87 
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significantly higher than that in this regard non-sport students. We know sports and 
competition, especially in some team sports on the relationship between athletes and act 
in harmony and coordination of high demands, and in competition or training, the team 
members can achieve tactical and technical understanding co-ordination, and their 
mutual relationships is directly related to coordination. A lot of practice has proven that 
athletes or a sport between the groups in the coordination of relationships whether 
exercise directly affects their level of technology to improve athletic performance and 
the acquisition, we can see their sport specific requirements, but also exercise and the 
psychological development of their ability.  

3.1.3   Students Faced with Life Choices, Prone to Psychological Disorders.  
       College Students Suffering from Mental Weakness Than 
Cases as well. It is due to excessive tension in the brain dysfunction caused by 
excitation and inhibition of disease. The spirit of psychological factors in the conflict 
over the ability of the system to withstand the limit, it will lead to a breakdown. Jiangsu 
Province, the decade 1978-1987 University of the twelve were systematically 
investigated. Drop out rate due to illness rose from 1.9% to 6.5%, of which mental 
illness, mental disorder among the top place. In 1998, acceptance of the Tianjin 
Physical health statistics, the city's fifty thousand students in more than 16% in 
different degrees of mental disorders, about eight thousand students of psychology 
unhealthy. According to the survey 19% of material reflect more than the students with 
mild mental decline and 24% more than the students with mild mental disorder, which 
is a figure can not be ignored, that the mental health of college students sports low level 
of students in colleges and universities mental health. 80% of the students thought that 
mental health and physical health-related, 58% of the students that different ideological 
education and psychological counseling, or 42% of students believe that the same, 
indicating that students and thoughts on education, psychological counseling is not 
clear enough understanding. The results of this study to the management of schools and 
students such a problem that in strengthening the ideological education of students and 
moral training at the same time, the mental health of students should not be ignored. 
The root of the problem caused by different solutions adopted by different means and 
methods to better guide and help achieve targeted. The premise of doing this work is the 
officer must have some psychological knowledge, especially basic knowledge of 
mental hygiene aspects, should also acquire a certain amount of psychological control 
and treatment techniques. Only in this way can the training, education, management of 
students in the process, the ability to detect differences between the correct and 
scientific "psychological problems" and "moral issues" to truly take preventive 
measures. Counseling can not be attributed to a way of ideological education, 
psychological counseling can not attributed to a way of ideological education, not only 
can psychological counseling as unhealthy psychological approach. Consulting 
Psychologists Li Siman said the U.S. "advisory is to assist the process through 
interpersonal relationships, educational process, and the growth process." 87% of the 
students that the Faculty has established sport psychological consultation is necessary, 
that students recognize the significance and importance of psychological counseling. 
Through psychological counseling to help students develop mental potential, enhance 
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the ability to adapt, improve relationships, improve quality of life. The above 
description of college students in the Sports Institute of Psychological consultation to 
help them scientific and effective regulation of psychological problems, to adapt to 
students learning and life is very necessary and urgent.  

Table 2. Statistics survey of psychological tendencies 

 

3.2   The Psychological Tendency to Regard the Students  

3.2.1 student interest  Interest is the positive perception of a thing or psychological 
tendency to engage in certain activities. This tends to pay attention and emotion in close 
contact with, which always give priority attention to certain things and have feelings of 
longing. Students interested in physical education is very broad, according to materials 
reflect, sing, dance 13%, movies, video 17%. In contrast, the proportion of students 
prefer to learn only 10%. To give people the feeling of playing heavy heart. 
Professional knowledge of the breadth and depth of the better basic conditions for 
professional work. Therefore, we should strengthen the ideological education of 
students so that they become a high theoretical knowledge.  
3.2.2 students need Need is the basis for generating motivation, but motivation is to 
promote all activities of the internal motivation of students, is the personality and 
enthusiasm of the internal sources, it is the cause of human behavior and the behavior of 
people toward a certain goal, in order to their own satisfaction, the results from the 
survey analysis, full of students learning to improve professional standards is the first 
requirement, accounting for 48%, followed by 24% to make close friends, once again, 
18% of the rich leisure life. Other 10%, indicating that students realize that I learn. It is 
not difficult to see, along with social development, in particular the establishment of a 
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market economy, the value orientation of students and social needs of the great changes 
taking place, how to guide students to correctly understand the social division of labor 
and social integration, that is, raising the level of sports professionals, but also to 
improve social needs of a variety of ability is very important.  
3.2.3 student aptitudes Students learn professional and personal goals of relevance. 
Students have learned from the material to see exactly the same profession and 
inclination, and relatively consistent 60%, indicating that most students choose 
physical education is more in line with the aspirations of individual interest. While 40% 
of the students selected professional and personal inclination is not exactly the same, 
indicating that this part of the PE students are forced to choose so to do, most of them 
turned out to be learning science and engineering, cultural performance is better, but up 
to less than the minimum score of science and engineering, had to temporarily find a 
way out, although personally do not like sports, but after a "crash course" just to 
achieve a minimum score of sports, they were admitted to the higher cultural 
achievements of professional sports. Most of these students physical education and 
overall physical fitness poor skills base, plus do not like or even hate sports, to 
professional teaching in more difficult, facing this part of the students and the future of 
the extensive needs of the market economy, schools and teachers should through 
ideological education and strict organization of teaching, scientific selection tools and 
methods of teaching. Students interested in this part of the professional learning guide 
to learn the sport.  
3.2.4 students graduate destination Department of Education is primarily a sports 
training physical education teachers and special education all kinds of sports talent, 
training objectives very clear. 52% from the survey reflect the students graduate, hope 
to find a good job. However, due to the different values of individuals, each person in 
the eyes of the "good" work vary widely, especially with the development of market 
economy and the distribution mechanism of the adjustment, social distribution become 
more inclined to "hard work and" the principle of fairness, therefore, to education 
students to recognize the return of the community mainly depends on individual 
personal contributions to the community, and be rewarded. 40% of the students to 
continue their studies, students should be given for this part of the understanding and 
support, as far as possible to create certain conditions for them to meet their needs for 
knowledge, for the country develop a higher level of talent. With economic 
development, the high degree of social increasing demand, high-level talents in the 
field of sports is no exception. That society is progressing, personnel standards are 
improved.  

4   Conclusions and Recommendations  

4.1 The study's findings show that the Mental Health Physical Education Department's 
overall mental health of university students was lower than the average level of mental 
health problems show different professional institutions of higher learning in our 
universities have a certain universality, so Institute of Current Psychological 
Counseling in sports it is very necessary and urgent.  
4.2 Physical Education Department in the mental health of students tend to stress and 
psychological problems and needs of students interested in the results of analysis 
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showed that poor students active learning culture must be strengthened, otherwise it 
will cause difficulties in school and usually assigned a "spiritual crisis" .  
4.3 Physical Education Department in the mental health of students interpersonal and 
self-regulation is better, there a high level of health, their learning is directly related to 
the special nature of the content.  
4.4 Most of the students selected professional and personal hobbies and interests, 40% 
of students with different aptitudes and selected professional schools and teachers must 
be thinking, psychological education, science teaching methods and methods of 
selection, guiding them to the sport of professional learning in the past. 52% of students 
eager to find a satisfying job after graduation, 40% of the students to continue their 
studies, the school should try to guide them correctly and create favorable conditions 
for the pursuit of new knowledge to meet their needs. I believe that this will greatly 
change the students attitude towards learning, improve student learning initiative.  
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Abstract. The use of wavelet transformation in detecting transient impact signal 
is mainly discussed in this paper. It has been validated through experiment of 
axletree’s rolling body broken. For standard cycle broken signal, we can’t find 
out its obviously frequency on frequency spectrum, but wavelet transformation 
can large particular signal which contained malfunction. The result will be 
known quickly from it. So wavelet transformation fit to detect transient 
abnormality signal in natural signal. 

Keywords: signal processing, wavelet transform, MATLAB, signal’s detection. 

1   Introduction 

For the moment, technology of diagnose malfunction mainly based on Fourier 
transformation, so the essential contradiction of Fourier analysis on time domain and 
frequency domain will be faced, and that stationary signal is a precondition for Fourier 
analysis, but most of broken signal in control system is contained in transient signal and 
time-varying signal. Time and frequency analysis can offer both signal and variational 
degree of signal in some time. This is a new method named scale analysis to analyse 
signal. This method inherit idea of Fourier analysis to use harmonic function as primary 
function in order to approach random signal. At the same time, primary function of 
wavelet analysis is a series function of its scale can be transformed. This make wavelet 
analysis have good characteristic of time-frequency positioning and ability of signal 
self-adaption. So it can be used to decompose all kinds of time-varying signal, no 
distracter. So wavelet transform can be used to detect and  fault diagnosis technology 
for control system in mechanical equipment. 

2   Statement of Problem 

In actual fault diagnosis system for control system, especially in abundant impact 
signal, signal characteristic of frequency is very important in random time, for example 
reciprocating machinery, axletree in running period, and so on. A result is concluded 
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wavelet transform is a set of filter, be made of a low-pass filter and a series of band-pass 
filter. Through these filters, input signal is split different frequency, include high 
frequency and low frequency. High frequency can show detail, low frequency can show 
general, but signal character is not changed in time. Because axletree’s fault is usually 
transient impact belong to periodic signals in rotary machine, obviously frequency is 
not found on frequency spectrum, but wavelet transform which can depict signal’s local 
quality through multi-resolution can show its transient abnormal phenomenon imbed in 
normal signal. 

In many literatures, signal local character is detailed by Lyapunov exponent, form of 

Lyapunov exponent follow as: 

1,)()( 00 +≤<≤+−+ nnAtftx n βδδδ β

                    (1) 

where β  is Lyapunov exponent of signal )(tx  at time of 0t , )(tf n  is polynomial 

of degree n across )( 0tx , δ  is a submin-measure. 

At scale ja 2= ，if inequation (2) exist, then 0τ  is called local maximum of 

model under scale of wavelet transform 
ja 2= . 

   
),(,),(),( 000 στσττττ +−∈≤ aWTaWT xx                  (2) 

),( 0τaWTx  is maximum of module  of wavelet transform. Lyapunov exponent β  

of signal )(tx  and maximum of module of wavelet transform is satisfied with 

expression of (3), 

jKLogaWTLog x βτ +≤ 22 ),(
                        (3) 

K  is a constant about wavelet basis. Therefore we obtain a relation between scale of 

wavelet transform ja 2=  and Lyapunov exponent, as well as evolution between 

ja 2=  and transform )( j
kd  

Where β >0, maximum of 
)( j

kd  will increase along with scale a , where β =0, 

maximum of 
)( j

kd  will immovability, where β <0, maximum of 
)( j

kd  will decrease 

when scale a  increase. 
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From that，we know vibratory signal effects wavelet coefficient 
)( j

kd  more at 

bigger scale a . And that noise effects 
)( j

kd  more at scale a  less. So we can 

transform vibratory signal with noise, in order to separate vibratory signal and noise, 

and enlarge noise, then use proper measure to filter every subband signal. 

3   The Actual Application of Wavelet Transform 

Axletree is the most important components in rotary engine. Hardware of axletree will 

strike scathing dot seasonal when axletree appears local scathe in loading operation, a 

series weakening shake will come into being, frequency of happening weakening shake 

is malfunction character frequency. We can detect axletree malfunction and position 

through malfunction character frequency . 

Experimental design: An acquisition system for experimental data is established on 

a monitoring system about reducer experiment. Reducer’s fact running state is 

simulated, control system is master of its ride, change its all kinds of status, monitoring 

system complete gather sample data. Local malfunction of axletree is put up, 

malfunction frequency will be calculate from (4): 

io fff −
−

=
βα

βαα
22 sinsin

sinsincos2

                      
(4) 

α  is contact angle of coniform ball bearing and outer-race ball track, β  is contact 

angle of coniform ball bearing and in-race ball track, of  is gyro frequency of outer race, 

if  is gyro frequency of inner ring.  

In expression α =15.5°, β =12.5°, based on experimental data, character frequency 

of malfunction is calculated: 

Hzf 19.238=  

4   Simulation 

Utilize MATLAB programme simulate, result of wavelet transform is proved. Through 

10000 Hz sampling, axletree rolling body malfunction signal is analyzed and refine.  
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Fig. 1. Malfunction signal of axletree rolling body 

Fig 1 is the time domain oscillogram, we can’t know if malfunction is exist from it.   

Use 10 db orthogonal wavelet basis to analyze signal of Fig 1, four layer wavelet 

detail signal is obtain, look Fig 2. Through Hilbert envelope and spectrum analysis to 

the first detail signal, we will see Fig 3. 

From Fig 3 we find special frequency exist at 200Hz- 250Hz, contrapose to 

malfunction character frequency, we know axletree malfunction happened. 
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Fig. 2. Result of wavelet decomposition 
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Fig. 3. Power spectrum of rolling body malfunction  

5   Conclusion 

Taking advantage of wavelet analysis to transform detecting signal, then reconstruct 
signal having fault character, in order to demodule and refine frequency analysis. It has 
been found a good method. To the quasiperiodic signals in rotary mechine. malfunction 
frequency can’t be found obviously on frequency spectrogram, then wavelet 
transformation can enlarge detail of impulse signals, malfunction can be found quickly, 
contrast this frequency and malfunction frequency under all kinds of circs, we even find 
malfunction position. 
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Abstract. Log-based Network Monitoring System was researched and designed 
for network security which is aimed at gathering and counting device logs, and 
at the same time, persisting the final results of the analysis to provide network 
traffic and intrusion detection and the generation of other relevant reports. 
LNMS consists of log receiver, log processor, report engine, report scheduler, 
Web Services interface and web application. 
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1   Introduction 

Computer network technology with the Internet era has been a rapid development and 
application, people can get more and more network resources and services. Along 
with the increasing number of packets of network services, a variety of network 
vulnerabilities which are targeted by hackers and viruses are transmitted into the 
network. Therefore, the monitoring of the network has become one of  the key issues 
in network management. Network monitoring is aimed to provide network managers 
the way to analyses statistical information of network traffic and intrusion detection, 
in order to improve security protection and contribute to better use of network. 

Network monitoring, in terms of  basic functions, typically include three aspects: 
(1) total network bandwidth usage (easy to analyze the network using the peak traffic 
bottlenecks, usage of various services and other issues); (2) intrusion detection; ( 3) 
user-defined situation monitoring. 

Network monitoring system is mainly implemented in two ways: (1) based on 
packet capture technology; This technique is also known as network sniffer (Sniffer), 
it captures all the network packets and analyzes the data and provide statistical 
conclusion; (2) Gateway-based log analysis technology. This method is combined 
with the gateway device, this technology analyzes the logs from the built-in firewall. 

User's internal network is usually connected through the gateway device and 
connected Internet, the gateway device is usually built into the network packet 
processing system and firewall systems, by analyzing and filtering through the 
gateway and provides corresponding log that includes network traffic, intrusion 
detection and other information, the log reflects the basic situation of the current 
network, all network data is concentrated. Therefore, we can build a log-based 
analysis of network monitoring system (Log-based Network Monitor System, 
LNMS), by acquiring and analyzing these logs to achieve the purpose of network 
monitoring [1-2]. 
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2   LNMS General Design 

2.1   LNMS Design Goals 

LNMS is based on the device logs the network monitoring system by analyzing the 
log generated by the firewall in the gateway device, it generates the final status of the 
network with various statistics and reports according to user’s needs which 
determines the system's basic design goals: (1) system functions to support multiple 
network devices, with Disassembling and configurable, each module can be 
individually configured and loaded, meanwhile its core functions  are called by other 
applications; (2) system compatibility, stable running, easy to install,  friendly use; 
(3) supports a variety of modes, not only as a standalone application, but also to 
provide external interfaces ; (4) The current system needs to support several common 
log format, and the need to fully consider the possible future of the other log formats 
for easy system upgrades [3]. 

2.2   LNMS Functional Design 

LNMS as an independent system, needs to provide the following functions: (1) user 
management function, the practical application of LNMS access is limited, different 
levels of users can access different functions; (2) system backup and recovery 
function, the system will backup stored data to prevent system crash while cause data 
loss, mean while  a recovery feature that enables a system restore to the point of 
working condition; (3) data import and export functions, it can use the existing log 
into the LNMS, it can export data to a general format file as well which is compatible 
to other applications in the system; (4) report customization capabilities, according to 
the user's requirements the system can generate customized reports  and send to the 
user at a specified time; (5) the system configuration, LNMS have many operating 
parameters to be configured, and therefore a corresponding module is required; (6) 
External interface functions, to provide Web Services, EJB, etc. to facilitate the 
interface with other systems of communication and integration. LNMS general 
structure is shown in Figure 1 [4]. 

 

Fig. 1. LNMS general structure diagram 
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According to the system frame diagram, it is shown that the LNMS system consists 
of the following function modules: 

(1) log receiver module (Log Receiver): responsible for receiving all kinds of logs 
from the device and redirects to the log file; 

(2) log processing module (Log Processor): responsible for receiving the log from 
the computer where log receiving program bases, statistically analyzing log files , and 
finally achieving persistence; 

(3) report generation engine (Report Engine): is responsible for the generation of 
all kinds of statistical reports, which is stored in pdf, rtf, html, csv formats; 

(4) scheduling module (Report Scheduler): responsible for tasks such as scheduling  
generation and delivery of  back end reports; 

(5) Web Application: is responsible for foreground applications based on J2EE 
architecture; 

(6) Web Services Module: is responsible for providing the interface to 
communicate with other systems. 

3   LNMS Detailed Design and Implementation 

3.1   Log File Access 

Network devices logs are sent to the computer where the log receiving program is in. 
However due to the fact that log receiving part and log analyzing part may not be on 
the same computer in real practice of LNMS, accessing log files from the computer 
where the log receiving program is in needs to be done first  in order to analyze the 
log. Getting log process used by LNMS is shown in Figure 2. 

 

Fig. 2. Getting log process of LNMS 

3.2   Log File Analysis 

After log file is downloaded to local by the log file getting thread, it is processed to 
the analysis module and the analysis results will be stored into database [5]. 

3.2.1   Log Format 
Log is the local system input, which is the direct source of all information of systems, 
therefore, it is essential thoroughly analyze logs of varying formats from devices. The 
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current log formats have three kinds: Syslog, Traffic log and WELF, and the Syslog 
log format used here is defined by the RFC3164 format as follows: 

<PRI> Mon dd hr: mm: ss hostname src = "srcIP: srcPort" dst = "dstIP: dstPort" 
msg = "message" note = "note" devID = "mac addr" devType = "ZW70" cat = 
"category " 

Seen that the log format consists of 10 fields, including: (1) PRI indicates priority 
value; (2) Mon dd hr: mm: ss indicates the time when log is generated from device;  
(3) Hostname indicates the device name; (4) src indicates the source IP address and 
port number of the network event corresponding to the log; (5) dst is the destination 
IP address and port number; (6) devID indicated the last six digits of the device's 
MAC address; (7) devType indicates the device type; (8) cat indicates log type, which 
is a key field in the first analysis, with possible values such as "System Maintenance, 
Remote Management" "System Errors" "Access Control, TCP Reset, Packet Filter", 
etc. ; (9) msg and note indicate the specific content of the log, corresponding to the 
second and third layer analysis, which is the main body of system log analysis. 

3.2.2   The Log Analysis Purpose and Prototype 
Log which is obtained from device, contains the basic information of IP layer data 
stream, but what is received is a continuous string, therefore, log analysis is required 
to extract useful fields and achieve persistence. As the amount of logs obtained from 
the device is very large, a deeper analysis of the log has to be done after initial 
treatment but before persistence, in order to merger the logs and have preliminary 
statistic, which will reduce the number of visible log in the reporting engine [5]. 

The merging of the logs includes firstly log initial treatment of classification; then,  
merging the log information (cumulative of data flow number of events and other 
information ) which has have the same source and destination addresses in the 
smallest statistical unit of time. Web traffic, for example, has the minimum statistical 
time unit of hour, therefore for those logs related to Web traffic, logs with the same 
source and destination address in the same hour will be merged, and only one relevant 
logs will appear on the summary report after merging. After initial statistics and 
combination, the amount of data storage in the summary report is far less than the 
amount of the original log.  

3.2.3   The Methods of Log Analysis Implementation 
Log processing uses a two-layer analysis. First of all the classification of log is 
achieved according to cat key fields, and then detailed analysis is carried out 
according to msg and note fields. Regular Expression is a powerful tool in pattern 
matching and replacement which is frequently used in lexical analysis programs and 
the use of regular expressions greatly contributes to simplification of the writing of 
string operations codes. 

Basically the first layer analysis separates various fields in the information of IP 
layer from the log (such as source IP address and port number, destination IP address 
and port number, time, traffic and other information) and store the results in the 
database; The analysis results is the second layer input, the second layer analysis calls 
the corresponding rules for analysis based on the specific values of each field. 
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The various log fields have been separated in the first layer, and the specified 
category of the log content is distinguished based on cat field in the second layer; 
then, according to the cat field, corresponding software are called to analyses. Msg 
and note fields in the result of first layer are the main input into the second layer, 
since msg and note fields contain more detailed log information, such as the specific 
method of the invasion, the login user name and other information. After the second 
layer of analysis, the analytical results is compared with the original data in the 
database , and the operation of merging is carried, when the initial statistics of the log 
is achieved [6]. 

3.3   LNMS Core Reporting Features 

System report includes eight areas: (1) real-time monitoring of network traffic flow 
and a variety of real-time monitoring of network services; (2) Web site visiting 
records; (3) filtration of report for visiting to illegal Web sites; (4) a variety of 
commonly used Web services use records; (5) a variety of user-defined traffic 
monitoring; (6) intrusion detection analysis records; (7) error packet records; (8) 
equipment visiting records. 

Analysis and statistic need to be carried out in varying ways taking consideration 
of users’ requirement, such as user rankings, site ranking, site names, time 
granularity, the time frame and other specified conditions. Users are able to freely 
combine these statements to generate reports. Report generation module is the one of 
the core parts of the structure which is shown in Figure 3. 

 

 

Fig. 3. Reports module 

Report generation module consists of statistical data generation part and report 
generation part, where the former one is responsible for statistical data collection and 
generation, and the latter is responsible for generating report out based on the 
statistical data and configuration files. 

LNMS system is structured based on J2EE, and implemented by using MVC 
pattern of Struts. In the design process the system configuration module, the user 
management module and the system's external interface with other modules have also 
been fully considered. 



320 L. Zhang 

4   Conclusion 

In this paper, the network monitoring system implementation techniques are 
discussed, and based on log analysis techniques a LNMS networking monitoring 
system has been designed and implemented, which uses Java technology, EJB 
encapsulated core function module with high degree of modularity and portability, to 
achieve a good structure. Using gateway log as data source is the main innovation in 
LNMS, and improving performance has been shown by experiments compared with 
traditional technologies of packet capture, while future research in how to support 
more log formats is still to be done.  
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Abstract. A kind of composition and architecture of mobile phone signals 
monitoring and shielding system were introduced. The work principle of the 
system in this kind of architecture was provided. The key technology and 
implement methods in research process were analyzed. The prototype was 
developed and the experiment results as well as analysis were given. The results of 
experiment and application show that this kind of mobile phone signals monitoring 
and shielding system could preferably realize the monitoring and shielding function 
in special locations where mobile phones are not allowed to use.  
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1   Introduction 

With the rapid development of communication technology, mobile phones have 
become indispensable to people's daily life and work as an important auxiliary tool. 
According to statistics, at the end of 2010, mobile phone number has reached 600 
million or so in China. However, there are some issues can not be ignored with 
extensive use of mobile phones: 

(1) Being a new leak channels to the security information. with the development of 
science and technology, positioning, tracking and surveillance to mobile phone have 
become important means of reconnaissance. In 2000, an report from the EU pointed 
out that a code-named "Echelon" global electronic eavesdropping detection network 
system established by the United States National Security Agency, has been stealing 
the intelligence and lead to at least twenty billion Euro business losses for the EU. 
This intelligence gathering is the main form of mobile communications content 
filtering monitor. 

(2) becoming the new noise sources, interferes with the normal working order. 
Increasingly serious ring tone pollution make public places such as conference room, 
courts, libraries, schools and so on further environmental degradation, affecting 
people's normal work; In addition, many cell phone signal interaction of 
electromagnetic radiation has become another important source of pollution in 
everyday life. 

(3) Being a new criminal means, threat the social harmony and stability. In some 
occasions, mobile phones have become tools for criminals to commit crimes, such as, 
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some opportunistic people use mobile phones for cheating, and terrorists detonate 
bombs using mobile phones. 

The development of cell phone signal monitoring and shielding systems can 
effectively solve these problems. A kind of composition and architecture of mobile 
phone signals monitoring and shielding system were introduced in this paper. 

2  Composition of  Mobile Phone Signals Monitoring and 
Shielding System 

Mobile phone signals monitoring and shielding system consists of mobile phone 
signal detectors, phone signal jammers, sub-station and host computer with control 
management software. The system workflow is: Open the cell phone signal detectors, 
then they will be in monitoring state, when abnormal signal detected within the 
deployment area (some illegal use of communications equipment), the detectors judge 
the signal frequency and the corresponding alarm information uploaded to the sub-
station, sub-station management information and according to corresponding alarm 
information to start the signal jammers to block signals in deployment area, at the 
same time alarm information will be uploaded to the host computer, the host 
computer automatically displays the installation location of alarm detector and stored 
the alarm information in database, and remind monitor treatment to staff. Architecture 
of automatic monitoring and shielding system was shown in Figure 1.  

 

Fig. 1. Composition of mobile phone signals monitoring and shielding system 

2.1   Mobile Phone Signal Detectors  

Mobile phone signal detectors require accurate detection of CDMA, DCS, PHS and 
other mobile phone signal, when detects mobile phone signal give out alarm 
information to the sub-station. The working principle (shown in Figure 2) are: the 
wireless signals received by the antenna are filtered and amplified to give field 
strength meter circuit, field strength meter circuit output corresponding DC signal, the 
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signal is amplified and sent into the microcontroller for determination and 
comparison, when the value is higher than the alarm value, the microcontroller give 
out alarm information to the sub-station. 

 

Fig. 2. Schematic of mobile phone signals detector 

2.2   Phone Signal Jammers  

Known by the mobile communication principle, mobile phones work in a certain 
frequency range and link to base station by radio waves, and use a certain baud rate 
and certain modulation for data transmission. In response to this communication 
means, phone signal shielding can be realized by scanning on certain speed from the 
low frequency to high frequency, then the interference will be gathered in messages 
received by the mobile phone. Interference signal make phone communication in this 
frequency range can not detected correctly the base station data packets, and thus can 
not establish a connection with the base station, the final performance to mobile 
phones were search network, no signal, no service system, and so prevent a normal 
mobile phone registration will eventually blocked the normal phone communication 
functions. 

Mobile phone signal jammers need to shield signals include: a) 800MHz CDMA 
down; b) 900MHz GSM down; c) 1800MHz DCS down; d) 1900MHz PHS and 3G 
mobile phone down; e) 2100MHz 3G down. To achieve cell phone signal shielding two 
ways can be used: (a) active shielding methods; To interfere the normal receive mode of 
Mobile phones, continuous band downlink frequency signals was transmitted from 
jammers. In this way the actual circuit is relatively simple, and has good shielding 
effectiveness. But the continuous emission of interfering signals will cause a certain 
degree of electromagnetic pollution and waste of energy. (B) passive shielding means. 
Use cell phone signal detectors to receive real-time signal, when the detector receives a 
protective response within the signal transmitted by the phone, inform the base station to 
start shielding device, launch the corresponding frequency interference signals, the 
phone can not communicate properly. The system used in the second option. 
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Circuit consists of five groups of the same signal circuits, and its structure is the 
sawtooth wave generating circuit into a corresponding production ramp, drive VCO 
circuit produces a corresponding frequency signal, the frequency signal output by the 
amplifier AMP as an effective interference signal, the final antenna radiation to a 
specific spatial range (Figure 3).  

 

Fig. 3. Schematic of mobile phone signals jammer 

2.3   The Sub-station and Control Console  

(1) Sub-control management station 
This section includes the ARM chip, external memory chips and liquid crystal display 
screen, and have functions of system information detection, monitoring state 
information storage, signal control, driving liquid crystal screen and displaying 
system status, communication with host control computer, etc.  

(2) The control console   
The control console worked with the mainstream PC and installed special software 
designed for this system, online communicate with the sub-control management 
station for receiving ,sending and storing the status information, and prompt the staff 
on duty when alarm. The software was developed with visual RAD (Rapid 
Application Development) tool Delphi, database using new version Microsoft's 
launch of the SQL Server database management system. 

3   Key Technologies and Implementation  

3.1   Detector Sensitivity and Immunity Problems 

In this project, cell phone signal detectors require accurate detection of CDMA, DCS, 
PHS and others, up to 5-band cell phone signals, the frequency range from 800MHz 
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to 2.1GHz, and not continuous, so the detector use classification methods to detect, 5-
way independently electrical part to provide the detection function. A reasonable 
package of these five independent circuits and under the premise of ensuring a high 
sensitivity to improve anti-jamming capability is one of the key issues to be 
addressed. System uses the modified Kalman filter [1,2] and other software and 
hardware anti-jamming technology to solve the interference problem in systems 
integration. 

3.2   Electromagnetic Compatibility of the Jammers 

To play a role in shielding, jammers need to transmit interference signal, continuous 
emission of jamming signal would cause a certain degree of electromagnetic pollution 
and waste of energy [3]. Reasonable control algorithm for making jammers keep 
phone signal shielding within a certain time and a certain space is another key 
problem. 

3.3   The Positioning of Mobile Phone Calls 

Under direct wave environment using multidimensional scaling method (MDS) and 
non-direct wave environment using Time of Arrival (TOA) and angle of arrival 
(AOA) measurement enhanced location method [4,5], and with multi-sensor to 
achieve fast, intelligent positioning of phone calls is another key issues and 
innovation of project studies. 

4   Experimental Results and Analysis 

Table 1 shows the typical experimental data of the system application in a prison. 
Data show that: (1) phone signal around special place shielding and monitoring can be 
achieved by the development of this a mobile phone signals monitoring and shielding 
system; (2) anti-jamming capability of mobile phone signal detectors to be further 
improved; (3) integrated use of monitoring data for phone calls positioning algorithm 
could be improved.  

Table 1. Resulting data of mobile phone signals monitoring and shielding system experiment 

Observation time Get signal times Effective signal 
times 

Shielding rate Hardware 
response 

time 
4 weeks 23 times 18 times 100% <1s 

Software average response time Software positioning accuracy rate 
1.2s 67% 

5   Conclusion 

Phone signals monitoring and shielding system is a complex system of hardware and 
software work together, and it's difficult to develop. A kind of composition and 
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architecture of mobile phone signals monitoring and shielding system were 
introduced. The work principle of the system in this kind of architecture was 
provided. The key technology and implement methods in research process were 
analyzed. The prototype was developed and the experiment results as well as analysis 
were given. The results of experiment and application show that this kind of mobile 
phone signals monitoring and shielding system could preferably realize the 
monitoring and shielding function in special locations where mobile phones are not 
allowed to use. 
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Abstract. The effects on TiO2（Degussa P25）photocatalytic reduction of 
Cr(VI) under visible light, using methanol, methanal and formic acid as electron 
donors were investigated. The results showed that the photocatalytic reduction 
of Cr(VI) could be encouraged by methanol, methanal and formic acid. The 
fastest rate of Cr(VI) photoreduction was observed in the presence of formic 
acid followed by methanal and methanol. Cr(VI) could hardly be reduced by 
TiO2 without electron donors. The conversion percent of Cr(VI) was 100% 
using formic acid as electron donors after 80 min. For the methanal and 
methanol systems, the conversion percent of Cr(VI) were 93.62% and 22.69% 
after 6 h, respectively. 

Keywords: TiO2, electron donors, visible light, photocatalytic reduction,  
Cr (VI). 

1   Introduction 

Heavy metal ions can not be degradated and they will be in environment for a long time. 
On the other hand, heavy metal can make creature disease through bioaccumulation and 
bioenrichment. So people have been trying to find method for heavy metal ions 
removing. Neutralization, electrolysis, chemical oxation-reduction, extraction, 
adsorption, precipitation, ion exchange, membrane separation, elution, electrodialysis etc. 
were often used for wastewater containing heavy metal ion treatment[1]. These 
techniques can play a role more or less. However, the effectiveness for wastewater 
containing low concentration heavy metal is reduced. Moreover, most of these 
technologies are simple physical separation process, and pollutants did not really change 
into virulent or harmless substance. It is easy to cause secondary pollution[2]. 

TiO2 is paid more attention to eliminating environmental pollutants in recent 
years[3-5]. It is high oxidation power, low energy, low price, easy availability, non-
toxicity. Especially using in low concentration wastewater treatment, its advantages is 
more outstanding[6].  

The efficiency of photocatalysis will be lowered by the recombination of 
photogenerated electron and hole. The recombination could be restrained when 
electron donors used as scavenger of hole were added into and the efficiency of 
                                                           
* Corresponding author. 
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photoreduction reaction would increase. On the one hand, inorganic heavy metal ions 
and organic pollutants together are in ctual pollution systems usually and many 
organic pollutants are excellent electron donors in the waste water. Therefore, it is of 
great importance that the combination between the reduction of toxic heavy metal ion 
and the oxidation of organic pollutants oxidation through TiO2 photocatalysis 
technology. On the other hand, the photocatalytic reaction is a group of related 
oxidation reduction process in essence. If metal ions used as electron receptor and 
organics used as electron donor are coexistence, the reduction reaction and oxidation 
reaction might promote mutually[7]. All the research about the effect of electron 
donors on the TiO2 photocatalytic reduction reaction were carried out under 
ultraviolet light irradiation. In this paper, the effects on TiO2 (Degussa P25) 
photocatalytic reduction of Cr (VI) under visible light irradiation, using methanol, 
methanal and formic acid as electron donors were investigated.  

2   Experimental 

2.1   Chemicals and Instruments 

Degussa TiO2 powders (BET area 50 m2g-1; anatase TiO2 accounted for 80% and 
rutile TiO2 accounted for 20%) were used as the photocatalyst. All the chemical 
reagents were analytical reagent and used as received. Distilled water was used 
throughout the experiment.  

The LED (blue, wavelength range 450~475 nm, shenzhen lanbaoli photoelectric 
technology Co. Ltd) was used as the source of visible light. The concentration of Cr 
(VI) was determined by 721 spectrophotometer (shanghai precision and scientific 
instrument Co. Ltd). KDC-160HR high speed freeze centrifuge (Keda innovation Co. 
Ltd) and acidometer (HI98130, HANNA) were used through out the experiment. 

2.2   Analysis and Characterizations 

The concentration of Cr (VI) was determined by using the diphenyl carbazide 
colorimetric method at 540 nm (GB 7466-87, Standards of China).  

2.3   Photocatalytic Reduction of Cr (VI) 

The photocatalytic reduction of Cr (VI) was carried out in a cylindrical glass vessel, a 
3w LED used as the source of visible light, which was positioned alongside the 
vessel. TiO2 (0.04 g) was suspended into 40 mL aqueous solution of Cr2O7

2- (10 mgL-

1) with the addition of electron donors (methanol, formaldehyde and formate). Prior to 
irradiation, the suspension was magnetically stirred in the dark for 30 min to ensure 
the establishment of adsorption-desorption equilibrium of electron donors on TiO2 
surface. After equilibration, the concentration of Cr (VI) was measured and taken as 
the initial concentration (c0). Then the LED was opened, 2.5 mL solutions were 
sampled at appropriate time intervals. The samples were centrifuged immediately at 
6000 rpm for 10 min and filtered through 0.45 μm filter. The filtrates were collected 
and analyzed. The reaction mixture was maintained in suspension by using a magnetic 
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stirrer. Duplicate were carried out for each test, and the relative standard deviation 
was generally less than 5%. 

3   Results and Discussions 

3.1   The Photocatalytic Reduction of Cr (VI) in Methanol/TiO2 System 

Cr (VI) could not be photoreduced by TiO2 in the absence of methanol after 6 h under 
visible light irradiation. The Cr (VI) conversion was raised markedlly when methanol 
was added into system. As shown in fig.1, Cr (VI) conversion was raised gradually 
with the initial concentration of methanol increasing. When the initial concentration 
of methanol was 100 gL-1, the Cr (VI) conversion could amount to be 94.71%. So the 
Cr (VI) conversion could be improved by increasing the concentration of methanol 
and it  tended to increase more  

 
Fig. 1. Effects of methanol concentration on Cr(VI) conversion Co(Cr(VI))=20 mgL-1, TiO2:1 gL-

1,initial methanol concentration:(1) 0.5 gL-1 (2) 1 gL-1 (3) 5 gL-1 (4) 10 gL-1 (5) 15 gL-1 (6) 20 
gL-1 (7) 25gL-1 (8) 50 gL-1 (9) 100 gL-1 

 
Fig. 2. The photocatalytic reduction of Cr(VI) kinetics curve in different initial concentration of 
methanol aqueous solution 
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Co(Cr(VI))=20 mgL-1, TiO2: 1 gL-1, initial methanol concentration: (1) 0.5 gL-1 (2) 1 gL-1 (3) 5 
gL-1 (4) 10 gL-1 (5) 15 gL-1 (6) 20 gL-1 (7) 25 gL-1 (8) 50 gL-1 (9) 100 gL-1 apparent when 
methanol concentration was lower. The trends of photocatalytic reduction of Cr (VI) 
were same for the different concentration curves: the initial reaction rate was faster, 
but as time went on, it gradually decelerated. It was most probably attributed to that 
Cr(VI) was reduced to Cr (III). Then Cr (III) was deposited on the surface of TiO2 in 
the form of Cr (OH)3, which covered the surface catalytic active site and resulted to 
reducing the activity of TiO2 [6]. 

The kinetics curves of the photocatalytic reduction of Cr (VI) in different 

concentration methanol/TiO2 systems could be seen in fig.2. The photocatalytic 

reduction of Cr (VI) conformed to the first-order kinetic equation, which can be 

expressed as  

                          Ln （C0 / Ct） = kt                              (1) 

k: apparent reaction rate constant; C0: the initial concentration of methanol; Ct: the 
instantaneous concentration of methanol. 

Table 1. Kinetic parameters of reduction reaction of Cr(VI) in different concentrations of 
methanol aqueous solution 

concentrations of 
methanol（gL-1) 

k r 

0.5 0.0005 0.9961 
1 0.0008 0.9971 
5 0.0013 0.9986 
10 0.0017 0.9984 
15 0.0021 0.9981 
20 0.0023 0.9923 
25 0.0024 0.9969 
50 0.0050 0.9983 
100 0.0079 0.9937 

 
The parameters of the first-order kinetic equation were shown in table.1. The k 

value was 0.0007 when the concentration of methanol was 0.5 gL-1. It was 0.0079 
when the concentration of methanol was 100 gL1. The photocatalytic reduction of Cr 
(VI) could be enhanced through increasing the concentration of methanol. It was 
consistent with above. 

3.2  The Photocatalytic Reduction of Cr (VI) in Different Electron Donors/TiO2 
Systems 

The different electron donors/TiO2 exhibited marked differences on the reduction of 
Cr (VI). As showed in fig.3, the Cr (VI) conversion was 100% in formate/TiO2 
system after 80 min under visible light irradiation. For the methanal and methanol 
systems, the Cr (VI) conversions were 93.62% and 22.69% respectively after 6 h. It 
was easily found that the Cr (VI) conversion in the presence of electron donors has 
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Fig. 3. Effects of the same concentration of methanol and methanal, formic acid on Cr(VI) 
conversion Concentration of methanol and methanal, formic acid: 0.5 gL-1 

the order of formate> methanal> methanol. On the one hand, methanol and 
formaldehyde were adhered to TiO2 surface through the weak hydrogen bonding 
while the carboxyl of formic acid was able to form the complexes with TiO2 and was 
adhered to TiO2 surface through strong chemical adsorption [8, 9]. So formic acid was 
more easily absorbed on TiO2 surface than methanol and formaldehyde. The 
photocatalytic reaction was carried out on TiO2 surface, therefore only the electron 
donors which had already absorpted  on surface of TiO2 were effective and the more 
adsorbance of electron donors were, the better  photocatalytic reduction reaction was 
and the larger the Cr (VI) conversion was. On the other hand, the oxidability of Cr 
(VI) was very strong and its half-reaction of reduction as  

     Cr2O7
2-+ 14H+ + 6e= 2Cr3+ + 7H2O (E0= 1. 33 V)             (2) 

Because concentration of total chromium was constant, the oxidation-reduction 

potential E in solution as 
 

(3) 
 

aCr(Ⅲ): the concentration of Cr (Ⅲ), mgL-1; a0: the initial concentration of Cr (VI), 
mgL-1  

It could be seen that the greater the concentration of H+ in system was, the higher 

the oxidation-reduction potential of Cr (VI) was and the more easily Cr (VI) was 

reduced. The pH values in formate/TiO2, methanal/TiO2 and methanol/TiO2 systems 

were 2.86, 5.00 and 5.54 respectively. It was easily found that the concentration of H+ 

in formate/TiO2 system was most, so Cr (VI) conversions was largest at the same 

condition. 
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3.3  The Mechanism of Photocatalytic Reduction in Electron Donors/TiO2 
Systems Under Visible Light Irradiation 

A series of control experiments were carried out. As shown in Fig. 4, the 
concentration of Cr (VI) was almost constant either TiO2 or electron donors was 
presented alone under visible light irradiation. But Cr (VI) was significantly reduced 
when TiO2 and electron donors were both presented. 
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Fig. 4. Effects of the same concentration of methanol and methanal, formic acid on Cr (VI) 
conversion at different conditions 

Co(Cr (VI))=20 mgL-1, (1) methanol: 0.5 gL-1, without TiO2, t: 6 h (2) methanol: 0.5 gL-1, TiO2: 1 
gL-1, t: 6 h (3) methanal: 0.5 gL-1, without TiO2, t: 6 h (4) methanal: 0.5 gL-1, TiO2: 1 gL-1, t: 6 
h (5) formic acid: 0.5 gL-1, without TiO2, t: 80 min (6) formic acid: 0.5 gL-1, TiO2: 1 gL-1, t: 80 
min 

 
It infered that electron donors might be excited by visible light to produce excited 

state with high activity. Because  a part of  electron donors had been absorbed on 
TiO2 surface after being mixing for 30 min in darkness, electron could be injected 
from the excited state of electron donors to the conduction of TiO2 and moved to TiO2 
surface. Then the Cr (VI)  was reduced to Cr (Ⅲ) by electron. The electron donors 
losing electron which was similar to hole, was a cation radical with strong oxidizing. 
They could oxidate water and produce a series of free radicals with strong oxidizing. 
But when only electron donors were present in  Cr (VI) solution, Cr (VI) was hardly 
reduced. Maybe the reason is electron and cation radical recombined soon, so electron 
could not arrive  at Cr (VI) nearby. Because the energy band of TiO2 was 
discontinuous and its conduction band was empty,  the conditions for preservation of 
electron could be created when TiO2 was in present in system. 

4   Conclusion 

(1) Cr (VI) could not be reduced either TiO2 or electron donors was presented alone 
under visible light irradiation.  The Cr (VI) conversion was 100% using formate as 
electron donors after 80min. For formaldehyde and methanol systems, the Cr (VI) 
conversion was 93.62% and 22.69% respectively after 6h.  
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(2) The rate of Cr (VI) reduction in the presence of electron donors has the order of 
formate> methanal> methanol.  

(3) In the methanol/TiO2 systems, the photocatalytic reduction of Cr (VI) 
conformed to the first-order kinetic equation. 
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Abstract. The implementation of the three types of digital monitoring system 
options, and comparison of these three programs; Designed by ARM / Linux 
hardware platform as the core of the Remote Video Monitoring System, and 
through wireless network to transmit video images to the host side, in order to 
achieve analysis, storage and display functions, with the traditional analog 
surveillance systems: it significantly reduced network costs, the system greatly 
reduced the size of the weight, operation and maintenance easier. 

Keywords: wireless Video, ARM, Linux. 

1   Introduction 

Video surveillance system is part of the security system, it is a comprehensive system 
of prevention ability. Current monitoring system has entered the digital and network 
era, the video image capture device from the front-end digital signal is output, and 
network transmission medium, based on TCP / IP protocol, using streaming media 
technology video web of multi- multiplexing transmission. Embedded systems using 
the remote video monitoring technology, in line with the characteristics of the digital 
network, public security, security and other industries has important practical 
significance. 

In this paper, for low equipment costs, low operating costs and long distance 
applications of video surveillance systems, using ARM embedded processors to build 
embedded systems, Linux operating system, developed to the practical application of 
remote video surveillance system for low-resolution rate, low-cost, long-distance 
video surveillance applications [1]. System framework shown in Fig.1. 

 

Fig. 1. System framework 
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2   Program Monitoring Systemintroduction  

The current implementation of video surveillance system network generally has three 
options. 

2.1   Local Analog Video Surveillance System 

Local image monitoring system mainly consists of cameras, video matrix, monitors, 
video recorders and other components, the use of analog video cable from the video 
camera connected to monitor the use of video matrix host, switch and control the use 
of keyboard, video tape using the time recorders; long-distance fiber-optic analog 
video transmission, video transmission using Optical. Traditional analog CCTV 
systems have many limitations, shortcomings are wired to the analog video signal 
transmission distance is very sensitive; wired analog video surveillance can not be 
networked, can only point the way to monitor the site, check evidence and 
cumbersome and so on. 

2.2   PC Card-Based Remote Video Monitoring System 

Proxy server is generally from a PC to act as. Running TCP / IP protocol to Internet 
access while connecting by a simple bus structure (RS232, RS485, etc.) with 
embedded systems. Part of the system only needs to communicate with the proxy 
code. The advantage is that you can easily solve the problem of Internet equipment, 
development of low degree of difficulty; drawback is that access costs are high, is not 
conducive to large-scale promotion. The program more suitable for large industrial 
equipment or more expensive Internet access needs, not suitable for low-cost device.  

2.3   Remote Video Monitoring System Based on Embedded 

Directly on the embedded processor by implementing TCP / IP protocol to achieve 
Internet access function does not use such a program operating system, significant 
savings in resources, but the processor's high performance requirements, while 
increasing the difficulty of development, technology is also more difficult to achieve.  
Based on the above limitations of the program,  in the last article on the basis of the 
use of embedded ARM and Linux operating systems, operating systems, TCP / IP 
protocol, an improved design of ARM-based remote video monitoring system. The 
system is simple networking, data transmission capacity, speed, the entire system is 
simple. Small size, low cost, remote computer can be achieved without additional 
procedures, through a Web browser will be able to detect the device, and the 
application easier to develop and realize the complete sharing of information.  

Target board features a Samsung ARM9 processor's mainstream 3C2440A. Based 
on the ARM920T core, clocked at up to 400 MHz, a memory management unit with 
(MMU), on-chip resource-rich, high cost, is an ARM9 processor for mainstream 
chips. Core board and standard 64MB of NAND FLASH 64MB of SDRAM, stable 
running Linux, WinCE, VxWorks and other embedded real time operating system [2]. 

System uses the 301 Series high-definition chip Vimicro USB camera, the camera 
uses CMOS sensor. Compared with the CCD, although the gap between the image 
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quality somewhat, but a 500-megapixel digital camera, high five glass HD lens, the 
camera resolution up to 1024 × 768, video capture can basically meet the need.  

Wireless communication module is a wireless network card via the USB interface 
to achieve. The system is using ASUS WL-167g V2 wireless card in the receiver 
front-end and back-end server monitoring equipment built between wireless local area 
networks to enable seamless point to point connection. S3C2440A the wireless card 
with integrated USB host interface directly connected to the work in the 2.412 ~ 
2.472GHz frequency band, using OFDM, CCK, DQPSK, DBPSK modulation, etc., to 
comply with 802.11b / g protocol, the transmission rate of 54Mb / s, most indoor 
distance of 40m, the maximum distance for the outdoor 200m, to meet the 
requirements of video transmission.  

3   System Hardware Design 

The wireless video transmission system consists of an ARM9 processor, video 
capture module, network communication module, power module. The hardware 
components shown in Fig. 2. 

 

Fig. 2. Remote Network hardware System 

4   Control System Soft Design 

If you are experiencing this problem does not involve a paper format, the authors refer 
to this session can be the first website to provide a "paper format in English" 
requirement. If "English paper format" does not address the problem, the authors can 
adopt other papers of general practice,  

The system's software design includes the operating system, drivers, MPEG-4 
video encoding and applications. Linux provides a wealth of network and bus 
protocol stack, can reduce system development costs and shorten the development 
cycle, the system used kernel version 2.6.29 of the Linux operating system. System, 
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the USB device driver modules, MPEG-4 video encoding and other basic modules 
through module cross-compiled to the target board transplantation [3].  

USB device driver modules for Linux porting mainly refers to the wireless network 
card driver and camera-driven migration. Porting the driver to achieve the two main 
ways: one is directly to the driver into the kernel, the kernel boot time, directly 
through the initialization function for the driver to load the kernel startup is complete, 
while achieving a loading of the driver; two ways through the module loaded in the 
embedded Linux platform has been ported on the loading of the driver. The two 
loading methods, the former needs to change the core structure, but also in changing 
the driver to repeat the compilation, a larger workload. In comparison, the latter's 
greater flexibility. Therefore, the system's wireless network card driver to load the 
second approach. ASUS WL-167g V2 using the rt73 chip that has the open source 
Linux drivers, according to their cross-programming, to generate drive rt73.ko file. 
Download it to the ARM board, when the system starts to load. After successful 
loading, search and access in the vicinity there is the AP site, in order to achieve 
wireless connectivity. The use of generic camera driver linux webcam driver gspca . 
The driver can support most of the usb camera. After the pressure-driven cross-
compile the source file to get the driver file gspca.ko driver file, the system starts 
immediately after loading insmod support the camera. 

The way to achieve MPEG-4 encoding has two kinds-- hardware compression and 
software compression. Using of specialized hardware compression chip to the video 
signal compression MPEG-4 encoding; while software compression software 
compression is used to encode the video signal. The system uses software encoding 
and decoding video signals. Xvid is an open source MPEG-4 multimedia coder, 
which is based on OpenDivX written. As Xvid is the GNU GPL license for free 
software, which means that the software source code is publicly available. And 
programmers can modify the code. Its cross-compiled and downloaded to the target 
board, configured and optimized in the 400 MHz frequency under a resolution of 176 
× 144 image of QCIF up to 2Ofps / s of the coding rate, the basic realization of real-
time encoding, can achieve practical requirements.  

HTTPD embedded devices using the service, the Internet or internal network can 
provide a Web-based graphical management interface. Use CGI (Common Gateway 
Interface) technology enables the browser and server interaction between [4], 
WebServer and CGI, in combination, is currently embedded remote monitoring of the 
most common and most sophisticated means. Embedded Web server is embedded 
systems and Internet connectivity through the Web-a key component of the CGI is the 
user interaction with the Web server is an important way [5]. The system sends and 
receives video data as follows: first, the front-end equipment is waiting for the user to 
connect up and the state; when the server needs data, it first entered the IP address of 
the front-end devices, send data requests to the front-end equipment; front-end 
equipment receives data request, its IP multicast address and port number to the 
server; the server receives, start to receive data thread. Create a user interface player, 
join the IP multicast group, waiting to receive data sent back to the front-end 
equipment to confirm the information; front-end devices receive a confirmation 
message, send video data to the multicast group. The operation flow shown in Figure 
3. system can be connected in any network into the circumstances [6]. 
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5   Experimental Results 

System testing completed within the campus network environment. After camera 
accessed, the development board with the wireless network card connected directly to 
the campus network AP. PC within the campus network can view the camera via IE 
captured video images. Test results shown in Fig.3. 
 

 

Fig. 3. The Actual Test Pattern 

6   Conclusion 

Embedded systems embedded Internet access to Internet technology are the 
development trend. This article uses the ARM embedded processors and Linux 
operating systems, development of practical applications can supply to remote video 
monitoring system in order to connect embedded systems with the Internet, have low 
development costs and establish a convenient and easy to use embedded image video 
system. Network monitoring system to support user demand, real-time monitoring, 
remote control, video and other centralized functions, fully meet the requirements  
of the user's monitor. Meet high-resolution, low-cost, long-distance monitoring 
applications. 
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Abstract. Dijkstra Algorithm is one of the optimal path searching methods. An 
Accelerated Dijkstra algorithm is presented for medical image segmentation: 
(1) An example is used to illustrate the proposed algorithm to reduce the 
calculation work and increase the operating speed of the Classical Dijkstra 
Algorithm.(2)An Live-Wire Image Segmentation method based on this 
algorithm is presented to sketch the liver's contour in an abdomen image, and a 
morphological method is used to segment the liver image.  Experimental 
results show that this method can run image segmentation successfully, has less 
interactive times than that of the manual segmentation method and run faster 
than the Classical Dijkstra Algorithm.  

Keywords: Accelerated Dijkstra Algorithm, Live-Wire, medical image 
segmentation. 

1   Introduction  

Optimal path searching is one of the classical algorithms of graph theory aims to 
obtain the shortest path between two different vertexes in a given weighted graph [1]. 
The algorithm is an important optimal method and a focus of transportation, computer 
science, operational research, geographical information science(GIS), image 
processing areas. Image Segmentation technique is one of the most difficulties in 
image analysis whose goal is to extract the object of interest from background [2]. In 
this paper, the Dijkstra Algorithm of optimal path searching is used for medical image 
segmentation, and an improvement of this method is presented to accelerate its 
operating speed. 

In Part 2, the Classical Dijkstra Algorithm is introduced and two improvements are 
presented to reduce calculation works and to accelerate operating speed of this 
method which is referred to as “Accelerated Dijkstra Algorithm”, in addition, an 
example is used to explain the algorithm. In Part 3, The Live-Wire image 
segmentation method based on the Accelerated Dijkstra Algorithm is proposed to 
extract the liver from an abdomen image by Matlab programming, the experimental 
results and the performance of this algorithm are analyzed. Part 4 is conclusion. 
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2  The Optimal Path Searching Based on the Accelerated Dijkstra 
Algorithm 

2.1   The Classic Dijkstra Algorithm 

Let G=(V,E) be a connected weighted graph with N vertexes (N=m×n),where V={v1, 
v2,…, vN}is the vertex set and E={e1,e2,…,eN}is the edge set. Let C(p,q) (p=1,2,…,m, 
q=1,2,…,n) be the weight between vertex vp and vq, then the weight matrix C=C(p,q) 
m×n. The purpose of the Classic Dijkstra Algorithm is to obtain the shortest paths from 
the starting point to all other points of the graph[3], the steps of this method are as 
follows: 
 
Step 1: initialization. 
Let cc be a m×n two-dimensional matrix which stores the shortest distances among 
the starting point and all other points in the graph. Let (vsi,vsj) is the coordinates of vs, 
cc(vsi,vsj)=0 and the initial shortest distances of other points in the graph are ∞ .Let Q 
is the “unprocessed vertexes queue” with Q(1)=vs , L is the “processed vertexes 
queue” with initial value is empty. 
 
Step 2: calculate the shortest distances among the starting point and all other points.  

Using a while loop condition: ”when Q is not empty”, repeat the following steps: 

1) Find the shortest distance of cc(Q), remove the vertex vp corresponding to the 
shortest distance and put vp in L. 

2) update cc. 
vp usually has 8 neighboring vertexes vq(q=1~8),let (vpi,vpj) and (vqi,vqj) are the 

coordinates of vp and vq, respectively. Obviously, the 8 coordinates of vq are: (vpi-1,vpj-
1),(vpi-1,vpj),(vpi-1,vpj+1), (vpi,vpj-1), (vpi,vpj+1), (vpi+1,vpj1),(vpi+1,vpj)and(vpi+1,vpj+1). 
However, if vp is at the edge of the graph, then the number of neighboring vertexes 
<8. 

Considering the difference between eight neighborhood vertexes and four 
neighborhood vertexes in Euclidean distance, given: w=1, if vq is four neighborhood 

of vp, w= 2  if vq is eight neighborhood of vp. 
If: 

round(cc(vpi,vpj)+w*C(vqi,vqj))<cc(vqi,vqj) 

Then: 

cc(vqi,vqj)= round(cc(vpi,vpj)+w*C(vqi,vqj))                 (1) 

Where vq∉L and vq falls into the graph; (vpi,vpj) and (vqi,vqj) is the coordinate of vp and 
vq, respectively.“round” makes all paths be integers. According to (1),all temporary 
shortest distances from vq to vp are figured out and stored into matrix cc. Letting an 
array “dir”, given: dir(vq)=vp, then vp---the previous vertex of vq is recorded. 

3) If vq∉Q, then put vq into Q. 
4) Back to 1),until Q be an empty matrix. 
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Because only one distance is calculated at a time in the above “while” loop, N cycles 
must be implemented to figure out all minimum distances from all other points to the 
starting point. 
 
Step3: Path backtracking. 
Path backtracking is carried out from every other points to the starting point vs 
according to the array “dir”, the shortest paths from vs to all other points are obtained. 
N times path backtracking are required. 

2.2   The Accelerated Dijkstra Algorithm 

Classical Dijkstra algorithm is to calculate the shortest paths from starting point to all 
other points, the calculating speed will decrease with the increase of N. Because only 
the shortest path from starting point vs to end point vz is required in interactive image 
segmentation, an “Accelerated Dijkstra algorithm” is presented to reduce the 
calculating work of the Classical Dijkstra algorithm, two improvements of the 
original method are as follows: 
 
Improvement 1: 
The “while” loop condition in “Step 2”is revised as “while the end point vz is not 
found in the processed Queue L, step 1),2),3) are carried out”, and step 4) is revised 
as: ”Go back to 1) until vz is found in L, then jump out the loop”, so other shortest 
distances are not calculated. The cycle times are less than N after using the 
accelerated means above.  
 
Improvement 2:  
“Step 3” is revised as:” Path backtracking is carried out from the end point vz to the 
starting point vs according to “dir” ”.So only one path backtracking is performed. 

2.3   Simulation Example 

An example simulated by Matlab programming is as follows: Letting a weight graph 
G which has N=25(5×5) vertexes, its weight matrix is C=[11 13 12 9 5;14 11 7 4 2;11 
6 3 5 7;7 4 6 11 13;6 2 7 10 15], the vertexes are v1~v25,assume that v1 is located in the 
upper-left corner and v25 is at the lower-right corner. Seeking the shortest path from 
the starting point v3 to the end point v15.  

The numbers in Fig.1.(a) are the shortest distances from all points to v3 by 
Classical Dijkstra algorithm. The cycle times of “While” and path backtracking times 
are 25; The numbers in Fig.1.(b) are the shortest distances from some points to v3 
using the Accelerated Dijkstra algorithm(Because once the end point v15 is found in L, 
path searching stops, the distances of other points are initial value: infinite, which 
represented by “Inf”). Only the shortest path from v15 to v3 is shown in Fig.1.(b). The 
cycle times of “While” are 10,which is 2/5 times that of the Classical Dijkstra 
algorithm, path backtracking times is 1,which is 1/25 times that of the Classical 
Dijkstra algorithm. 

Compare Fig.1.(a) to Fig.1.(b),the shortest path from v3 to v15 is the same. 
Obviously ,the calculation work of the Accelerated Dijkstra algorithm is less than that 
of the Classical Dijkstra algorithm.  
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  (a)                                                      (b) 

Fig. 1. Optimal path searching based on the Dijkstra algorithm 

((a)Optimal path searching based on the Classical Dijkstra algorithm (b)Optimal path searching 
based on the Accelerated Dijkstra algorithm) 

3  Image Segmentation Based on the Accelerated Dijkstra 
Algorithm 

3.1  Live-Wire Image Segmetation Method Based on the Accelerated Djkstra 
Algorithm 

Live-wire algorithm is a kind of interactive image segmentation presented by Eric N. 
Mortensen, et al. Image segmentation aims to extract the edge of the object, Live-wire 
algorithm converts edge tracking problem to the problem of optimal path searching in 
a weight graph using the Classic Dijkstra algorithm. The basic idea of Live-wire is: an 
image is viewed  as a weighted graph, first the cost function of an image is 
constructed, the edge of an object in the image is assigned a smaller weight (shorter 
distance), the non-edge is assigned a bigger weight, then two points on the edge of the 
object are selected manually, the Dijkstra algorithm is used to automatically generate 
the shortest path between them, a series of points are selected and the steps above are 
repeated for edge extraction of the whole target. The drawbacks of this algorithm are: 
image cost is heavy computation and optimal path searching is longer duration. The 
improvements are presented based on the “Accelerated Dijkstra Algorithm” and a cost 
calculation range narrowing method to enhance real-time performance of this 
algorithm. The steps are as follows: 

Step 1: construct the local cost function of an image 
Letting p,q are neighbouring pixels in an image g1, the local connection cost between 
them (equal to the weight between two vertexes in Dijkstra algorithm) [4] is: 

C(p,q)=ωG×fG(q)+ωc×fc(q)+ωD×fD(p,q)                      (2) 

Where the gradient feature function: 

fG(q)= 
)max(

)(
1

G

qG−                                  (3) 

In Equation (3), G(q)=
22

yx II + ---the gradient magnitude; 
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Ix and Iy are the horizontal gradient and the vertical gradient of g1, respectively:  

Ix=g1(x,y)-g1(x-1,y);Iy=g1(x,y)-g1(x,y-1)                        (4) 

max(G)---the maximum of G. According to (3), higher gradients produce lower costs, 
since the gradient of the edge is highest, the total costs of target edge is minimal. fc(q) 
is the edge feature function at the pixel q: 

fc(q)=

⎪
⎩

⎪
⎨

⎧

point  edge  an  not  is  q     

 operatorCanny        

by   detected   point edge  an  is q    

1

0
                    (5) 

fD(p,q)---smoothness constraint function. ωG, ωc , ωD are the weight of fG(q), fc(q) and 
fD(p,q),respectively. If the connection relationships among pixels are represented by 8 
neighborhood, then the shortest path is smooth enough. Letting p is a 8 neighboring 
pixel of q, then the fD (q) is omitted in the cost function. Therefore given: ωG=0.5, 
ωc=0.5 ,ωD=0. 
 
The improvement of Live-Wire algorithm:to reduce the cost calculation range 
The original algorithm calculate the cost of the whole image, the number of the C(p,q) 
is equal to the pixels number of g1,so the calculation work of this algorithm is large. 
We can reduce the cost calculation range, which enough to include the starting point 
and the end point. Select a starting point vs and an end point vz on the target edge of 
g1,the coordinates of them are:(vsi,vsj) and (vzi,vzj), respectively. Then the cost 
calculation range of C(p,q) can be reduced to the image g2,letting the size of g2 is 
M×M and the center point of g2 is vs ,in order to contain vs and vz in g2,the size of M 
should at least: 

M=2max(|vsi-vzi|,|vsj-vzj|)                          (6) 

and g2 is located in g1. 
Step 2: Sketch the target edge. 

1) The Accelerated Dijkstra algorithm is used to produce the shortest path between 
vs and vz automatically. 

2) Take vz as the starting point, select the next end point,repeat step 1) until the last 
end point returns to the starting point vs, thus sketches the whole target edge. 

note: In this step, in order to reduce interactive operation time,a series points on the 
target edge can be selected previously, step 1) is repeated, and the last end point is 
returned to vs by programming.  

Step 3: The morphological image segmentation of the target.  

Live-Wire algorithm can only be used to sketch the target boundary. In order to extract 
the target from the background, a kind of “morphological image segmentation” method 
is presented. The basic idea of mathematical morphology is: the structure element 
which has some type of shape is used to measure and extract the object of 
corresponding shape in an image for the purpose of image analysis and recognition. 

Morphology is based on set theory, its basic operations are: dilate, erode, opening 
and closing. A variety of useful algorithms can be combined with these basic operations, 
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such as: skeleton extraction, boundary extraction, area filling, etc. Area filling is used 
for target image segmentation, the steps are as follows: 

1) The binary template of target generated by area filling[5] 
The expressing of area filling is: 

Ik=(Ik-1⊕B)∩I C  (k=1,2,3,…)                      (7) 

Where B is the structure element:  

B=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

111

111

111
                                   (8) 

⊕ is the” dilate operation” whose function is to expand a circle of I. The initial value 
is I0=p1, I0 is an arbitrary point in the target. IC is the complementary set of I. If Ik=Ik-

1,then this algorithm will end at the k step of iteration. The function of the algorithm 
is: as long as a point in the target is selected, the whole target region is filled with 
white pixels, thus the binary temple I is generated.   

2) Segment the target image 
The original image g1 is multiplied by the binary temple I ,then the result image g 

is produced:   

g=g1*I                                  (9) 

3.2   Experiment Results Analysis 

 An example of medical image segmentation  
An abdomen image from Chinese Visible Human Database (resolution: 533×800) is 
shown in Fig.2.(a),the liver image is extracted using the presented algorithm.The 
following operations are based on Matlab programming:m points (m=18)are selected 
in order previously, then the target edge is sketched out using Live-wire method based 
on the Accelerate Dijkstra algorithm(white contour),in addition, the white rectangles 
are the cost calculation ranges at every times of path searching;Fig.2.(b) is the target 
boundary, select a point in the target using the mouse; Fig.2.(c) is the binary template 
of the target using area filling;Fig.2.(d) is the result image.  
 
 

            
        (a)                          (b)                           (c)                       (d) 

Fig. 2. Live-wire image segmentation based on the Accelerated Dijkstra algorithm 

((a)The liver edge sketched by the Accelerated Dijkstra algorithm(b)An arbitrary point is 
selected in the liver(c)The Binary template of liver using area filling(d)The result image) 
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 Performance analysis of the algorithm 
The performance of the algorithm presented is compared with the “manually 
segmentation” method. The “manually segmentation” method is: m points on the liver 
are manually selected and a cubic spline function is used for interpolation among all 
points, then the whole liver edge is sketched out. When m=18, The boundary can’t 
been sketched out accurately (as shown in Fig.3.(a)) , so we have to increase the 
points.Fig.3.(b) shows the accurate boundary obtained  when m=46. The comparison 
of  “manually segmentation” method, Live-wire Method based on the Accelerated 
Dijksta Algorithm on interactive times and segmentation time are shown in Table 
1.Obviously,the presented method  has less interactive times and run faster than that 
of the "manually segmentation" method.  

Experiment environment: an Pentium IV computer whose memory is 512M; 
Matlab7.0 software. 

 

       
                         (a)                             (b) 

Fig. 3. Manually image segmentation ((a)The liver edge when m=18;(b) The liver edge when 
m=46) 

Table 1. Performance of segmentation algorithms 

Segmetation  algorithms Interactive times Segmentation time (s) 

manually 47 33.7 

Live-wire Method based on the 
Accelerated Dijkstra algorithm 

18 12.1 

4   Conclusion 

This article applies optimal path searching algorithm in graph theory to image 
segmentation. An Accelerated Dijkstra algorithm is presented to reduce the 
calculation works of the Classical Dijkstra algorithm, and to accelerate its operating 
speed; a Live-Wire method based on the Accelerated Dijkstra algorithm is proposed 
to segment the liver from an abdomen image; area filling is used to extract the target 
image, all of the algorithms mentioned are realized by Matlab programming. The 
experimental result indicated that this algorithm can run image segmentation 
correctly, the interactive times are few and the operation time is short.  



348 D. Hong 

Acknowledgements. The Author received funding from "The key Subjects Project of 
Shanghai Municipal Education Commission" (grant No.: J51801). 

References 

1. Long, L.J.: Application of graph theory and algorithm, 1st edn. Electronics Science and 
Technology University Press, Sichuan (1995) 

2. Jie, T., Lian, B.S., Quan, Z.M.: Medical Image Processing and Analysis, 1st edn. Publishing 
House of Electronics Industry, Beijing (2003) 

3. Bo, G.X., Yun, L., Bing, J.H.: An Improved Live-Wire Algorithm for Image Segmentation. 
System Engineering and Electronic Technology 25(8), 915–917 (2000) 

4. Mortensen, E.N., Barrett, W.A.: Intelligent Scissors for Image Composition. In: Computer 
Graphics (SIGGRAPH 1995), Los Angeles, CA, pp. 191–198 (1995) 

5. Hong, D., Feng, Y.Y.: A Fast Interactive Image Segmentation Algorithm of Talus. 
Computer Application and Software 26(5), 77–80 (2009) 



G. Lee (Ed.): Advances in Intelligent Systems, AISC 138, pp. 349–354. 
springerlink.com            © Springer-Verlag Berlin Heidelberg 2012 

Study on Composition and Key Technologies of Vehicle 
Instrumentation Switches Fatigue Life Detection System 

Nian-feng Li, Ying-hong Dong, and Ji-Ling Tang 

College of Computer Science and Technology, Changchun University. Changchun,  
Jilin Province, China  

cculinianfeng@126.com 

Abstract. Automotive switch is an important way for the people to interact with 
the cars, and their quality is directly related to vehicle quality. Vehicle 
instrumentation switches provided by different vendors have large differences 
in structure and properties. So, it is necessary to develop an intelligent switches 
fatigue life detection system. A kind of composition and architecture of vehicle 
instrumentation switches fatigue life detection system were introduced. The 
work principle of the system in this kind of architecture was provided. The key 
technology and implement methods in research process were analyzed. The 
prototype was developed and the experiment results as well as analysis were 
given. The results of application experiment show that this kind of vehicle 
instrumentation switches fatigue life detection system could preferably realize 
the fatigue life test.  

Keywords: vehicle instrumentation switches, detection of fatigue life, parallel 
scheduling algorithm. 

1   Introduction 

A car is formed by thousands of parts and its quality also depends on the quality of 
these parts. Today's increasingly competitive in the automotive industry, improving 
vehicle quality performance and reducing production costs have become major tasks 
to automobile manufacturer. Vehicle instrumentation switch is an important way for 
people to interact with the car, and reflects the car's level of intelligence and 
humanity, and plays an important role in the automotive assembly. Vehicle instrument 
switch quality directly impact on the vehicle's quality, therefore, whether it is auto 
parts manufacturers or vehicle manufacturers, still attach great importance to the 
quality, especially in fatigue life. Corresponding standards have been developed in 
China for some car instrument switch on the quality of the specific requirements. 
Xinhua Changchun reported on January 28, 2010, FAW Group achieved good 
operating results in 2009, the annual sales of more than 1.94 million, ranking second 
in the domestic auto industry. The parts of nearly 200 million cars come from 
thousands of suppliers (such as FAW-Volkswagen have 400 external suppliers to 
ensure that its current supplier 2100 / day capacity). The switches from varieties 
suppliers have large differences in structure and performance. In the quality 
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inspection process, it is urgent necessary to develop a new concept of versatility, 
intelligent switching fatigue life detection system to resolve the current vehicle 
instrumentation switch fatigue life testing problems. 

A kind of instrument switch fatigue detection system was studied in this project 
and it can adapt to most vehicles at home and abroad, using ARM-based sub-control 
machine's processing power and high-speed communications network based on 
socket's ability to achieve the rapid detection and switching state parallel motion 
control. System provided a switching sequence programming function in order to 
achieve joint action on the multi-function switch test. 

2  Architecture of Vehicle Instrumentation Switches Fatigue Life 
Detection System 

Microelectronics and computer technology promote the extensive use of computers. 
The early 1980s, there have been  seen computer monitoring and control of the 
testing machine foreign, and formation of series products, such as the UK's 
Instran8000 INSTRON Series, U.S. MTS's Alpha series. Germany Shenek, Japan's 
Shimadzu, and Swiss w+B and other companies are also engaged in test machine 
research work. The intelligent automation fatigue life detection machine has greatly 
reduced the labor intensity of the test, and improved testing efficiency, expanded the 
scope of the study, and significantly improved test accuracy. 

In China, the depth and breadth of fatigue test are constantly increasing, a number 
of research institutes, colleges have worked on design of fatigue, and have made some 
achievements on the fatigue test data dealing, some work has been achieved the world 
level. Mechanism in fatigue, fatigue failure analysis,  fatigue strength of the typical 
components, corrosion fatigue, basic fatigue, low cycle fatigue and surface hardening, 
etc. some work are beginning to do. Especially in the last ten years, scientific research 
units carried out a series of testing machine research word and made a lot of advanced 
results. For example, China Automotive Industry Corporation Chongqing Automobile 
Research Institute developed the steering shaft torsion fatigue test rig, Kunshan 
Precision Instrument Co., Ltd. China Cornell developed switch life test series 
machine, and Orange Co., Ltd. developed instruments- switch life test machine. At 
present, the switch testing machine manufacturers is nearly as many as dozens. 

So, in the research level of fatigue testing machine, there is a gap between China 
and developed countries, but whether it is foreign or domestic, there have been more 
mature technologies and products, and have achieved a computerized, intelligent, 
digitization, automation, energy conservation and other goals. However, with the 
development of control technology, information technology, communication 
technology and other subjects, there is much room for improvement on testing 
machine products at home and abroad, especially in the vehicle instrumentation 
switches fatigue detection. Products currently available from the domestic and the 
foreign  exist  the following questions: (1) Poor general; performance and 
specifications of the main vehicle instruments are generally appropriate national 
standard, but the number and layout of switches on the instrument are rarely limited, 
in recent years, embedded systems technology enables automotive electronic 
instruments (such as radio, etc.) functions develop very rapidly, species change is 
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rapid, the existing testing machine can not meet the test requirements of newer 
electronic products. (2) Lack of capacity in parallel and testing speed difficult to be 
increased; existing testing machine is mostly in single machine mode, even if some 
testing systems provide multi-position detection capability, operation also is in the 
serial mode. According to national  switch  standards GB16915.1-2003, GB16915.2-
2003, etc., assume that on each position switches need to be detected 1000000 times, 
by the existing testing machine at least 800 hours are needed, because the existing 
testing machine can only performance  10 to 20 times per minute. Test efficiency is 
very low. (3) The switch state detection is inadequate. Query through the Internet, the 
testing machine mostly use open-loop control mode at present and only perform 
switch operation without switch state detection, and the testing personnel must be on 
duty.  (4) Lack of functional test for multi-switch-joint movement. 

State regulations limit the reliability and durability of vehicle instrumentation 
switches and these indicators can be simulated by indoor switches life test methods to 
evaluate. The study found that different types of combination switch varied in the 
shape and size, but the work action can be summarized as three kinds, rotating, flip 
and press. Based on this, a kind of automotive instrument switch fatigue-testing 
system to be able to adapt to the present majority of domestic and foreign wound be 
studied on, which consists of the host control unit, ARM-based sub-control unit, 
implementing agencies (such as cylinders, motors, fixtures, etc.) and field sensors 
four major sections. ARM-based sub-control unit is responsible for controls the 
switching, collection of the trial data and communication with the host. The host unit 
is responsible for overall completing the test row and the data processing. And 
ultimately provides an analysis of product performance and quality discrimination. 
System architecture is shown in Figure 1.  

 

Fig. 1. System architecture 

3   Key Technologies and Implementation  

3.1   Parallel Scheduling Algorithm for Multi-work-Position and Multi-switch 

The host computer unit worked with the mainstream PC, installed special software 
designed for this system, online communicate with the ARM-based sub-control unit 
for receiving, sending, intelligent processing and storing the switch status 
information, schedule three-position switch parallel action and prompt the staff on 
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duty when alarm. The software was developed with visual RAD (Rapid Application 
Development) tool Delphi and new version Microsoft's launch of the SQL Server 
database management system was used as database. 

Research goal is to develop capable of rotating, flipping and pressing three switch 
operation detection and three-work-position test platform(each work-position can 
simultaneously perform 10 switches test). To improve the detection rate of the 
specimen, the detection must be parallel among the work-position and every switch if 
the switches function without the constraints of special requirements. So, the parallel 
scheduling algorithm directly affects the speed of the test detection system. Of course, 
the speed of vehicle instrument switches mechanical action and the communication 
speed between the host computer and the ARM-based sub-control unit will restrict the 
overall speed of the detection system. But in the case of these objective factors, 
looking for better parallel scheduling algorithm is the main way to improve test speed. 

3.2   The ARM-Based Sub-control Unit 

Computer becomes the core of the new century and information technology reflects 
the mainstream of technological development and trends. Continue to broaden the 
field of computing disciplines and cross-disciplinary integration with other 
disciplines, foster some new frontier points. Embedded technology is a new field for 
the development of computer science. Embedded technology has been widely used in 
scientific research, engineering, military technology and other aspects, and become 
the main force in the development of the post-PC era IT field. 

Consider the system information processing capacity requirements of state 
inspection, enforcement action and the needs of communication speed, project intends 
to use ARM-based sub-control unit. Interface circuit design, operating system 
migration, the preparation of the driver and application program design are the key 
issues need to be addressed. 

3.3   The Three-Work-Position Test Platform 

Versatility of the test platform plays a decisive role in research work. Currently 
available test platform has low applicability, when the switch position of the specimen 
changed in the distribution, a new type testing machine must be provided, and 
production costs increased. This research intends to design a three-position universal 
test platform, and   study on the mechanical structure, save test cost for the vehicle 
assembly business or related accessories companies. 

4   Experimental Results and Analysis 

Table 1 shows the typical experimental data of the system application in a factory. 
Data show that: (1) Developed vehicle instrument switches fatigue detection system 
can complete the rotating, flipping and pressing three test operation and the detection 
are parallel among the work-position. (2) Switch travel distance is not less than 
20mm. (3) Switch closure time and holding time are adjustable. (4) System is suitable 
for a variety of appearance products; (5) The multi-work-position and multi-switch 
parallel scheduling algorithm and mechanical structure need to be improved.  
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Table 1. Resulting data of system experiment 

Observation time Specimens Action Types Testing times Hardware response 
time 

4 weeks 20 3 kinds 1~106 adjustable <1s 
 Parallel scheduling algorithms efficiency 
 

  Action sequences degree programmable 

               >90%                        100% 

5   Conclusion 

Vehicle instrument switches fatigue detection system is a complex system of 
hardware and software work together, and it's difficult to develop. A kind of 
composition and architecture of switches fatigue detection system were introduced in 
this paper. Combined with this kind of architecture, work principle of the main 
components was provided. The key technology and implement methods that must  
be solved in the research process were analyzed. The results of experiment and 
application show that this kind of vehicle instrumentation switches fatigue life 
detection system could preferably realize the fatigue life test. System architecture, key 
technology and implement methods provided by this article have certain significance 
for the development of other similar systems. 
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Abstract. Based on the self-learning property of neural network, a controller of 
neural network is attentively put forward for the velocity loop of a stabilized 
platform in this paper. The experimental results are given in both the controller 
of neural network and the traditional controller designed with traditional 
frequency domain methodology. Our experiment contrast results show that such 
neural network control structure is very effective for improving the low velocity 
property of stabilized platform and it is valuable for practical engineering.  

Keywords: neural network, self adaptation, stabilized platform, velocity loop. 

1   Introduction 

In photoelectric airborne scout and measuring devices, it always needs to point the 
optical axis of a photoelectric sensor to the target, so as to complete the target 
acquisition, tracking and measuring. A stabilized platform is the major unit for 
ensuring the optical axis stabilization. Sensors such as visible TV camera system, 
infrared camera system and laser rangefinder, etc. are generally installed on a 
stabilized platform, in other words, integral stabilized platform method is adopted. 
Basically, electro-mechanical multi-frame structures are used for these platforms, 
which include two- axis platform structure form and three-axis platform structure 
form, etc. The control system in the platform is one of the critical factors for ensuring 
the platform performance. For controlling one axial in this platform, double closed 
loop control structure is generally adopted, which structure diagram is as shown  
in Figure 1. 

In this diagram, velocity gyro, velocity correction steps, power amplifier, electrical 
motor and platform load, etc. form the speed loop. Tracker, position correction steps 
and speed loop composite the position loop. In practical control system design, it is 
found that magnitude margin and phase margin as required by the system have been 
considered in the design procedures and the system may be ensured to be relatively 
stabilized in a certain range by using of traditional frequency domain design 
methodology. However, such traditional frequency domain correction methodology 
cannot ensure the system to be always provided with optimal control performance 
because the controlled stations are impossible to provide accurate measurement and 
further due to the features of controlled stations change along with the changes of 
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external environment and conditions. Especially when the carrier is in different 
postures, it may lead a change of orthocenter of the platform and the friction torque 
between systems of axes will also be changed, and further will cause a difference 
between the features that are based on in the correction loop design and the features of 
controlled stations. Therefore, it is expected that the control parameters may change 
self-adaptively subject to a required index so as to ensure the system to have an 
optimal control performance from beginning to end. Aiming at abovementioned 
problem, this paper tentatively shows a method to realize the self adaption adjustment 
of control parameters in low speed by using of self-teaching features of neural 
network and on the basis of traditional correction methodology. The practical 
application result shows that this method may effectively improve the low speed 
feature of stabilized platform’s speed loop, overcome the influence to the system 
performance caused by nonlinear disturbance such as friction and wire-winding, etc. 
and lower down the requirements to the mathematical model’s precision of controlled 
station. It may has a extensive practical value. 

 

Fig. 1. Stabilized platform control system diagram 

2   The General Design Method of Digital Controller 

In a digital control system, the controller design method that is widely used in 
engineering is the continuous and systematical discretization design method. When 
sampling frequency of the system is high (normally as 5-10 times than the cutoff 
frequency of open loop of the system), the discretization system is regarded 
approximately as a continuous system, by using of design methodology such as 
traditional frequency method, the transfer function of correction steps is designed. 
Then by using of Impulse invariance design method, Zero poles matching method or 
bilinear variance design method, etc. continuous correction steps transfer functions is 
discretized to get corresponding digital control algorithm. Bilinear variance method is 
a very common discretization method in engineering.  

If the transfer function D(s) of continuous system correction loop is given as: 
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By using of bilinear variance method, make impulse transfer function D(z) of 
discretized D(s) as: 



 Application of Neural Network in the Velocity Loop of a Gyro-Stabilized Platform 357 

n
n

m
m

z

z

T
s zazaza

zbzbzbb

ze

zu
sDzD −−−

−−−

+
−≈ +⋅⋅⋅+++

+⋅⋅⋅+++===
−

− 2
2

1
1

2
2

1
10

1

12 1)(
)(

)()(
1

1
. 

(2) 

then there is a constant corresponding relationship between the coefficients in D(s) 
and the coefficients in D(z). If is given, can be uniquely determined after the system 
sampling frequency is designated. Therefore, the transfer function D(s) of correction 
steps is got through continuous system design method, and impulse transfer function 
D(z) can be determined, further,  

D(s) and D(z) will have same order.  
Transform z inversely, then we get the recurrence control algorithm for digital 

realization after sorting: 
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In this formula, “k” represents the present sampling time, (k-i) and (k-j) represents  
the past sampling time which is apart from present sampling time by i or j sampling  
periods. 

Based on the traditional frequency domain design method, each control parameter 
in the formula (1) is a constant, and cannot ensure the system to perform optimally 
when controlled station parameters are variable or under condition that there are 
various disturbances, in other words, the system does not have self adaption 
adjustment ability. If each control parameter in the formula (1) can be adjusted self-
adaptively with the change of controlled station parameters or with that of disturbance 
so that some performance index may approach to the most optimal value all the time, 
then the system control performance will surely be improved in great extent. Neural 
network has ability that may approach to any nonlinear function, therefore, it is an 
effective method for controlling parameters self-adjustment. In order to meet the 
requirements of concurrent control system, a neural network is applied in the 
automatic adjustment of system control parameters. 

3  Neural Network Realize Self-adjustment of Control Parameters 

On the basis of self-adaption linear (Adaline) neural network theory, formula (1) may 
constitute the neural network structure as shown in Figure 2. 

In formula (1), e(k), e(k-1), … , e(k-m) and u(k-1), u(k-2), ... , u(k-n) as input 
variables of neural network, and these variables may all be got by measurement or 
calculation in the system; b0，b1，…，bm and a1，…，an as metrics of the neural 
network. When the system is running, the neural network adjusts metrics 
automatically on the basis of LMS (Least mean-square) learning algorithm and 
enables the system performance indexes to reach or approach the optimal for all the 
time. 
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Fig. 2. Network structure of Adaline neural network 

Using the neural network in Figure 2 to set up control structure diagram of 
stabilized platform velocity loop is as shown in Figure 3. 
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Fig. 3. Control structure diagram of stabilized platform velocity loop 

In the Figure, r(k) as the velocity loop input variable, y(k) as the velocity loop 
output variable, and the difference the two is the error “e(k)” . In order to overcome 
the shortcoming that the neural network controller converges very slow when obvious 
error “e(k)” comes up, switch between two types of control models, traditional 
controller control and Adaline neural network controller control, is adopted subject to 
the e(k) value. That is, in case of obvious error, traditional control structure is 
adopted, while in case of little error, Adaline neural network control structure is 
adopted. In this way, it may get a better control performance.  

Adaline neural network uses LMS learning algorithm to train network, and the 
function of control system performance index as formula (4), the metric vector’s 
adjustment value as formula (5), the metric vector of present sampling time(k) as 
formula (6): 
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In above formula, X is as the input variable vector [ ]T
mnxxx 121 ,...,, ++  of neural 

network, W is as the metric vector [ ]T
mnwww 121 ,...,, ++ . In the PWM control 

system, the control variable “u” is approximately linear with output variable “y”; and 

the uy ∂∂ /  value may be determined by experiment(s). η , as the learning rate, 
normally is a positive number, which may influence the convergence rate/velocity and 
effectiveness of the algorithm. Its value can be adjusted by means of self adaption. 
The flow of self adaption adjustment method is as shown in Figure 4. Our purpose is 
to shorten the learning time as possible as could in precondition of convergence. The 
basis guiding ideology for adjustment is to increase learning rateη  under condition 
of learning convergence so as to shorten the learning time, while decrease η till 
converge when η  is too big and causes the performance index a failure of 

convergence. In the Figure, increasing coefficient is as 1>α , and decreasing 

coefficient as 10 << β . 
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Fig. 4. Flow chart of Adaline adjustment method 

The initialized status of neural network metric (control parameter) may have great 
influence on the performance of control system. An incorrect selection may slow 
down the network convergence velocity when two models are switched over and then 
destroy the system performance. In engineering practice, the mathematic model of 
controlled station can be roughly determined by experiments, then based on this rough 
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mathematic model, the system correction step may be designed in traditional 
correction method. Discretization in double linear transformation method can get 
impulse transfer functional expression, this way, we may get control parameter, and 
take them as the initial value of network metrics. Such initial values selected in this 
way may ensure a very smooth and steady switchover when switching between two 
types of models. 

4   Experiments as Examples 

In a gyro stabilized platform, apply abovementioned control method in the platform 
velocity loop control system. In the experiment, the electromechanical time constant 

is measured as sTm 042.0= , and the electromagnetic time constant is so small that 

it may be ignored. Firstly, traditional frequency correction method is adopted. For 
several times of experiments and comparison, the correction steps structure and 
parameters are as shown in Formula (2). The system has a preferable control 
performance. 

Discretize the Formula (2) in double linear transformation method, a neural 
network with 5 input variables can be constitute, in which, initial metrics of input 

variables respectively as 998.11 =− a , 9978.02 −=− a , 000954.00 =b , 

001859.01 −=b  and 000906.02 =b . It is measured in the experiments that the 

learning rate initial value is as 0.0045, η  increasing coefficient 05.1=α  and η  

decreasing coefficient 75.0=β , two types of control models switching point: when 

error ske / 2)( > , traditional correction steps are adopted, otherwise, neural 

network correction steps are adopted. System step function response is shown as 
Figure 5. From which, presumably, the switch between two types of control models 
are relatively smooth and steady. 

 

Fig. 5. Step Response of Velocity Loop 

When the system is running in low speed ( ), the response based on traditional 
correction steps are shown as in Figure 6(a), and the response based on neural 
network correction steps are as shown in Figure 6 (b). It is thus clear that a neural 
network may improve remarkably the low speed stationarity of a system. 



 Application of Neural Network in the Velocity Loop of a Gyro-Stabilized Platform 361 

5   Conclusion 

The feature of stabilized platform’s velocity loop may have great influence on the 
control performance of whole platform. To adopt self adaptation linear neural 
network control structure may effectively improve the low velocity performance of 
velocity loop when the accurate mathematical model of system is not given and 
various disturbances involve. The determination of neural network metric initial value 
and the selection of learning rate initial value may have major influence on the control 
effect. Firstly, to adopt traditional correction method and to use the control parameters 
that we have got as the initial value of neural network metric may enable the system 
to have a faster response speed. It is an effective selection method for metric initial 
value and has a practical value in engineering. Meanwhile, to adjust the learning rate 
by means of self adaption may ensure the learning time to be shortened effectively in 
precondition of algorithm convergence.  
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Abstract. In order to meet the demands of automation,solve the current problems 
that the assembly press of side ring for trucks with poor efficiency, 
unreliable,high cost and so on,we design a new,simple and high reliability 
assembly press of side ring which is dedicatly,based on the analysis of the 
relevant technical parameters and the requirements of the site conditions.Test and 
field trial shows that the pressure is stable and reliable,clean,the assembly quality 
improved obviously,it also can reduce the labor intensity and production cost, 
improve the production efficiency. 

Keywords: Side ring, Assembly press, Design. 

1   Introduction 

With the development of society, with high efficiency and high quality automatic 
assembly line can adapt the request of modernization. Block circle is the wheels of light 
is an important part of it prevent tues from rim, also stop sediment into internal damage 
tube. Wheel assembly used for inner tire of the press is wheel assembly, at the same 
time such machines are usually applied on the production line. In the groove conveyor 
line will be rim, inner tues, layering to being connected location, lifting device jacked 
up workpiece, press the upper portion of the pressure head work and finish the 
conjunction of workpiece loading. In order to increase the production efficiency design 
a reliable; Good stability; Easy maintenance of the press is very significant.  

According to the special equipment factory original dongfeng automobile 
assembly pressed into the press circle to ensure reliability block rim, push rod easy 
card to die, fault more difficult to repair and maintenance, time is long, low efficiency 
of problems, the author through the in-depth research and analysis, and the research, 
design, a new model of wheel assembly press.To the production, achieve the purpose 
of improving productivity, in order to obtain more economic benefit.  

2   Technical Requirements and Key Technology Index 

Technical requirements. Precision stability, convenient operation, advanced 
performance, safety and reliability, long service life. 
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Non-standard parts structure design simple easy to processing. 
Casting through strict artificial limitation and vibration aging, ensure that the 

pressure strength and stability of the installed 
The use of advanced super audio quenching process, makes the installation service 

life is longer. 
Cylinder floor for 34 mm thick, the pressure head high from the ground for 1270 

mm. 
To cope with the assembly line, the bottom of the shaft from the cylinder first 

shaft shoulders for 740 mm. 
After the car shall not damage processing from rim. 
Production speed for each minute after being connected a block circle. 
Environment temperature-10 °C ~ + 40 °C. 

The key technology and technical indexes. This subject is the key to solve problem is 
oriented stem verticality, cylinder pressure control and spring of preloaded. Guide bar is 
lead cylinder at the vertical movement, ensure that the pressure head and block circle of 
vertical degree. Cylinder in athletic process pressure changes, when no stem cavity 
volume increases pressure decrease. When the piston moves to the top, if not convenient 
increase pressure can lead to press does not successfully completed work being 
connected. Spring of preloaded is to ensure that the steel talons can fall to block circle of 
flange, workers through the naked eye can easy to implement. So to ensure that can 
block circle is convenient fast pressure into a car from rim. Should strive to do: to 
ensure that the stiffness of the lever is greater than the stiffness of the block circle; 
Spring or critical in place, can make the steel talons can fall in the block circle of flange; 
Guide to stem bottom of vertical degree can't too low, with specific and fixed the center 
of the board to ensure alignment lever can pressure in the block on the edge circle; To 
limit the rim of the five degrees of freedom, the Z axis rotation does not limit not 
influence processing; Pressure installed simple structure, appearance beautiful, repair, 
maintenance and easy to adjust; Pressure installed stable work, work continuously 6 ~ 8 
hours may not appear any fault; Pressure installed control manual control. 

3   Pressure Installed Structure Design 

General structure and working principle. Through the analysis of the existing 
technical parameters and requirements, to meet the effective and reliable will block 
pressed into the circle the requirements of the rim. According to the structure of block 
circle and felloe, block the inner diameter of the circle of the outer diameter than rim 
is small, so the only put apart to block circle circle will block pressed into the rim, at 
the same time, round and pressed into the block to rim, this will be in vertical and 
horizontal directions to put pressure on the block circle. According to the structural 
characteristics of the wheels and in order to facilitate the operation, and the pressure 
was installed design of structure. The localization way side a short pin, the face 
positioning limit of rim X, Y, Z axis movement, sell a limited the X, Y axis rotation. 
In a horizontal direction to force, from up to down using hydraulic drive a disc will 
block circle open, of which the disk uniform with six can suppressing the steel talons.  
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In vertical direction to force, from down to up using pressure raised wheel, the end of 
the six lever block adopts circle, push rod and the steel talons stagger installation. 

To guarantee the disc and rise of piston rod vertical degree and the center of the 
disk and the center of the piston rod straightness, applied to the design of the disc 
down and wheel up the same orientation stem guide. Also in design a debugging great 
guarantee the center of the disk and the piston rod center vertical degree. Pressure 
installed working principle Fig.1. 1-Guide stem,2- Check ring,3- Truck Rim,4- Guide 
stem,5- Cylinder,6- Clip specific,7- Steel Talons,8-Compression bar. 

 

Fig. 1. Pressure installed working principle diagram 

Pressure by three major components installed main: 1-frame roof structure, 
2-cylinder structure, 3-clip specific guidance rod structure. Structure as shown in Fig .2. 

1

3

2

 

Fig. 2. Pressure installed structure 
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Clip specific design. The specific into fluctuation two parts, through the welding 
joined up. Hole center line and the requirements of the vertical bottom is to ensure 
that rim can vertical rising steadily. Through the aperture phi 90 and with the 
cooperation of the piston rod to guarantee the rim is picked up the process of the 
transverse shaking, so its processing precision demand is high. And rim have 
important surface contact, the selection of surface roughness is 0.8. This fixture is 
suitable only for the same type of wheel, to ensure the rim of the accurate positioning 
and the diameter of the convex platform processing the demand is higher. Clip 
specific structure as shown in Fig.3. 

Guide stem design. Guide stem design guide bar chart shown as shown in Fig. 4. Its 
role is to combine the core shaft guarantee fixed board can climb straight up, so it's the  
 

 

Fig. 3. Clip concrete structure 

 

Fig. 4. Guide bar chart 
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straightness demand is high. If the orientation of the stem and scratch on cylindrical 
center were in the same line, after installation will tilt took less than guidance. 
Installation guide stem upside and orientation set of contact, the shaft and the hole with 
higher accuracy. 

 
The speed of the cylinder control and adjust. In athletic process, control and adjust 
the speed of the cylinder is very important. When workers will block circle with stable 
after car from rim, start lifting cylinder. Cylinder rose steadily to open up the pressure 
head, open up the pressure head is automatically will open to lever block circle circle 
and play a role in each (block circle center and rim center in the same vertical). 
Cylinder continue to rise pressure head is successfully pressed into the circle will block 
rim, at this time, there will be a empty clay mugs slipped sound. Workers can start after 
manual directional control valve cylinder drop, prevent the piston and cylinder collided 
at the bottom have buffer the design. The throttle valve type design one-way two-way 
throttling control loop. Its principle of work the following Fig. 5. 

 

Fig. 5. Wo-way speed loop 

When the manual directional control valves, from compressed air to air, the 
reversing valves and throttle valve into the cylinder of have no stem cavity, drive the 
pistons to move up. By adjusting the throttle valve 2 opening, can control the different 
exhaust velocity, and also can control the piston velocity. Similarly, cylinder down 
through this way also can adjust the throttle control the speed of 1 opening. 

4   Summary 

The structural design of the air cylinder to provide pressure, the pressure was stable 
and reliable, clean no pollution. The wheel to block the successful development of the 
press circle installed, solve the special equipment factory original dongfeng automobile 
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assembly pressed into the press circle to ensure reliability block rim, push rod easy 
card to die, fault more difficult to repair and maintenance, time is long, low efficiency. 
Realize the automation of the assembly lines, which reduces the homework strength, 
improve the production efficiency, greatly reduce the maintenance and maintenance 
cost, for the benefit of the enterprise to obtain higher. 
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Abstract. With the development of the Web services application, It is necessary 
to resolve sharing and interaction in massive application services. The dynamic 
composition of Web services provides new solution to solve bottleneck brought 
by information sharing and application corporation. Through Active XML 
(AXML, for short) is introduced in the paper, Expand Web services, Dynamic 
composition Web services architecture is proposed based on AXML. The 
architecture supports Dynamic services composition building in time, 
deployment and delivering in dynamic environment is implemented 

Keywords: Active XML, Web services, Web services, Composition. 

1   Introduction 

With the development of Internet technology, Web services is a new distributed 
computing model, realize the true meaning of the platform independent and language 
independent. The Web service is defined as using the standard XML technology and 
other services to interact with the software module and self described application. 
More and more enterprises will be their own business as Web services, enterprise 
service speed, service scope, the service quality raised taller requirement. In the face 
of more and more Web services, how to rapidly deploy and discovery services, 
according to dynamic Web services composition [1],and published as a completion of 
specific tasks of the new service, in order to improve the service immediately, reduce 
the development cost of service has become the key problem needed to be solved. 

In the Web services architecture between each module, the message is passed to 
the XML format. However, during the process of data exchange some data needs to 
be updated in real time, so that the existing XML cannot be timely response; in this 
context, INRIA ( the French Institute of Automation ) put forward a kind of 
distributed data management language — Active XML [2], which is characterized in 
the XML embedded in Web service call to achieve access to some constant the 
updated data, can by calling the Web service on XML document some data in 
real-time to give accurate description. 

The Web service combination has been in the related fields of study to gain 
attention, related technology [3] has appeared such as: WISE, e-flow. However, most 
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of them need to deal with the underlying programming details, designers need to 
consider the interaction, message mapping between, serving the calling method. 
Based on the Active XML dynamic Web service composition is the use of AXML 
dynamic characteristics on Web services to extend the relevant services, the concept 
and definition of unity, the establishment of service connection between the flexible 
group, achieve and improve portfolio quality. In this paper, the Web Services 
Description Language ( WSDL ) based on the introduction of AXML, Web services 
tailored to the specific environment of dynamic combination. 

2   Web Service Composition Analysis 

In a heterogeneous system running on different platforms Web services may be 
provided by different providers, by a different programming language, in order to 
meet the request of service according to the specific application background and the 
need for reasonable Web service combination. The Web service combination 
potentially shorten development time, reduce the workload of the development of 
new applications. Service composition can be divided into static and dynamic 
combination. Static combination is at design time or at the loading, which some little 
change in the operating system is effective, but the lack of customization flexibility. 
Dynamic portfolio is in the run-time combination, it can bring more flexibility. 
Dynamic composition of Web services need to solve the following problem [1]: 
1)how can the basic Web services related data are updated in real time, accurate 
description of the Web service; 2)how to achieve the basic service coordination, 
dynamic interaction. 3)how to ensure the orderly execution of Web services 
composition. 

3   The Main Technology of Web Sevices Composition 

In view of the above problems this paper first introduced the AXML [7] (dynamic 
XML ), this distributed data management language, on the Web service related data 
updated in real time. Secondly, through the given Web service composability 
conditions on Web service combination judgment, guarantee the basic service 
coordination, dynamic interaction. Then, put in a data structure to solve the problem 
of combining the Web service order execution. 

A.. Web service related data updated in real time 

WSDL is a Web service description language XML, WSDL by defining a set of 
grammar to describe the Web service. However, WSDL only from the syntax of Web 
services for expression, the paper introduces AXML to the WSDL extension, using 
the dynamic property of AXML [2], the Web service related data updated in real time. 
The following is a Active XML to the WSDL extension, and then realize the Web 
service update simple example: 
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<service name =" weather forecast information consultation"/> 
<purpose function=" weather forecast"> 
….. 
<binding name ="SOAP"/> 
<message name ="query"> 
<parameter name= "date" type="string" …. /> 
<parameter name= "region" type="string" …./> 
<parameter name= "temperature" type="float" unit= "degree" /> 
</message> 
<operation name= "receiveSpecialquery" mode="request-response" /> 
<input name= "query" /> 
……. 
<operation/> 
<flow source=" ..\\..\newspaper.axml " target="replyqueryresult " > 

Fig. 1. Extended WSDL document 

In Figure 1, extended WSDL document, the top element < Service >, including 
service is the name of the weather forecast information consultation attribute. In < 
purpose > indicates that the service function of weather forecast, < binding > element 
tag specified in the binding type is of type SOAP, in the < message > tag specifies the 
message name, along with a list of news 3 parameters and the parameters of each 
name, type and other information. To provide a query to the one day, in a certain area 
of the temperature parameter information as input information, use the < flow > 
element tag description service operation process control, first in the weather service 
WSDL by specified in Figure 2 the message.axml document URL address to perform 
the AXML document, thus the dynamic access to a regional temperature, then from < 
replyqueryresult > to provide advisory services results. 

<?xml version=”1.0” encoding=”ISO-8859-1”> 

<newspaer xmlns="http://lemonde.fr" 

xmlns:rss="http://purl.org/rss" 

xmlns:axml="http://purl.org/net/axml"> 

<title>china daily</title> 

<date>2006-04-16</date> 

<weather> 

<axml:call service="forecast@weather.com"> 
       <city>Beijing</city> 

</axml:call> 
</weather>  

</newspaper>   

Fig. 2. AXML document 
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Figure 2 is a message.axml called the AXML document by call service, calls the 
forecast@weather.com to obtain the temperature in Beijing in April 16, 2006. 

B .The Web service can be integrated judgment 

Access to the Web service real time update, the service composability are judged, 
determines that a service is combined, to realize dynamic Web services composition. 
Presented here is a level 4 can be combined decision [4], ensure correctness. 

1)mode composability 
In order to make the two services can be combined and interactive operation, in the 
client / server ends of the operation must be consistent with the model, according to 
the existing call form defines the following 4 call operation mode: 

Notification: is unidirectional, initiated the request message but do not accept 
any response message. 

Receive: operation receives an input message and deal with it, but does not 
produce any output message. 

Invoke-response: operation generates an output message, then a corresponding 
input message. 

Request-response: request response type, operating to receive a message, process 
it and produces a corresponding response output. 

2)binding composability 
In ensuring the operation mode can be combined, also must ensure that due to the 
different services may support different binding protocols ( such as S0AP, HTTP ), 
these services are able to understand each other communication protocols, so as to 
ensure the normal interaction. 

3)operation can be combined 
Make sure that the interactive operation between the relevant objective and classification. 
If two operations for different functions, they will not make a mapping between. 

4)message mapping consistency 
A message contains a plurality of parameters, each parameter has a corresponding 
data type. The Web service message interaction needs to be checked is passed to the 
data type of the parameter with the recipient required parameters corresponding to the 
type of data type of parameters, ensure that the transmission was included in the 
received data type. 

4  AXML Based on Dynamic Web Service Compostion Syetem 
Structre and Realization 

4.1   AXML Based on Dynamic Web Service Composition Architecture 

Dynamic Web service composition Architecture [6] as shown in Figure 3, is divided 
into 4 layers. The data storage layer, contains different information library. Every 
information corresponding to a it can be access service components. In the combined 
service layer, service component is about every single data source wrapper. This 
wrapper is the role of extraction and packaged query results into an AXML document, 
the document is returned to the upper call. It provides a unified access interface to use 
WSDL language to the relevant categories of service components described as a kind 
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of service, through a combination of decision rules are combined to generate a new 
service. Inference layer to application layer service calls came in service logic for 
processing, at the same time resolution request is reasonable, and the rules of the 
service request of standardization and constraint set. After the logic of reasoning 
process, the user's request is reconstructed for information to the request source. 

 

Fig. 3. Web service composition architecture 

4.2   Dynamic Web Service Composition Process and Its Combination 

Dynamic Web service composition synthesis module [5] is a dynamic Web service 
combination structure of the core, due to limited space in this paper only to the 
synthesis module in detail, on the other part does not give a detailed introduction. 
Dynamic Web service combination structure diagram as shown in Figure 4, the 
synthesis module mainly includes 4 modules: 

 

Fig. 4. Web service composition structure diagram 
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1) needs preconditioning: accept user input query condition, and carries on the 
concept of standardization. 

2) service finder : the use of service attribute description information search to 
meet the requirements of multiple services, and analytical services component of the 
WSDL document, the service will bind type, message type, parameter information, 
operation information extraction storage for the next service component combinations 
can be used for determining. 

3) Service composability judgement: the service composability judging device 
through the 3.2 section mentioned can be combined to find rules of service can be 
combined to judge. 

4) composite service description wrapper: combined service generates new 
description. The description file has a series of < Link > elements, each with a < Link 
> element combined service in an operation and the corresponding component 
connected services operation. And the statement in order to perform an activity 
between the two operations to be completed by the interaction. The newly generated 
description file has to be registered to the service registration container in UDDI. 

Synthesis module according to the client request, find the registered service 
component, and they are spliced together, form a combined service. Then, the 
combined services will be registered in UDDI for the user to call. When the Web 
application interface receives the service request, the service request to the 
corresponding dynamic update of Web service concept of unified standardization, 
standardization of service request as input conditions into next level service finder, 
the service finder will list all eligible service description, and call the service can be 
combined judging module of these services portfolio decision, will once again 
screened service description is provided to a combined service description of packing 
module, by a wrapper for each service description are combined, forming the 
composition service description, presented to the private UDDI registration center 
registration. 

 
Acknowledgment. In the Web service development application trends, in order to be 
able to according to business needs, fast, flexible integration of various existing Web 
services, this paper proposes based on the AXML dynamic Web service composition, 
given the combination structure of the system, while the Web service composition 
execution order, synthesis module, combination of realization is introduced in detail 
in this paper. For dynamic composite service validation and security issues, and 
further research and exploration. 
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Abstract. This paper designed a CDMA-based wireless communication 
technology for remote intelligent monitoring system. Using the CDMA network's 
SMS services, packet data services and Intermet network TCP / IP protocol, to 
achieve the wireless transmission of data, and to complete real-time monitoring of 
distribution systems, lighting systems and electrical equipment in the buildings. 
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1   Introduction 

CDMA is the abbreviation of the Code Division Multiple Access. It is a new wireless 
communications technologies, which is developed based on a branch of digital 
technology - spread-spectrum communication technology, Compared with GSM, 
CDMA has the advantages of the system capacity, the base station coverage area, 
high-quality voice, soft switching technology, low rates of dropped calls, small 
transmit power, good secrecy, high data transfer rate and facilitate the transition to third 
generation mobile communication, etc[1]. 

This paper describes a remote data transmission system, based on CDMA 
technology and Atmega128 microcontroller ,the system can receive and send data 
through the form of short message, or by TCP / IP protocol[2], the use of Internet 
network and a PC for data transfer. 

2   Remote Intelligent Monitoring System 

Remote intelligent control system consists of CDMA wireless data transmission 
terminal [2] and the control center of two parts, can achieve data acquisition and remote 
wireless transmission function. CDMA wireless data transmission terminal is the hub 
of CDMA remote intelligent monitoring system, its performance reflects the level of 
the whole system. The system structure is shown below:  

2.1   CDMA Wireless Data Transmission Terminal 

CDMA wireless data transmission terminal can complete remote data transmission 
through short message or a CDMA network in the form of packet data services by using 
the data monitoring system composed of single-chip. It’s core control device is the 
ATmega128 MCU, which main peripheral circuit are: 
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(1) data acquisition interface circuit used to implement data collection measurement 
points.  

(2) relay control circuit mainly used to implement volume control switch. 
(3) real-time clock circuit that’s core devices are SD2403 mainly used to provide an 

accurate time signals to the system. 
(4) CDMA MODEM, which core components are DTGS-800 mainly used to 

implement and monitor the wireless data transmission of the center. 
(5) anti-crash external timer reset circuit used to prevent a runaway process leading 

to the phenomenon of death. 
(6) LCD display circuit, which core components are RT12864M for real-time 

display of data in the terminal. 
System solutions diagram in Figure 2. 
It has two major tasks, one is responsible for collecting the Measurement point data 

and processing, packaging and store the results according to protocol, the other is to 
 

 

Fig. 1. System structure 

 

Fig. 2. System solutions diagram 
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complete the communications with the PC of the system control center, and to sent the 
measurement point data to the PC in the monitoring center. 

2.2   Monitoring Center 

Control center formed by a single PC and CDMA MODEM requires a PC connected to 
the Internet in real time. It has a VPDN (Virtual Private Network) access, to respond to 
the remote subsystem VPDN connection requests, and to complete the data 
transmission between wireless data terminal and control center real-time by IP address. 
It also can call the data of CDMA wireless data terminal, and processing of, display, 
store and print the data, and to Issue a variety of control instructions to the wireless data 
terminal for setting communication and control parameters. 

2.3   CDMA MODEM 

CDMA MODEM is the basis for wireless data transmission, which uses the DTGS-800 
wireless data module as the core, and has a SIM card socket, supports AT command 
serial interface, power connector, antenna and other components. Interface block 
diagram shown in Figure 3 [3]. 

 

Fig. 3. Interface block diagram of DGTS－800 

2.3.1   Features 
DTGS-800 is the latest compact AnyDATA wireless data module, and work in the 
cellular band. The DTGS subsystem - 800 includes a CDMA processor (MSM6050), 
integrated codec, microphone amplifier and an RS-232 serial interface, which supports 
forward-link data communication and has a transmission rate up to 153kbps. 

2.3.2   AT Command Associated with the Short Message [4] 
AT + SMSP = <param.>; set the encoding format to send SMS 
AT + SMSR; read and delete the last one unread message 
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AT + UGSM?; 0 not use the command set; 1 uses it. 
AT + CMGS =; send a short message. 

2.3.3   AT Commands Related to Packet Data Services 
AT + CAD?; Query network services status 
AT + CRM = 130; set the serial communication protocol 
AT + DIP = "xxxx"; set the destination IP address, CRM = 130 valid 
AT + DPORT = "x"; set the destination port, CRM = 130 valid 

2.4   System Works 

First, the CDMA wireless data transmission terminal processing of and stores the 
measurement data Periodically, and prepares to transfer data at any time. 

System for data transmission is divided into two ways, one is directly sent its own IP 
address from the monitoring center to CDMA wireless data terminal with the form of 
short message, when the CDMA wireless data transmission terminal receives the IP 
address, it will take the initiative to apply for a connection. When the connection is 
established, CDMA wireless data transmission terminal can store the data packet sent to 
the CDMA wireless network, and then to the control center with TCP / IP transport 
protocol through the Internet. On the contrary, the monitoring center can also be 
transmitted via the Internet packet data, then transmit the data through the CDMA 
network to CDMA terminals, and can send various commands to control the data 
collection terminal. The other is CDMA wireless data transmission terminal applys to the 
monitoring center to send data, then the CDMA wireless data transmission from the 
terminal in the form of short message apply to the control center, after monitoring center 
to allow, then the IP address from the monitoring center will send a short message to the 
CDMA wireless data transmission terminal and complete the data transmission. 

3   The Design Using the Short Messaging Platform  

3.1   To Send Data 

By sending the AT + UGSM = 1 SMS command to use the second set of instruction set. 
Unicode encoding the data to be sent, and then using AT + CMGS command to send. 

By reading the return value in the input buffer, using InStr () function to determine 
whether the last two characters is "OK" or not, by which to determine whether 
messages sent successfully. If not successfully, passed the Sleep () function to wait for 
0.1 seconds before the caller re-issued. Specific process shown in Figure 4.  

3.2   Receive Data  

Monitoring Center PC through the serial port on VB6.0 connect with CDMA MODEM, 
using MSComm control to transmit and receive data through the serial port. By InStr 
()function to monitor the receive buffer if the received string "CMT:" or not, to 
determine whether there is new short message. If there is any new message, to read the 
message through MSComm1.Output = "AT + SMSR" and be saved automatically as 
needed. Specific workflow shown in Figure 5. 
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Fig. 4. Short message data process flow chart 

 

Fig. 5. SMS receiving data process flow diagram 

 
Receive SMS main procedures are as follows: 

ReceiveDate = MSComm1.Input 'read the data in input buffer 
m = InStr (ReceiveDate, "10001") 'query The location of the string 10001 first 

occurrence 
If m = 0 Then 'if no 10001, Handling in accordance with cell phone number    
k = Len (ReceiveDate)  'the string length returned  
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j = InStr (ReceiveDate, "+ CMGR:")  'query the position of first occurrence for 
string + CMGR:  

SSMS = Mid (ReceiveDate, j + 48, k - j - 48 - 6) 'extract the message content 
tel = Mid (ReceiveDate, j + 16, 11)  'extract the call number 
Else 
k = Len (ReceiveDate)  'the string length returned 
tel = Mid (ReceiveDate, m, 5)  'extract the call number 
SSMS = Mid (ReceiveDate, m + 26, k - m - 26 - 6) 'remove the message content 

4   The Design of Using Packet Data Service Transceiver Platform  

The main task is to achieve point to point network connections by using of packet data 
services for data transmission. The system uses Anydate module DTGS-800 embedded 
TCP / IP protocol can establish a PPP connection with the monitoring center by sending  
 

 

Fig. 6. Packet Data Service to send and receive data process flow diagram 
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AT commands, so that complete point to point network connections, you can remote 
control the wireless terminal and control center data communication. Specific process 
shown in Figure 6.  

First, DTGS-800 using AT commands to establish network connection needs a 
destination IP address, so before the application to establish a PPP connection, you 
must be monitoring center PC's IP address in the form of short message to notify the 
remote control terminal, so that other terminals can be connected with it.After the 
success of the network connected, remote data terminal is assigned a temporary IP 
address by the network, which can obtain an IP address by AT + CBIP? Order, and 
transmit it to the monitoring center PC, so control center and remote data terminal can 
transmit data. 

5   Conclusion 

This design achieved real-time two-way remote communication by using Atmega128 
microcomputer control system and CDMA MODEM, which can communicate with the 
monitoring center in the form of short message by CDMA  network .You can also use 
TCP / IP protocol to send and receive data, in order to establish the monitoring center 
and microcomputer control system for remote wireless communication function, 
microcontroller can establish communication through AT command and control system 
CDMA module, to achieve the purpose of system functions. 

This system is a good direction for the future of international and domestic wireless 
monitoring system, which has a great development potential. In today's increasingly 
high degree of automation of the information age, CDMA remote intelligent 
monitoring system will play an irreplaceable role In many areas, such as a large field of 
well control, large-scale coal mine of the control and hydrological monitoring of the 
control [5].  
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Abstract. This paper introduces a design actualizing LED beam display. The 
design directly used LED number display interface on single-chip micro-
computer emulation experiment system (Dais-958B+ teaching instrument). The 
handy hardware design is to obtain font and bit interface line through LED 
number display socket, and connect the line to LED beam display. The paper 
presents the overall idea, schematic diagram of hardware circuit and source 
program of software design to realize the beam display function. 

Keywords: LED number display, LED beam display, display interface. 

1   Introduction 

LED bar graph is more intuitive and more realistic than LED digital display in 
displaying temperature, liquid and other applications. 

The design innovation is the use of LED digital display characters with bit 
interface on Dais-958B+ teaching instruments (single-chip microcomputer simulation 
system) platform. To achieve multi-point LED bar graph directly. The hardware 
design method is simple, the characters and bit interface cable from the LED digital 
display outlet connected to the LED bar graph display can be realized beam display. 
be strictly followed.  

2   Design Concept 

2.1   Structural Analyses of LED Digital Display and LED Bar Graph Display 

8-segment LED digital display consists of 7 segments (a-g) and the decimal point (h), 
it is divided into two different types, common cathode and common anode. "Common 
cathode" means the sections of 8-segment LED cathode are connected together as a 
common electrode; "common anode" means is the sections of 8-segment LED are 
connected together as anode common pole [1]. 

Structure and the schematic diagram of common cathode 8-segment LED digital 
display are shown in Figure 1 [2]. 
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Through the analyzing of Figure 1 shows, rank a-h segments of the Common 
cathode 8-segment LED digital display from low to high, is the 8 sections of the 
common cathode LED bar graph display. 

Structure and the schematic diagram of common cathode 8-segment LED bar 
graph display are shown in Figure 2. 

 

 

Fig. 1. Structure and the schematic diagram 
of Common cathode 8-segment LED digital 
display 

Fig. 2. Structure and the schematic diagram of 
common cathode 8-segment LED bar graph 
display 

2.2   Realization of the Design of LED Bar Graph Display 

We got the design of LED bar graph display from the above analysis: 6 bits 8-
segment LED digital display 6 × 8 = 48 segment LED, from the lower to the higher  
 

Table 1. The Code Table of Bright LED Bar Graph Displays 

h g f e d c b a Code
(H)

LED 

1 1 1 1 1 1 1 1 FF OFF 

1 1 1 1 1 1 1 0 FE L1 ON 

1 1 1 1 1 1 0 0 FC L1—L2 ON 

1 1 1 1 1 0 0 0 F8 L1—L3 ON 

1 1 1 1 0 0 0 0 F0 L1—L4 ON 

1 1 1 0 0 0 0 0 E0 L1—L5 ON 

1 1 0 0 0 0 0 0 C0 L1—L6 ON 

1 0 0 0 0 0 0 0 80 L1—L7 ON 

0 0 0 0 0 0 0 0 00 L1—L8 ON 
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segment (a, b, ... h) and from lower to higher bits (D0, D1, ... D5) are brighten 
followed ,until all 48 segments be brighten , just match with the 6 × 8 = 48 points 
LED bar graph display from lower to higher (L1, L2, ... L48) were brighten, until all 
the 48 points LED be brighten. The code table and set of code tables of bright LED 
bar graph displays are shown in Table 1, Table 2. 

Table 2. Code table of LED Bar Graph Display Group 

group D7 D6 D5 D4 D3 D2 D1 D0 

Code XX XX 20H 10H 08 04 02 01 

2.3   The Hardware Design of LED Bar Graph Display 

Dais-958B+ single-chip microcomputer simulation system device has six 8-segment 
common cathode LED digital display, the design in this case used 6 × 8 = 48 
segments to constitute a common cathode LED light beam display. The hardware 
circuit diagrams of LED bar graph display are shown in Figure 3 [3]. 
 

 

Fig. 3. The hardware circuit diagram of LED bar graph display 

As Figure 3 shows, AT89C52 connect to the display interface IC via bus, which one 
group of 74LS273 and 74HC240 are shaped latch and drive, another group of 74LS273 
and 75452 × 3 (3 pieces of 75452), are word-bit latch and drivers respectively [4]. 

Latch is required, as the data bus and address bus of 89C52 microcontroller are 
time-multiplexing, and the use of dynamic scanning display. Data bus connected to 
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the shape port and word-bit port, which is 74LS273 eight D-latch input port, shaped 
port address is FFDCH, word-bit port address is FFDDH. 74LS273 eight D-latch of 
shaped port connect D7-D0 ports to each LED digital display of the h, g, f, e, d, c, b, a 
sections correspondingly via 74HC240 bus driver (RP) [5]. 74LS273 eight D-latch of 
Word-bit port connect the D5-D0 ports to each common cathode of digital display 
LED6-LED1 correspondingly through 75452 inverting driver [6]. LED bar graph 
display consists of the 48-point LED, and the connection to common cathode of 6 bits 
8 segments LED digital display is: segment corresponds with the point, and bit 
corresponds with the group. 

3   Application Design 

3.1   Hardware Design 

Hardware circuit diagram of LED bar graph display using in A/D conversion is shown 
in Figure 4, chip-select address Y0 of ADC0809 in the platform of Dais-958B+ chip 
microcomputer simulation system is FFE0H. 

 

Fig. 4. Hardware circuit diagram of LED bar graph display using in A/D conversion  

3.2   Software Design 

Function: potentiometer W1 on the experimental apparatus provide analog input 
voltage. Write program to convert analog into digital. Analog input voltage began to 
rise from 0V, and 6 × 8 = 48 points LED bar graph display were lighted from low to 
high (L1, L2, ... L48), and vice versa. 
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Used single-chip control ADC0809 0 channel to achieve A / D conversion, the 
MCS-51 assembly language source code is as follows. 

    ORG    0010H 
    AJMP   MAIN 

; ======== main ======== 
MAIN:   MOV A,#00H 

   MOV DPTR,#0FFE0H 
          MOVX @DPTR,A        ;Sampling  of  ADC0809- 
     MOV  R7,#80H             ;-0 channel 
WAINT: DJNZ  R7,WAINT 
   MOVX A,@DPTR        ;remove the samples 
   NOP 

 NOP 
 MOV  B,#08H 

   DIV   AB 
   MOV  R4,A 
   MOV  R5,B                  ;calculate the results 
   LCALL DIS                  ;call display subroutine 
   SJMP  MAIN                ;return 
;======== display ======== 
DIS:     MOV   R1,#30H            ;R1 points to 30H unit 
          CJNE  R4,#00H,DIS1       
LOOP1:  MOV  A,R5 
          MOV   @R1,A 
LOOP0:  INC   R1 
          MOV   @R1,#00H 
          CJNE  R1,#36H,LOOP0 
          AJMP  DIR 
DIS1:    MOV   @R1,#08H  
          INC    R1   
          DJNZ  R4,DIS1 
          CJNE  R1,#36H,LOOP1 
          AJMP  DIR 
DIR:     MOV  R0,#30H 
          MOV  R3,#01H 
          MOV  A,R3 
LD0:     MOV  DPTR,#0FFDDH 
          MOVX @DPTR,A 
          MOV  DPTR,#TAB 
          MOV  A,@R0 
DIR0:    MOVC A,@A+DPTR 
DIR1:    MOV  DPTR,#0FFDCH 
          MOVX @DPTR,A 
          ACALL DELAY 
          INC   R0 
          MOV  A,R3 
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         JB    ACC.5,LD1 
         RL    A 
         MOV  R3,A 
         AJMP  LD0 
LD1:    RET 
; ======== delay ======== 
DELAY: MOV  R6,#4 
D1:      MOV  R7,#150 

 DJNZ  R7,$ 
 DJNZ  R6,D1 
 RET 

; ====== display code ====== 
TAB: DB 0FFH,0FEH,0FCH,0F8H,0F0H 

DB 0E0H,0C0H,080H,00H 
; ====================== 
   END 

4   Conclusion 

The hardware design is simple, beam display can be realized by connecting characters 
and bits interface cable from the LED digital display outlet to the LED bar graph 
display. Software program can be extended to the LED bar graph display of multi-
channel A/D conversion after being modified. 
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