


Recent Advances in Mechatronics



Tomas Brezina and Ryszard Jablonski (Eds.)

Recent Advances in
Mechatronics
2008-2009

ABC



Prof. Tomas Brezina
Brno University of Technology
Faculty of Mechanical Engineering
Institute of Automation and Computer Science
Technická 2896/2
616 69 Brno
Czech Republic

Prof. Ryszard Jablonski
Warsaw University of Technology
Faculty of Mechatronics
Institute of Metrology and Biomedical Engineering
Sw. A. Boboli Street 8
02-525 Warsaw
Poland

ISBN 978-3-642-05021-3 e-ISBN 978-3-642-05022-0

DOI 10.1007/978-3-642-05022-0

Library of Congress Control Number: 2009937155

c© 2009 Springer-Verlag Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part of the mate-
rial is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilm or in any other way, and storage in data banks. Dupli-
cation of this publication or parts thereof is permitted only under the provisions of the German
Copyright Law of September 9, 1965, in its current version, and permission for use must always
be obtained from Springer. Violations are liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does
not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

Typesetting: Data supplied by the authors

Production & Cover Design: Scientific Publishing Services Pvt. Ltd., Chennai, India

Printed in acid-free paper

9 8 7 6 5 4 3 2 1

springer.com



 

 

Preface 

This book comprises the best contributions presented at the 8th International Con-
ference “Mechatronics 2009”, organized by Brno Technical University, Faculty of 
Mechanical Engineering, held on November 18–20, 2009, in Luhačovice, Czech 
Republic. 

For the first time, this conference took place in 1994 in the Czech Republic and 
since then it has been organized alternately in the Czech Republic as “Mechatron-
ics, Robotics and Biomechanics”, and in Poland as “Mechatronics”. Until 2005 it 
was held annually, since that time every second year. This year we used the name 
“Mechatronics” for the Czech conference for the first time and decided to continue 
with the Polish conference numbering. Each of the conferences provided a gather-
ing place for academicians and researchers focused on different topics, allowing 
them to exchange ideas and to inspire each other mainly by specific forms and ar-
eas of use of spatial and functional integration.    

When choosing the papers to be published in this volume, as is our tradition, 
we looked for originality and quality within the thematic scope of mechatronics, 
understood as synergic combination of suitable technologies with application of 
the advanced simulation tools, aimed at reduction of complexity by spatial and 
functional integration. Hence, the conference topics include Modelling and Simu-
lation, Metrology & Diagnostics, Sensorics & Photonics, Control & Robotícs, 
MEMS Design & Mechatronic Products, Production Machines and Biomechanics. 

We express our thanks to all of the authors for their contribution to this book.   
 
 

 Tomáš Březina 
Conference Chairman 

Brno University of Technology 
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V. Čech, J. Jevický, M. Panćık
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M. Šeda, T. Březina
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J. Lapč́ık, R. Huzĺık
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Controller Design of the Stewart Platform Linear
Actuator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341
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Elastic Constants of Austenitic and Martensitic Phases 
of NiTi Shape Memory Alloy 

P. Šesták, M. Černý, and J. Pokluda 

Brno University of Technology, Faculty of Mechanical Engineering, Institute of Physical 
Engineering, Technická 2896/2, Brno, Czech Republic 
sestak@fme.vutbr.cz 

Abstract.   NiTi shape memory alloys start to be widely used in mechatronic sys-
tems. In this article, theoretical elastic constants of austenitic and martensitic 
phases of perfect NiTi crystals and martensitic crystals containing twins in com-
pound twinning mode are presented as computed by using first principles meth-
ods. The comparison of elastic constants of the twinned NiTi martensite with 
those for perfect crystals helps us to understand the transition from elastic to pseu-
doplastic behavior of NiTi alloys. The results indicate that the elastic response is 
not influenced by the presence of the twins. 

1   Introduction 

The NiTi shape memory alloy (SMA) has been discovered in 1963 [1] and, since 
that time, this material has been used in mechatronic (actuators), medicine (stents, 
bone implants) [2] and other branches due to their pronounced shape memory ef-
fect (SME). This effect is caused by transformation from the martensitic to the 
austenitic phase and vice versa (see Fig.1) and can be started by an external de-
formation or a temperature change. This particularly means that, after a deforma-
tion-induced shape change in the martensitic condition, the SMA returns to its 
original geometrical shape when being warmed up to the austenitic state. Such a 
behavior is facilitated by a reversible creation and vanishing of selected twining 
variants in the domain-like martensitic microstructure. There are several possible 
types of phase transformations depending on a particular alloy composition. An 
extensive overview of a current state of the art can be found in the paper by Otsu-
ka and Ren [3]. There are also some papers investigating this alloy using the first 
principles (ab-initio) calculations [4-7]. 

The elastic response corresponds to the near-equilibrium state and, in the case of 
SMA, the transition from elastic to pseudoplastic behavior is of a great practical im-
portance. The elastic response of materials is characterized by elastic constants cij. 
However, these constants for NiTi martensite have been unknown until the end of 
2008 when the theoretical (ab-initio) data of these constants were published [5, 10]. 

It is generally known that the shape memory effect is based on twinning during 
the pseudoplastic deformation of the NiTi martensite. In general, there are three 
types of twinnig modes: Type-I, Type-II and compound [3]. Since all the previous  
 
 



2 P. Šesták, M. Černý, and J. Pokluda
 

 

Fig. 1. Martensitic (monoclinic structure B19’) and austenitic (cubic structure B2) phase of 
NiTi shape memory alloy. 

theoretical results on cij [5, 10] were computed for perfect crystals, the influence of 
twins on elastic characteristics remains still unknown. This influence can be as-
sessed only when the data of elastic characteristics are available for both twinned 
and perfect NiTi martensite crystals. Indeed, the experimental determination of 
elastic characteristics of the perfect structure is impossible due to fact that its 
preparation is beyond the capability of contemporary technologies. Thus, the theo-
retical simulation represents the only way how to investigate this influence. 

The aim of this article is to compute elastic constants of twinned and untwinned 
martensitic structure as well as those of the austenitic one. Previously published 
ab-initio results revealed that the B33 orthorhombic martensitic structure pos-
sesses a lower energy than the B19’ structure usually considered as the ground – 
state structure. However, the B19’ structure is stabilized by residual stresses re-
maining after the cooling [8, 9]. For that reason, this structure is also studied in 
this work. 

2   The First Principles Calculations 

The total energy Etot and the stress tensor τi (in the Voigt notation) of the studied 
system have been computed by the Abinit program code [11]. Abinit is an efficient 
tool for electronic structure calculations developed by the team of Prof. Xavier 
Gonze at the Université Catholique de Louvain, which is distributed under GNU 
General Public Licence. Another additional package including pseudopotentials to-
gether with its generators, manuals, tutorials, examples, etc. are available in [12]. 

The calculations were performed using GGA PAW pseudopotentials and the 
cutoff energy was set to 270 eV. The solution was considered to be self-
consistent when the energy difference of three consequent iterations became 
smaller than 1.0 µeVeV. 

3   Computation of Elastic Constants 

The elastic constants can be computed from the dependence of the total energy Etot 
on applied deformations (ground state calculations - GS) using the relation 
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where εi correspond to applied strains, and V0 is equilibrium volume. The elastic 
constants cij can be also computed from the stress – strain dependence as 
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c
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Some elastic constants were obtained in this way but most of them were computed 
by means of the Linear Response Function method (RF) implemented in the Ab-
init program code [13]. This approach enables us to obtain elastic constants during 
a single program run. The elastic constants of a super-cell containing twins have 
been calculated from the stress-strain dependence. 

4   Construction of the Super-Cell 

The simulation cell was build as a supper-cell composed of eight primitive cells 
(of two different bases). The first base corresponds to a standard B19` martensite 
and the other one represents a tilted base of B19` martensite. The tilted base was 
created by giving the translation vector r3 a tilt that leads to an increase of the γ 
angle – see the scheme in Fig. 2. 

 

Fig. 2. The process of building the computational super-cell containing {100} twins. 

Such a simulation cell is shown in Fig. 3 on the left. However, this cell could not 
be used for computations of elastic constant cij yet, because the values of the stress 
tensor and forces acting on individual atoms at the twin interface were still too 
high. For this reason, the translation vectors describing the primitive cell and  
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Fig. 3. The super-cell containing twins in {100} planes before optimization of ionic position at 
the interface (on the left) and after the optimization (on the right) 

the ionic positions at the twin interface have been optimized using a relaxation 
procedure that guarantees the stress values lower than 500 MPa and the atomic 
forces below 10-1 eV/Å. It is very difficult to relax the stresses and forces to lower 
values because the cell contains an interface between two different variants of 
B19’ martensite and the optimization process must be partially constrained to pre-
serve the twinned structure.  

The optimized simulation cell is displayed on the right hand side of Fig. 3. As 
can be seen, the optimized atomic positions in the vicinity of the interface are ar-
ranged along the {100} plane, making the interface almost flat in agreement with 
data available in Ref. [7]. The optimized cell was used for computation of elastic 
constants for the twinned structure. 

5   Results and Discussion 

Table 1 contains computed theoretical elastic constants cij for all considered mart-
ensitic structures; the monoclinic B19` and the orthorhombic B33 perfect crystals 
and the B19` structure with twins in {100} plane. As can be seen, the investigated 
twinning variant does not exhibit any significant influence on the elastic constants 
cij. Indeed, the cij-values for the twinned martensite lie well within the range of 
those for both B19’ and B33 perfect crystals. 

It should be emphasized that relevant experimental data of the Young modulus 
E for the B19’ structure lie within the range of 90 − 120 GPa [14] which is in 
agreement with our previous Young’s moduli calculations performed for the un-
twinned B19’ structure [4]. This also implies that the twinning has no substantial 
influence on elastic properties of the NiTi martensite. 
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Table 1. Theoretical elastic constants for B19’ and B33 perfect crystals computed using the 
Abinit [10] and VASP [5] program codes along with the present results for the super-cell 
containing (100) twins. 

MARTENSITE c11 c22 c33 c12 c13 c23 c44 c55 c66 

Abinit - B19’ (RF) 188 231 245 122 89 108 77 45 90 

VASP - B19’ (GS) 200 241 223 125 99 129 77 21 76 

Abinit – B33 (RF) 166 255 268 137 75 98 81 36 108 

VASP – B33 (GS) 191 231 247 134 96 137 91 6 83 

present (GS) 201 228 224 126 109 127 74 45 72 

 
The theoretical results of elastic constants for the austenitic B2 structure are dis-

played in Table 2 along with available experimental results. As can be seen, our theo-
retical data are in a good agreement with those experimentally measured. This con-
firms a reasonable validity of theoretical ab-initio approaches used in our analysis. 

Table 2. The theoretical and experimental data on elastic constants cij for B2 structure 

AUSTENITE c11 c12 c44 

Abinit - B2 190 136 50 

experiment – B2 180 150 40 

6   Conclusion 

The presented theoretical data on elastic constants cij of austenite and martensite 
structures of NiTi are in a good agreement with available experimental or other 
theoretical data. The presence of twins in the martensite does not change its elastic 
response.  
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Abstract. The paper is focused on analysis of dynamic properties of controlled 
drive systems. It describes the possible ways of stability analysis. Paper is also fo-
cused on bifurcation of steady states and possible occurence of chaotic behavior. 

1   Introduction  

Stability analysis cannot be omitted when examining the dynamic properties of 
controlled drive systems. In case of nonlinear systems and its models one can also 
expect occurrence of chaotic movements. The approach towards the analysis of its 
occurrence possibilities will be different when analyzing models with one or a few 
degrees of freedom or models of real technical systems. [1], [2] Those problems 
are addressed in the contribution. 

2   Occurrence of Chaos in Dissipative Systems and Its 
Modelling 

Dissipative dynamic system can be characterized as systems whose behaviour 
with increasing time asymptotically approaches steady states if there is no energy 
added from the outside. Such system description is possible with relatively simple 
nonlinear equations of motion. For certain values of parameters of those equations 
the solution does not converge towards expected values, but chaotically oscillates. 
Strong dependency on small changes of initial conditions occurs as well. When 
analyzing such phenomena its mathematical essence can be connected with exis-
tence of “strange attractor” in phase plane. Possible creation of chaos can be seen 
in repeated bifurcation of solution, with so called cumulation point behind which 
the strange attractor is generated. Phase diagram of system solution then transfers 
from stable set of trajectories towards new, unstable and chaotic set. Creating the 
global trajectory diagrams is of essential importance. When succesfull, the asymp-
totic behavior of systems model is described.[3], [4]. 
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3   Global Behavior of Simple Model of Drive System 

Let’s assume that mathematical model of simple system can be described by non-
linear equation: 

( ) 0T TI b k fφ φ φ φ+ + + =
                                      

(1) 

Nonlinear function of displacement is considered in form of ( ) 3
3Tf kφ φ= .  

Using well known rearrangements the equation (1) can be transformed into more 
suitable form: 

32 0φ κφ αφ βφ+ + + =                                        (2)  

where 
2

Tb

I
κ = , 2

0
Tk

I
α ω= ≡  is the natural frequency of undamped model 

and 3Tk

I
β = is the damping. 

Now we can observe the changes in steady state of the model and movements 
around those states when changing parameters of equation (2): 

 

1. lets search for changes of steady states of undampled model when changing pa-
rameter α . For values of 0α >  the system has one steadystate stable position 

(center). For values of 0α <  the original steady state breaks up into three new 
states, two of them stable (centers) and one unstable. The critical bifurcation 
value is therefore obviously 0α = . 

2. if the value of 0α >  and value of 0β < , then the original state changes into 

new one, represented by three steady states, this time two unstable saddles and 
one stable center. The critical bifurcation value is 0β = . 

3. in the dumped model case the state is similar.  Original steady state 
( 0α > , 0β > ), see, characterized by stable focal point changes for 0α >  

and 0β <  again into three steady state, one stable focal point and two unsta-

ble saddles.  In the case of 0α <  and 0β >  we obtain two stable focal points 

and one unstable saddle, see T1,F. Critical bifurcation values are 0α =  

and 0β = , while α β≠ . 
 

Above shown bifurcations are known as bifurcations of I. type and can (mainly 
when combined with fluctuation of initial conditions) evoke chaotic movements, 
which are usually dumped or transferred into different steady states. It’s physical 
interpretation is obvious – classical flexible links with stiff and soft characteristics.  

Bifurcation of type II. (Hopf) can occur in the case of change of parameters of 
models complex conjugate eigenvalues: 
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1.2A γ= ± Ω
                                                       

(3) 

In this case the transfer of steady state from left portion of Gauss plane can occur 
(for 0γ < ) towards the right side (for 0γ > ), that means that steady state stable 

focal point is changed into unstable focal point and new steady state periodical 
movement can occur, characterized by limit cycle. The critical bifurcation value is 
then 0γ = . It is questionable how such situation can be physically real for par-

ticular values (for model according to Eq. (2)), as γ χ= −  

and ( )1/22 2
0χ ωΩ = + , with no energy added from outside environment. 

4   Analysis of Real Drive System Model Properties 

During the analysis of stability properties of models of real drive systems we often 
deal with difficulties coming from its structure. Partial results, found by analysis 
of models with few DOF, see eq. (1) and (2), enable to determine certain areas of 
design parameters values ensuring the reduction of possible chaotic areas, but with 
increasing complexity of the model the situation becomes immeasurable. How-
ever, there is alternative solution, which comes from the properties of integration 
formulae, used in current programs for dynamic system analysis. Those formula 
are sufficiently powerful to enable the detailed evaluation of substitution points 
when observing the response of analyzed system in phase plane and therefore to 
reach its full phase portrait. Let’s make this case clear on following example. 

 

 

 

Fig. 1.  Model of real drive system 
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Fig. 1. shows the model of real drive system and model of its revolutions con-
trol with complex working state which contains idle run (phase I and end of phase 
IV), transition states (phase II and beginning of phase IV) and working (opera-
tional) state (phase II). Fig. 2 then shows the courses of restoring torques in par-
ticular flexible links of the model depending on those phases. 

 

 

 

 
 

  

  

Fig. 2.  Simulations results 

During the restoring torque ( )12M t  “disconnection” of the system can occur 

during idle operation, as well as impacts occurrence and for certain values of gaping 
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the repeated presence of chaotic motion can occur – see Fig. 2b. To clarify this phe-
nomena a number of computer simulations with different value of gap was per-
formed. Phase diagrams in the link (1 - 2) are shown on Fig. 2 right side. Steady 

states change from relatively static course for very small gap (A) denoted as 0u  to-

wards typically chaotic state (B) for gap value of 02.5u . When further increasing the 

gap value the parasitic movements occur in the limit of gap value 05u , see (C), fi-

nally reaching relatively static state (D) for relatively high gap of 010u . While given 

states can be considered as attractors, the states among those levels were unstable and 
corresponded more to complex periodic movements rather than chaotic ones. 

Based on given analysis the attributes of chaotic motion can be characterized as 
follows: 

 

• sensitivity of responses to changes o selected parameters, or initial conditions, 
• increasing complexity of regular movements when changing certain parameter 

(including known motion “period doubling”, 
• wide Fourier spectrum of system responses (excited by the input with one or 

only a few frequencies) when in chaotic state and 
• introduction of transiting non-periodic oscillating movement which sequentially 

relaxes towards complex but regular multifrequency motion. 

5   Conclusion 

Chaos became phenomenon in variety of engineering problems in last years. 
Therefore we focused on it also in analysis of drive systems. Based on performed 
analysis we can state following recommendations: 

 

• when evaluating the properties and behavior of dynamic system it is useful to 
define such parameters of models, which can influence the occurrence of para-
sitic motion including chaotic one (fluctuation of initial conditions, links gaps, 
control parameters), 

• to observe the evolution of responses in phase planes based on changes of se-
lected parameters and to identify typical chaos effects, 

• if such effect occur then evaluate Fourier spectrum of responses. Chaotic motion 
corresponds to broadband spectra, even when exciting spectra is narrowband. 

 

With respecting given recommendations it is not difficult to identify the areas of 
possible occurrence of chaos in technical systems using mathematical modelling. 
However, we do not want to disvalue the analytical approaches with above de-
scribed alternative approach. 

Acknowledgement. Published results were acquired with the support of the research plan 
of Ministry of Education, Youth and Sports, nr. MSM 0021630518 – Simulation modeling 
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Abstract. Chaos theory as scientific discipline is being developed since the sixties 
of the last century. Most of the publications are focused on theoretical aspects of 
this phenomena and the research in case of technical applications is usually using 
model systems with small number of DOF. In this paper we present the results of 
simulation studies of chaotic phenomena obtained using so called chaos module 
on models of nonlinear dynamic systems. Persistence storage oscilloscope is used 
to visualize obtained results. 

1   Introduction 

Chaotic behavior of dynamic systems is usually characterized as unpredictable and 
transitive. However, if we take a look at its visualization using e.g. fractal geome-
try [1], [4], [5], there are certain laws and order accompanied with the chaos. If we 
want to understand the relations within chaos, it is useful to study it from different 
perspectives. One of possible approaches towards study of chaos in real systems is 
the use of electronic equipment called chaos module. 

2   Chaos Module Characteristic 

Chaos module is electronic device developed by Yamakawa’s Lab & FLSI for 
modeling and analysis of chaotic states of discrete nonlinear dynamic systems us-
ing storage oscilloscope and computers with PSpice program with respect to the 
changes of selected parameters of dynamic systems [2]. The device uses chaos 
chip connection enabling activation of chaos module electronic circuit. The device 
was designed in a way that minimum number of external equipment is required. 
For example in the simplest wiring it only needs clock signal (rectangular voltage 
generator), two channels storage oscilloscope and system to be measured. For 
higher precision measurements one can add external resistors, precise power 
sources, voltmeters and potentiometers (this device was made on  Department of 
Power Electrical and Electronic Engineering, Faculty of Electrical Engineering 
and Communication, Brno University of Technology). Internal structure of chaos 
chip circuit is shown on figure 1. [3]. 
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Fig. 1. Internal structure of chaos chip 

On Fig 1 one can see the basic structural elements of the chaos chip circuit: de-
lay circuit, summator, inverter and timing circuit. We will further focus on possi-
bility to visualize chaotic states using bifurcation diagrams and using chaotic at-
tractors via storage oscilloscope. 

3   Realization of Chaos Chip Wiring into Measuring System  

 Two variants were implemented using the chaos chip system: 
 

• Modeling of bifurcation diagrams (on 1-D system) 
• Modeling of chaotic attractors (on 2-D system) 

 

The block diagrams and some of the results of the experiments are shown in 
following paragraphs. 

3.1   Implementation of 1-D Nonlinear Dynamic System 

Figure 2 shows the block diagram of 1-D system with chaos chip. The equation 
describing such circuit is of form: 

1 ( )nn xx fα β+ = ⋅ ⋅  

for n = 0,1,2,3,…, where α  and β  are the gains. 

 

 

Fig. 2. Block diagram of 1-D system 

The goal of this arrangement is to model bifurcation diagrams [3], [4]. As gen-
erally known, bifurcation diagrams show, how change of single parameter of the 
circuit can change behavior of the whole system. The values of parameter that is 

changed are on horizontal axis from left to right, the state of observed system nx  

is on vertical axis. 
Circuit diagram of 1-D system is shown on Figure 3.  Prior to computational it-

eration process the SET terminal must be set to positive value and all parameters of 
nonlinear system must be set, that is R2, R3, U1, U2, gains α  and β  and initial  
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Fig. 3.  Circuit diagram of 1-D system 

value of iteration 0x . The parameter, whose influence on complete system behavior 

we observe (e.g. R1) is connected with resistor R12. Its output is the voltage that fol-
lows parameter value change. On oscilloscope we connect this voltage to horizontal 
axis X. Output observed variable (system state) is connected to vertical axis Y. 

After setting all the values we bring negative voltage to SET terminal and start 
computational iteration process. After setting required ranges of X and Y inputs 
we start to record observed variables in connected storage oscilloscope. At the 
same time we very slowly change bifurcation parameter (R1 in our case) in given 
range. This way we obtain on screen bifurcation diagram we are searching for. 
Examples of bifurcation diagrams calculated using chaos chip for various bifurca-
tion parameters are shown on figures 4, 5 and 6. 
 
 

 

Fig. 4.  Bifurcation diagram of the system with R1 parameter 
 
 

  

Fig. 5. Bifurcation diagram of the system 
with R3 parameter 

 

Fig. 6. Bifurcation diagram of the system 
with R3 parameter but with different gain 
α  compared to case in Fig. 5 
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3.2   Implementation of 2-D Nonlinear Dynamic System 

Figure 7 shows the block diagram of 2-D system with chaos chip. The equations 
describing such circuit are of form: 

1 ( ) 1nn x n n nx f y x xα+ += − ⋅ =  

for n = 0,1,2,3,…, where α  and β  are the gains. 
 

 
 

Fig. 7.  Block diagram of 2-D system Fig. 8.  Circuit diagram of 2-D system 

 
The goal of this arrangement is to model chaotic attractors. Let’s note that we 

consider attractor as sets of responses gained by the state vector of dynamic sys-

tem during sufficiently long time period from initialization in 0t  time. Attractors 

in its simplest form are so called fixed points or limit cycles towards which the 
trajectories of the system are “attracted”. 

Circuit diagram of 2-D system is shown on Figure 8. 
Setting the circuit parameters and initial conditions prior to iterative computa-

tion is done in the same way as in 1-D system. Moreover, apart from initial vector 
x0 there is initial value of y0 vector and gains α  and β  of particular signals can 

be set independently for vectors x and y. Output nx  is connected to X axis while 

ny  output is connected to Y axis. After bringing negative voltage to SET terminal 

the screen of oscilloscope shows the image which however does not have to be the 
attractor we are searching for. It strongly depends on setting all parameters of the 
circuit and setting the initial values of iteration process. Most commonly it is re-
quired after starting iteration process to continuously change circuit parameters to 
put system into chaotic state and therefore to obtain particular attractor. The pa-
rameters close to the unstable state must be changed gently, as with even very 
small change of one or more parameters in “undesired direction” the system im-
mediately gets into stable state. In such a case the iteration process must be 
stopped, its parameters set again together with initial values, computation must be 
restarted and “tuned”. 

Figures below show selected results of numerical experiments. All numerical 
values within these figures are final, meaning written in the moment of attractor 
appearance. Only the initial values of iteration correspond to the data regarding the 
iteration process, as the circuit parameters were “tuned” during the process. Attrac-
tor shown on Figure 9 is of particular interest. In this case it was very difficult to 
stabilize the attractor and obtain input parameters. Moreover, we were unable to  
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Fig. 9. Immediate attractor 
corresponding to “just be-
fore chaos” state 

 

Fig. 10. Dynamic system 
state prior to attractor for-
mation 

 

Fig. 11.  Stabilized attractor 
of dynamic system 

 

obtain this attractor repeatedly. This case documents extreme sensitivity of unstable 
states of system on small changes in initial conditions. 

Another interesting case is the portrait of the system with exhibited seven 
pseudo-steady limit cycles running around partial steady state (practically unsta-
ble), see Figure 10. Even very small change of U2 voltage (from -1.12 V to -1.15V) 
led to creation of stable attractor that was captured repeatedly – see Figure 11. 

The paper deals with the behavior of discrete non-linear systems with the aim 
to obtain its behavior in chaotic states. Chaos module and its circuit using chaos 
chip were used. Depending on changes of selected parameters of experimental 1-D 
and 2-D systems we tried to present both bifurcation diagrams and chaotic attrac-
tors. Obtained results confirm that [3], [7], [8]: 

 
• It is possible to visualize chaotic states of dynamic systems on storage 

oscilloscope screen, that means in common laboratory conditions, 
• After reaching critical values of bifurcation parameters there really ap-

pear expected phenomena preceding chaos, such as period doubling, cre-
ation of state with quadruperiod, chaos realization and consequent relaxa-
tion states creation (see figures 4, 5 and 6), 

• It is possible to present even complex states of system on storage oscillo-
scope. As an example we can mention bifurcation diagram on figure 6, 
that corresponds to the system setting on figure 5 and that exhibit strong 
change in systems behavior after small change of β gain (from  

1.00β = − on figure 5 to 0.33β = − on figure 6), 

• We also proved that even on simple device, such as storage oscilloscope 
(even if of high quality) it is possible to observe and stabilize complex 
chaotic attractors, commonly obtained by computers. At the same time 
the extreme sensitivity of dynamic systems behavior on small changes of 
its parameters is confirmed. 

 

The research of bifurcation and chaotic behavior in electronic and electro-
mechanical system, mainly in system used in mechatronics applications, is of impor-
tance not only as an example of analysis of nonlinear systems behavior in extreme 
conditions, but is of importance with respect to development of diagnostic methods 
and with respect of selection, setting and optimization of control structures. 
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Abstract. This article presents possible benefits of using derivative-free filter to 
estimate vehicle dynamics states based on measured signals where the complexity 
of nonlinear dynamics limits the use of Extended Kalman Filter commonly used 
for nonlinear filtering. The filtration process was applied to real data obtained 
from testing manoeuvre. Bicycle model of a vehicle was used for state description 
and lateral dynamics investigation. Filter implementation in Matlab-Simulink 
software environment was used for analysis and comparison with earlier results 
published in [2]. 

1   Introduction 

Modelling of vehicle dynamics for dynamic states analysis during real road tests 
using only erroneous measured quantities provide insufficient accuracy. State-
space mathematical description of the dynamic system, such as vehicle, integrated 
with measured signals becomes a useful and sufficiently precise tool for state  
estimation. 

The main purpose of our project is to extend preceding work published in [2], 
where the linear Kalman filter was applied to estimate vehicle states during an 
avoiding manoeuvre, whereof measured data were obtained.  

In this project we focused our attention on more complex mathematical descrip-
tion of vehicle dynamics which makes the conventional Kalman filter unusable. 
New filter capable to estimate states of even nonlinear systems will be therefore pre-
sented. After its mathematical derivation a software implementation in Mat-
lab/Simulink is shown, finally followed by a graphic confrontation of obtained re-
sults with results from linear Kalman filter to show an improvement of the  
new filter. 
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2   Nonlinear Systems and Discrete-Difference Filter   

A usually used method for state estimation is the Kalman filter derived in 1960 by 
R.E. Kalman [1]. This approach is applicable in case of linear transformation. But 
by considering nonlinearities the classic Kalman Filter becomes unavailable. 

A state-space model of a dynamic system, generally nonlinear, is given by 

),N(~),(

),N(~),,(1

kkkkkk

kkkkkkk
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v

Rwwxgy

Qvvuxfx

=
=+

                  

(1) 

The first part represents an evolution of the state kx  over time depending on an 

input ku  disturbed by a Gaussian random variable kv  called process noise. The 

second part express a relation between the state and the measurement also dis-

turbed with a Gaussian random variable kw  called measurement noise. 

The algorithm presented in [3] cover detailed derivation of presented method in 
the proceeding section. This filter uses the first two terms from Stirling‘s interpo-
lation formula [4] and the Cholesky factorization of the covariance matrices: 
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The whole algorithm works with the factored covariance matrices, therefore also 
the resulting a priori and a posteriori covariance will be in factored form. 

A priori update 
 

The a priori state estimate and its factored covariance matrix is 
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The symbols jx,ŝ  and jv,s  represents thj column of xŜ  and vS  respectively.  

A posteriori update 
 
The a priori measurement estimate and the corresponding factored covariance ma-
trix is 

[ ]kywkxykykkk ,,,),( SSSwxgy == ,                 (5) 

where 
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The a posteriori state estimate and the appropriate factored covariance are then 
given by 

[ ]kywkkyxkkxkkkkkk ,,,
ˆ)(ˆ SKSKSSyyKxx −=−+= ,    (7) 

where kK  represents the Kalman gain and it is given by 

[ ] 1

,,,,

−= T
kyky

T
kxykxk SSSSK .                                   (8) 

3   Measurement   

For the application of derived filter, we selected testing manoeuvre of a passenger 
car according to ISO/WD 3888-2 [5] international standard (Fig. 1).  

 

Fig. 1. ISO/WD 3888-2 manoeuvre. 

The whole track was passed with relaxed accelerator pedal, i.e. at almost con-
stant velocity. The experimental car was equipped with measuring instruments 
(V1, HS-CE) for velocity and slip angle measurement and with marking device for 
vehicle trajectory logging. 

4   Filter Utilization 

For all practical purposes, we created a mathematical vehicle model to which pre-
viously mentioned filter algorithms were applied. The following table shows cho-
sen state variables and measured quantities for vehicle model design. 

For a state-space mathematical description, we used equations of lateral vehi-
cle dynamics described in [7] extended with relationships describing yaw angle 
and y-axis position. The measurement equations were derived according to meas-
ured quantities from Table 1 and their dependence on state variables with respect 
to sensor placement. The whole state-space model is as follows. 
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Table 1. State variables and measured quantities for filter implementation 

State variables Measured quantities 

Sideslip velocity: V  Velocity from HS-CE and V1 sensors: | |HS CE−v , 1| |Vv

Yaw rate: r  Slip angle from V1 sensor: 1Vα  

Yaw angle: ε  Slip angle from HS-CE sensor: HS CEα −  

y-axis position: 0y  y-axis position from marking device: MDy  

Table 2.  State space model for filter implementation 

State equations: Measurement equations: 
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For the tire forces )(RFS  evaluation the following Magic Formula was used [8], 

which was the main reason of Extended Kalman Filter inapplicableness. 

( )( ){ }[ ])()()()( arctanarctansin RFRFRFRF BBEBCDS ααα −−=
   

(9) 

Vehicle parameters Fl , Rl , ZJ , m  in Table 2 stands for front axle distance from 

CoG, rear axle distance from CoG, mass moment of inertia and vehicle mass re-

spectively and their values could be found in [6] together with CEHSx − , 1Vx  repre-

senting sensors placement with respect to the vehicle CoG. 

5   Results Comparison   

Fig. 2 and Fig. 3 illustrate the filter estimates for yaw rate and vehicle trajectory 
respectively. To illustrate the difference between derivative-free filters and the li-
near Kalman filter performance results from [2] were added to the graphs. These 
data were obtained from the linear vehicle model, i.e. without any presence of the 
Magic formula, using the same state variables and measurement quantities as in 
discrete difference filters. The improvement in state estimation is obvious. 
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Fig. 2.  Comparison of the yaw rate 

 

Fig. 3.  Comparison of the estimated trajectory 
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Abstract.  The paper focuses on the description of a 3D slide bearing model 
worked out as a virtual engine module. A complex computational model of a pow-
ertrain is assembled in multi-body systems. The slide bearing model makes a 
submodule of the virtual engine. The paper presents theoretical assumptions sup-
plied with a numerical solution. The finite difference method with non-uniform in-
tegration step is introduced for the numerical solution. The results achieved using 
the slide bearing computational model help to develop modern diesel engines in 
the area of noise, vibrations and fatigue of the main parts. 

1   Introduction 

Present computational models of a slide bearing enable to describe a slide bearing 
behaviour in high details. These models are often very complicated and require 
long solution times even on condition that only one slide bearing model is being 
solved. However, the virtual engine sometime includes tents of slide bearings, 
therefore, all model features of slide bearings have to be carefully considered. 

The loading capacity of a slide bearing model included in the virtual engine is 
considered in a radial direction and also incorporates pin tiltings, which means 
that radial forces and moments are included into the solution. For the solution of 
powertrain part dynamics elastic deformations can be neglected because integral 
values of pressure (forces and moments) for HD (hydrodynamic) and EHD (elas-
tohydrodynamic) solution are approximately the same. This presumption is very 
important and it enables a simplification of the solution. On the other hand, the so-
lution cannot be used for a detailed description of the slide bearing. Simultaneous 
solutions of tens of EHD slide bearing models seem to be extremely difficult and 
do not provide any fundamental benefits for general dynamics. Therefore, the vir-
tual engine incorporates a compromise solution using the HD solution with elastic 
bearing shells and can be named (E)HD approach. A HD approach presumes basic 
premises [1]. 

Generally, oil temperature has a significant influence on slide bearing behav-
iour. Oil temperature is treated as a constant for whole oil film of the bearing. This 
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presumption enables to include temperature influences after the hydrodynamic so-
lution according to temperatures determined from similar engines. 

2   Theoretical Assumptions 

In general, if the equation of the motion and Continuity equation [1] are trans-
formed for cylindrical forms of bearing oil gap together with restrictive conditions 
[1], the behaviour of oil pressure can be described by Reynolds differential equa-
tion. This frequently used equation is derivated for a bearing oil gap [1] or [2]. 
The oil film gap is defined as 

)cos(ϕerRh +−= ,                                             (1) 

where h is oil film gap, R is shell radius, r is pin radius, e is eccentricity and ϕ an-
gle. Using dimensionless values [1] the dimensionless pressures can be defined as 

 
ωη
ψ 2
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εη
ψ 2

V
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p
=Π   ,                                 (2) 

where p is pressure and η is dynamic viscosity of oil. DΠ  denotes dimensionless 

pressure for a tangential movement of the pin, VΠ is dimensionless pressure for a 

radial movement of the pin, ω is effective angular velocity and ε  is a derivative 
of dimensionless eccentricity with respect of time. Pin tilting angles can be intro-
duced as 

*
max

*

γ
γγ

tg

tg=    and 
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δδ

tg

tg=   ,                                 (3) 

where γ  is dimensionless pin tilting angle in the narrowest oil film gap and δ is a 
dimensionless tilting angle in the plane perpendicular to the plane of the narrow-
est oil film gap. γ∗  denotes a real tilting angle in a plane of the narrowest oil film 
gap and γ∗

max denotes a maximal possible tilting angle in the plane of the narrow-
est oil film gap for given eccentricity. δ∗ is a real tilting angle in the plane per-
pendicular to the plane of the narrowest oil film gap and δ∗

max is a maximal real 
tilting angle in the plane perpendicular to the plane of narrowest oil film gap for 
given eccentricity. Figure 1 presents the definition of pin tilting angles and the 
definition of general and maximal tilting angle in a plane of the narrowest oil 
film gap. 

The final definition of the dimensionless oil film gap H depending on tilting 
angles is  

)sincos1)(cos1(),,,( ϕδϕγϕεδγεϕ ZZHH −−+==                    (4) 

and includes a dependency on two tilting angles. Z is dimensionless coordinate. 
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Fig. 1. Definition of tilting angles of pin and description of real tilting angles in plane of the 
narrowest oil film gap 

If the dimensionless oil film gap is used for the Reynolds equations for tangen-
tial and radial movements of the pin, then the equation can be rewritten into two 
separate equations [1]. Likewise the dimensionless pressure is modified [1] and 
the equations from (2) and (3) are inputted into Reynolds dimensionless equations. 
The final forms of Reynolds equations are 
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The equation term a(ϕ,ε,Ζ,γ,δ) is defined as  
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and the equation terms  bD(ϕ,ε,Ζ,γ,δ) and bV(ϕ,ε,Ζ,γ,δ) are defined as  

ϕδγεϕ HHZbV
2

3

6),,,,(
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=    and   ϕδγεϕ cos12),,,,( 2

3−
= HZbD

  .       (8) 

Functions Hϕ , HZ and Hϕϕ are partial derivatives of the oil film gap and the defini-
tion of these function can be found in [3]. 

3   Numerical Solution 

Equations (5) and (6) are solved numerically. The Finite Difference Method (FDM) 
is used for numeric solution. The FDM in basic form uses a constant integration  
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Fig. 2.  Computational grid for FDM with variable integration step 

step, however, this strategy can be disadvantageous because in case the pin eccen-
tricities are very high, the oil film pressure becomes concentrated in small areas and 
it is necessary to use a very small integration step. This leads to higher computa-
tional models. Therefore, FDM using variable integration step combining with mul-
tigrid strategies is developed. The grid density is changed in dependency on pre-
scribed conditions. Three point integration scheme is chosen for the solution 
because for small integration steps it is very fast. Figure 2 presents an example of 
computational grid for FDM with a variable integration step. 

Resulted formula for iterative solution of dimensionless pressure at point i,j is 
defined as 
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The formula for the numerical solution (9) is different for tangential and radial pin 
movement only in the term bD (for tangential pin movement) and bV (for radial pin 
movement) respectively. 

The solution approach with variable integration steps presumes sufficient den-
sity of a solution grid according to pressure differentiations with respect to the 
bearing angle and bearing width. This strategy enables solving problematic pres-
sure zones in acceptable solution time.    

Equation (9) is solved iteratively for the tangential pin movement as well as for 
the radial pin movement. Initial and boundary conditions are the same for both so-
lutions. The first boundary condition describes 
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The only initial condition describes  

 ( ) ( ) 00 00 =Π⇒= == ϕϕp    for the first iteration.                 (11) 

This initial condition is used only for the first iteration and after that it is replaced 
by the cyclic boundary condition 

( ) ( ) ( ) ( )πϕϕπϕϕ 2020 ==== Π=Π⇒= pp  .                          (12) 

The cavitation condition is included during the numerical solution. This condition 
resets negative pressures to zero values. 

0000 <Π∈=Π⇒<∈= pp .                              (13) 

Equation (13) describes real physical processes and does not allow negative pres-
sures in liquids (a cavitation). 

The computed pressure distributions have to be transferred to equivalent force 
systems for a solution in MBS. The pressure on an elementary surface can be 
imagined as an elementary force dF on this elementary surface dS. Integral values 
are dimensionless reaction forces F and reaction moments M and can be found by 
an integration of pressure across the whole bearing surface with coordinates ϕ a z 
(see Figure 3).  

 

 

Fig. 3. Derivation of integral values 

For example the elementary force for axis “1“ and for tangential pin movement 
can be defined as follows 
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A simplification can be used, the pressure distribution for radial pin movement is 
symmetrical, therefore, the forces F2V and moments M2V equal zero. If all integration 
conditions are satisfied, the axis force components “1“ and “2“ and components of 
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moments for axes can be found by numerical integrations. The details describing in-
tegrations of all terms can be found in [3]. 

Hydrodynamic databases include integral values Φ1D, Φ2D, Φ1V, Θ1D, Θ2D, Θ1V 
for chosen ratios D/B and pin tilting. Resulted forces and moments (F1D, F2D, F1V, 

M1D, M2D, M1V) inserted into MBS can be obtained by an inclusion of bearing 
sizes, bearing clearances, dynamic viscosity and pin kinematic values. 

4   Conclusion 

The results of slide bearing separate solution enable to give effective solution of 
powertrain dynamics and enable to use tens of slide bearing models in one com-
plex model without significant increase of computational times. 

Acknowledgments. The above activities have been supported by the grant provided by the 
GAČR (Grant Agency of the Czech Republic) reg. No. 101/09/1225, named “Interaction of 
elastic structures through thin layers of viscoelastic fluid". The authors would like to thank 
GAČR for the rendered assistance. 

References 

[1] Butenschön, H.J.: Das hydrodynamische, zylindrische Gleitlager endlicher Breite unter 
instationärer Belastung, PhD thesis. Universität Karlsruhe, Germany (1976) 

[2] Rebbert, M.: Simulation der Kurbewellendynamik unter Berücksichtigung der hydro-
dynamischen Lagerung zur Lösung motorakusticher Fragen, PhD thesis. Rheinisch-
Westfälischen Technischen Hochschule, Aachen, Germany (2000) 

[3] Novotny, P.: Virtual Engine - A Tool for Powertrain Development, Inaugural disserta-
tion. Brno University of Technology, Czech Republic (2009) 

 



Powertrain Dynamics Solution Using Virtual 
Prototypes 

D. Svída, P. Novotný, V. Píštěk, and R. Ambróz 

Brno University of Technology, Faculty of Mechanical Engineering,  
Institute of Automotive Engineering, Technicka 2896/2, Brno, Czech Republic 
svida@fme.vutbr.cz 

Abstract. The paper presents a computational approach to a powertrain dynamic 
solution using virtual prototypes. The main contribution is the fact that all models 
namely those of a cranktrain, a valvetrain, a gear timing mechanism and a fuel in-
jection pump are solved simultaneously, using a complex computational model. 
Synchronous solutions can have a fundamental effect on results of powertrain dy-
namics solutions. Additionally, it might help to understand influences among 
powertrain parts. The virtual engine is assembled as well as numerically solved in 
Multi Body System. 

1   Introduction 

Modern powertrains are complex mechatronic systems improved by large and 
gradual development. Powertrain producers still increase engine parameters like 
engine performance together with a significant decrease of fuel consumption.  

Generally, the increase of engine performance often leads to an increase of 
powertrain noise and vibrations. Noise and vibration problems can be resolved by 
experimental or computational methods. Experimental methods are often very ex-
pensive and this fact causes a fast development of modern computational methods. 
Modern computational methods can provide very exact results but only on condi-
tion that exact inputs are included. The inputs are often supplied by experimental 
methods. A portion of experimental methods continuously decreases, however, the 
experimental method still plays an important role in the powertrain development. 

2   Computational Models 

A complex computational model of the engine, in other words a virtual engine, is 
solved in time domain. This enables to incorporate different physical problems in-
cluding various nonlinearities. The virtual engine is assembled as well as numeri-
cally solved in MBS (Multi Body System) ADAMS. ADAMS is a general code 
and enables an integration of user-defined models directly using ADAMS com-
mands or using user written FORTRAN or C++ subroutines. 
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Fig. 1. Virtual engine including main subsystems 

The virtual engine includes all significant components necessary for dynamics 
or fatigue analyses. The included modules are: a cranktrain, a valvetrain, a gear 
timing drive with fuel injection pump and a rubber damper. Figure 1 presents the 
virtual engine and its sub modules. 

Flexible bodies represented by FE (Finite Element) models have decisive im-
portance on powertrain dynamics simulations. The FE models of each components 
should be created with special effort. The uniform FE mesh is often preferred. 
Figure 2 shows FE models of main engine components. 

A torsional vibration damper is an important component of some cranktrains. It 
can significantly increase fatigue of engine parts together with a decrease of noise 
and vibrations. Different designs of torsional vibration dampers can be used. The 
rubber damper is chosen for the target engine. 

A rubber damper MBS model includes only global properties like torsional 
and axial stiffness and damping. The global stiffness values originate from a de-
tailed solution of the three dimensional FE model in combinations with Matlab 
calculations.  

 

Fig. 2. FE models of main powertrain parts 
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The virtual engine includes a computational model of a gear timing drive. A 
model of a gear meshing includes variable stiffness of meshing. The variable stiff-
ness of meshing enables to incorporate tooth meshing frequency as well as its 
harmonic components. The computational model of meshing helical gear also in-
cludes all resultant forces between teeth (radial, axial and tangential forces).   

The variable meshing stiffness can be found by solution of a nonlinear contact 
FE model of the meshing gears. The resultant variable stiffness is included into the 
MBS computational model of meshing helical gears and into the gear timing drive 
computational model respectively. Damping values can be obtained from [1]. 

 
 

 

Fig. 3. Meshing gear FE model and gear timing drive MBS model with values of variable 
meshing stiffness for crankshaft and idle meshing gears 

Concerning the powertrain dynamics, the injection pump can highly influence 
the dynamics of powertrain parts. In particular the valvetrain and the gear timing 
drive can be influenced by high peak torques of the injection pump. 

In principal this type of injection pump includes injection pistons. The move-
ment of the injection piston is controlled by a cam profile. Each cam interacts with 
a roller tappet. This interaction (cam – roller contact) produces time dependent 
torques on a pump shaft in each pump section. The injection pump torque values 
(see Figure 4) are determined with the help of [2]. 

 

 

 

Fig. 4. Injection pump torque vs. crank angle 
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3   Powertrain Results 

The determination of cranktrain torsional vibrations represents a fundamental step 
in a powertrain development. Cranktrain torsional vibrations influence torsional 
vibrations of each powertrain rotating component. 

These vibrations can significantly influence forces in every single valvetrain or 
forces in a gear timing drive. Fatigue of powertrain components like a crankshaft or 
a camshaft is also affected. An experimental determination of torsional vibrations 
using, for example, laser vibration tools is an advance and it can help to validate 
computational models. Figure 5 shows computed and measured harmonic analysis 
results of cranktrain torsional vibrations of the powertrain with a rubber damper. 

 

Fig. 5.  Harmonic analysis of crankshaft pulley torsional vibrations of an inline six-cylinder 
engine with rubber torsional damper (a computation and a measurement) 

 

 

Fig. 6.  Harmonic order analysis of camshaft end angular displacement (a computation and 
a measurement) 
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Fig. 7. Computed and measured stresses of the first cylinder intake rocker for engine speed 
2200 rpm 

The camshaft vibrations are influenced mainly by cranktrain torsional vibrations 
and also by all single valvetrain torques, a gear timing mechanism and an injection 
pump torque. Figure 6 presents harmonic analyses of measured and computed an-
gular velocities of a camshaft end near to the camshaft bearing No. 1 and figure 7 
presents computed and measured stresses of the first cylinder intake rocker.  

Powertrain dynamic results are used for fatigue analyses of main powertrain 
components. The modal approach of a component stress determination used for fa-
tigue analyses can be applied only to reduced FE bodies.Principles of a component 
stress determination consist in the combination of dimensionless modal stresses 
found by a computational modal analysis and scaled time variable generalized co-
ordinates found by a powertrain dynamic solution. The combination of the dimen-
sionless stresses and the generalized coordinates generates real stresses for each 
mode. A set of mode stresses gives a total stress for each node of FE body as a 
function of time. This time variable stresses are used for the component fatigue 
calculations.  

 
Fig. 8.  Crankshaft fatigue analysis results – safety factor distributions on crankshaft sur-
face for engine speed 1450 rpm and minimal safety factors vs. engine speed 
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Figure 8 presents fatigue analysis results of the crankshaft with rubber torsional 
damper for engine speed 1450 rpm. 

Influences like material properties, surface roughness, component sizes, a stress 
gradient, means stress and so on are additional inputs for fatigue analyses. Fatigue 
analysis results can be characterized, for example, by safety factors. More infor-
mation about fatigue analyses can be found in [3]. 

Figure 9 shows fatigue results of intake single valvetrain parts (a rocker, outer 
and inner valve springs) for engine speed 2200 rpm. 

 

Fig. 9.  Fatigue results of intake single valvetrain parts for engine speed 2200 rpm 

4   Conclusion 

The virtual engine results can help to understand the dynamic behaviour of a new 
powertrain and enable to speed-up the development process together with reduc-
tions of expensive prototypes. Therefore, the computational tools based on FEM, 
MBS, EHD or CFD principles together with experimental tests play an important 
role in the modern powertrain design. 
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Abstract. The flowing and deformed areas in non-homogeneous materials  
described by means of vector fields of velocities identify the technological and en-
ergetic efficiencies of relevant processes, as for example mixing, compacting, 
storage, transport, flow, creep, deformation. Qualities of deformation processes 
can be described by kinetic intensity of transformation for example by step 
changes of relevant values acquired by means of mathematical image processing. 

1   Introduction 

Processing optimizations - for example by mixing, compacting, transport and stor-
age of particular materials, powdery materials, dispersions and suspensions with 
high viscosities – are very complicated problems in various technologies. 

When processing non-homogeneous materials by means of viscous flows and 
deformations, the common reality can be seen – a zone of processing arises as a 
cubic formation of shear curves and streamlines.   

There is a possible way to find a solution by means of creation of actual mathe-
matical models of flows and deformations.  

The suggested way – unstable in time changing physical and constitutive char-
acteristics of non-homogenous materials are empirical experience from experi-
ments with at least discrete or in elementary subregions applicable descriptions of 
continuum mechanics. 

Possible way to describe and to optimize processing of non-homogeneous ma-
terials with its viscous flows and deformations can be founded on the basis of 
mathematical image processing with value results of intensity of transformations - 
deformations and flows. These value results can be found by means of mathemati-
cal image processing as vector fields of velocities of flowing and deforming areas 
in non-homogeneous materials. These are the sufficient conditions to describe 
relevant parts of shear curves and streamlines. 
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2   Vector Fields of Velocities 

Flows and deformations pictures can be described by means of scalar functions as 
a functional dependence of a brightness level in coordinates y,x , another vari-

able is time t . These functions are called video functions in form 

)t,y,x(fI = .  Digitalization is picture sampling of these functions in matrix of 

m x n  elements and quantization of brightness level to every sample – pixel to 

one of the k  intervals. Geometrical distortions which arise by location, position 
and shape of the camera lens must be eliminated by a geometrical transformation, 
which transforms point y,x  into point ý´,x and is defined by two component 

relations – polynomials of degree s , [1]. 
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These coefficients of transformation rka  and rkb  are determined by the minimal 

square differences method on the basis of corresponding points y,x  and ý´,x .  

The principle of searching for the vector field of velocities is following: In the 
time-successive pictures we search for the corresponding square element with di-

mensions y,x ΔΔ  - its first position )y,x( ii , in its new position 

)dyy,dxx( iiii ++  by means of the summation of minimal square differences 

of the brightness level )t,y,x(fI =  of relevant pixels. Results of computing 

are the values idx , idy  as the elementary shifts of non-homogeneous material 

along streamlines or along shear curves during the corresponding time it . 

Coordinates of points from figure 1:            ]y,x[1 ii ,       

       ]dyy,dxx[2 iiii ++ ,                ]dydyy,dxdxx[3 1iii1iii ++ ++++ . 

1

2

3

streamline
shear curve  

Fig. 1. Description of elementary deformation in non-homogeneous material 
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The direction of velocity 3,1v - belongs to the point 2  - is identical with the di-

rection 31 −  in figure 1, it stands for a tangent-direction of a section of shear 
curve (or streamline) in the point 2 .  

Relevant velocity of movement in a selected point 2 : [4] 
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Fig. 2.  Flowing – deformed non-homogeneous material along the moving blade 

   

Fig. 3.  Velocity scale, field of sizes of velocities of flows and deformations 
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Fig. 4.  Direction scale, field of directions of velocities of flows and deformations 

 
Fig. 5.  Selected vectors of velocities of flows and deformations 

3   Description of Flow Intensities 

The pictures of flowing and deformed areas of non-homogeneous materials in form 
of vector fields of velocities are chosen as the carrier of information. From this point 
of view a reference physical quantity can be determined as a kinetic intensity of trans-
formation. Kinetic intensity of transformation (transformation consists of flows and 
deformations) can describe qualities of mechanical processes in non-homogeneous 
materials. This physical quantity can be defined by means of the next equations: 

Kinetic intensity of transformation in the plane:  

ij

l

1i

m

1j
ijKS v.SI ∑ ∑

= =
=                                           (3) 
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Kinetic intensity of transformation in the volume: 
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(6) 

According to our laboratory equipment possibilities the kinetic intensities of trans-
formation in the plane are presented as transformations (deformations and flows) 
of the particular material along the moving blade at mixing process. The velocities 
of moving blades are step changed in its values during these mixing processes.  

These results can be used e.g. for optimizing and for quality-process control 
of the selections of shapes, positions and velocities of movements of interactive  
 
 

 

Fig. 6. Functional dependences of kinetic intensities of transformation IKS [mm3.s-1] on the 
step changes of velocities vb = 10, 16, 24, 36 mm.s-1 of moving blade 
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machine parts related to the processed non-homogeneous materials. These inter-
active machine parts are mechanical machine parts – blades and walls of mixers, 
jaws of compact-machines, parts of scrapers, spirals of conveyors, dump holes 
of silos.  

4   Conclusion 

Non-homogeneous materials cannot be regarded as continuum, they are partly 
continuous spaces, and the properties of these particles, including their size and 
shape, are unstable in time. 

The transformed areas of non-homogeneous materials change their structural 
composition, shape and size according to the possibilities of their physical and 
constitutive characteristics to the form with minimal external forces effects. These 
changes of shapes and sizes cause simultaneous changes of physical and constitu-
tive characteristics in time.  

The mathematical image processing of pictures of transformed areas of non-
homogeneous materials in forms of vector fields of velocities are chosen as the 
carrier of technological process-information.   
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Abstract. Presented paper deals with problems of discrete simulation within acid 
pickling lines. These types of lines are complicated mechanical systems required 
special algorithm for controlling. The paper discussed using of simulation ap-
proach both for projecting and controlling of acid pickling lines.  

1   Introduction 

The simulation modeling offers competitive advantages to design and production 
organizations. The system simulation can be performed within a relatively short 
time. Approaches related to manufacturing system design using simulation studies 
include a lot of applications. Simulation of production capacity of a shock ab-
sorber assembly line was studied to propose a modification of the current line [1]. 
Redesign of an injector assembly and calibration production was discussed [2].  
Research in analyzing of concrete factors in a manufacturing system: the purpose 
of analyzing some concrete factor of manufacturing system was to improve the 
current system. Roser, Nakano, and Tanaka [3] studied a method for detecting the 
bottleneck in a manufacturing line. Duanmu and Taaffe [4] attempted to improve 
throughput of a manufacturing line using a combination of tact time and simula-
tion analysis. Simulation of robotic welding system was investigated to show the 
impact of system failures and delays on the output and cycle time [5]. Man-
machine ratios using simulation was studied to gain high resource utilization and 
output [6]. 

2   Description of Simulated System 

Simulation objects are pickling lines. The topology of those lines can vary. Ac-
cording to the axis orientation of hook, which serves for manipulation with coils, 
can be distinguished the crosswise oriented system (the hook axis is perpendicular 
with regard to the production system axis), and the lengthwise oriented system. 
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Manipulation manners with the hook can also bring some limitations: The crane 
on a lower position is not structurally limited in its horizontal movement or the 
crane on a lower position is structurally limited in its horizontal movement. The 
empty hook return can be accomplished out of the line or by means of the line 
crane. In the second case - if the line includes more cranes - then the return is car-
ried out through a re-hanging point. 

The number of transport units (cranes) is a further parameter, which must be set 
so that the throughput (production rate) would be assured. The simplest variant 
has one crane only – but the line can be designed with two or more cranes. Be-
cause the crane is an expensive equipment then optimal crane number via the 
simulation brings considerable saving within investment costs.. In case when more 
cranes are used then two different control strategies are possible according to the 
set of positions which are served: Each crane has own set of positions only (the 
sector which crane serves), or cranes can serve all positions. 

The sequence of pickling line position engagements can be changed according 
to the flow of material. There are possible two variants - when position engage-
ments are performed just in the material flow direction, or when position engage-
ments are performed also against the material flow direction (manifold engaged 
positions). This fact considerably influences the preparation of simulation model, 
which implicates product flow control algorithms (the flow of pickled coils). As to 
the technology two pickling technique can be applied – namely the cascade pick-
ling at which all given positions must be engaged and simultaneously exposure 
durations cannot be summed, or summary pickling at which is sufficient to en-
gaged one position and keep the summary exposure time. After the deviations 
from a given pickling plan the three alternatives can be distinguished: i. Without 
any deviation – that is the exposure cannot be exceeded; ii. The maximal deviation 
is defined – the exposure can be exceeded; iii. The maximal deviation is defined – 
the exposure can be exceeded only at some positions. 

The pickling line configuration can be generally defined through the use of fol-
lowing parameters: a. the pickling line topology – the number of transport units 
TUn (the correct choice will be verified by a simulation), the number of transport 
hooks (the material is hung on the hook), the number and definition of technologi-
cal posts (store, uploading, heating, pickling bath, rinsing bath, discharge, and 
likewise), b.the distance in horizontal direction (among positions), the distance in 
vertical direction (hook lift), c. the speed of travel, the speed of hoisting/lowering, 
d. the acceleration and deceleration of travel, the acceleration and deceleration of 
lift, e. the number of working positions, f. the pickling programme – that is entered 
by a technologist (the pickling programme is a sequence of positions to be engaged 
Sn for a chosen pickling programme according to the type of given technology – 
one or more pickling programmes), g. the sequence of position engaging is defined 
for instance by this string: S1-S2-S4-…, h. the technologist determines material ex-
posure durations within positions, i. the technologist determines idle periods, for 
instance for draining away, uploading, discharging and the tolerances within expo-
sure periods. During simulation studies these parameters are considered both as in-
put parameters and subjects of simulating and optimising experiments. 
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3   Requirements for Simulation Model 

The simulation model of the pickling line is to give answers mainly to following 
questions: i. with how many cranes can the production system be served?, ii. what 
is the production capacity of a given production system, that is the ”Production 
Rate“?, iii. what are the requirements as to the number of hooks within the produc-
tion system?, iiii, how will be cranes engaged?, iiiii what is the maximal deviation 
from required exposure periods? 

The simulation serves for operational characteristic verifications of production 
systems with a certain probability measure. During the design of production sys-
tem there is necessary to correlate those three following requirements: i. Techno-
logic, ii. Technical, iii. Economic. 

4   Simulation Model of Acid Pickling Line 

From the previous elaboration large varieties of pickling line configurations can 
be derived. These varieties can be shown in quantities and arrangements of vats 
(baths), in means of transport numbers, in different algorithms for material flow 
control, and likewise. From such diversity naturally originates also different re-
quirements with regard to the simulation model. To increase and effect works at 
the preparation of simulation models, the more common methodology is prepar-
ing, which guides to preparation of more universal simulation models of pickling 
lines. It deals with a parametric model, which enables with smaller changes to cre-
ate the simulation model for a concrete line. The general structure of some univer-
sal model is shown in the example (Fig.1). The pickling line layout is derived 
from the proposal of line design that is elaborated in the Autocad environment. 
The line consists of individual vats according to the technological procedure. Vats 
are modelled as resources with capacity 1. That means that they can handle in one 
moment only one coil (Fault modelling problems will be discussed in another re-
port). Analogously to vats also input/output positions and re-hanging stations are 
defined as resources.  

The crane track creates a transport system; one or more cranes are modelled by 
means of the use of modelling entity AGV (Automated Guided Vehicle). The us-
age of sophisticated entity for transport system of AGV type is evincible if the 
pickling line will be retaining two or more cranes.  

The AGV system consists of transport segments and control points. Control 
points define positions of individual vats, inputs/outputs to/from pickling line, 
transfer place, and likewise. In control points the decisions according to control al-
gorithms of the transport system are performed. Hereinafter those following algo-
rithms are defined: i. Sequence algorithms for load queue control – if the produc-
tion load (coil) needs a resource (in that case a crane), which has been already 
allocated, then this load is placed into the queue according to the chosen algorithm, 
ii.  Algorithms for load (coil) selection from the queue of waiting loads – this algo-
rithm will be activated after the resource has been released and also can cause a 
new creation of the load queue, iii. Algorithms for crane selection – in case that  
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Fig. 1.  Simulation model of pickling line 

pickling line retains more cranes the track of which are shared, then those algo-
rithms are applied, iiii. Algorithms to control the crane behaviour during blockage, 
fault, or idleness. From above we can see that control algorithms can influence the 
behaviour of pickling line and its characteristics. The help of simulating experi-
ments can find out suitable algorithms. Other defined characteristics of transport 
system are the speed of crane with a load (it transports a coil), the speed of empty 
crane, and acceleration and likewise. Transport times are calculated by two meth-
ods: i. According to the length of segment, speed and acceleration; ii. Or according 
to the matrix of distances, speeds and accelerations. The choice of calculating 
method depends on what the simulation model will be used for. 

The technological procedure is modelled under the use of process plan. The 
process plan consists of individual process steps. The technological procedure and 
the process plan are not identical, because the technological procedure is a subset of 
the process plan. In general the process plan describes the material flow (and also 
information and financial flow) through the production system. Due to that it con-
tains besides the technology also control algorithms, bills of materials, and like-
wise. In the process plan two basic process steps (beside others) are used: “Manu-
facture” and “Move-Between”. By means of the “Manufacture” process step the 
manufacturing operations can be modelled – in case of pickling lines the coil sub-
mersing to vats. The process step ”Move-Between“ is used to model transport op-
erations. Algorithms for allocation and releasing of resources are applied in both 
process steps. The simulation model of technological process is processed within 
the development environment of licensed software SLVP by Infor. 

5   Results of Simulation Experiments 

Several experiments with the simulation model were performed to verify the pro-
duction system design. In the following description will be mentioned only simu-
lation experiments which balance two alternatives: alternative with one crane, and 
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alternative with two cranes. The key factor to be followed was the throughput 
(number of produced coils per hour) of pickling line in a steady state. In case that 
one crane is used the throughput is 6,716pcs of coils per hour; when two cranes 
are used the throughput is already 9,061pcs of coil per hour (Fig. 2). 

 

  
Fig. 2.  Part production rate 

 

Fig. 3.  Working station utilisations 

 
The important factor the pickling line designs deals with is the source utiliza-

tion, for instance cranes or working stations as shows fig.3. With the production 
throughput is also related the running time when coils remain within the pickling 
line in a steady state. To verify functions of the simulation model for analysis of 
pickling line operations, and to schedule the production, the Gantt’s diagrams 
were generated. 

6   Conclusion 

The project benefits can be summoned to those following items: i. the demonstra-
tion of available technical parameters at the designed equipment, ii. savings at the 
equipment dimensioning and lower acquisition costs thereof (number of transport 
units, number of manipulation hooks, and others). The simulation implementation 
to the production (on-line version) will be proven at the customer within following 
spheres: the overall material transport acceleration and thus the production in-
crease, to reduce delays necessary to return the transport units to normal state (re-
covery after faults), to lover the number of wasted products. From performed 
analyses can be expected the improvement within those economic parameters: the 
increase of work productivity within intervals 5-10%, the working time rationali-
sations by o 5-10%. 

Acknowledgments. This work was supported by the CZECHINVEST, ICT and strategic 
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Abstract. In laser-scanning measurement of cylindrical objects the obtained 
fringe pattern is due to the superimposition of: reflected, unobstructed and scat-
tered light. The proportions between these components vary in time and are af-
fected strongly by instabilities of measuring system. The theoretical approach, 
based on Fresnel theory, leads to the conclusion that the existing solutions for dif-
fraction of 3D bodies do not fit to engineering applications. Having the above in 
view, the close analysis of detector signal was carried out. The experiments  con-
cern: (1) warm-up time and stability of laser radiation, (2) the real structure of la-
ser beam, (3) the influence of the active detector area on registered signal, (4) de-
termination of the position of object edge in relation to the laser beam waist. The 
obtained results help to optimize the configuration of all interferometric laser 
measuring systems.  

1   Introduction 

In standard laser measuring scanners the measurement information is transformed 
several times and finally the detector output signal has the form of shadow of an 
object. When the accuracy of over 1 μm is sufficient this approach is satisfactory, 
but when more accurate measurements is required it is necessary to take into ac-
count the effects appearing on the edges of measuring object because the resulting 
interference pattern contains the information about the position of the edge of an 
object [3,4].  

We proved that when using Fresnel theory for volumetric obstacles, the correc-
tions depending on the shape of obstacle have to be taken into account. [1]. 

The measuring method was presented in [2]. Recently,  in order to reduce the 
measurement error level, several modifications were introduced – resulting in ob-
tained final accuracy 0.2μm. This up-dated configuration of measurement system 
is considered to be an optimum one.  
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2   Experimental Set-up 

The main units of experimental set-up are presented in Fig.1. The laser (1) beam is 
transformed by optics (2) and directed to the object (3). The unit (2) contains 
beam forming optics (beam expander with spatial filter) and scan lens. The inten-
sity distribution pattern is measured by detector unit (4) and detector signal is 
processed by computer (5). Computer controls the step motors (6) and (7) by 
means of interface in/out LC-012-1612. The motor (6) drives the laser unit and 
motor (7) connected to worm gear (8) drive the detector. Laser and detector are 
supplied by separate power sources (9) and (10). 

 

 
Fig. 1-2.  Experimental set-up. a) Outlook (left), b) Scheme (right) 

The experiment was limited to the edge effect – to the area located nearby the 
shadow border line (where the strong diffraction effect is expected).  

The scheme of the set-up is presented in Fig.1b. An object O, polished steel 
cylinder, is placed at the focal distance of scan lens  SL. He-Ne laser with beam 
expander fixed to the X-stage XS, form the laser head LH. Scan lens, of the focal 
length c = 65mm, forms the beam waist 60μm along the Z axis.  

In order to avoid the inaccuracies caused by the instabilities of angular deflection, 
the entire laser head is scanned across the Z-axis (x1 movement, linear scanning).   

The detector unit (fixed to the rotary table RT, coaxially with object axis) is 
composed of photodiode D, aperture 0.3mm A and electronic circuit. It was cali-
brated with the power meter (LaserMate-Q, Coherent) and obtained signal (in V) 
is proportional to the measured light intensity. It is driven by step motor and its 
smallest linear displacement is 0.026μm. 

Fig.1 does not show many auxiliary components like: system assuring parallel 
laser travel, vibration protection set-up, dark chamber, detector electronics, etc.  

3   Stability of Laser Power  

The standard lasers have the output power stability on the level 0.1-10%. In de-
signed measuring scanner, we decided to use the non-stabilized, low power and 
low cost He-Ne laser with catalogue stability 1%. The below presented figures  
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Fig.3-6.  Four cycles of laser output power stability measurement 

(Fig.3-6) show the output power fluctuations in time intervals 1 hour (4 cycles, in to-
tal nearly 6 hours). The experiments started   after 10min warming-up time (meas-
urement time is shown on time scale on each graph). The amplified signal was 
measured in volts with sampling rate 3s. The results are summarized in Table 1.  

Table 1. Laser output power fluctuations 

Measure. Measure. Max Min Average Uncertainty  Uncertainty  
cycle time[min]  [V]  [V] [V]      [V]       % 
1     10-70 3,65 3,25 3,45   
2 100-160 3,65 3,25 3,45   
3 180-250 3,65 3,25 3,45   
4 280-340 3,60 3,25 3,425   

The results (measurement the position of interference fringes, not their ampli-
tudes) show how the frequency of power fluctuations changes in time and defines 
the power stability (with uncertainty 95%). It means that the designed  system 
should be insensitive to the above fluctuations.  
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4   Structure of Laser Beam, Sampling Rate and Detector Active 
Area 

Laser beam is considered to be Gaussian; however it departs from this simple 
theoretical function due to the imperfections in the laser. By placing the pinhole in 
the beam expander (spatial filtering) the fluctuations at high spatial frequencies 
can be significantly eliminated and theoretically the ideal beam can be generated. 
However it requires very small pinhole diameter and results in reducing laser 
power of about 90%. In the measuring system we solved that problem by match-
ing the pinhole diameter with detector active area. Fig.7 shows the area of laser 
beam “seen” by detector of circular aperture 0.3mm. The observed pattern (speck-
les) changes, but averaged output signal is stable.    

 

                      
 

Fig. 7. The area „seen” by0.3mm detector Fig. 8. Output signal for detector - 5 steps 
and 50 interval steps 

 

In complement to the above discussion, the displacement (sampling rate) of de-
tector has been optimized. The stability of 0.3mm detector signal was measured 
applying displacements in the range 1-200 steps. It corresponds to sampling inter-
vals from 0.026μm to 5.2μm. The obtained output signal shows large fluctuations 
for small intervals (with maximum at about 5 steps, Fig.8, left) and with the in-
crease of interval, the fluctuations are gradually reduced It was noticed that from 
1μm interval (40 steps) the fluctuations level is stable.   

For the further experiments the minimum interval 50 steps was chosen  
(Fig.8. right). 

5   Position of Object Edge in Relation to the Laser Beam Waist  

The determination of measuring area (location of measured object) is essential in 
all measuring instruments.  

In the designed measuring system the beam waist is 2w0 = 60μm and its posi-
tion in reference to the scanning lens is 65mm. In experiments φ1.3mm cylinder 
we used, placed perpendicularly to the laser beam axes in he distance 57-85mm 
from the scanning lens. The visibility of interference fringes was measured in 
1mm step starting with 57mm distance.  
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Fig. 9.  Object position and general geometry for p.6 experiment 

Fig.9 presents the geometry of experiment. In each position the laser beam is 
screened by the edge of an object and the fragment of resulting interference pat-
tern is recorded.  Detector moves between points 1 and 2.  

Depending on the position of an object the interference pattern changes signifi-
cantly (Fig.10). At the distances below 65mm the diffraction effects are visible on 
the left side of the graphs. The most uncertain signal was detected at the positions 
close to the beam waist (it did not show any interference). When the distance 
65mm was exceeded the stronger and more distinct pattern appeared. The most of 
the information contains the graph for 75mm distance. There are clearly visible 6 
interference fringes and also visibility of fringes is high.   

  

Fig. 10. Output signal for chosen object positions: 65mm and 75mm. Detector displacement 
from point 1 to point 2 is measured in steps. 

6   Conclusions 

Although the presented experiments were performed for the needs of laser scan-
ning system, they have general aspect and can be applied to all laser instruments 
based on interferometry.  

At first, it is extremely important to check the parameters of laser beam. In the 
paper the problem of power stability and speckles were discussed and it was 
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solved by designing measuring system insensitive to these phenomena, (but in 
many cases it is necessary to use laser with stabilized power output). By optimiz-
ing the detector active area and detector sampling interval it is also possible to re-
duce significantly the detector signal noise. 

Finally, in reference to diffraction theory on 3D objects, there is an absolute 
need to check experimentally the measuring area. The scientists know that the 
fringe pattern changes with the distance between object and beam waist, but these 
changes are so strongly dependent on laser beam parameters, object shape and op-
tics used, that the optimization procedure does not exist. All must be just tested 
experimentally. 
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Abstract. The paper presents two ways of continuous quality assessment of com-
pressed video: subjective and objective. The attempt to comparison of the Single 
Stimulus Continuous Quality Evaluation (SSCQE) results with SSCQE emulator 
is performed. 

1   Introduction 

In case of video, the use of lossy compression is almost a rule, as it enables for 
significant decrease of the file size. The side effect of this process is the loss of 
quality, which should be measured to meet the requirements of a consumer.  

The compressed video quality measurement is conducted either on the way of 
experiment which involves a group of observers, or with the use of quality analyz-
ers – the algorithms which emulate the human observers’ behavior.  

The growing number of quality analyzers available on the market raises various 
questions among the potential consumers. The most important is: how perfect is 
the imitation of human audience?  

The paper presents the first attempts to comparison of the signal generated by 
Rohde&Schwartz® DVQ Digital Video Quality Analyzer (which is claimed to 
emulate a subjective method known as Single Stimulus Continuous Quality Eval-
uation (SSCQE) [1, 2] scores) with the result of the SSCQE itself. Statistical pa-
rameters are used for this purpose. 

2   SSCQE Method, Test Equipment and Experimentation  

In SSCQE method a series of video sequences is presented once to a viewer. Vid-
eo sequences are coded with different parameters, so the impairments may be 
more or less visible. A panel of viewers follows the temporal variations of quality 
in the video using a slider device with a continuous scale from “excellent” (100) to 
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“bad” (0) attached. Ratings are sampled at regular time intervals, so the time 
variations in perceived quality are precisely recorded. Viewers are not explicitly 
shown the reference sequences, thus their ratings are absolute. This corresponds 
well to an actual home viewing situation, where the reference is not available to 
the viewer either.  

Test equipment used by the authors consisted of a 20” professional-grade moni-
tor (SONY PVM-20M4E) and a professional DVD player (Pioneer DVD-
V7300D) (Fig. 1). 

 

Fig. 1.  A diagram of the experimental station 

SSCQE ratings were sampled at a rate of 2 samples per second and entering the 
PC directly through the NI 6013 card. All data was synchronized with the time-
code. Due to the dedicated application there was a possibility of displaying all in-
coming signals, so all data was being monitored by a supervisor.  

Test material was built on the basis of four source sequences: bbc3, mobl, cact 
and susi (Fig. 2) that were obtained from Tektronix, each of 15 seconds duration, 
40 Mbps and 25 frames per second. They contained elements difficult to decode: 
flat areas, complex patterns, masking effect, object and/or camera motion (zoom, 
pan) at different speeds, objects appearing, crossing the scene, moving in different 
directions, faces and landscapes. Soundtrack was not included. 

Source sequences were processed to the most popular standard MPEG-2. There 
was a possibility of changing three coding parameters: bitrate, length and a struc-
ture of a group of pictures (GOP). Because the duration of the test was limited, on-
ly 13-frame GOP was taken into account. The bit stream was rated as follows: 2, 
2,2, 2,6, 3, 3,2, 3,6, 4, 4,2 4,6 and 5 Mbps. For those 10 levels of bitrate, each se-
quence was coded with all three possible structures of GOP: with two B-frames, 
one B-frame and without them. This way of coding resulted in 30 variants of each 
of source scenes. Each observer was shown the same test material. 

 

    

Fig. 2.  The screenshots of test sequences 
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The experiment was performed in accordance with ITU-T P.911 Recommenda-
tion [1]. 45 non-expert viewers – mostly university students (aged from 20 to 25) 
– participated in test sessions. Each of them was screened for normal visual acuity 
or corrective glasses and normal color vision and all spoke polish so could com-
prehend instructions given in that language. A training process was used to in-
struct subjects about the task they were to perform during the subjective test and to 
become acquainted with the quality range to be seen in the test.  

The test was limited to two 15-minute sessions (separated by a 15-minute 
break), in order to keep the limit of a viewing period up to 30 minutes [1].  

The same test material was applied to R&S®DVQ Digital Video Quality  
Analyzer. 

3   R&S®DVQ Digital Video Quality Analyzer 

Digital Video Quality Analyzer R&S DVQ enables for objective realtime meas-
urement based on the analysis of DCT-coded video data applied to DVQ in a 
MPEG2 transport stream [3, 4]. It needs no reference signal and quality values are 
assessed according to the subjective masking effects produced by high temporal 
and/or spatial activities of the picture. The result of analysis is a reproducible qual-
ity level (DVQL-W) on a SSCQE scale. 
 

 
Fig. 3.  R&S®DVQ Digital Video Quality Analyzer [4] 

4   Results 

In case of SSCQE the mean of all scores given in time by all audience was com-
puted to obtain Mean Opinion Score (MOS) signal as a function of time.  Fig. 4 
shows the SSCQE MOS signal and the DVQL-W.  

SSCQE MOS signal uses a wider range (64,7 points of the total scale) and is 
positioned almost in the middle of scale (Tab. 1). DVQL-W signal amplitude is 
two times smaller (measures 32 points) and the mean is 90% of the maximum of 
the scale. Standard deviation of the SSCQE MOS signal is 2,7 times bigger than 
standard deviation of DVQL-W. 

Table 1. Statistical analysis of SSCQE MOS and DVQL-W signals 

 mean min max Standard 
deviation 

Skeweness Kurtosis 

SSCQE MOS 56,2 17,6 82,3 12,8 -0,52 0,21 
DVQL-W 90,2 67,0 99,0 4,7 -1,25 2,21 
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Fig. 4. SSCQE MOS vs. DVQL-W 

 
Both signals are characterized by negative skeweness, which indicates that data 

are skewed left, but in case of DVQL-W the effect is more evident than in case of 
SSCQE MOS. The same is with kurtosis – both signals are flat relative to a normal 
distribution, but DVQL-W data differ stronger again. 

The shapes of histograms are significantly different from each other (Fig. 5). 
The probability distribution of DVQL-W variable shows that more of the variance 
is due to isolated extreme deviations and it has relatively few lower values in com-
parison with SSCQE MOS distribution.  

The Kolmogorov-Smirnov test (K-S test) an the Lilliefors test were used to ver-
ify normality of probability distributions of both signals. K-S test as well as Lillie-
fors entitled to reject the null hyphothesis that samples came from normal popula-
tions (with significance level α = 0,01). 
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Fig. 5. Probability distributions of variables: a) SSCQE MOS (K-S test: d = 0,05808, p < 
0,01; Lilliefors test: p < 0,01), b) DVQL-W (K-S test: d = 0,13778, p< 0,01 ; Lilliefors test: 
p < 0,01). 
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a) b) 

 
 

c) d) 

Fig. 6.  Mean Opinion Score (MOS) computed on the basis of SSCQE ratings (a and c) and 
on the scores generated by DVQL-W  (b and d) 

Diagrams of Mean Opinion Scores shows that both SSCQE MOS and DVQL-
W are positively correlated with bitrate, but SSCQE MOS is more prone to 
changes of video data stream (Fig. 6). Additionally, the SSCQE MOS susceptibil-
ity to bitrate strongly depends on the scene content, whilst in case of DVQL-W the 
scene subject seems to exert no influence. Then again DVQL-W scores show dif-
ference between the quality of video coded with B-frames and coded without 
them, whilst for tested range of bitrate the audience seem not to perceive any evi-
dent improvement.  

5   Conclusion  

The analyzers are especially useful for continuous quality measurement (for ex-
ample for monitoring digital television signals, where it would be impossible to 
engage a group of observers), consume less time and costs, but the results ob-
tained automatically differ from the results obtained on a way of subjective tests. 
Therefore there is an incontestable need to enhance the analyzers. This also means 
that the subjective methods should be under constant improvement, as they  
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provide both the knowledge on Human Visual System (HVS) and the basis for 
analyzers’ calibration. 
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Abstract. The work deals with influence of the temperature on cylindrical type 
nickel-metal hydride (further NiMH) accumulators. The basic aim of the research 
is to study charging and discharging characteristics of accumulator depending on 
the working temperature from 20 °C to 45 °C. According to the reached results it 
is effort to predict the capacity, lifetime and other parameters of battery during 
duty cycle especially in mobile devices such as robots, RC models, etc. The first 
measurement on the intelligent battery charger Robitronic Overloader2 has been 
performed and the special measurement card for data collection has been created.       

1   Introduction 

The sealed NiMH accumulators are one of the most used power supply and these 
days have become a mainstay in rechargeable accumulators. They have higher ca-
pacity (energy density) than nickel-cadmium ones and are more friendly to the en-
vironment that the other types because contain no cadmium, mercury or lead. 

The main advantages of NiMH accumulators are: 
 

• Up to 40 % higher capacity / energy density than the NiCd or Lead-acid 
ones 

• High drain current, that means low internal resistance 
• Compact size (flexible to user demand) 
• Acceptable cost 
• Contain no heavy metals 

 

Due to this positive qualities NiMH are also commonly used, except mobile 
devices and robots, in all kinds of consumer electronics, multimedia devices, mo-
bile phones, notebooks, etc.   

Basic characteristics of NiMH in numbers are: 
 

• Nominal voltage per one cell 1,2 V 
• Voltage of fully charged cell 1,35 – 1,4 V (without load) 
• Voltage of flat cell 1,1 – 1,0 V 
• Energy density 70 Wh / kg (250 kJ / kg) 
• Volumetric energy density 300 Wh / l (360 MJ / m3) 
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Fig. 1. Electrochemistry of NiMH [4] 

General NiMH cells consist of a positive electrode, made of nickel hydroxide 
as an active material, a negative electrode composed of hydrogen absorbing al-
loys, a separator between electrodes and an alkaline electrolyte. All this parts are 
composed to the metal case with sealing plate and nowadays equipped with safety 
vent. The charge and discharge reactions in NiMH are on the Fig. 1, construction 
of the cylindrical cell on the Fig. 2. 

 

Fig. 2. Schematic of the cylindrical cell construction of NiMH [4] 

2   Charging and Discharging Characteristics 

This text works with influence of temperature on charging and discharging character-
istic of NiMH. Used sample of NiMH accumulator was LPR VTEC NiMH-battery. 
This battery is made of 6 cells and output voltages is 7,2 V, capacity 1400 mAh.  

All characteristics are measured by Robitronic Overloader2, connected through 
RS-232 or USB interface to notebook with appropriate measuring software Log-
View ver.2.4.5.203. The Overloader2 is a performance computerized system, 
which is capable of charging, discharging, cycling and conditioning of battery 
types – NiCD, NiMH, Li-Pol, Lead-acid and Li-XX and other features (especially 



Measurement of the Temperature Influence on NiMH Accumulator Characteristic 63
 

for RC models). It can be programmed for many different characteristics depend-
ing on type, manufacturer or status of connected accumulator. 

Setting of Overloader2 for mentioned LPR battery was: 
 

• Type – NiMH, 6 cells, capacity 1400 mAh 
• Charging characteristic was linear 
• Charging current 1,4 A and 0,7 A (1C and 0,5 C) 
• End of charging was set up on delta peak 15 mV 
• Maximal temperature of the battery cell 42 °C 
• Maximal discharging current 5 A 

 

Several experiments have been made with mentioned configuration of the bat-
tery charger. Temperature of the cell was measured by thermal sensor, connected 
to the Overloader2. Cooling was provided by small electric PC fan and pad made 
of aluminum.Measured characteristic for 1 C (1,4A) charging without external 
cooling depicts the trigger-stop after reaching about 70 % of the battery capacity 
due to temperature cross the limit of 42 °C. On the other side, if the external cool-
ing fan is used, charging stops at 75 % of the battery capacity due to delta peak 
voltage (15 mV) drop out.Another important parameter of accumulator is dis-
charging characteristic. Discharging current was constant with value of 5 A. In the 
both cases, with or without external cooling, the interruption was occurred by 
reaching the limit of 5,4 V for battery cell. The difference between cooled dis-
charge was the end temperature about 6 °C lower than uncooled.The next experi-
ment will be with discharging of the battery with variable load by means of real 
application in any mobile device, such as RC model of off-road car. With the view 
of fully independency of the mobile device, the special data logging card has been 
created, which is described in the following chapter. 

3   Data Logging Card 

Data logging card is used for analysis of discharging characteristic of the NiMH 
battery cell for RC models, described above. The aim is to put the card into the 
mobile device and study the battery qualities during variable load, which simulates 
the real duty cycle of the accumulator. 

The equipment, depicted in the Fig. 3, is consisted of the several parts – modi-
fied battery cell, CPU board and SD card data logger. This all (several PCB mod-
ules) are located on the special main board with appropriate analog interface cir-
cuits and DC power supply. Every part will be more described separately. 

 

Modified battery pack 
Modified battery pack is obtained by 6 temperature sensors KTY81-1 by Philips, 
that are able to measure temperature from -55°C to +150°C. For the battery tem-
perature measurement purpose it is not necessary to obtain such a wide range. The 
input instrumentation amplifiers are tuned for range from 10°C to 50°C with the 
resolution of 0,1°C. Temperatures above this scale are fatal for used NiMH accu-
mulators. Amplified and translated signals from sensors are fetched in the analog-
to-digital converters located on the CPU board. 
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Fig. 3. Schematic diagram of the battery measurement card 

The whole battery pack is additionally obtained by voltage measurement of 
every cell. It is possible to measure with resolution of 0,1 V on all six channels. 
The basic analog conversion circuits are located on the main board as well and 
then fetched to the internal ADC of the main processor.  

It is also necessary to measure the actual current form the battery. Smart Hall 
effect sensor, instead of some cheap shunt resistor, is used and it is possible to de-
termine current with the resolution of 0,1 A and maximal current 20 A.  

All sensors described above, except the voltage ones, are calibrated with origi-
nal battery pack and cannot be used with another one. Calibration of the tempera-
ture sensors were made in the special climate chamber. Voltage and current chan-
nels were calibrated by accurate measurement instruments.  
 

The main CPU board  
The main CPU board consists of the powerful 16 bit DSP processor by Microchip, 
which is clocked by the external crystal oscillator up to 116 MHz. Relatively high 
frequency is used due to the high number of measured analog signals (14 chan-
nels), that are subsequently sampled and averaged several times per second. Every 
channel has to be re-counted by the appropriate calibrating constants (gain and 
offset), that are stored in the internal EEPROM memory.    

The board is connected with the other peripherals, such as SD data logger or 
personal computer, by the CAN serial data bus. Data bus has about 100 Kbits/s 
transfer rate and CANaerospace high layer protocol is used. This type of protocol 
is convenient to use for the application, where is not necessary to transfer huge 
amount of data and is suited for control with short response time delays.  

SD card data logger and CPU board are internally connected through CAN bus 
on the main board. CPU sends several times per second measured and re-counted 
data to the SD card for saving. It is possible to set the period of sending on the 
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multiple of 10 ms. Whole message consists of 14 frames with actual temperature, 
voltage and current on every cell.  

Due to maintenance it is possible to connect the measurement card through 
CAN bus to the personal computer with appropriate software. Several calibrating 
constants, repeating period, etc. are set with this software also.  

The board is powered by 5 V DC from the power supply located on the main 
board. 

 

SD card data logger 
This card was created for general purpose of data logging on the CAN bus, which 
is relatively often used in industry, automotive and aerospace environment. With 
advantage of small diameters, low power consumption, big storing capacity and 
low prize of memory media it is possible to use this solution in our battery analyz-
ing project. The SD card data logger listens on the CAN bus and stores all incom-
ing packets to the internal SD card with capacity up to 2 GB. Commercial and 
cheap SD card, well known from many multimedia applications (such as cameras, 
phones, MP3 players, etc.), is used. For worse working environment, that means 
low or extremely high temperature, it is usually better to use special type of indus-
trial SD card, which is much more reliable.Received packets are added by exact 
time mark from implemented RTC (real-time clock) circuit. The resolution of time 
determination is 100 ms.  

Used SD card must be formatted in FAT16 file system and must contain any 
data file. Prepared data packets are then stored in this data file. This configuration 
allows very comfortable data post processing by means of easy upload the data 
file to the computer by any commercial data reader. Analysis can be performed by 
appropriate software, such as Microsoft Excel, MATLAB, etc.Consistence of the 
data file in the SD card is check by internal firmware automatically for higher reli-
ability.In case of 2GB card and average 42 packets per second (that means all 
message is sent 3 times per second), the data could be collected for more than 2 
month continuously.    

4   Conclusion 

Temperature influences most of the operating characteristic of NiMH accumula-
tors as it is described above in this paper. External cooling provides more efficient 
charging. Due to trigger-stop by delta-peak voltage, we can use almost full capac-
ity of accumulator. For discharging by invariable current is external cooling much 
less efficient. Keeping accumulator temperature near to the value of 30 °C extends 
their lifetime. The next step is providing measurement on the real RC model or 
other mobile device with the various loads (various current) and simulates the real 
duty cycle. Stand-alone measurement and data logging card has been created for 
this purpose. Collected data from several working cycles will be analyzed and ac-
cording to the reached results will be predicted optimal working cycle, lifetime 
and temperature influences. The analyzing software, which enables the appropri-
ate data post processing and graphical outputs, has been created in the MATLAB 
environment. Component part of the analyzing software is graphical user  
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interface – GUI as well. Obtained results and behaviors of the NiMH batteries 
could be used in the several part of industry environment, mobile devices, medi-
cine and other part of the technical branches, where these types of accumulators 
are plentifully applied. 
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Abstract. Characteristics of electric stepping micro-machines could be changed or 
shaped by using many methods other than simple re-design of their electromagnetic 
circuit. Many possibilities of characteristics forming give us idea of using special 
methods of steering. For planning, simulation and evaluation of new modified 
characteristics objective apparatus that allows comparing complex characteristic 
curves is a must. During development of new stepper actuators steering method 
such requirement occurred. Because of complexity of stepper characteristic curve, 
its incapability being analytically described and its irregularity – synthetic method 
was proposed and developed. This method is based at analyses of geometric pa-
rameters of an area under a characteristic curve. Because it does not use particular 
features of stepper motors characteristics, it can be used to comparisons of all char-
acteristic types. Especially these ones, in which an area under a curve is important, 
what is happening i.e. when estimating absorption. 

1   Introduction 

Starting his studies [1] on influence of various parameters on stepper actuator cha-
racteristics author has faced the problem how to measure or estimate this influ-
ence. Rules of setting point of work for stepping machines are widely known and 
described [2,3,4], but there are no clue to judge which characteristic is better. It is 
more important because this problem if more often to choose pair of a control unit 
and a stepping motor not just simple comparison. Such feature analyses have to be 
made on the features that cannot be described by a single value. It has to be based 
on aggregated data or characteristics that describe the device. In many cases selec-
tion is made by computer systems with use of simulation data. That’s why the 
comparison result should be calculable numerical value. 

Comparing two items that can be described by a single value it is easy to judge 
which is better. If we call this value as n than its gain ∆n can be used for compari-
son. It can be stated as absolute or relative measure. 
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It is possible to make such comparison also for two selected parameters of stepper 
actuators i.e. maximum force, maximum frequency, or to compare maximal fre-
quency of pull-out work under set load for a different values of driving voltage. 
When analyzed device is described by a nonlinear characteristic case became to be 
more complex, especially when characteristic is an irregular curve or this curve is 
just a border of area that describes device behaviour. This is a case of all stepper 
motor and actuators which can work in any point of area bounded by characteristic 
curve and both axes of coordinate system. For a pull-in characteristic it is true in 
all conditions, for a pull-out characteristic only when following proper accelera-
tion and braking conditions. 

Typical pull-in or pull-out characteristic is irregular curve. Simple comparison 
of maximal force or maximal frequency is not including any information about 
characteristic shape. Let’s consider case of two actuators. One - call it A- has 
maximum force of 100 units, second - B – of 90 units. Which one is better - A? 
But when comparing characteristics of these two devices it is plausible that the 
case will be like presented below. 

 
Fig. 1. Hypothetical characteristics of two stepper actuators A and B 

As it can be seen simple comparison in this case could lead to misinterpreta-
tion. Actuator A can give more force but machine B characteristic is much wider, 
more useful when flexibility of drive if needed. 

2   Proposed Method of Evaluation 

As it was stated above characteristic of stepper actuator is a figure bounded by a 
characteristic curve and both axis of coordinating system. This obvious phrase was 
an inspiration for author to dissolve problem of characteristics evaluation from the 
point of view of geometry not the electrical machines.  
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Let’s consider few simple equations describing some features of planar figure. 
As a first what’s comes to mind - area of a figure. In considering coordinate sys-
tem of frequency f and force F area S of figure bounded by both axes and a curve 
can be calculated as follows [5] 

∫= dffFS )(
                                                    

(3) 

And relative change of area can be our first comparison value.  
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Index A will be used for referential characteristic, index B is for characteristic be-
ing compared. Use of area as the only comparator can be misleading. Figure 2 
shows the case when the same shape figures are compared, only one of them was 
mirrored. Areas of this figures are equal but as they placement differs they also 
describes different devices. 

To avoid such misleading as showed in this simple example, use of comple-
mentary comparisons is a must. There are also some other geometrical parameters: 

The second moment of area (area moment of inertia) about the axis f  

∫=
S
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and its relative change  
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Fig. 2. Hypothetical characteristics having the same area 
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Having all three presented measures it possible to correctly evaluate changes of 
shape of pull-in or pull-out characteristic of a stepper actuator. This evaluation can 
be made on these three measures separately or having them totalized as a one 
weighted measure ∆Q. 

CFCffJS ΔFwΔfwΔJwΔSwΔQ ⋅+⋅+⋅+⋅=
 

(9)

As proposed method is not strait based on stepper features explanation of possible 
changes and it influences on actuator will be presented. 

Table 1. Listing and short explanation of presented measures changes 

Measure change Explanation 

∆S>0 General increment of area of characteristic. Desirable. 

∆S<0 General reduction of area of characteristic.  
Undesirable unless special requirements. 

∆Jf>0 Increment of area or change of shape of characteristic. Must 
be considered with others measures. Large increment with 
∆S=<0 means increasing of range on ordinate axis and re-
duction of range on abscissa axis   

∆Jf<0 Reduction or change of shape of characteristic. Must be con-
sidered with others measures. Followed by ∆S>=0 indicates 
increasing of range on abscissa axis and reduction of range 
on ordinate axis   

∆fC>0 

∆FC>0 

General increment of area of characteristic.  
Follows with ∆S>0. Desirable. 

∆fC>0 

∆FC<0 

Characteristic expanded in direction of abscissa axis. If fol-
lowed with ∆Jf>0 characteristic figure means that character-
istic was not lowered on higher values of ordinates.  
Other cases - characteristic was lowered.   

∆fC<0 

∆FC>0 

Characteristic expanded in direction of ordinate axis. If fol-
lowed with ∆Jf>0 characteristic figure means that character-
istic was not lowered on higher values of abscissas. 
Other cases - characteristic was lowered.   

∆fC<0 

∆FC<0 

Generally caused by reduction of characteristic area. When 
occurs with ∆S>0 and/or ∆Jf>=0 then characteristic curva-
ture was changed from convex to concave 
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3   Examples 

Method described in proceeding chapter was tested by author on synthetic data. It 
was also used to estimate influence of new method of acceleration [1], simulation 
and tests result of nonlinear acceleration (b) were compared to the data received 
during standard acceleration (a). 

 

 
Fig. 3. Examples of characteristics comparisons  ex.1, ex.2 synthetic data, ex.3 simulation 
data, ex.4 test results.  

For the presented examples evaluation method described in chapter 2 gave fol-
lowing results. 

Table 2. Evaluation results. 

Example ΔS ΔJf ΔfC ΔFC 
1 18% 32% 9% 24% 
2 100% 258% 25% 42% 
3 25% 29% 8% 0,5% 
4 18% 11% 14% 9% 

 
For a unknown application or for automated comparing during optimization or 

during training of neural networks or genetic algorithms synthetic target as shown 
in examples 1 and 2 should be considered. 
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4   Conclusions 

There were presented method of quantitative evaluation of a complex characteris-
tic. Method based on geometrical parameters of a figure bounded by axes of coor-
dinate system and a characteristic curve can be easily used in numerical calculation 
during i.e. simulation. Because there is no use of any specific feature of figure pre-
sented method is universal and can be used in many technical areas. Depending of 
used coordinates system each used measure can be interpreted differently (i.e. as 
power, flux or work). Use of this method, especially interpretation of it results can 
be debatable when strait connection to physical phenomena is not obvious. This 
method is a comparative tool that can be used by an engineer with other ones. 
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Abstract. The paper deals with possibilities and methods of processing of signals 
from aircraft sensors. Because of a large amount of proceeded data the subject 
of the paper is limited only to data processing from electrical subsystem of air-
craft. Designed data acquisition and processing avionic system is based on 
CANaerospace communication network. Primary function of the system is to col-
lect all available information from all avionic blocks. Proposed system will be 
employed in being designed system NEC (Network Enabled Capability) in the 
Czech Armed Forces in future. 

1   Introduction 

Information Technologies (IT) play a dominant role in development of Network 
Enabled Capability (NEC) and in professional Czech Armed Forces in general. 
NEC is network communication and information system, which combines strat-
egy, recent tactics, ways, procedures and organization methods, which military 
powers can use to achieve superiority over the enemy. Each commander is able to 
make right decision and issue orders only on the basis of enough necessary infor-
mation. Network communication and information system NEC is being developed 
for this reason. This system collects data from ground troops and air forces too. 
Afterwards each commander could effectively use these data. 

Any comprehensive study on required structure of information from aircraft, 
their collecting, processing and providing to the NEC hasn’t been published yet. 
How-ever, well and logically ordered information from aircraft on-board systems 
and sensors is essential prerequisite for effective NEC realization at aviation area. 

In avionic systems of modern aircraft the trend in collecting of information 
from all on-board systems steadily grows. Development of new avionic systems 
pre-supposes implementation of new systems into existing, sometimes obsolete, 
avi-onic network like ARINC 429, RS-422, RS-485, MIL-STD-1553B. Some of 
men-tioned networks have been even classified. 
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2   Data Acquisition from Flying Vehicles 

A basic hierarchical structure of proposed Aircraft on-board Electronic System 
(AES) is described in full details in [2]. AES is a modular system composed from 
several subsystems. Communication among particular modules is based on CA-
Naerospace protocol, which is an enhancement of the Controller Area Network 
(CAN) [4]. CANaerospace is communication protocol specially developed for use 
in avionic systems. CANaerospace offers a lot of additional functions and also en-
sures better data transfer security [5]. An effort to certificate CAN for use in avi-
onic systems [3] was made in the Czech Republic in the past. CAN hasn’t been 
certified as a standalone system, but only as a part of system SAM [6] from UNIS 
company. However, the capability for use in avionic systems has been confirmed 
by Federal Aviation Administration (FAA) and Civil Aviation Authority Czech 
Republic (CAA CZ). European Aviation Safety Agency (EASA) certificate was 
issued in December 2005. 

Electrical subsystem blocks (Fig. 1) process information concerning inertial 
meas-urement of the aircraft space position (Earth's magnetic field, geographic 
posi-tion), airframe and engine operation conditions (operational pressures at sys-
tems of oil, fuel, air and oxygen), temperature at important points of the aircraft, 
sur-rounding temperature, air pressures, voltage of on-board power supply system 
and positions of selected actuators.  

Diagnostic equipment could be also added into electrical subsystem. 

 

 
Fig. 1. Proposal of electrical subsystem 

3   Signal Source Characteristic on an Aircraft  

3.1   Signal Parameters 

Characteristics and parameters of signals occurring on an aeronautical vehicle are 
clearly shown with aid of several signals mentioned at the table (Tab. 1). First of 
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them with CAN message identifier (CAN-ID) 300 is acceleration in aircraft longi-
tudinal axis. Range and scale of measured value generally depends on applied sen-
sor. In this presentive case ±10 g with 14bits resolution is used. Sensor transmits 
measured data through SPI bus. A period between two measurements is controlled 
by microcontroller. 

Quantity with CAN-ID 326 is static pressure performing for altitude calcula-
tion. While using commercially widespread available sensor MPX4115 voltage at 
theo-retical range from 0.2 to 4.8 V with altitude corresponding 15÷115 kPa is 
meas-ured. When internal A/D converter with 0-2.5 V voltage reference is used 
nor-malization of measured voltage to this range is necessary. Afterwards resolu-
tion will be 10bits. A period between two measurements is again controlled by 
micro-controller. 

Quantity with CAN-ID 324 represents static air temperature. Sensor with tem-
pera-ture dependent resistance value is used. Temperature dependent resistor is a 
part of flip-flop circuit. Measurement of resistance is converted to measurement of 
pulse width. AVR microcontroller’s counters/timers allow measuring with 16bits 
resolution from approximately 1 μs. 

3.2   Signal Processing 

There are lots of signal sources on aeronautical vehicle as mentioned at previous 
text. For signal processing is necessary to divide them to several groups according 
to way of physical principle of sensing quantity (employed sensor) and according 
to way of its analyzing at measuring chain. 

First group represents sensors whose input quantities are non-electrical signals 
(e. g. pressures, RPM, temperatures). Typical processing chain of non-electrical 
analogue quantity is depicted in Fig. 2. Signals from sensors are impedance 
matched and eventually also separated. Anti-aliasing filter for suppression of un-
necessary spectrum part follows. All signals are consequently normalized, thus 
DC offset is cut off. By amplification (attenuation) their magnitude is adapted to 
useful range of measuring converter. Afterwards precision is given by converter 
bit resolution. 

In the case of electrical quantities (voltage, current) is possible to leave out sensor 
itself and use the same measurement chain. Second group represents sensors work-
ing with time quantities. Here is also necessary to implement impedance match 
eventually also separation and sequentially to adapt microcontroller voltage possi-
bilities. In these cases parameters of monostable circuit are varied by measur-ing 
signal. Then pulse width or frequency is consequently analyzed in microcontroller  
 
 

 

Fig. 2. Non-electrical quantities processing chain 
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Fig. 3. Time quantities processing chain 

with help of timer/counter s. Fig 3. Resolution is subsequently defined by timing rate 
of microcontroller core and its hardware architecture. Maximal range of measured 
quantity is determinate by bit size of timers and counters. 

Third group represents signals from digital sensors using buses and commu-
nica-tion protocols. Afterwards in this factual case microcontroller is not a part of 
measuring chain but its function is as a converter among different buses and pro-
tocols. Two-state signals usually representing with help of two voltage levels logi-
cal “0” and “1” could also be included in this group. In the both cases to ensure 
compatibility of microcontroller with used buses is necessary. 

Then digital filtering and implementation of necessary computation opera-
tion in order to get particular physical quantity virtually always follows at mi-
crocontrol-ler. Consequently microcontroller provides gained data by CAN 
with CANaero-space protocol for other usage into the NEC environment. 

3.3   Data Fusion from Sensors 

Following procedure is data sharing among all participants in the system and 
inte-grated environment NEC. The CAN with CANaerospace protocol, men-
tioned in the Chapter 2, is used for this purpose. There are two basic ways of 
communication controlling on the CAN. It is event-triggered approach and 
time-triggered ap-proach. The CAN is natively event-triggered system. Data 
transmission is driven by internal events in the particular module, e.g. data are 
transmitted when specific parameter value get changed or when module re-
ceived the request for data from another bus participant. In case of time-
triggered systems, there each data have exactly predefined time interval, when 
data have to be send and the receiving participant exactly knows, when receive 
data addressed to it. The time-triggered approach has been chosen for proposed 
system, because it is more deterministic and more dependable way. Important 
parameter is CAN message identifier (CAN-ID), which denotes content of each 
message and indicates its priority. Low CAN-ID value means high message pri-
ority. A few examples of message definition are shown in the Table 1.  CAN-
ID values are excerpted from CANaerospace specifi-cation [5], in which de-
fault CAN-ID distribution of most often used parameters has been already  
suggested. 

All measured and computed signals and data are periodically (or on request) 
pro-vided to NEC via the CAN. 
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Table 1. CAN-ID distribution 

CAN-ID distribution 

CAN-ID Flight state parameter name Suggested 
data types Units Sensor 

300 Body longitudinal acceleration Float 
Short2 [g] ADIS 16350 

315 Indicated airspeed Float short2 [m/s] MEMS barome-
ter 

321 Heading angle Float short2 Magnetometer, 
GPS 

324 Static air temperature Float short2 [K] Resistance ele-
ment 

326 Static pressure Float short2 [hPa] MPX4115 

520 Engine exhaust gas temperature 
(EGT) Float short2 [K] Thermocouple 

 

4   Conclusions 

Conception and features of proposed Aircraft Electronic System (AES) have been 
shown on the example of electrical subsystem. AES can be used in any transport 
or combat aircraft or e.g. unmanned aerial vehicle (UAV). AES is a modular and 
universal system, that’s why only few modifications in certain modules are neces-
sary during implementation to concrete aircraft. Only selections of measured 
quantities (needed by other modules in the network) and optimization of their 
scale are required. The benefit of this system lies in utilization of proven, flexible 
and relatively high speed CAN enhanced by CANaerospace protocol for data fu-
sion from all available aircraft sensors and their real-time providing to the inte-
grated  environment NEC. 
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Abstract. A demonstration model of the passive optoelectronic rangefinder was 
presented to the opponent  committee of the Ministry of Industry and Trade of the 
Czech Republic within the final opponent proceeding in March 2009. The com-
mittee stated that POERF is fully functional and recommended continuing in its 
next research and development. This contribution gives basic information about 
the demonstration model of POERF.  

1   Introduction 

The passive optoelectronic rangefinder (POERF, see Fig. 1) is a measurement de-
vice as well as a mechatronic system that measures geographic coordinates of ob-
jects (targets) selected by an operator in real time. In the case of a moving object, 
it also automatically evaluates its velocity vector and simultaneously extrapolates 
its trajectory (Fig. 2).  

Active rangefinders for measurement of longer distances of objects (targets), 
e.g. pulsed laser rangefinders, emit radiant energy, which conflict with hygienic 
restrictions in many applications. In security and military applications there is a 
serious defect that the target can detect its irradiation. The use of POERF elimi-
nates mentioned defects in full. 

All required information is sent to external users (clients) by Internet in near-
real-time whereas the communications protocol is preconcerted [5, 6]. On the pre-
sent, the communication with the system ECC®s (Emergency Control Centre Sys-
tem) of the firm Z.L.D., s.r.o., Praha is ensured. 

Presumed users of the future system POERF are the police, security agencies 
and armed forces.  

2   POERF Principles 

The measurement principle [1, 4, 6] is based on the evaluation of information 
from stereo-pair images obtained by the sighting (master) camera and the metering 
(slave) one. 
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Their angles of view are relatively small and so a spotting camera with zoom is 
placed alongside of the sighting camera. This spotting camera is exploited by op-
erator for targets spotting. After operator’s steering the cameras towards a target, 
the shots from sighting camera serve to evaluate angle measured errors and to 
track the target automatically – Fig. 1, 3. 

 

 

Fig. 1. Passive optoelectronic rangefinder: demonstration model 2009 [6] 

POERF consists of hardware and software. The author of POERF conception is 
Vladimir Cech. The hardware incorporates the main construction of POERF, the 
operator workplace with computer and the electric power supply (electrical power 
network or car battery 24 V). Authors of the complete software package (except 
for servomechanism software) are authors of this contribution.  

From the system view, the POERF as a mechatronic system is composed from 
three main subsystems: 

 

- the range channel, 
- the direction channel and 
- the system for evaluation of the target coordinates and for their extrapola-

tion. 
 

The task of the range channel [4, 6] is on the one hand automatic recognition 
and tracking of the target which has been selected by the operator in semiauto-
matic regime and continuous measuring of its slant range DT (c. 10 measurements 



Demonstration Model of the Passive Optoelectronic Rangefinder 81
 

per second at the present) and on the other hand the evaluation of angle measured 
errors that are transferred on input of the direction channel. 

The direction channel [6] (its core consists of two servomechanisms) ensures 
continuous tracking of the target in the automatic and semiautomatic [3] regime 
and measuring of angle coordinates of the target (the elevation φ and the traverse 
ψ) – Fig. 3. 

The spherical coordinates of the target (DT,φ, ψ) are transformed into the UTM 
coordinates by the system for evaluation of the target coordinates and their ex-
trapolation [5, 6]. Withal, the knowledge of the POERF geographic coordinates 
(E, N, H)RF and the POERF individual main direction αHS (Fig. 3) is utilized. In 
the case of moving target, required extrapolative parameters are consecutively 
evaluated (coordinates of the measurement midpoint, corresponding time moment 
and the velocity vector of the target). The extrapolative parameters (UTM coordi-
nates of the target are transformed into geographic coordinates) are sent periodi-
cally to a user in near-real-time (at the present with the period 1 second, i.e. the 
data “obsolescence” is c. 0.5 seconds) [5, 6] – Fig. 2. 

 

 

Fig. 2. Principle of measurement of the target trajectory and of data export to users [5, 6] 

The principle of passive optoelectronic rangefinder is known minimally since 
the 80's of the 20th century. The development was conditioned primarily by pro-
gress in the areas of DSP (digital signal processor) and by progress in miniature 
computers with ability to work in field conditions (target temperature limit from –
40 to +50 °C, dusty environment, etc.) and to realize the image processing in the 
real-time (frame rate minimally 5 to 10 frames per second, ideally 25 to 50 fps). 
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Fig. 3. The basic structure of the POERF hardware [6] 

Our development started initially on a department of Military Academy in Brno 
(since 2004 University of Defence) in the year 2001 in cooperation with the firm 
OPROX, a.s., Brno. The development was supported during certain period by the 
firm Z.L.D., s.r.o., Praha. The centre of the work was gradually transferred into 
OPROX that is practically the pivotal solver since the year 2006. 

Existing development can be divided into three periods. In the first period 
(2001 to 2003), the basic principles were verified [1]. In the second period (2003 
to 2006), the technology of the range measurement of a stationary target was han-
dled [2]. In the third period (2006 to 2009), the basis of measurement of the mov-
ing target coordinates and its trajectory extrapolation [6]. 

On the present we started the fourth period, in which we intend full handling of 
measurement of the target coordinates (for stationary and moving target) inclusive of 
the target trajectory extrapolation by POERF that can be set on a moving platform. 

3   POERF Range Channel 

As mentioned, the main task of the range channel is on the one hand automatic 
tracking of the target which has been selected by the operator in semiautomatic 
regime and continuous measuring of its slant range DT and on the other hand the 
evaluation of angle measured errors that are transferred to the input of the direc-
tion channel. 
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The core of hardware consists of three digital cameras fixed through adjustable 
suspensions to the cameras girder – Fig. 1, 3. 

The algorithm for computation of estimate of a slant range DT is based on solu-
tion of the telemetric triangle that lies in the triangulation plane. The input data is 
ordinal numbers cT1, cT2 of columns of matrix sensors in which are projected im-
ages T’1, T’2 of the target point T. In the concrete, it is sufficient to determine their 
difference ΔcT that is proportional to the appropriate parallactic angle γ. Therefore 
algorithms for computation of estimate of difference ΔcT are crucial. We work 
with algorithms for an estimate of ΔcT, which involve the definition of 2D model 
of the target image (shortly “target model”). We use a rectangular target model for 
the present. This size (in pixels: rows × columns = (2mM + 1) × (2nM + 1)) is ad-
justable. 

The rangefinder power (constant) DRF1 = (b · fa) /ρ is the basic characteristics of 
potential POERF accuracy (b – geometric base of the telemetric triangle, ρ – char-
acteristic pixel size in camera matrix sensor, fa – absolute value of image focal 
length of the objective of digital camera). With increasing value of the power, the 
accuracy of measurement increases too. The power of POERF demonstration 
model is DRF1 = 9627 m.  

A choice of size of the image focal length results from the requirement that the 
target must be identifiable in the requisite maximal working range DTmax of the 
rangefinder. In accordance with Johnson criterion (50 % successfulness of the tar-
get identification), the target has to be displayed minimally on 16 times 16 pixels 
[1]. In practice, the resolution of the target image should be minimally 30 times 30 
pixels. See more closely in [1, 4, 6]. 

The basic indicator of accuracy of a range measurement by means of the whole 
range measuring system is the relative value sDR of the sample standard deviation 
sD of a measured range DT. In security and military applications of rangefinders 
there is often required that sDR should be less than 3 to 5 % within a specified in-
terval (DTmin, DTmax) for measured target ranges. This condition is usually satisfied 
for the target ranges DTmax < (DRF1 / d), d ∈ 〈3, 5〉, if Johnson criterion is satisfied 
together. So, it depends significantly on the real sizes of the target. The maximum 
effective range DTmax of the POERF demonstration model is respectively 500 to 
800 m for persons and 1800 to 2200 m for trucks and buildings. 

The real maximum measurable range of the target depends simultaneously on 
the horizontal meteorological visibility SM. The previous specifications are valid 
for circa SM ≥ 10 km.   

4   Conclusion 

The extent of this paper does not allow dealing with the direction channel. Let us 
only remark that the system is able to track a moving object continuously in the 
range c. 1000 m, if its traverse speed is greater than c. 1 m/s. The maximum at-
tainable speed was not systematically probed yet due to limited time and space 
possibilities, but it is greater than c. 10 m/s. 
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The complete information about the POERF demonstration model can be found 
in the final research report [6], which contains also a representative overview of 
utilized references (143 items). 
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Abstract. In the paper a design of ultrasonic air temperature meter is presented. 
The instrument is suitable for non-contact measurement of air temperature inside a 
confined space (room, boiler, tank). The temperature of air is derived from 
changes in sound velocity in the space between transmitter and receiver.  Changes 
in the speed of sound are detected by phase shift variations of a 40 kHz pulsed ul-
trasonic wave (binary frequency shift keyed signals). The instrument uses modern 
RISC microcontroller, no expensive FPGA circuits are necessary. Such an ap-
proach results in a very compact construction of the meter and its fast operation 
(response time below 500 ms). 

1   Introduction 

One of the most important physical parameters of a gas or liquid is its tempera-
ture. The classical methods of temperature measurement require a physical contact 
between the sensor and the medium. When gas temperature is measured, another 
problem is often generated by a long time constant of the sensor.  

One possible solution of the problem is based on fact that a velocity of sound 
wave propagation in the air is sensitive to changes of temperature. 

2   Velocity and Temperature Measurement 

The speed of sound c according to Boyle’s law in an ideal gas at a constant pres-
sure is given by the following equation: 

M

RT
c

γ=
                                                       

(1) 

Where γ, R, T, and M are the specific heat ratio, universal gas constant, the abso-
lute temperature in Kelvin and molar mass, respectively.  
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In practical applications a simplified formula [1] is often used: 

273
4.331

T
c =

                                                
(2) 

Where c is in m/s and T is in Kelvin. To measure T to a practical accuracy of 1°C, 
c must be measured with relative accuracy about 1 x 10 -3 [5]. The most common 
measurement technique is to measure the time of flight of the acoustic pulse be-
tween transmitter and receiver located at the known distance from each other 
(classical TOF method).  

The precision of TOF measurement is very limited because it is difficult to de-
tect the exact beginning of the received pulse (Fig.1). Various methods that may 
improve precision of the measurement are used [1]. However, more accurate in-
formation can be obtained by using information from phase shift comparison of 
the continuously transmitted/received waves. Most often the frequencies in the 
range 20..100 kHz are used. 

The older implementations of instruments using such approach required rela-
tively complex and expensive hardware. For instance, phase shift measurement for 
single test frequency of 40 kHz and distance between transducer and receiver 
about 0.1 meter required a FPGA-based digital phase detector [2]. The modern 
microcontrollers with fast built-in counters and timers make possible to construct 
an ultrasonic thermometer without the FPGA circuits.  

 

Fig. 1. TOF measurement – transmitted and received signals. Please note slow turn-on of 
the receiver (an envelope effect) 
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3   BFSK Method 

Another possible measurement method is to use a multi-frequency test signal, 
where phase shift is computed for two or more discrete frequencies. In case of two 
frequencies, the method is known as Binary-Frequency Shift Keying (BFSK). 
During the transmission the phase shift between the transmitted and received sig-
nals is measured for different frequencies. When phase shifts for different fre-
quencies (and for constant distance between transmitter and receiver) are com-
pared, then the information about the sound velocity can be derived [3],[5]. 

4   Test Setup 

To check the feasibility of microcontroller-based BFSK instrument idea, a simple 
meter was built. The block diagram of the instrument was shown in Fig. 2. The 
device was based on 8-bit RISC microcontroller ATmega32 by Atmel. The fre-
quency measurement was performed using internal timers of the microcontroller. 
The precision of the measurement was extended using the external HCMOS coun-
ters. The transmitted signal was 40/41 kHz sine wave. The cheap ultrasonic 40kHz 
transducers were used as both the transmitter and receiver. The additional 64 MHz 
clock signal was used for precision evaluation of the phase shift. The digital phase 
meter was built with EX-OR logic gates and internal timers of the microcontroller.  
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Fig. 2. The BFSK method-based ultrasonic thermometer a) the block diagram of the instru-
ment, b) time dependencies during the measurement 
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The firmware of the meter was written in C language. The device was tested in-
side a controlled temperature chamber where temperature was controlled in the 
range 0..80°C. The reference temperature meter was using Pt100 sensor. The 
space between the ultrasonic transmitter and receiver was changed between 200 
and 400 mm for different series of measurements. 

5   Test Results 

For the whole measurement range 0..80°C, the measurement error was below 1°C. 
An average response time of the meter was about 400 ms. The main problem con-
cerned the echo signal that could introduce additional errors. A simple damping 
system containing a plastic foam wave deflectors located near the receiver reduced 
the level of the echo and other spurious signals. 

6   Summary 

It was proved that it is possible to measure a small change of temperature inside 
a confined space using the ultrasonic measurement. The total cost of compo-
nents for the prototype presented was below 30 Euro. Such a result was possible 
due to the utilization of a modern microcontroller. The instrument described 
here is particularly well suited for temperature checking inside confined spaces, 
ranging from refrigerators to tanks and boilers. After the installation, the instru-
ment requires a single calibration, from that moment it can work as an inde-
pendent device. The following changes and improvements can be introduced in 
future: 

 
• The number of test frequencies could be increased, 
• A correction function for humidity of the environment should be introduced [4] 
• A more complex filtering algorithm could be implemented in order to reduce 

the noise level for the received signal.  
 
It is interesting to note that after minor changes in software the instrument de-
scribed might be used as a precise ultrasonic distance meter. 

References 

[1] Olmos, P.: Extending the accuracy of ultrasonic level meters. Meas. Sci. Technol. 13, 
598–602 (2002) 

[2] Huang, K.N., Huang, C.F., Li, Y.C., Young, M.S.: High precision, fast ultrasonic ther-
mometer based on measurement of the speed of sound in air. Review of Scientific In-
struments 73(11), 4022–4027 (2002) 

 



An Ultrasonic Air Temperature Meter 89
 

[3] Huang, C.F., Young, M.S., Li, Y.C.: Multiple-frequency continuous wave ultrasonic 
system for accurate distance measurement. Review of Scientific Instruments 70(2), 
1452–1458 (1999) 

[4] Tsai, W.-Y., Chen, H.-C., Liao, T.-L.: An ultrasonic air temperature measurement sys-
tem with self-correction function for humidity. Meas. Sci. Technol. 16, 548–555 
(2005) 

[5] Liao, T.-L., Tsai, W.-Y., Huang, C.-F.: A new ultrasonic temperature measurement 
system for air conditioners in automobiles. Meas. Sci. Technol. 15, 413–419 (2004) 



Optical Torque Sensor Development 

P. Horváth and A. Nagy 

Széchenyi István University, Department of Mechatronics and Machine Design,  
1 Egyetemtér, H-9026 Győr, Hungary 
horvathp@sze.hu 

 

 
 
 

Abstract. The purpose of this study is to develop a contactless torque sensor in 
the mNm range. The applied optical method is based on the birefringe effect of 
photoelastic materials. The novelty of the modified reflective photoelastic method 
is the application of a photoelastic tube as a coupling and measuring element be-
tween shafts. Change in intensity of polarized light is proportional to the torque to 
be measured. Basics of operational principle and practical considerations are also 
discussed. 

1   Introduction 

Torque sensors are often used at various fields such as testing, condition monitor-
ing and research. The commonly used torque sensors apply an elastic element 
whose deformation is transformed to electrical signal for example with strain 
gauges. The highest difficulty during operation is taking off the signal from a ro-
tating shaft which can happen with slip rings or a telemetric device [4]. The fric-
tion moment of slip rings can decrease the accuracy of measurement considerably 
while the dimensions of a telemetric device are too high to mount on a slim shaft. 
There are also contactless torque sensors with optical operational principle [1]. In 
this case two disks with slits are mounted on a shaft a distance L apart. The twist 
angle of shaft controls the overlapping between the slits and thus, pulse width 
modulates the transmission for a LED light source to a photodetector.  

2   Basics of Photoelasticity 

When a linearly polarized light beam of intensity I0 and velocity c0 reaches a 
transparent, optically active material under load, the light intensity vector can be  
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Fig. 1. Principle of transmissive photoelasticity 

divided into two components in the direction of the principal strains. In Fig.1 one 
can see a portion of a thin wall tube made of photoelastic material under torsion. 
In this case the directions of principal strains are inclined 45 degrees to the geo-
metrical axis of the tube. 

Light beam components travel in the x-direction with different velocities c1 and 
c2 depending on the magnitudes of principal strains ε1 and ε2 and after leaving the 
sheet of thickness d0 an optical path difference (relative retardation) xΔ will oc-
cur between them: 

0

0
21 c

d
)(kx ε−ε=Δ .                                           (1) 

In plane stress-field the principal strains can be expressed by the principal stresses 
and after simplification we get the following equation: 

)(Cdmx 210 σ−σ=λ=Δ                                      (2) 

where C denotes the photoelastic constant as well as σ1 and σ2 the principal 
stresses arising in the photoelastic material respectively. The retardation can be 
expressed as a product of wavelength-number m and the wavelength of light λ . 
After leaving the photoelastic layer the light beam components pass through an 
analyzer with perpendicular direction of polarization to the first one. The resulting 
intensity of light beams in the horizontal plane is then 

)ft(2cosmsinI]ft2cos)mft(2[cos
2

I
I 0

0
h γ−π⋅π=π−−π=   (3) 

The magnitude of light intensity changes according to a sinusoid as it can be seen 
in Figure 2.  
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Fig. 2. Change of intensity vs. retardation 

Unfortunately the transmissive photoelastic method is not suitable for torque 
measurement because the resulting phase shift of a polarized light beam passing 
through the opposite sides of a twisted, photoelastic shaft of circular cross section 
is always zero, independently on the torque applied.  

3   Applying Reflective Photoelasticity 

Instead of the transmissive method, the so called reflective photoelastic method 
can be applied for torque measurement. (Fig. 3).  

incident   polarized
light   beam

T T

EmitterReceiver

Polarizer

photoelastic
coating

Analyzer

 

Fig. 3. Principle of reflective photoelasticity 

The surface of the body to be measured is coated by a thin photoelastic layer, 
which deforms together with the body. The light beam travels the distance d0 
twice, first passing through the layer from outside to a mirrored surface and sec-
ond, from the reflector to outside. In practice the reflective element is the shaft’s 
surface itself. As the twist angle of the steel shaft and the photoelastic coating is 
the same, the ratio of torque in the shaft (Ts) and coating (Tc) is the following 

cpc

sps

c

s

GI

GI

T
T =                                                      (4) 
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Fig. 4. Proposed solution to measure small torque 

Since the polar inertia of shaft’s cross section Ips >Ipc and the shear modulus of a 
steel shaft Gs>Gc, this method is suitable to measure only high torque.   

For measuring small torque it is proposed to omit the rigid steel shaft as a cou-
pling and use only a thin wall tube made of a more elastic photoelastic material as 
a coupling and measuring element all in one (Figure 4). Since the whole torque is 
transmitted by the photoelastic tube, due to the higher principal strains the sensi-
tivity of measurement can be increased. A similar but more robust solution can be 
found in [3].  

In case of reflective photoelasticity the expressions derived above for transmis-
sive method can be applied with the substitution d=2d0. Assuming pure torsion of 
the coupling tube, the difference of principal stresses (the diameter of Mohr’s cir-

cle) equals to τ=σ−σ 221 . For further simplification the maximum value of 

shear stress during torsion can be approximated by the mean shear stress calculated 
by Bredt’s formula valid for thin wall tubular cross sections of mean diameter D  

0
2

0 dD

T2

Ad2

T

π
≈=τ .                                           (5) 

After substituting (5) to (2) one can find the wavelength-number as follows:  

T
D
C4

m 2 ⋅
πλ

=                                                 (6) 

It is to be noted, that the wavelength-number is proportional to the torque to be 
measured but does not depend on the wall thickness of cross-section. To maintain 
linear condition of operation with error of linearity less than 1.6%, the domain of 
wavelength-number 0<m<0.1 is desired, see Figure 2. One has to make sure that 
shear stress in the photoelastic tube must not exceed the allowable shear stress τall. 
From these conditions follow the next design criterions: 

all
0 C

05,0
d

τ
λ≥                                                  (7) 
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T
C40

D ⋅
πλ

≥                                                     (8) 

For a given photoelastic material one has an opportunity to influence the range of 
measurement by choosing the diameter D and wall thickness d0 of tube as well as 
the wavelength of light λ. In order to evaluate change of light intensity easily, mo-
nochromatic light is preferred. 

4   Test results 

For testing the principle presented above a test rig has been implemented consist-
ing of a photoelastic tube of outer diameter Do=6 mm and wall thickness 1 mm. 
The tube was statically loaded by weights of 50, 100, 150 and 200 gram respec-
tively k=50 mm apart from the center of shaft. As light source a red color LED 
was applied. Polarizer and analyzer sheets were purchased from an old calculator 
display. Ten series of measurement were performed and their average are shown 
in Figure 5. As it can be seen, nearly linear operation occurred. The error of linear-
ity is about 2%. 

U  (mV)

T  (Nmm)

50

100

25 50 75 1000
 

Fig. 5. Diagram of measured output voltage vs. applied torque 

5   Summary 

This paper dealt with the development of a contactless torque sensor applying the 
principle of reflective photoelasticity. The implemented test equipment and meas-
ured data verified that this simple solution is suitable for measuring torque of 
small and medium range. Some problem areas however need further investigation, 
such as: 

 

• optoelectronic components need fine mounting because of the small dimensions 
of the measured area of the photoelastic tube 

• ambient light, rotational speed and additional bending effect of the photoelastic 
tube decrease the accuracy of measurement. 
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Abstract. This paper describes the temperature effect of photovoltaic modules and 
the mathematical modelling due to Matlab-Simulink. The temperature has effect 
to reduction of total efficiency which cannot be overlooked. Paper shows the ap-
plication of maximum power tracker techniques (MPT) to achieve of decreasing 
of temperature effect to get the maximum power of photovoltaic cells. The maxi-
mum power tracker one of the major trends in photovoltaic technology towards 
system modular design based on the optimum power control with low cost and op-
timal energy yield. The algorithms of MPT are shown in the paper and it is dis-
cussed. The results of modelling of the temperature analyses are verified by ex-
perimental measurements on the photovoltaic set up. 

1   Introduction 

The photovoltaic power sources is very attractive source of electricity. The solar 
power can be utilized in the form of heat or electrical energy. Considering the case 
of harnessing the energy of the sun in the form of solar electric energy, the high 
cost and low efficiency of the photovoltaic cells, that convert the sun light to di-
rect current electricity, stands as a major constraint for its full utilization. How-
ever, as the solar energy is believed as the real source of sustainable and clean en-
ergy; a lot is being done to improve the efficiency of the solar cells to use it in 
large scale. The configuration of photovoltaic system with dc-dc and dc-ac con-
verters is shown in Fig. 1. Most good converters are capable of operating at con-
version efficiencies greater than 90% over most of their output power range. A set  
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Fig. 1. The photovoltaic system 

of a small PV power photovoltaic power system can be easily connected in paral-
lel to yield higher output power. When photovoltaic modules (PV) are set up with 
a number of the small power systems, the total system cost while increase and will 
be a matter of concern.  

2   Mathematical Modeling 

Photovoltaic module (FVM) can be express as system to transformation of sun en-
ergy G to electrical P. Input of photovoltaic model (FVM) are sun energy G, load 
current I, temperature T, output of model is voltage U (Fig. 2). Common FVM can 
be expressed by equals 1.  

0),,,( =TGUIF                                              (1),  

where I∈(0, Ik), U∈(0, U0) and G∈(0, ∞). Ik is short current, U0 is no-load voltage, 
and both are outside points. G is parameter of sun intensity.  

The results of I-V charateristics of FVM modeling is shown in Fig 3. The  
temperature effect have a influence on shape I-V characteristics. The results of  
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Fig. 2. Model of FVM 
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Fig. 3. The results of I-V characteristics of FVM modeling 
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Fig. 4. I-V characteristics as a temperature function modeling 

temperature effect modeling is shown in Fig. 4, the value of no-load voltage de-
creasing with value temperature (0.24 % per °C).  

3   Experimental Verification 

The results of experimental verification of a temperature effect of FVM are shown 
in Fig. 5. Figure 5a show the experimental workplace of photovoltaic cells (TU 
Delft) and results of I-V characteristics as a function of temperature of photo-
voltaic cells is shown in Fig. 5b. The results of modeling from Fig. 4, where a 
shape of characteristics is changing, was confirmed. If the temperature is increas-
ing the output voltage go down and current up.  
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Fig. 5.  a) experimental workplace of photovoltaic cells    b) I-V characteristics 

4   Photovoltaic System with Maximum Power Tracker (MPT) 

The main idea of photovoltaic system with maximum power tracker is to achieve 
the maximum available power every time. I-V characteristic of a modeling of pho-
tovoltaic modul (50W) as a function of sun intensity G is shown in Fig. 6. Accord-
ing to the results which were mentioned above (Fig. 4 and 5b) it is necessary to 
apply MPT techniques to achieve the maximum efficiency of photovoltaic sys-
tems. A variety of techniques has been developed in recent years to determine an 
operating point of MPT.  

The analyses indicate that the optimal operating voltage of a photovoltaic mod-
ule is very close to a fixed percentage of the open-circuit voltage. This implies that 
MPT could simply use the open-circuit voltage to predict the optimal operating 
condition. This is called voltage-based MPT [3]. Similarly to the previous method 
can be the short-circuit current [3]. Both methods are encumbered of the flaw dur-
ing temperature effects. 
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Fig. 7. Principe of dynamic setting of MPT 

Another technique was developed as dynamic setting according power output. 
Output current and voltage are measured and next step are apply to feed-back to 
find the maximum power. The principle of setting MPT is shown in Fig. 7. Dy-
namic setting of point B from point A, which is give by the load, must be change. 
In figure is shown a method of interval halve, which is very common. Power 
which we catch and it is not required by the load (over-abundance) must be charge 
to battery or supercapacitor. 

Figure 8 shows general scheme of photovoltaic system using of MPT and bat-
tery concept, which was suggest, build and verified. The maximum power can be 
archived by feed back control, where inputs are current and voltage of FVM ac-
cording figure. There are used two semiconductor power converters, where dc-
dc*1 converter set it the maximum power tracker point by means of duty control to 
achieved maximal efficiency of photovoltaic panel and dc-dc*2 converter set up a 
constant output voltage. Both converters systems must be coordinated and control.  
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Fig. 8.  Photovoltaic system with MPT 

5   Conclusions 

The paper presented experimental photovoltaic system and results of temperature 
effect on the decreasing of total efficiency of photovoltaic modules. Mathematical 
modeling was verified using experimental measuring and maximum power tracker 
have been shown in paper that can achieved the maximum power for every load. 
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Abstract. This paper describes development and design of new type of pressure 
sensing. One of the main parameters of this sensor is pressure measuring inde-
pendence on operating temperatures. Significance of this is design of thermal 
compensation capsule warranting accuracy of pressure measuring. Software 
ANSYS was used for verify of capsule thermal compensation. The main goal of 
the project is the research of complex smart pressure sensor based on the new 
sensing system with galvanic fiber optic isolation including research and experi-
mental validation of this new pressure sensing principle. 

1   Introduction 

This project deals with development of a new unique method for scanning deflec-
tion of deformation membrane and applying it in practical applications. The new 
method is based on the optical measuring system with optical fiber. Main advan-
tages of this principle consists in excellent pressure sensitivity, galvanic isolating 
of whole sensor via optical fiber, very good accuracy of static and dynamic meas-
uring, maximum immunity against electrical and magnetic interference and minia-
ture size of resulting pressure sensor.  

Thermal compensation of pressure sensor capsule is necessary for warranty of 
measuring accuracy. The pressure sensor must be operating for temperature range 
from -20°C to 150°C.  

2   Principle of Sensor 

The pressure sensor idea is measuring membrane deflection, which is linearly ade-
quate of applied pressure. The mechanical deflection must be converted to electrical 
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signal. This pressure sensor is based on optical sensing membrane deflection using 
optical fiber. We decided to use amplitude-optical principle [1]. Signal from optical 
fiber is converted to digital electric signal, which is easily applicable to PC. Concep-
tion of pressure sensing capsule prototype is on the figure 1.    

 

Fig. 1. Capsule of optical pressure sensor 

The disadvantage of the capsule is dependency on the temperature. Size of this 
capsule, thermal expansion coefficient of used material and sensing range in 
nanometres result in expansion of this capsule and in the deviation in the pressure 
sensing. This parasitic influence of temperature was eliminated through the special 
thermo-compensated package. 

3   Thermal Compensation 

The first idea of thermal compensation method is based on assumption of one di-
mensional thermal expansion. Illustration of temperature expansion elimination is 
on the figure 2. 

Temperature compensation arise from the following equation 

δ++= memdrmat tLL ,                                            (1) 
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Fig. 2. Temperature compensation of the pressure sensor capsule 

where Lmat is length of screw female from zero level, Ldr is fiber holder from zero 
level, tmem is thickness of membrane and δ is measured distance between optical 
fiber end and membrane. This distance must be independent on the operating tem-
perature. Equation (1) is changed with respect operating temperature on the fol-
lowing equation  

( ) ( ) ( ) δϑαϑαϑα +⋅+⋅+⋅+⋅=⋅+⋅ memmemdrdrmatmat tLL 111 ,   (2) 

where ϑ is operating temperature and αi is thermal expansion coefficient of used 
materials. Therefore is possible derived following equation 

ϑαϑαϑα ⋅⋅+⋅⋅=⋅⋅ memmemdrdrmatmat tLL .                      (3) 

From thence temperature separation and using equation (1) result in  

( ) memmemdrdrmatmemdr tLtL αααδ ⋅+⋅=⋅++ .                    (4) 

Temperature compensation can be done by two ways: 
 

•  Choose material and most of required dimensions. Then we can calculate 
size of the fiber holder according to equation 

( )
matdr

memmemmatmem
dr

tt
L

αα
ααδ

−
⋅−⋅+= .                                (5) 

•   Choose dimensions and most of the used materials and compute thermal 
expansion coefficient of the screw female according to the following 
equation 
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δ
ααα

++
⋅+⋅=

memdr

memmemdrdr
mat tL

tL
.                                    (6) 

From the described equations we can select ideal material combination and di-
mensions of individual parts of capsule. 

The final version of thermal compensation capsule was verified using FEM 
model, which was created in system ANSYS. The FEM model respects also effect 
of radial thermal expansion of capsule individual parts. Figure 3 shows distribu-
tion of equivalent stress (vonMisses) in the individual part of capsule for tempera-
ture 150°C. Maximal stress is sufficiently below yield limit of all used materials. 

 
Fig. 3. Stress distribution in the pressure sensor capsule 

 

Fig. 4. Displacement distribution in the pressure sensor capsule 
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Figure 4 shows distribution of displacement in the capsule axis direction for 
temperature 150°C. The results show constant distance between membrane and 
optical fiber end for different operating temperature, which was the aim. 

4   Conclusion 

The new pressure sensor based on the optical principle was developed. Main dis-
advantage of this sensor was eliminated by the thermal compensation capsule. Op-
timal material combination can be selected and used for final capsule realization.  
We tested all of described sensor parts and results show us final pressure measur-
ing precision under 1% over pressure range from -20°C to +70°.  

The greatest benefit of this pressure sensor consists in new optical sensing prin-
ciple. Output characteristic and used materials guarantee excellent parameters for 
using this type of pressure sensor in industrial environment, explosive environ-
ment and environment with high electrical and magnetic interference. 

Main advantages of this principle consists in excellent pressure sensitivity, gal-
vanic isolating of whole sensor via optical fiber, very good accuracy of static and 
dynamic measuring, maximum immunity against electrical and magnetic interfer-
ence and miniature size of resulting pressure sensor. Those attributes of pressure 
sensor based on optical sensing principle are optimal for using in explosive gas 
environment and in environment with high electromagnetic interference. 
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Abstract. It is generally known, that liquids, including water, are electrically 
conducting. The electric conductivity magnitude among others depends on the 
minerals concentration. Using the additives it is possible to increase the electric 
conductivity.  

1   Introduction 

The flowmeters principle is also based on the electromagnetic conductivity. How-
ever the electromagnetic voltage magnitude caused by the movement of current 
carriers that are drifted in the flow is very small. It is possible to enhance the volt-
age by cavitation, which increases velocity of the moving charges by several or-
ders of magnitude compared to non-cavitating flow. Following figures show the 
moving cavitation bubbles.   

 

 

Fig. 1. Cavitation bubbles movement 
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The collapse and velocity of the bubbles is a dimension higher than the moving 
liquid.   

The cavitation bubble (of spherical shape – see Fig. 3) collapse is described by 
the Rayleigh- Plesset equation: 

 
 

 (1) 
 

 
Input parameters 

0p  100000 Pa 

ap  120000 Pa 

extf  26500 Hz 

Np  sin(2 )a extp f t  

0R  0,0000045 m 

 0,0725 N.m-1 

 1,33 
 998 kg.m-3 
 0,01 Pa.s  

 

       Fig. 2. The input parameters Fig. 3. The spherical shape cavitation 
bubble 

 
Fig. 4 shows the cavitation bubble diameter change as a function of time calcu-

lated by the Rayleigh- Plesset equation (1).   
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Fig. 4. Cavitation bubble diameter change as a function of time 
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Next figure (Fig. 5) shows the experimental device with the cavitation pipe 
with the permanent magnets and the point electrodes for the electromotive tension 
induced by the cavitation. Fig. 6 shows the cavitation bubbles creation. 

 

 

Fig. 5. The experimental device with the cavitation pipe  

One the following figures already visualized the bubbles creation and cavitation 
cloud that wholly fulfilled the cavitation pipe.     

 

  

Fig. 6. The cavitation bubbles creation (Pochylý, Fialová, Kantor [4]) 

 

Fig. 7. The cavitation cloud (Pochylý, Fialová, Kantor [4]) 

2   Electromotive Tension 

The equation for the electromotive tension induced by the current carrier of the 
liquid in the magnetic field is defined by the following form: 
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(2) 

 
The creation principle is shown on the Fig. 8. 

 

 

Fig. 8. Cavitation creation principle (Kantor [4]), where n is the unit normal vector to the 
surface 

The magnitude of the magnetic field intensity is possible to set by the Maxwell 
equations:  

 

 
(3) 

 
 

Hence it is clear that H depends on the specific conductivity of the liquid and the 
liquid velocity vector c. It is appropriate that the H and c are orthogonal. In the 
cavitation in a tube of circular cross-section, however, particles can oscillate in all 
directions, which may result in impaired electromotive tension.  

It is therefore necessary to optimize the experimental device in this respect. 
One of the possible solutions is flat cavitation tube.  

Next figure (Fig. 9) shows the arrangement of the point electrodes in the case of 
circular cross-section tubes.  

 

 

Fig. 9. Point electrodes arrangement 

Fig. 9 shows two pairs of electrodes. Before the cavitation area are the elec-
trodes that measure the voltage U1, after the cavitation area the voltage U2.  
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It is obvious that velocity of cavitation bubble collapse can significantly affect 
the values of the magnetic induction, magnetic field, permanent magnet close to 
the pipe.   

Electromagnetic voltage magnitude is result of cavitation effect on the mag-
netic field. 

The cavitation effect on the magnetic field results the electromotive tension 
magnitude. See Fig. 10. This magnitude has step changed in the cavitation cloud 
(Fig. 7). It depends on the electrical conductivity of the liquid. The conductivity 
magnitude was changed by the salt addition. The results are shown on Fig. 11.  

 
Fig. 10. The flow - electromotive tension dependence (Pochylý, Fialová, Kantor [4]) 
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Fig. 11. The electrical conductivity effect on the electromotive tension magnitude (Pochylý, 
Fialová, Kantor [4]) 

The cavitation bubbles collapse is connected with the high frequencies see  
Fig. 12. 
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Fig. 12. The frequency spectrum for the cavitation bubbles collapse (Pochylý, Fialová, 
Kantor [4]) 

3   Conclusion 

By the performed experiment it was acknowledged that the cavitation bubbles 
bear as the electric charge with the high speed of movement. Its movement in the 
magnetic field is possible to use both for identification of the cavitation creation 
beginning and the electric energy micro resources.  
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Abstract. Mechatronic systems often use a magnetorheological fluids for the 
damping of movement. A significant dependence of their rheological properties on 
a magnetic field is the main reason. Therefore these fluids are relatively well con-
trollable in mechatronic systems. For correct control of these elements it is impor-
tant to assign to MR fluids a suitable rheological model of behavior. This model 
describes flow and viscosity dependences by various magnetizing currents and 
various shear rates. This paper is concerned with measurement problems of flow 
and viscosity curves on standard and original rheometers. Based on measured 
data, a behavior of MR fluid can be mathematically described, a relevant model 
can be compiled, a behavior of different MR fluids can be compared or changes of 
mechanical properties during the measurement can be observed. 

1   Introduction 

The first MR fluid was made by Rabinow as early as 1946 [1] and the following 
by Winslow [2]. Since then up to the nineties a research in this discipline stag-
nated. In the nineties unique properties of MR fluids were rediscovered for mecha-
tronics. Particularly their ability to change  from a fluid state to a semi-solid or 
plastic state upon the application of a magnetic field. For rheological model crea-
tion an experimental identification of its basic parameters  is necessary. In semi-
solid state the MR fluid proves a viscoplastic behavior [3]. It can be described by a 
field-dependent yield stress. The yield  stress, a fast response time and the equally 
fast reversibility enable the MR fluids an extensive application in semi-active con-
trol area. Rheological properties as the yield stress and the response time were in-
vestigated only in a narrow range of shear rates. This range does not correspond to 
real conditions of an operation. If we want to use MR fluids for damping of im-
pacts or shock loading it is necessary to test the fluids at shear rates from 103 to 
106 s-1 [4]. The only commercial device which enables a  measurement of flow and 
viscosity curves in a magnetic field is provided by Anton Paar company. The 
maximum measurable shear rate in a magnetic cell has got a value of 102 s-1. 
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This device is totally unsuitable particularly for intended durability measure-
ment. For that reason our team has designed and constructed a slit-flow rheometer 
that enables to evaluate the flow curves at high shear rates on the basis of Force-
Velocity characteristic. The rheometer allows measurement at different intensities 
of a magnetic field and an accurate observation of MR fluid temperature.  This 
paper describes the most serious problems encountered. 

 

Fig. 1. Design of a new slit-flow rheometer 

2   Problems of Rheometer Construction 

A rheometer construction comes from a commercial MR damper made by Delphi 
company. A reconstruction of a common damper to a rheometer requires over-
coming several constructional and metrological problems: 

 

• Reconstruction for easy assembling, disassembling and change of oil filling  [5] 
• Pressurization of hydraulic system by gas for prevention of cavitation [5]  
• Water cooling of rheometer for perfect stabilization of temperature regime [5] 
• Reading of tested oil temperature in a slit 
• Determination of magnetic induction in dependence on coil current 
• Correction of measured curve from influence of elastic gas filling 
• Identification and removal of influence of seal shear friction  

2.1   Temperature Measurement in a Slit 

Due to the piston construction it would be constructionally difficult to place a 
temperature sensor directly to the choke gap. Therefore a linear temperature de-
pendence of electrical resistance of copper coil winding was utilized. The meas-
urement was performed for current range from 0 to 2A in increments of 0,25A.  
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Fig. 2. Temperature dependence on coil resistance and magnetizing current 

From these measurements the coil resistance dependence on temperature and 
magnetizing current was found.  

2.2   Magnetic Field Intensity in a Slit           

Some preparatory measurements were performed on a dismounted piston with the 
aid of magnetometer F.W.BELL 5070 with a probe for measurement in a gap. A 
course of magnetic flux density in an air gap was being measured for different 
magnetizing currents along all piston length (Fig. 4). A magnetic flux density is 
the highest in the place where the lines of force perpendicularly intersect the 
choke gap. For real conditions in rheometer it is necessary to adjust a magnetic 
flux density by different permeability of environment (oil, MR fluids). 
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Fig. 3. Course of magnetic flux density for all length of gap on the air 

2.3   Selective Criterion for Measured Data 

A stand is solved like a crank mechanical pulsator with almost sinusoidal course 
of velocity. Our intention is to observe a fluid behavior preferably during steady-
state flowing. Data acquisition system had to be adjusted so that the recorded data 
are considered as valid only when the piston acceleration does not exceed the set 
limits (Fig.4). Problems with the elimination of a dynamic force influence faced 
with Carlson and Goncalves designed pulsator were our motivation for finding 
this solution [6]. 
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2.4   Calibration on Newtonian Fluids 

A rheometer calibration was performed on Newtonian fluids, concretely on gear-
box oils SAE 90 and SAE 85W-140. A formula for shear stress τ computation was 
derived: 

η
ππ

ητ
2

pp
2 rh

vkS3

rh
Qk3 == ,                                           (1) 

where η is dynamic viscosity, Q flow rate, r mean radius of piston gap, h width of 
choke gap, Sp piston area, vp piston velocity and k is correction factor. Shear rate 
value can be determined from the formula : 

h
u6

v
rh

S3

dh
du m

p2
p ===′

π
γ ,                                         (2) 

where u is local fluid velocity and um is a mean velocity of volume rate of fluid 
flow through a choke gap. The purpose of the calibration was to find correction 
factor  k. A correspondence of measured values after calibration with curves ac-
quired  on a viscometer RotoVisco 1 is shown on Fig.5. 
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Fig. 5. Verification of rheometer sensitivity on gearbox oils 

3   Measured Results 

An analyzer Dewetron Dewe-2010 reads a force (dynamometer HBM U2AD1), a 
piston motion (inductance sensor SD2), a piston temperature (sensor LM35), a 
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voltage and a current in a piston coil. A control software created in LabView for 
commercial testing of automotive dampers ensures a pulsator control and data re-
cording with a sampling frequency of 500Hz. Immediate piston velocity is acquired 
by a numerical derivation of position. A selected test procedure is a frequency 
sweep of crank revolutions from nmin = 1,5RPM to nmax = 150 RPM, which corre-
sponds to piston velocities from 0,001 to 0,1m.s-1 at the stroke of 13mm. A special 
software created in MS Excel only converges output data into flow and viscosity 
curves and  provides all above mentioned computations and corrections.  

 

 

Fig. 6. Program mask of  MultiVisco Evo2 

A viscosity dependence of MR fluid Lord 132DG on shear rate is plotted on the 
graph in Fig. 7. The left side of the graph is measured to 102 s-1 by Anton Paar 
company and the right side is a measurement from our new slit-flow rheometer. It 
is visible there that the curves on the right side are a logical continuation of the 
curves from the left side. The bottom curves are curves measured in zero-magnetic 
field and the upper curves correspond to a magnetic induction at the value of 0,8T. 
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Fig. 7. Comparison of measured curves from Anton Paar and  from the new slit-flow rheometer 
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4   Conclusion 

It was succeeded to construct the slit-flow rheometer that enables an investigation 
of MR fluid behavior in  real working conditions of linear MR devices. A creation 
of this rheometer is from economical point of view very advantageous and rather 
easy. Measured values are in accord with expected results. Existing results of 
measurement indicate a progressive shear thinning of MR fluid also in high shear 
rates. This rheometer can also be conveniently used for durability testing. 
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Abstract. Paper presents results of investigation on influence of external magnetic 
field on measuring characteristics of magnetoelastic sensor with ring-shaped core. 
The core of sensor was made of a high permeability amorphous alloy. External 
magnetic field up to 4 kA/m was generated by Helmholtz coils. Presented results 
confirm significant role of the demagnetization in analyze of influence of the ex-
ternal magnetic field on characteristics of the magnetoelastic sensors. Due to de-
magnetization even strong magnetic field has relatively small influence on the 
functional properties of the sensor. 

1   Introduction  

In magnetoelastic sensors external force generate mechanical stresses in ferro-
magnetic core. These stresses change magnetic characteristics of sensor’s core, 
what can be measured electrically. In the case of magnetoelastic sensors the use a 
transitional elastic element is not necessary, as it is required in the strain gauge 
sensors [1, 2].  

Magnetoelastic sensors exhibit significant change of the magnetic core parame-
ters. As a result obtained a measuring signal is convenient for further processing 
[3]. Moreover convenient choice of sensor’s operation range by the change a di-
ameter of the core is next advantage. It should be also indicated that application of 
novel magnetic materials in production of the cores of magnetoelastic sensors en-
able its application in high temperatures range. Some of recently developed 
nanocrystalline magnetic materials can operate in temperature up to 600 oC [4].  

For development of magnetoelastic sensors based on the ring-shaped sensing 
elements, the most important is methodology enabling achievement of a uniform 
stress distribution in the core [5]. Mechanical construction device which enable 
uniform stress generation due to application of external compressive force F is 
presented in figure 1.  
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Compressive 

force F

 

Fig. 1. Schematic diagram of the device for applying the uniform compressive stress to the 
ring core of the magnetoelastic sensor [6]. 1 – magnetoelastic ring-shaped core, 2 – non-
magnetic cylindrical backing, 2a – grooves for magnetizing and sensing windings, 3 – base 
backings. 

Magnetoelastic sensors utilizing method of application of the force F presented 
in figure 1 can be applied to monitoring burning process in engines of diesel lo-
comotives. As it is presented in figure 2 the magnetoelastic sensors is located un-
der a nut of binding-screw. In such a case magnetoelastic sensor gives possibility 
of real-time detection of ignition in cylinder of the engine and monitoring of the 
burning process. Is should be stressed that such method of monitoring of diesel 
engine is not invasion. Is not necessary to mount the sensor inside of the cylinder, 
as well as this method of measurement is very chip in comparison with traditional 
method utilizing pressure sensors in engine cylinder.  

 

 

Fig. 2. Application of the magnetoelastic sensor for real-time monitoring of burning proc-
ess in engine of the diesel locomotive: a) sensor mounted under binding-screw, b) location 
the sensor in engine chamber c) diesel locomotive on test place 
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Application of magnetoelastic sensors on locomotives may be connected with 
expository of the sensor on external magnetic field. Such external field may dis-
rupt normal operation of the sensor and be a reason of measuring error. Due to this 
fact it is necessary to investigate the influence of external magnetic field on the 
sensors and taking into account possible disturbance.  

In the case of external magnetization of the ring core by magnetic field Hm, the 
demagnetisation Hdem occur, as it is shown in figure 3.  

 

 

Fig. 3. Demagnetise Hdem of ring shape sample in magnetic filed Hm in the direction of di-
ameter 

Effects of demagnetization may be described by the demagnetization coefficient 
N of the core. In such a case effective magnetization Heff is given by the following 
equation: 

MNHHHH mdemmeff ⋅−=−=                                   (1) 

where M is magnetization of the core. 
In the case of a ring-shaped core, the demagnetization factor N may be deter-

mined for two directions of magnetic field: parallel and perpendicular to the core 
diameter. In the case of magnetization which is perpendicular to the diameter of 
the core, the demagnetisation coefficient N depends on the sensor core dimen-
sions and can be determined from special diagrams [7]. In the case of sensor for 
monitoring of the diesel engines, demagnetization factor in this case exceed 0,7. 
In the case when core magnetized by the external magnetic field applied parallel 
to the diameter (as it is presented in figure 3), demagnetisation coefficient is 
equal 0,33 [8].  

From practical point of view it can be expected, that ring-shaped core of mag-
netoelastic sensors will be magnetized by external magnetic field in the direction 
of diameter. In such a case demagnetization coefficient is smaller, but still high. 
As a result the demagnetization will play a very significant role in the reduction 
of the influence of the external magnetic field on operation of the magnetoelastic 
sensors. Accordingly to equation (1) this reduction is especially important in the 
case of high permeability materials, such as amorphous alloys.  
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2   Method of Investigation 

Experimental setup for investigation of the influence of the external magnetic field 
Hm on the magnetoelastic sensor with ring-shaped core is presented in figure 4. 
External magnetic field Hm is generated by Helmholtz coils (2). Strain gauge force 
sensor (3) is used as an reference for measurements of the force applied to magne-
toelastic sensor by the head of hydraulic press (4). Magnetoelastic force sensor (1) 
is used for tests, utilizes ring-shaped core made of Fe81Si4B15 amorphous alloy af-
ter thermomagnetic treatment. Core of the sensor was annealed in 350 oC for one 
hour. Annealing was carried out in magnetizing field 150 kA/m perpendicular to 
direction of the amorphous alloy ribbon. Such annealing reduce value of the mag-
netomechanical hysteresis, what is necessary for the magnetoelastic sensors. 

  

1

2

3

4

 

Fig. 4. Measuring setup for testing of the influence of external magnetic field on magnetoe-
lastic force sensors: 1 – magnetoelastic force sensor with ring-shaped core, 2- Helmholtz 
coils, 3 - reference strain-gauge sensor, 4 – head of press for application of stresses to  
sensors 

3   Results 

Figure 5 presents the influence of the external magnetic field Hz on the shape of 
quasistatic hysteresis loop of the core made of the Fe81Si4B15 amorphous alloy af-
ter thermomagnetic treatment. The results of the measurements show both the in-
fluence of external stresses σ up to 10 Mpa,  as well as influence of external mag-
netic field Hz on the shape of the hysteresis loop B(H). 
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Fig. 5. Influence of the compressive stresses σ  and external magnetic field Hz on the shape 
of histeresis loop B(H) for the sensor made of the Fe81Si4B15 amorphous alloy 
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Fig. 6. Magnetoelastic B(σ) dynamic characteristics of the amorphous core measured for 
different steering frequencies f and different external magnetizing field Hz 

Figure 6 presents the results of the measurements of the magnetoelastic charac-
teristics B(σ). These characteristics determine characteristics of the magnetoelastic 
sensors. For this reason measurements were carried out for steering frequencies f 
up to 1 kHz and external magnetizing field Hz up to 4 kA/m.  
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4   Conclusion 

Analyses presented in the paper indicate, that demagnetization coefficient plays 
significant role in the case of influence of the external magnetic field on the per-
formance of the magnetoelastic sensors with ring-shaped cores. Especially for high 
permeability materials, such as a amorphous alloys, demagnetization significantly 
reduces changes of the sensors characteristics due to the external magnetic field. 

On the other hand results of the experimental measurements indicate, that the 
influence of the external magnetic field can’t be neglected, both in the case of qua-
sistatic magnetic hysteresis loop as well as in the case of dynamic measurements. 
External magnetic field up to 4 kA/m causes about 10 % changes of the flux den-
sity B in amorphous alloy core. These results should be taken into consideration in 
the metrological analyses of the sensors for real-time monitoring of the diesel en-
gines of locomotives.   
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Abstract. Monitoring of street lighting pole health is of increasing importance. 
Extensive erosive damage of lighting poles may lead to unexpected falls of poles 
which may cause dangerous injuries and accidents. There are already existing 
many methods how to determine actual state of the construction. Their application 
is however costly, time consuming and often provide local information only (re-
lated to the position of measurement). Requirement of regular inspection of many 
lighting poles needs approach, which enables rapid and unsophisticated measure-
ment device installation and usage, with automatic result evaluation. Experimental 
investigation of many lighting poles with several measurement methods was car-
ried on. Especially method based on low frequency harmonic force excitation and 
compliance measurement gave very promising results corresponding with actual 
state of the pole. Based on it, automatic measurement device was proposed. The 
paper deals with the description of the measuring procedure and the automatic 
measuring device for the health monitoring of lighting poles. 

1   Introduction 

As lighting poles are usually installed on places with heavy personal traffic load 
and they are used for many years in severe climate condition, including aggressive 
chemical and mechanical ones, the knowledge about their actual health status is of 
high importance. 

Currently the pole inspection is done, if at all, by visual inspection and endoscopy 
of the pole internals. The pole failure is anticipated by regular replacement each n-th 
year. This is however not sufficient as poles at less exposed places are replaced in 
quite good status and pole at very aggressive places should be replaced sooner. 
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Many nondestructive methods of construction health evaluation were taken into 
account, e.g. ultrasound, eddy currents, roentgen, relative comparison of electro-
magnetic properties, acoustic emissions. Very promising group of methods is 
based on measurement of mechanical properties change. They can be stiffness, 
modal properties, modal damping, acoustic emissions. Their common big advan-
tage is they are nondestructive and they provide global information about evalu-
ated construction / pole. Initial experiments really did show, that damaged poles 
have different modal properties from healthy poles. This was however the case of 
freely hanging poles or poles stuck into the concrete. 

Unfortunately, this is not the case in real life since most of the poles in Czech 
Republic are fixed in tamped sand/stone ballast only. This kind of fixing effec-
tively damps most of eigen modes in diverse range so no meaningful conclusion 
can be made from it (see Fig. 1). 
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Fig. 1. Amplitude transfer functions of tested poles in different health 

Very interesting results were obtained by measurement of pole stiffness by 
classical approach, i.e. loading the pole by known force at certain height and 
measurement of pole deflection by positional sensor. 

The realization of such approach in field conditions is awkward and very time 
consuming due to necessity to install heavy construction for force source and sec-
ond construction for positional sensors. 

Another approach was thus used to measure pole stiffness for broader field ex-
periments with success. It is based on low frequency harmonic actuation of the 
pole. As the method turned out to be successful, mechatronic measurement device 
was proposed and simulated. 
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2   Measurement Method 

The method of measurement is based on approach used once for machine tools ([1]). 
The pole is actuated by harmonic force acting successively in two perpendicular di-
rections (see Fig. 2). The frequency of harmonic force is chosen much (at least 5-10x) 
lower than first pole eigen frequency. The motion of the pole can be considered as 
quasi-static. Even the first eigen mode’s motion can be neglected. 

 

 

Fig. 2. Concept of the pole measurement  

The pole is thus loaded by quasi-static force, which can be applied without stiff 
base, e.g. by hanging electromagnetic actuator. The actual acting force is meas-
ured by force sensor as time series.  The response of the pole is also harmonic and 
can be measured on the level of either position or velocity or acceleration by ap-
propriate sensor. The amplitude of both acting force and response is determined 
by fitting measured time series on appropriate harmonic function  
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by least square method ([2]).  
Parameters Af and A are used to determine pole stiffness. Further, the force 

level Af is changed several times so linearity of the pole can also be checked.  
In addition, the pole deflection is measured at two points, one near to the acting 

force and second one on the lowest pole part. The so called relative stiffness of the 
pole between these points is evaluated. The influence of pole fixing into ground is 
thus excluded from the result. 

3   Experimental Verification 

The described method was applied to several groups of lighting poles with differ-
ent parameters. Each group contained healthy and ill poles. In all cases, the pole 
state corresponds to the differences of pole stiffness measured by described 
method. One group of poles is illustrated on the Fig. 3.   
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Fig. 3. Relative deflection of tested poles in different health 

4   Measurement Device Design and Control 

The principal idea of the measurement device is sketched in the figure 4. Based on 
the measurement principle described above, the device must ensure low frequency 
harmonic force excitation at certain height while no massive supporting construc-
tion is needed.  

The supporting construction only holds vertical (gravity) forces. This can be 
e.g. lifting platform. The hammerhead is connected to excited pole via spring with 
adjustable stiffness. The mechanical system can be so tuned to have its eigen fre-
quency near the required frequency of harmonic actuating force. Initial motion is 
invoked by linear actuator inside the hammerhead. 
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Fig. 4. Measurement device concept and force actuator limitation 

The mechanical part of proposed device is expected to behave as linear, so it 
could be modelled by classical matrix equation, where z is vector of the positions. 

fKzzBzM =++ .                                             (2) 

The friction between device support and hammerhead is neglected. The actuator is 
however limited in its motion range and achievable force. It can be modelled by 
additional fast state equation   

 ( )[ ]jjuj wuxf
T

u += ,
1

.                                             (3) 
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Inverse function fu is smooth limiting function 
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The originally linear system model is so transformed into nonlinear form, where 
vector x consist of positions z and their time derivatives dz/dt, u is input of the 
system. 

uxgxxAx ).().( +=                                                (5) 

Control law itself is conveniently designed by NQR approach ([3]) in the state de-
pendent feedback form 

xxKu ).(= .                                                    (6) 

NQR design procedure minimizes quadratic optimality criterion 
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The stiffness of the adjustable spring is calculated to tune the device consisting of 
said spring and hammerhead with actuator into resonance on required frequency freq 

( ) ( )ahreqps mmfk += 22π .                                               (8)
 

 

 

 

Fig. 5. Illustration of achieved force acting to the pole and required actuator motion and 
force 
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The other mechanical parameters of the device, i.e. mainly hammerhead mass, ac-
tuator mass were optimized to achieve highest harmonic force acting to the light-
ing pole through the spring connection, while maintaining force from the actuator 
on low level. 

To reduce required actuator force and motion range, the required acting force 
was shaped by already mentioned satsin function (4). 

Figure 5 shows simulation results which demonstrate possible amplification of 
acting force. This is achieved by tuning the system to resonance frequency and op-
timal control. 

5   Conclusions 

The problem of street lighting pole health monitoring has been addressed. Several 
methods of pole deterioration detection were proposed and tested based on exten-
sive field experiments. Measurement of the pole stiffness is of particular impor-
tance because it provides composite information about pole health. 

Based on this experience, the testing device, which does not require time con-
suming installation nor is heavy and bulky, was proposed. The device is based on 
excitation of the construction by low frequency harmonic force. The deflection 
can be thus measured either by deformation, velocity or even acceleration sensors 
and no stiff point or construction is needed. Due to the nature of harmonic force, it 
can be developed by mechanical oscillator which again does not require neither 
bulky stiff supporting construction nor powerful force source. The need of Ar-
chimedes’s fixed point or Valasek’s flexible point ([4]) is removed in this particu-
lar case due to nice properties of harmonic force actuation. 

The concept of measurement was tested by field experiments. The testing de-
vice concept was evaluated by mechatronic simulation model and its realization is 
being prepared. 
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Abstract. This article describes neural networks used in the off-line diagnostics of 
high voltage generators. Such an artificial intelligence tool is used for the predic-
tion of diagnostic quantity selected and used in the machines tested. The diagnostic 
quantities are obtained by non-destructive measurement during planned revisions 
and shutdowns in the machines monitored. Furthermore, the results achieved in the 
diagnostics and the methods of the neural network application as a possible addi-
tional tool of diagnostic methods are presented in this paper. 

1   Introduction 

Machines diagnostics has become an important branch of science to describe mo-
nitored machine condition. Industry uses rotary electrical machines mostly to 
drive machine tools, conveyors, etc. Rotary electric machines are widely used in 
power industry where they operate as generators to produce electricity. The diag-
nostics of such a machine may divide into the diagnostics of mechanical parts 
(such as bearings) and the diagnostics of electric parts that include electric ma-
chine insulation system. The diagnostics of the later part, in the form of OFF-
LINE diagnostics, consists of electric diagnostic quantities measurements and the 
assessment of insulation system operability through criterion values, for example. 
This article describes the options of enhancing the insulation system diagnostics 
with the modern OFF-LINE diagnostics approach that utilises artificial intelli-
gence, namely neural networks. The research carried out previously [1] verified 
the option of neural network utilisation in the insulation system diagnostics of 
electric machines with a sample piece of material. The material sample had been 
heat aged and then electrically broken down resulting in obtained breakdown volt-
age value that explicitly ends material functionality. Breakdown voltage was de-
termined the value the neural network modelled and/or predicted. However, prac-
tical measurement of breakdown voltage makes troubles as it results in turning the 
entire machine inoperable. Therefore, another suitable quantity should be found 
that bears the information of machine operable condition. 
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2   Measured Quantities Description 

As mentioned above, the quantities that will be used for the modelling and predict-
ing of the quantity that would characterise insulation system condition were ob-
tained through non-destructive measurement on electricity producing machines 
that were three-phase generators. Data shown in this article were measured on a 
generator that had been in operation for 23 years. Measurements were done during 
times down and inspections planned in 1, 2 or 3 years cycles. The neural network 
needs the input of the quantities that would contain sufficient number of meas-
urements so that it is able to adequately model machine conditions. With respect 
to carrying out each measurement, there were 17 items of measured quantities in 
each set in average. For the above-mentioned reason, the following quantities 
were selected: 

 

• Insulation resistance Riz15 of stator winding measured fifteen seconds after 
the measuring voltage had been brought, 

• Insulation resistance Riz60 of stator winding measured one minute after the 
measuring voltage had been brought, 

• Stator insulation resistance Riz600 in stator winding measured ten minutes 
after the measuring voltage had been brought, 

• Charging current I60 measured one minute after the measuring voltage had 
been brought, 

• Charging current I600 measured ten minutes after the measuring voltage 
had been brought, 

• Leakage factor tgδ. 

3   Output Quantity Selection 

The output quantity is the quantity the neural network should learn to remember 
and also to predict. The basis of that quantity selection included also correlation 
and regression analysis. The result of correlation analysis was the calculated corre-
lation selective coefficient rXY  and Spearman correlation coefficient rs. The corre-
lation analysis results are presented in Tables 1 and 2. 

Table 1. Correlation selective coefficients rXY 

 
 
 
 
 
 
 
 
 
 

Measured quantity I60 I600 Riz15 Riz60 Riz600 tgδ 

I60 1 0,75 0,17 0,05 0,53 0,66 

I600 0,75 1 -0,13 0,14 0,11 0,78 

Riz15 0,17 -0,13 1 -0,15 0,60 0,01 

Riz60 0,05 0,14 -0,15 1 0,04 -0,03 

Riz600 0,53 0,11 0,60 0,04 1 0,34 

tgδ 0,66 0,78 0,01 -0,03 0,34 1 
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Table 2. Spearman correlation coefficients rs 

 

 
 
 
 

 
 
 
 
 
 

Tables 1 and 2 highlight in bold face the correlation coefficient values, for 
which the calculated significance level was less than 0,05. The regression analysis 
results  show that most of the quantities depend on time more or less. Out of the 
above-mentioned results the I60 or tgδ quantities seem to fit output quantity for the 
neural network. The experimental calculation done showed that the neural net-
work more predicts tgδ quantity more precisely; therefore tgδ quantity was se-
lected for the neural network to model and predict. In case of prediction, the neu-
ral network answer is based on current state values and the values measured 
previously. So that the predicted output value may be verified, the number of both 
input and output quantities was reduced by several values while the remaining 
values disregarded in the learning phase were used to verify the prediction. The 
below mentioned results include 3 values of output quantity that were predicted. 

4   Software Used in the Experiment 

The modelling and prediction experiment was carried out in MATLAB® 7 soft-
ware environment and its Neural Network Toolbox that created the control envi-
ronment for the operator to choose and combine the input quantities and modify 
neural network architecture by changing the number of hidden layers and the 
number of neurons in those layers. The control environment is shown in Figure 1. 
 
 
 
 

 
 
 
 

 

 

Fig. 1. Control environment 

Measured quantity I60 I600 Riz15 Riz60 Riz600 tgδ 

I60 1 0,48 -0,07 0,001 0,70 0,68 

I600 0,48 1 -0,18 0,01 0,10 0,54 

Riz15 -0,07 -0,18 1 -0,34 0,15 -0,14 

Riz60 0,001 0,01 -0,34 1 0,03 0,08 

Riz600 0,70 0,10 0,15 0,03 1 0,62 

tgδ 0,68 0,54 -0,14 0,08 0,62 1 
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5   Experiment Results 

The following selection of modelling and prediction results present measured val-
ues of tgδ shown in black dash line and neural network answer tgδm in continuous 
line. The next diagram shows neural network answer absolute error. Absolute er-
ror is absolute value of difference between measured quantity and value of neural 
network’s answer. Each result is preceded by a description of chosen input quanti-
ties and neural network architecture. Modelling utilised all measured values of ap-
plied quantities, i.e. 17 elements in this case. The prediction result omits learning 
phase showing 3 predicted elements as described above. 

5.1   Result 1 (modelling, shown in Fig. 2) 

 
Fig. 2. Output quantity modelling diagram for chosen architecture and absolute error   (Result 1) 

• Input quantity: RIZ60, output quantity:  tgδ, 
• Number of neurons in the first hidden layer: 7 
• Maximum absolute error of neural network answer: 0,325 [-] 

5.2   Result 2 (prediction, shown in Fig. 3) 

 
Fig. 3. Output quantity modelling diagram for chosen architecture and absolute error    (Result 2) 
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• Input quantities: I60, I600, output quantity: tgδ 
• Number of neurons in the hidden layers: 7-5-2  
• Maximum absolute error of neural network answer: 0,072 [-] 

6   Conclusion 

The modelling and prediction experiments performed so far have brought up sev-
eral important observations. The first of them is that a neural network is able to 
adapt to the fed data making thus the basis for prediction result subsequently. This 
is done in modelling mode. If one quantity enters the neural network, the adapta-
bility increases together with growing number of neurons in the hidden layers. 
This solution is time demanding in terms of calculation. More than one quantity 
brought to the neural network input considerably reduces the time demands of cal-
culation as well as neural network answer error. The more significant learnt fact 
for real application is the ability of prediction of quantity value in future as shown 
in the results of performed predictions (Fig. 3). The observations demonstrated 
there are similar relations here as in the modelling mode in the terms of chosen ar-
chitecture and the number of quantities brought to the neural network input. The 
prediction results let imply that the procedure is feasible for an enhancement tool 
of OFF-LINE diagnostics, for electric rotary machines in this case. The advantage 
of artificial intelligence application is in obtaining the information of the future 
value of the monitored quantity that characterises insulation system condition so 
that it is possible to avoid unplanned time down of the machine or discover an 
imminent breakdown or similar resulting thus in fund saving in the end. 

Acknowledgments. This article was written within the research project of GAČR 102/08/1118  
Intelligent diagnostics of electrical machines. 
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Abstract. The article is focused on the applied artificial intelligence in the diag-
nostics of electric machines. Attention is paid to some developmental trends of  
artificial intelligence, for example, neural networks, fuzzy systems, genetic algo-
rithms and expert systems. Having in mind the intended future usage in electric 
machine diagnostics the accent is placed on the analysis of topology and behav-
iour of an artificial intelligence method – fuzzy systems. The obtained results are 
evaluated in detail. 

1   Introduction to the Issue 

A crucial attribute of electric devices is reliability and lifetime. Our team has been 
working on that issue for several years, particularly in the relation of electric 
drives. An important element in every electric drive is an electrical machine. 
Much has been written of electrical machines in the terms of lifetime. However, 
our experience says that electrical machines’ reliability and lifetime largely de-
pend on their insulation systems. Therefore, we have devoted quite a time to elec-
trical machines’ insulation system properties. Especially important feature is insu-
lation systems technical diagnostics focused on the selection of suitable diagnostic 
methods that would result in the evaluation of insulation system current condition 
or in the prognosis of future lifetime. Currently, the issue is called Electrical ma-
chine insulation system residual lifetime assessment. From the reliability point of 
view, the insulation system is a link of series chain whose condition affects the re-
liability of the entire electrical machines. Our team has gained considerable ex-
perience in diagnostic methods application to electrical machines’ insulation sys-
tems. Because economic aspects are important to consider also in electrical 
machine diagnostics, our team has concentrated, particularly recently, on electrical 
machines in operation at energy companies. The reason is that an unexpected 
breakdown of every electrical machine also results in secondary losses that may 
grow to tens million of Euro.  
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Electrical machines diagnostics is based on various engineering and mathe-
matical processes. The effect of modern approaches that definitely include artifi-
cial intelligence has also become to reflect in this field. And artificial intelligence 
application to electrical machines diagnostics is the topic of this article. 

2   Artificial Intelligence Development Trends 

Recently, artificial intelligence application has become spread in engineering di-
agnostics, too. It is positive that artificial intelligence has appeared in electrical 
machines diagnostics, in the relation to their reliability and lifetime. Implied in the 
references, such as [1], artificial intelligence has been elaborated in detail in cur-
rent and prognostic electrical machine diagnostics. It is possible to see multiple 
development trends there. These particularly include neuron networks, fuzzy sys-
tems, genetic algorithms and expert systems. All of the above-mentioned is de-
scribed in [1], for example. 

3   Artificial Intelligence Application to Current and Prognostic 
Diagnostics 

The application of artificial intelligence to electrical machines diagnostics issues 
from the block diagram shown in Fig. 1. 

 

Fig. 1. A block diagram of Artificial intelligence application to electrical machines diagnostics 

In this case, diagnostics is seen in three ways. The attention concentrates on 
current diagnostics (modelling) that is the diagnostics of current insulating condi-
tion of electrical machines. The block diagram also includes prognostic diagnos-
tics (prediction) that allows formulating a prognosis of electrical machine insula-
tion condition. Accent is also placed on expert systems. The artificial intelligence 
domain offers a whole number of powerful application tools. Based on previous 
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experience our team always used the two most powerful representatives of artifi-
cial intelligence that were neuron networks and fuzzy systems. They may be con-
sidered universal approximators, then. It is the approximation ability that makes 
them suitable for considered issues solution. 

4   An Example of Artificial Intelligence Application to 
Electrical Machine Diagnostics  

This article makes use of knowledge and data in [1]. All of the artificial intelli-
gence methods mentioned in the block diagram in Fig. 1 are described there. 
Therefore, this article below only analyses an example of the application of one of 
the artificial intelligence methods, which is Sugeno fuzzy predictor. Besides, it 
uses common diagnostic quantities (I60, I600, Riz15, Riz60, Riz600 and tgδ) that are 
monitored for the off-line diagnostics of electrical machine in operation of energy 
industry. I60, I600, Riz15, Riz60, Riz600 quantities and their various combinations were 
selected for input, while tgδ quantity for output. The data gained from the men-
tioned diagnostic quantities measurements during the preventive inspections of the 
generator that is in operation at a Czech water power plant were used for the data 
file. Those data were interleaved with a linear function or a second order polyno-
mial for the purpose of fuzzy predictor behaviour verification.  

The block diagram of Sugeno fuzzy predictor (instrument for realization of 
fuzzy modelling) application to prognostic diagnostics of electrical rotary ma-
chines insulation condition is shown in Fig. 2. 

 

Fig. 2. Sugeno fuzzy predictor in prognostic diagnostics 
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The designed Sugeno fuzzy predictor contains as many input universes, as in-
put quantities and their previous values are to be processed. The used input and 
output values of I60, I600, Riz15, Riz60, Riz600 and tgδ quantities were always normal-
ised within <-1; +1> interval. The range of input and output universes was thus 
defined by that interval. For Sugeno fuzzy predictor verification, a various number 
of membership functions was chosen in each universe, in the forms of trapmf or 
trimf. Within the experimental tests of Sugeno fuzzy predictor in prognostic diag-
nostics, the condition of the maximum absolute and relative error at the model 
output was observed depending on the number of input universes (i.e. number of 
input quantities and their previous values), forms and number of membership 
functions and the number of learning steps). 

5   Result Evaluation of Sugeno Fuzzy Predictor Application in 
Prognostic Diagnostics  

Sugeno fuzzy predictor in electrical rotary machine insulation condition prognos-
tic diagnostics is described with several important parameters that influence fuzzy 
predictor behaviour and its quality. Those parameters were thoroughly analysed 
on real data basis with the aim of gaining information for the suitable topology 
and setting of concerned fuzzy predicator. The following paragraphs include a list 
of the important parameters together with their effect on predicted value of tgδ 
leakage factor. 

 
The best model: 
 
Membership function: trapmf 
1. Data interleaved with a linear function  
The best results were achieved with the fuzzy predictor for one input quantity 
Riz60 (1 input universe). The universe contained 2 membership functions, 30 
learning steps and 3 previous values. After 30 learning steps, the fuzzy model an-
swered the input unknown measured data with the maximum absolute error 1.64E-
02 and the maximum relative error 8.50E-01%. In the case of three input quanti-
ties (3 input universes), the best result was found for the combination of Riz15, 
Riz60, Riz600 input quantities with 2 membership functions per input universe and 2 
previous values. The fuzzy predictor answered the input unknown measured data 
with the maximum absolute error 4.00E-02 and the maximum relative error 
2.12E+00% after 10 learning steps. In the case of two input quantities (2 input 
universes), the best result was found for the combination of I60, I600; Riz600, I600 and 
Riz15, Riz600 quantities with 2 membership functions per input universe and 2 pre-
vious values. The fuzzy predictor answered the input unknown measured data with 
the maximum absolute error 4.00E-02 and the maximum relative error 
2.06E+00%.    
2. Data interleaved with a polynomial  
The best result was achieved with the fuzzy predictor for one input quantity: Riz15 
(1 input universe). The universe contained 2 membership functions, 5 learning 
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steps and 2 previous values. After 5 learning steps, the fuzzy model answered the 
input unknown measured data with the maximum absolute error 4.11E-02 and the 
maximum relative error 2.12E+00%. In the case of two input quantities (2 input 
universes), the best result was found for the combination of Riz15, I60 with 
2 membership functions per input universe, 5 learning steps and 3 previous values. 
The fuzzy predictor answered the input unknown measured data with the maxi-
mum absolute error 4.65E-02 and the maximum relative error 2.40E+00%. In the 
case of three input quantities (3 input universes), the best result was found for the 
combination of Riz15, Riz60, Riz600 and 2 membership functions per input universe 
and 2 previous values. The fuzzy predictor answered the input unknown measured 
data, after 2 learning steps with the maximum absolute error 5.07E-02 and the 
maximum relative error 2.62E+00%.    

 

Membership function: trimf 
1. Data interleaved with a linear function  
The best result was achieved with the fuzzy predictor with one input quantity Riz60  
(1 input universe). The universe contained 3 membership functions, 30 learning 
steps and 3 previous values. After 30 learning steps, the fuzzy model answered the 
input unknown measured data with the maximum absolute error 1.69E-02 and the 
maximum relative error 8.74E-01%. In the case of two input quantities (2 input 
universes), the best result was found for the combination of Riz60, I60 with 2 mem-
bership functions and 3 previous values. The fuzzy predictor answered the input 
unknown measured data after 5 learning steps with the maximum absolute error 
1.93E-02 and the maximum relative error 1.02E+00%.   
2. Data interleaved with a polynomial  
The best result was achieved with the fuzzy predictor with two input quantities: 
Riz15, Riz600 (2 input universes). The universe contained 2 membership functions, 5 
learning steps and 3 previous values. After 5 learning steps, the fuzzy model an-
swered the input unknown measured data with the maximum absolute error 4.64E-
02 and the maximum relative error 2.39E+00%.  

 

The above mentioned implies the following conclusions: 
 

1. The presented results of trapmf membership function and linearly interleaved 
data imply the ideal results may be achieved for one quantity. One input quan-
tity Riz60 with 2 membership functions per universe may be considered the op-
timum setting of the fuzzy predictor. 

2. The presented results of trapmf membership function and data interleaved with 
a polynomial imply the ideal results may be achieved for one input quantity I60 
or Riz15 with 2 membership functions applied. 

3. The ideal results for the trimf membership function and data interleaved line-
arly may be achieved for one or two input quantities: Riz60, I60; Riz60, I60; I600, I60 
and 3 or 2 membership functions and a bigger number of previous values. 

4. The presented results of trimf membership function and data interleaved with a 
polynomial imply the ideal results may be achieved for one or two input quanti-
ties. For a single input universe the input quantity Riz15 is suitable. For two in-
put universes, the combination of input quantities Riz15, Riz600 is suitable. 
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6   Conclusion 

The obtained results of Sugeno fuzzy predictors usage under the specified condi-
tions prove the assumed appropriateness of their application to electrical rotary 
machine insulation condition prognostic diagnostics. As the number of input uni-
verses and the number of membership functions grow, as predictor creation time 
demand increases. More conclusions as well as the results for other artificial intel-
ligence methods are mentioned in [1], [2] and [3] for example. The obtained con-
clusion will be of service to arrangement of models for expert system. This system 
will be use in actual and prognostic diagnostics of state electrical machines. 

Acknowledgments. This article was written within the research project of MPO ČR FI-
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Abstract. The contribution is focused on the diagnostics of transformers in power 
engineering practice. First, attention is paid to the brief description of the general 
expert systems. Furthermore, the classification of expert systems and the analysis 
of the diagnostic expert system without vagueness are presented. In this contribu-
tion, emphasis is laid on the description of the rule expert system which is applied 
in the diagnostics of transformers. The composition of this expert system and the 
specific example of the results obtained are analysed in detail. 

1   Introduction to the Issue 

Our team has been active in the research of artificial intelligence application to 
electric machines diagnostics. An application of the most successful ones of artifi-
cial intelligence to real life is in expert systems. Much has been written of expert 
systems, there are existing examples of operating expert systems [1] that were as-
sembled and has been used by industry. This article tries to contribute to expert 
systems development and verification. It presents the results achieved by our team 
in this matter as an example. It resumes the research of 2005 of the expert system 
designed and constructed by Brno University of Technology, Faculty of Mechani-
cal Engineering for the purpose of electric rotary machine – generators diagnostics 
[5], [1]. This entirely operating expert system was successfully tested and has been 
used by industry. Our team exploits the gained experience in developing another 
expert system that should in this case apply to transformer practical diagnostics in 
energy and mechanical engineering. 

2   Expert Systems 

The expert systems seen today often lack problem oriented knowledge application. 
Such expert systems are called empty expert systems. Only if such an empty ex-
pert system is completed with a knowledge data base the expert systems orients to 
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the concerned issues becoming a problem-oriented system. The added data base is 
the key to solve a particular case, then. As far as solved problem nature is con-
cerned, the currently existing expert systems may divide into multiple groups out 
of which we are interested in “diagnostic expert systems”. Diagnostic expert sys-
tems are intended to efficiently interpret data so that it could be possible to deter-
mine which hypothesis of explored system behaviour best corresponds with actual 
data that refer to the case concerned. The problem solution procedure takes the 
form of partial hypotheses sequence evaluation within the fix determined model of 
the problem under exploration established by an expert. A diagnostic expert sys-
tem consists of several basic parts, such as the knowledge base (principles), data 
base, inference (control) mechanism or interpreting module. A block diagram of a 
typical diagnostic expert system is shown in Fig.1. 

 

Fig. 1. A block diagram of a typical diagnostic expert system 

Of the currently existing techniques of knowledge representing in expert sys-
tem, the most widely used one is representing knowledge through principles that 
represent knowledge by determining the relations of the input and output informa-
tion; thus, the latter becomes known once the former is known. The principles are 
defined in the following form: 

IF assumption_1 AND(OR) assumption_2 THEN conclusion_1. 
 

 
 
That definition may be generally called an assumption → conclusion form. That 
form includes the principles in the knowledge base forming the basis for decision. 
Each of the principles is compared with input assumptions to make the conclusion 
on conformity basis but additional procedures and functions may be called and the 
products of them reflect in the final expertise. The inference process stops only 
that there is no more principles that might conform the assumption. The principle-
based knowledge representation advantage is it is schematic and understandable. 
On the other hand of disadvantage, there is a risk of infinite chains, additional new 
inconsequent knowledge or non-transparency. In the case of large knowledge 
bases with a complex internal structure, an oriented diagram called interference 
network is suitable for clear demonstration of internal relations. The diagram as-
signs every sentence to a nod, every principle to an oriented edge leading from 
and to a sentence. The inference network generally represents a state space where 

Assumption part Conclusion part 
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the nods represent the statuses of environment and the oriented edges represent the 
transitions from one status to the other. The control (inference) mechanism is to 
solve the task of finding the optimum way in oriented diagram (state space), which 
means it determines the sequence of principles of the principle base being applied. 
The methods of searching in state space include particularly backward chaining. 
The backward chaining method issues from the determined goal analysing back 
the assumptions of its achieving, while it solves conflict situations in every step 
making multiple choices from sentences confirming the selected hypothesis. The 
backward chaining inference mechanism issues from the result part of the princi-
ples and checks for met assumption parts while the proofs are obtained from the 
user through expert system dialogs. Knowledge and information commonly used 
by people are of various complexity and/or abstraction. The best accessible and 
applicable data are saved explicitly. This way of new knowledge extrapolation is 
called deduction representing one of the most powerful methods of reasoning that 
allows deduction of new sentences from the essential axioms and derived sen-
tences. Deduction is implemented in expert systems through logical propositions 
executed by logic programming. The principal tool for working in logic is cur-
rently the Prolog programming language or LISP, etc. 

3   Diagnostic Expert Systems 

This article tells about the development of the real above-mentioned and briefly 
theoretically described principle-based diagnostic expert system that is intended to 
analyse and describe actual transformer condition.  

In the beginning phase of our diagnostic expert system building we had to 
choose suitable tools for its development and implementation. Based on previous 
experience we chose an empty ESTA expert system, whose core had been devel-
oped in Visual Prolog 6 programming environment. That environment houses the 
development of the actual knowledge base that turns the empty expert system into 
a problem-oriented expert system. It is also the environment of user and expert 
system communication. The environment appearance looks like a typical Win-
dows operation system application environment. Every knowledge base contains 
principles related to a particular field. In case of ES the knowledge base contains 
the principles of each diagnostic test or the principles of diagnostic quantities cri-
terion value evaluation. The main construction elements of the knowledge base are 
sections and parameters. The sections comprehend the actual principles that guide 
the user through the knowledge base to the point the user is provided with the con-
sultation final result. The sources used in knowledge base construction include 
mainly the following: Czech national and international engineering standards, 
company internal standards of leading energy companies, technical literature and 
the results of consultations with experts. From the very principle of expert systems 
(it particularly applies to principle-based expert systems), it is obvious that de-
duced results’ quality first of all depends on the quality of knowledge encoded in 
the knowledge base by the knowledge engineer. 

The knowledge base classifies the transformers by operation voltage level: 
voltage level 400 and 220 kV, voltage level 110 kV, voltage level of high-voltage 
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and power ≥ 1.6 MVA – distribution and voltage level of high-voltage and power 
≥ 1.6 MVA – self-demand. A standard or a manual defines for each operation 
condition (new, in operation, after thorough inspection, spare instrument) 
a collection of specified diagnostic methods, an example of that is in Fig. 2. The 
user and expert system dialog is done in the manner mentioned further. It is first 
necessary to select the voltage level that is concerned in the consultation. Then, it 
is necessary to choose the operation condition of the machine and enter whether it 
is the condition, of a new machine for example, before commissioning or at the 
end of guarantee period, etc. Once the required data are entered the user selects, in 
a dialog box, the desired manner of transformer condition diagnostics. After the 
final expertise has been generated, the evaluated parameters are stored in a file, so 
that the consultation may be repeated any time on the basis (see further). 

The very operation of the expert system under development of our team is easy 
in fact. After the input data are loaded into the expert system (from a form or en-
tered by the user during consultation), the values are compared to criterion values 
following the principles. If a value complies with the criterion, the principle con-
sequent stores to the knowledge base and the procedure continues. If the value 
fails to comply with the criterion, the principle is ignored and the next principle in 
sequence is used. The final recommendations generated by the expert system on 
the basis of input data are presented to the user in the form of graphic windows in 
the expert system environment and also saved to a text file. 

 

Fig. 2. The dialog box of a new transformer diagnostic method selection 
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The expert system can generate two types of final recommendations: 1. Final 
recommendations for each of the diagnostic methods. 2. Final recommendations 
for the entire set of prescribed diagnostic methods. They closely relate to one an-
other, as the comprehensive recommendation for the entire set of diagnostic meth-
ods is generated from individual methods recommendations. A recommendation 
example is shown in Fig. 3. 

 

Fig. 3. The window with the final recommendation for the diagnostic method of transformer 
winding insulation resistance measuring 

As it is obvious in Fig. 3, there are three buttons in the window with expert sys-
tem conclusion: 

 
“Proč” (Why) – is to get explanation of the manner the final recommendation was 
achieved, 
“OK” – is to confirm the dialog and to continue in consultation, 
“Stop” – interrupts consultation. 

 

The actual content of final recommendation is organised in the following struc-
ture: evaluated diagnostic method name; diagnostic method parameters list and the 
results of comparison with criterion values, verbal evaluation of diagnostic me-
thod parameters compared to criterion values, final recommendation concerning 
the condition of insulation system or oil charge. Obviously, a requirement of the 
expert system is backward reproducibility and performed consultation backup. 
The expert system offers two ways of problem solving: 1. to save consultation 
process to a text file, 2. to save consultation process to a file. 
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4   Conclusion 

The expert system described in this article has been developed for the diagnostic 
investigation of transformers in operation in energy industry. For the moment, it is 
a simple principle-based expert system that is going to be improved and enhanced 
with implemented additional modern elements on artificial intelligence basis, such 
as further lifetime prognosis and other.  

Though practical usage of expert systems meets ambiguous opinions, it is defi-
nitely a feasible way of development for electrical machine diagnostics. 

Acknowledgments. This article was written within the research project of MPO ČR FI-
IM5/173. 
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Abstract. In this article is the automatized procedure for deriving of n-link in-
verted pendulum motion equations presented. Example of 2 link inverted pendu-
lum is included. The LQR algorithm using Maple input equations is proposed. 
Also the comparison between SimMechanics and Simulink is included. 

1   Introduction 

The inverted pendulum has become a standard benchmarking problem. At the de-
partment of Applied Mechanics and Mechatronics, we have decided to build sin-
gle, double and later triple inverted pendulum. In most of the publications [1], [2], 
[3], [4], we see that authors use already derived equations or derive them for each 
case of a single, double or triple pendulum system. 

Nevertheless, there is a lack of general equation for the n-link pendulum. For 
this purpose, we decided to derive and automatize the process of generation of 
this general equation. It turned out that it was an invaluable help for us, in time 
of building the inverted pendulum model in Matlab and Simulink. This paper is 
divided into three parts. In the first part, the geometric model is shown. In the 
second part will be introduced the derivation of general equation using Maple 
and an example will be presented. In the last part, we discuss the further possi-
bilities, using Maple and other symbolic mathematical software. By its mean, 
hopefully one gets better understanding of behavior these systems (non-minimal 
phase type system). 
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1.1   Pendulum’s Geometry 

The basic assumptions are:Pendulum movement is in E2(plane). Cart and links are 
rigid homogeneous bodies (RBD rigid body dynamics). Joints with or without 
friction, but no compliance.Links are cylinders with variable lengths and masses. 

In the Table.1 are listed all variables and constants used in the model. From the 
illustration at the (Fig.1), we see that the n-link inverted pendulum consists of n 
links connected with the revolute joints. The cart motion is allowable only in x di-
rection by translational joint. We decided not to picture the forces, since their im-
plementation will be very straightforward using Lagrange-Euler formula. Instead, 
the angles between the links (which are actually measured by sensors), the angles 
between link and its rotation angle (ui) from vertical position were chosen. This is 
just for more clear derivation. 

 

Fig. 1. N-link inverted pendulum, down position 

1.2   Dynamic Behaviour and Equations 

The standard method of deriving dynamical equations of multi rigid body systems 
is using Euler-Lagrange formula. Its usage is relatively very easy, and for our pur-
pose, it is especially adequate. This method does involve only derivatives of time, 
speed and position and therefore is very suitable for manual and of course half-
manual (by software usage) procedure. We have though remember, that we are 
losing information about inner forces in joints. Other type of dynamical formula-
tion will later obtain these. The most important and only little more difficult part 
of the procedure is obtaining the kinetic and potential energy of the whole n-link 
pendulum. By inspection, we find that the kinetic energy and potential energy of 
the system consisting of n links and one cart is Ek(n) (1) and U(n) (2), respectively 
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Variable description dimension 

x0(t) x position of the cart m 

x1…n(t) x position of the i-th link m 

y1…n(t) y position of the i-th link m 

u1…n(t) angle of i-th link with y axis rad 

Icg1…n 
moment of intertia of i-th link 

to its center of gravity 
kg.m2 

n number of links - 

m0 mass of the cart kg 

m1…n mass of the i-th link kg 

l1…n length of the i-th link m 

p1…n distance of the gravity center of the i-th link (CGi) from its beginning  m 

CGi center of gravity of the i-th link - 

Fig. 2. 
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After deriving, the equation (1) and (2) we can put these in suitable form into any 
software allowing symbolic mathematical computation like Mathematica, Maple, 
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Maxima or even Matlab with symbolic toolbox (Maple 3.0) etc (fig. 2). The next 
easy step is computing the Lagrangian L (3) and motion equations (4), 

 ( ) ( )L Ek n U n= −                                                    (3) 

( )L L F
t

ξ
ξ ξ

⎛ ⎞∂ ∂ ∂− =⎜ ⎟∂ ∂ ∂⎝ ⎠                                       

(4) 

where ξ  is generalized coordinate ( in our case x(t) or u(t)) and ξ  is its time de-

rivative. Fξ is generalized non-conservative force acting on generalized coordinate. 
As an example, let us consider inverted pendulum consisting of 2 links. Then 

the L using (3) becomes L (2) and the equations of motion are given by (4) with 
L(2).  

Therefore, with this procedure we can derive all n equations of motion. 
Next step would be solving these equations. The equations are nonlinear differ-

ential equations and the Matlab was used to find numerical solution. Already the 
double inverted pendulum could be considered as the chaotic system, and thus it is 
important to bear in mind this behavior during the process of finding solution.  

2   Symbolic Computation 

In our experience Maple have many advantages but also some disadvantages. It 
has relatively very simple interface allowing even the beginners quick and im-
promptu problem solving.  

During our work we have found out, that the version 11, have problems with 
handling more then 3 inner sums with other then latin-2 (not Greek) letters and sub-
scripts. It is also considerably slower then the Mathematica 5.2 (tried the same prob-
lem solving). In addition, graphics quality of implicit equation is not satisfactory. 

2.1   Lqr Controler Design, for Stabilizing the Double Inverted Pendulum in 
Upright Position 

The motion equations of DIP were derived and linearized in upright position using 
Maple. 

After deriving state matrices using Maple, the LQR K matrix coefficients were 
calculated within Matlab.  

These coefficients are already able to stabilize DIP but with this approach we 
don’t include other objectives and constraint as time, maximal travel in x direction 
or other. Therefore for the first and rough estimate of K constants we used optimi-
zation toolbox in Simulink to decrease travel of cart in x direction. This was 
achieved by constraining the maximal travel in x direction and optimizing all 6 
constants in K matrix. 

After this parametric optimization using gradient method, we were able to de-
crease the travel by 50% and keep the power consumption under acceptable level. 
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2.2   Simulink vs. SimMechanics, Control Loop Simulation 

The control loop was implemented with 2 different approaches. First, was using 
Simulink. We translated nonlinear equations to Simulink by means of F(u) func-
tion blocks. Then the computed K matrix was implemented and optimization of K 
matrix parameters was performed. 

The second approach, we modeled the inverted pendulum using SimMechanics, 
again used the generated K matrix and perform optimization. After successful sta-
bilization in both cases, we implemented noise disturbance in joints, wind noise 
force air friction and cart friction and damping. 

In (Fig.3) and (Fig.4), we can see decrease of cart travel by using optimization 
of K coefficients. 

 

Fig. 3. Cart travel with standard K matrix 

 

Fig. 4. Cart travel, K optimized 

3   Conclusion 

Symbolic computation software is already few years becoming standard tool, 
helping to solve engineering problems. The typical commercial products are Ma-
ple and Mathematica.  

After implementation of LQR algorithm using Simulink and SimMechanics we 
can conclude that SimMechanics gave exactly same results as standard block im-
plementation in Simulink. In fact the SimMechanics building procedure was very 
fast and straightforward. By using SimMechanics we gained option of Animation.  

On the other hand, the simulations in SimMechanics were about 10 times slower. 
Beside that, the equations of DIP are still need for computing the LQR K matrix. Af-
ter our experience, the SimMechanics is a good choice for very complicated models, 
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were deriving of equations could take long time, in other cases we would suggest us-
ing the Simulink or Matlab itself. 
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Abstract. The paper represents analysis of human properties during aircraft flight 
control. Mathematic approach will be shown to create a replacement behaviour 
model of human - pilot in the creation of a replacement model from view of auto-
matic control. There is not much information in literature how to access to analy-
sis of human properties from the view of automatic control. Simulation of  human 
"response" on input impulse represents an essential building block in the design of  
auto flight control circuits of an aircraft. Particular attention is devoted to simula-
tions of human pilot - aircraft set during selected flight parameters control of an 
aircraft. 

1   Introduction 

Human behaviour represents very difficult procedure, whose description by suitable 
mathematic functions is more complicated in this case. During getting leastwise ap-
proximate replacement block scheme of regulation circuit of human behaviour is 
supposed his behaviour in occurrence case of exactly defined stimulations. 

Orientation reflections about the possible structure of a pilot appear very spo-
radically in the literature [1]. With development of computer technology advanced 
simulation systems are available. Since that this consideration are beginning to be 
concretized [2], [3]. Their focus is however directed at the area of driving cars in 
automobile conveyance. Questions of human behaviour - the pilot and his defini-
tion from the perspective of the automatic regulation with usage of simulation 
tools dedicates article [4]. 

2   Simulation Human Characteristic Model 

Authors of this paper have already published in [5] and [6] initial approaches to 
creation of models simulating human characteristic. Complete information about 



158 R. Jalovecký and P. Janů
 

possible behaviour of human during different situations would present greatly ex-
tensive model, which would have been changing according to actual abilities of 
human. Human behaviour model is approached to a lot of simplifications during 
its creating.  

Defined types of a human-pilots are used from mentioned papers [5] and [6] . For 
other simulated cases human-pilots type “A” and “C” are taken into account. There 
are linear models with transport delay characterized by transmission functions. 
Pilot type “A” 
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where: 
K  - Increasing of force on the steers in relation to their deflection (from  

1 to 100) 

1T  - Reaction time constant, i.e. reaction ability to rate of change of input 
signal (5 to 20s) (prediction time constant) 

2T  - Dynamics properties of the pilot power members components (0.1 to 
0.2s) (neuromuscular time constant) 

3T  - Integrating time constant, i.e. pilot’s ability to realize varying activity 
(0.2 to  1s) 

τ  - Transmission delay (0.1 to 0.4) (time of pilot reaction). 
Pilot type “C” 
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With mentioned “types” models of human pilot’s dynamics, the simulation of re-
sponses to single input impulse according to Fig. 1 has been provided. 

 

Fig. 1. Block scheme of man characteristics simulation 

Values of time constants for instance of simulations are mentioned at Tab.1 [7]. 
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Table 1. Ranges of time constants for definition of human pilot characteristic 

T1  = 5 ÷ 20 s KA  = 2 TD_A = 0.15 s 
T2  = 0.1 ÷ 0.2 s KC  = 1 TD_C = 0.40 s 
T3  = 0.2 ÷ 1 s   

 
For this paper was chosen other way of imaging waveforms of simulated quan-

tities. Imaging of waveforms at 2D graphs presents conventional standard with 
sufficient survey of required waveforms. Interesting and more clearly is imaging 
of the waveforms at 3D graphs, when alternation of chosen simulation parameter 
is carried out on the third axis. In MATLAB – SIMULINK programme command 
MESHGRID(time, time constant) is used for creating grid of 3D graph. Command 
MESH(time, time constant, response) is used for depiction of 3D graph. Data be-
fore depiction values of response must be saved to two dimensional matrix (time, 
time constant), with matches to third axis of 3D graph (response). 

All sequentially presented graphs use this feature. Specified third parameter is 
alternation of time constant of one inertial member describing variation of human 
characteristic. 

Example of typical response onto “unit” input pulse is on Fig. 2. Third simula-
tion parameter (T1) here represents reaction pilot’s time variation (prediction time 
constant). The smaller is this time constant, the faster is human in reaction on 
stimulus – change, indeed at the expense of extensive overrange of required devia-
tion. In consequence it means regulation value overshoot. 

  

Fig. 2. Response of dynamic models of human - pilot “A” 

3   Pilot Behaviour during Flight Control  

Article [6] mainly solves behaviour of human-pilot integrated into loop for fast 
oscillations dumping on an aircraft. Article conclusions are possible to generalize 
on known fact, that human is not able to dump fast oscillation incurred during air-
craft movement in the space effectively enough. Quite different situation indeed  
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Fig. 3.  Block scheme for simulation of body pitch angle control of aircraft by pilot 

occurs, if aircraft is controlled at selected dimensions, at selected altitude, under 
selected course and certain speed. 

Simulation model of aircraft movement at longitudinal axis with oscillation 
dumper is used for identification of regulation loop pilot-aircraft characteristics 
during body pitch angle control [7]. Aircraft is represented here by simplify model 
with relatively big rate of instability (coefficient nij [7], used at this model charac-
terize combat well controllable aircraft) and used negative feedback ensures suffi-
cient longitudinal movement stability. According to block scheme on the Fig. 3 
required body pitch angle is controlled by pilot type “A” or “C” (s. symbol in [5]). 
Switch MS1 in the scheme enables switching pilot type which is needed. 

Individual behaviour “responses” of pilot-aircraft set, let us say only it’s body 
pitch angle with oscillations dumper then can indicate possibilities of human be-
haviour body pitch angle aircraft control. 

3.1   Body Pitch Angle Control of the Aircraft with Type “A” Pilot Integrated  

Mathematic expression of “transmission function“ for pilot type “A” (Eq. 2-1) is 
transformed into block diagram MATLAB-SIMULINK system. Human character-
istic - “Parameters of individual block“ were mentioned at Tab. 1, the transport 
delay can be realized by block “Transport delay”. The value of “Time delay” is 
put into this block as a coefficient TDA. 

Simulation result for time variation of body pitch angle ϑ is introduced on 
Fig. 4. Variation of prediction time constant T1 value is included in the third axis 
of depicted waveform. At the time t=1s requirement on body pitch angle change 
on value 0.05 comes. Now pilot begins to control the aircraft. Owing to human 
characteristic-transmission delay, really begins to control body pitch angle with 
time delay. Waveform shows, that time constant T1 variation at this human type 
dramatically doesn’t change possibility of fast control of aircraft body pitch an-
gle. The lower is this time constant the faster is ability of human pilot to react on 
changes of stimulus. It is quite clear, that ideal zero value is not possible to range 
at human. On the contrary if this time constant will be high behaviour of human 
(from the view point of automatic regulation) as “low-pass” is described. 
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Fig. 4.  Simulation results during body pitch angle control by human-pilot type “A” 

3.2   Body Pitch Angle Control of the Aircraft with Type “C” Pilot Integrated 

Mathematic expression of “transmission function” of the pilot type “C” (Eq. 2-2) 
is transformed into a block of automatic regulation with parameters mentioned at 
Tab.1. Transport delay is contained in coefficient TDC. 

Simulation result for time variation of body pitch angle ϑ is introduced on  
Fig. 5. Input stimulus on body pitch angle change is the same as in previous case. 
Here too pilot begins to react on change after certain duration but with mentioned 
“regulation characteristic” proves expressively faster to reach nearly required 
value of body pitch angle. Indeed time constant T1 variation has unpleasant influ-
ence thus, the lower (that is required by suitable training), additional “vibrating” 
of body pitch angle instantaneous value comes. But this oscillation is continuously 
dumped by suitable feedback of oscillation dumper. 

  

Fig. 5.  Simulation results during body pitch angle control by human-pilot type “C” 
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4   Conclusions 

Possible way of pilot behaviour modelling during his trial of body pitch angle con-
trol of the aircraft was shown in the paper. It was represented by simplify model of 
longitudinal movement with oscillation dumper. By orientation simulation was 
shown, that with usage of computer technology is possible to realise analysis of be-
haviour and supposed pilot characteristic. Range of the paper can’t cover whole 
problem of human characteristics simulation from automatic regulation view point. 
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Abstract. Servocontroller for a class of nonlinear time-varying continuous-time 
systems with unmeasurable bounded disturbances is presented. The controller can 
be also used for control of uncertain nonlinear systems. 

1   Introduction 

Nonlinear systems we meet everywhere. Usually they are controlled using linear 
models in the neighborhood of the operating point. In this paper we present an 
adaptive algorithm for asymptotic control for a class of nonlinear time-varying 
continuous-time systems with unmeasurable bounded disturbances based on non-
linear model of the system. In the design of controller we use the second Lyapu-
nov stability theorem. The algorithm is based on control concepts presented in pa-
pers devoted to control of chaotic systems [1, 2, 3]. 

In section 2 we formulate the considered problem and in section 3 we present 
controller algorithm – solution to the problem. Finally concluding remarks are 
given. 

2   Problem Formulation 

Consider system described by the following nonlinear time-varying model 
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The problem can be now stated as follows: given system (1) and (2), and the refer-
ence state xr∈Rn, xr∈C1, find a controller such that 

 

x(t) → xr(t)   for t → ∞                                              (3) 

3   Controller Design 

Consider the following control rule 
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where e is control error, e(t) = x(t) – xr(t), ζuj(t)∈R, j=1,…,l, are adaptive gains and 
α is a tuning parameter, α > 0. 

Then, the following theorem can be proven. 

Theorem 1. The control law (4) guarantee for system (1) satisfaction of require-
ment (3). 

Proof.  From (1) and (4) we obtain 
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Then, consider the following Lyapunow type function 
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where eζj(t) = ζuj(t) – ζj. 
Time derivative of the function V along trajectory of the closed-loop system (1) 

and (4) can be calculated as follows 
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Using (2) one simply finds 
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Thus, we obtain from (7) and (8) 
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Hence 

0),( <xtV    for e(t) ≠ 0 

Henceforth, along trajectory of the closed-loop system (1)-(4) the function V tends 
to zero. This, however, implies that 

e(t) → 0   and   eζ(t) → 0   for t → ∞ 

i.e. 

x(t) → xr(t)   and   ζuj(t) → ζj   for t → ∞ 

for the closed-loop system. 
 

Remarks 
1. Adjusting the tuning parameter α one can change velocity of the control error 

convergence to zero. 
2. Assuming h1(t,x) is a map Rn → Rn and z1∈Rn one can control uncertain time-

varying system 
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where )(),(),( 11 tzxthxtf =Δ  and ||z1(t)|| ≤ ζ1. 

3. For reference state generated by dynamic system, e.g. 
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where ur∈Rn is bounded, piecewise continuous reference input, fr(t,xr) and hr(t) 
are maps fr : R

n → Rn and hr : R
n → Rn, with known initial condition xr(0) = xr0 

one  can use instead of (4) the following control input 
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4   Concluding Remarks 

Algorithm for design of servocontroller for a class of nonlinear time-varying con-
tinuous-time systems with unmeasurable bounded disturbances has been pre-
sented. The algorithm is rather simple. A disadvantage of the proposed controller 
is that the considered class of control systems is rather limited. An additional 
problem is also how to estimate unknown state vector x of the control system in 
the case that only some of them can be measured. However, the presented ap-
proach can be considered in the future research for the design of nonlinear control 
systems. 
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Abstract. This paper deals with a concept of mechatronic stiffness applied to 
branched mechanical structures. It is based on the introduction of auxiliary struc-
ture that functions as a support for embedded actuators. Feedback control enables 
significant increase of a dynamic stiffness of the original mechanical structure 
around its eigenfrequencies. The system is controlled by state space and state de-
rivative controllers synthesized by LQR approach. Presented concept aims at ma-
chine tools where mechanical compliance is a major obstacle.  

1   Introduction 

Dynamic stiffness of mechanical structures largely predetermines their behavior 
when subjected to external time varying loads. The limiting factor here is typically 
the first eigenfrequency and therefore methods for its shifting or complete attenua-
tion are of a great importance. 

The first (classical) approach tries to increase the rigidity of the machine tool 
parts through the application of extensive optimalizations and structural modifica-
tions of their existing structures such as introduction of composite materials [1].  

The second approach is based on the concept of mechatronic active stiffness, 
where active elements are being embedded within structures in order to actively 
affect vibration damping or deformation [2],[3]. The structural stiffness in this 
case is influenced indirectly. Gao and Cheng [3] analyzed a similar concept, how-
ever, their motivation was focused on vibration isolation where the force actuation 
and the measurement point are not collocated. This paper analyzes a system where 
an auxiliary support structure is brought into a required location and by control 
feedback effectively increases the stiffness of the structure at the required location.  
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2   Concept of Mechatronic Stiffness 

Fig. 1 illustrates the basic idea behind the patented concept [4]. Next to the struc-
ture 2 (performing a technological operation) another parallel auxiliary structure 3 
is built. Both structures are connected by a force actuator 4. This auxiliary struc-
ture is also compliant but functions mainly as a source of a support for force ac-
tuator 4 just like in the case of famous Archimedes quote: “Give me a place to 
stand, and I will move the Earth.” with the only difference that this “place“ does 
not exhibit an infinite stiffness.  

The existing control mechanisms typically act in relative coordinates or are 
eventually brought in the structure from the outside. In this case in order to 
achieve collocated control the position of both attaching points of the force ac-
tuator must be measured by sensors 6 with respect to the fixed reference  
frame 1. 

 
  

1 

3 

4 

2 

6 

 

Fig. 1. Mechatronics stiffness from support structure 

3   Proposed Structure and Its Controllability 

Structures previously studied by authors [2], [5] were limited to simple two-mass 
models or 2D planar structures. In all cases it was found that under specific condi-
tions the system completely looses its controllability [2]. The most trivial case is 
when the primary and secondary structures have the identical modal characteris-
tics. It is therefore necessary to make sure that both structures exhibit “different” 
modal behavior. Conditions of controllability for systems with more degrees of 
freedoms parameterized by structure parameters are complicated. It must be 
stressed that some intuitively sound structural setups may perform poorly or can-
not be used at all.  

In this paper we propose a 3D spatial structure as illustrated in Fig.2. It consists 
of two branched beam structures 1 and 2 mutually interconnected by three  
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Fig. 2. Simulated branched mechanical structure 

piezoactuators iu . Structure 2 is designed to be stiffer then structure 1 to prevent 

to loss of system’s controllability.  

4   System Modeling and Control Strategies 

4.1   System Modeling 

The structure was discretized by FEM using 3D beam elements yielding standard 
dynamic equations in the linear form  

dEFFuKxxCxM +=++ ,                                    (1) 

where dF represents disturbance force acting as shown in Fig.2. Transformation 

of the system into space  description yields standard state space description. 

dEFBuAxx ++= .                                               (2) 

Individual piezoactuators were modeled as springs with controllable free length 
according to [6]  

)~( ckUku isi Δ−= ,                                                (3) 

where c~Δ represents relative nodal displacement, sk  represents stiffness of the 

piezoactuator stack, iU  is the piezostack control voltage and k  is proportionality 

constant k .  Realistic values of parameters in the model were used. 

4.2   Control Strategies 

Two types of controllers were derived using LQR optimization strategy: State 
space ( Kxu −= ) and state derivative feedback ( xKu −= ) controller. State 
space controller was derived using standard form of performance criteria  
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Non-standard state derivative feedback controller was derived using methodology 
developed in [7] with optimization criteria given as 
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Both types of controller were set up to give similar magnitudes of control action 
within allowable limits of considered piezoactuators with the main objective to in-

crease the )(/)( ωω xFd dynamic stiffness around the system’s eigenfrequencies. 

5   Simulation Results 

Simulation results in Fig. 3 verify the proposed concept of mechatronic stiffness. 
It can be observed that both controllers achieve significant attenuation of resonant 
frequencies of passive system and create a system with homogenized dynamic 
stiffness across a wide range of frequencies.  

State derivative feedback enables global increase of dynamic stiffness while 
suppressing structure eigenfrequencies. State derivative feedback only suppresses 
the eigenfrequencies but offers an additional benefit of using possibly only accel-
eration sensors with velocity obtained by integration.  Fig. 4 shows a relative com-
parison between controlled and passive system.  
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Fig. 3. Dynamic stiffness of passive and controlled system 
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Fig. 4. Relative comparison of controlled and passive system 

6   Conclusions 

Applicability of the proposed concept of mechatronic stiffness from auxiliary 
structure was successfully extended to a branched spatial structure. State space 
and state derivative controllers both achieved significant increase of dynamic 
stiffness of uncontrolled structure around the eigenfrequencies of passive system 
and virtually eliminated their effect. The achieved homogenization of dynamic 
stiffness across a wide span of frequencies has a large practical potential, espe-
cially in the area of primarily targeted machine tools. It should be noted, that the 
potential use of state derivative feedback enables a construction of practical con-
trollers free of position measurement, possibly using only accelerometers as pri-
mary detectors.  
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Abstract. This article deals with the investigation of optimal actuator and sensor 
placement. The approach proposed in this article is based on the evaluation of the 
H2 and H∞ norms. The optimal actuator and sensor placement satisfied the condi-
tions of controllability, observability and spillover prevention. The flexible struc-
ture is defined as a finite dimensional, controllable and observable linear system. 
The results of the optimal placement are valuate for two dimensional system.  

1   Introduction 

For the target of improving the performance control of flexible structures, it is use-
ful to investigate various sensor and actuator locations. The first purpose of the in-
vestigation is to determine the minimal number of actuators and sensors and to 
meet requirements of controllability, observability and spillover prevention. Sec-
ond purpose is that the minimal subset of actuators and sensors has the same con-
trollability and observability properties as the original set. 

The importance of actuator and sensor placement is supported in many investi-
gations and contributions. The articles [1]-[2] used the norms H2 , H∞ and Hankel 
singular values for the actuator and sensor placement. The contributions [3]-[4] 
use observability and controllability grammians for the actuator and sensor place-
ment. Next big group of articles use the various formulations of optimization 
problems [5]-[6] for the solution of the actuator and sensor placement the flexible 
structures. 

2   Norms 

System norms serve as a measure of intensity of its response to standard excita-
tions, such as unit impulse or white noise of unit standard deviations. The stan-
dardized response allows comparing different systems. 
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When (A, B, C) is a system state-space representation of a linear system and let 
G(ω) = C(jωI-A)-1B is the transfer function. The H2 norm is formulated in form 

2 * T T

2 2
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where Wc and Wo are the controllability and observability grammians. 
The H∞ norm is formulated as 
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(2.2) 

where y(t) is the system output and u(t) is the system input. 

3   Actuator and Sensor Placement 

Actuator and sensor placement are solved independently and both procedures are 
similar. Indicate by G the transfer function with all S candidate actuators. The in-
dex of placement σ2ki that evaluates the k-th actuator at the i-th mode in terms of 
the H2 norm is defined with respect to all the modes and all admissible actuators 

2

2ki
ki2 G

G
w=kiσ k =1,...,S i = 1, ...,n     (3.1) 

where  wki ≥ 0 is the weight assigned to the k-th actuator and the i-th mode 
          n          is the number of modes 
          Gki       is the transfer function of the i-th mode and k-th actuator 

The weight reflects the importance the mode and the actuator in applications, 
and reflects the dimensions of the input. The weight can be determined from a 
measurement or from a computation. 

The index of placement σ∞ki evaluates the k-th sensor at the i-th mode in terms 
of the H∞ norm. This index is defined for all modes and all admissible actuators. 

∞
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The matrix of placement gives an insight into the placement properties of each ac-
tuator (sensor) because the index of placement of the k-th actuator (sensor) is de-
fined as the rms sum of the k-th column. In case of the H2 norm, it is the rms sum 
of the k-th actuator indexes over all modes 
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And in the case of H∞ and Hankel norms it is 

)(max ik 
i

sk σσ =       i = 1,...,n k = 1, ...,S                      (3.4) 

4   Example 

Using H2 and H∞ norms for determining optimal sensor placement is presented in 
the following example dealing with a plane plate clamped at its both ends (fig. 1). 
Calculation of natural frequencies and modes of the plate was done using finite 
element methods in program Ansys. Analyzed model of plate has six degrees of 
freedom in each node: displacements in directions x, y, z and rotations around 
these directions. The length of the plate is 50 centimetres, width is 40 centimetres 
and its thickness is 2,5 milimetres. 

 
Fig. 1. Scheme of the plate clamped at two edges 

Using the above presented H∞ norm placement technique finds the best place 
for actuators functioning in z direction to control the first, second, third, and fourth 
own mode and to control simultaneously the first two modes then first three and 
four modes. Own modes of the plate is shown in figure 2. 

 

Fig. 2. Own modes of the plate presentation. a) first mode, b) second mode, c) third mode, 
d) fourth mode 
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We obtain H∞ norm ║Gki║∞ for the kth mode (k = 1, 2, 3, 4) and ith actuator 
location. From these norms we obtain the sensor placement indices for each mode 
from (3.2), using weight such that maxi (σ∞ki) = 1. The plots of σ∞ki are shown in 
figure 3. The plot of the actuator placement indices for the first mode in figure 3 a) 
shows the maximum in the middle of two longer edges, and indicates that an ac-
tuator shall be placed at that place. In figure 3 b) and 3 c) indices reach their maxi-
mal values in the middle of two longer edges of the plate, as it was in the case of 
the first mode, although the second and third modes are different. Actuator place-
ment indices for the fourth mode, reach two maxima on the both longer edges of 
the plate what is shown in figure 3 d). 

 

Fig. 3. Actuator placement indices as a function of actuator locations: a) for the first mode, 
b) for the second mode, c) for the third mode, d) for the fourth mode  

Next, we determine the indices for the first two modes, using (3.4), namely 
σ∞12i = max(σ∞1i,σ∞2i), which is shown in figure 4 a). This maximum is in the mid-
dle of the longer edge of the plate, as individually for the first mode and the sec-
ond mode the index reaches its maximum at the same place. Also for the first three 
modes we obtain the same result according to σ∞123i = max(σ∞1i,σ∞2i,σ∞3i), which is 
shown in figure 4 b). For actuator placing for controlling first four modes accord-
ing to σ∞1234i = max(σ∞1i,σ∞2i,σ∞3i,σ∞4i), we obtain three maxima on the both longer 
edges of the plate, which is shown in figure 4 c). 

For determining the best actuator placement, the H2 norm ║Gki║2 for the kth 
mode (k = 1, 2, 3, 4) and ith actuator location was used for solving this example as 
well. From these norms and using (3.1) we obtain indices for each individual 
mode and from the equation (3.3) we determine the indices for the first two 
modes. Using σ2,12i we obtain index with one maximal value in the both longer 
edges, which is shown in figure 4 d) and a similar result we get for determining 
indices for first three modes from σ3,123i what we can see in figure 4 e). For the 
first four modes from σ4,1234i we obtain indices with two maxima at each longer 
edge, and these places are the most suitable for the actuator placement, shown in 
figure 4 e). 

Influence of sensors and actuators placement was tested by simulation of con-
trol with external an excitation force. The force was assumed harmonic with fre-
quency varying from zero to fourth natural frequency. In our case where the plate  
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Fig. 4. Actuator placement H∞ / H2 indices as a function of actuator location. a) for the first 
two modes of norm H∞, c) for the first three modes of norm H∞, d) for the first four modes 
of norm H∞, d) for the first two modes of norm H2, e) for the first three modes of norm H2, 
f) for the first four modes of norm H2. 

was clamped at its both shorter edges, the output of uncontrolled structure and 
controlled structure during that excitation is shown in figure 5.  

 

Fig. 5. Output of excitation of the uncontrolled structure and controlled structure 

5   Conclusion 

When sensors and actuators are placed according to indices of the norm H∞ for the 
first four modes, which is shown in figure 4 c), than there are six actuators on the 
plate. In case of sensors and actuators placement according to indices of the norm 
H2 for the first four modes, as it is shown in figure 4 f), then we have only four ac-
tuators but the input controlling force has to be 1,255 times greater than in the 
previous case for reach the same output. 
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Abstract. In production industry modern machines include a great number of 
feedback controlled drives. The reliable operation of these mechatronic systems 
including the requested function of the control loops are essential requirements for 
failure-free processes. In current systems, the observation of the control-loops is 
mostly restricted to basic monitoring functions, such as the supervision of limits. 
Yet, in the process- and facility-automation various methods of control loop per-
formance monitoring (CLPM) have successfully been applied. The implementa-
tion and adaptation of these methods into the field of controlling electrical drives 
is considered to be a great contribution to a higher process reliability and effi-
ciency of machines in production industry. Detecting oscillations automatically in 
the inner circuits of cascaded control loops is of great importance concerning 
process reliability and efficiency. The objective of this study is to monitor all ma-
jor signals within the cascaded position control loop during operation in order to 
detect disadvantageous oscillations. As a first step, procedures for detecting oscil-
lations were applied to the speed controller of electrical servo-drives. 

1   Introduction 

Beginning with Harris’ approach, in the last twenty years diverse methods for 
monitoring and assessing control loops have been developed [2, 4-8]. These meth-
ods allow the identification of an insufficient operation of the control loops. Cur-
rent monitoring systems, for instance in the field of chemical engineering, include 
such identification methods so that they are classified as state of the art for those 
applications. The existing monitoring procedures can be categorized in two 
groups. Some of the approaches, like the Harris-index [2] provide a single value 
which characterizes the performance of the control loop. Others analyze the be-
havior of the feedback control in order to detect specific malfunctions such as os-
cillations inside the loop. 
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1.1   Formulation of Problem 

In current electrical drive-systems the signals inside the cascaded control loop are 
exclusively used for the control, but not for an observation of the control loop. 
Typically, monitoring functions are restricted to observe signal limits e.g. of the 
following error. Adapting and implementing CLPM methods in drive control 
loops would therefore result in a better utilization of the information, provided by 
the available signals. 

For monitoring the drive by analyzing the feedback controls internal signals 
only, no supplemental sensors are required. As a result, these monitoring methods 
provide an interesting alternative for applications, where additional condition 
monitoring systems are too unprofitable. In addition, due to the development to-
wards the automatical tuning and adaptation of controllers, there is an increasing 
demand of diagnose and monitoring functions to ensure stable system behaviour. 

Because of raising energy costs, common direct mains-operated motors like 
pumps and fans are increasingly replaced by efficient feedback controlled drives. 
As a result, these applications offer access for the described methods of control 
loop performance monitoring. 

1.2   Challenge 

Control loops of electrical servo drives and controllers applied in the field of 
chemical engineering differ in various aspects. These differences, such as in the 
dimensions of time constants and cycle times, or different sensor signals demand 
specific control loop behavior. Most chemical plant controls base on regulator sys-
tems with a fixed set point combined with an optimized disturbance response. In 
contrast, mechatronic drives have to follow dynamic reference variable behaviour. 
Hence, the known methods from the chemical industry can not be easily applied to 
the cascaded drive control loops. 

However, the approach to use already available controller signals to monitor 
the process remains of importance for drive controls. 

2   Oscillation Detecting Methods 

Several oscillation detecting methods base on the evaluation of spectra by a Fast 
Fourier Transformation to obtain relevant information about occurring vibrations. 
The automatical interpretation of these information is not a trivial task [3]. Häg-
glund as well as Forsman and Stattin suggested oscillation detecting methods 
based on the analysis of signals in the time domain [1, 5]. The less demanding cal-
culation and interpretation of the results is one main advantage of these tech-
niques. Thus, both methods are online applicable even in dynamic applications. 

The analysis of the integral of absolute error (IAE) is the focus of both ap-
proaches. 

( )∫
−

=
i

1i

t

t

dtteIAE                                                  (1) 
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The variable e represents the control error while ti expresses the moments of zero-
crossing. The main difference between the two methods is the criterion to detect 
oscillations. According to Hägglund an oscillation is present if a certain number of 
areas exceed a critical value within a defined period. The supervision time as well 
as the limit of IAE are defined depending on the natural frequency of the control 
loop. In contrast, the method of Forsman and Stattin is based on estimating the 
similarity of successive areas, each above and below zero. One criterion for the 
similarity is the size of the area (Ai; Bi), the other one is the time between zero-
crossings (εi; δi) (Fig. 1). 

δ0 δ1

ε0 ε1

t0 t1 t2 t3 t4

A0 A1

B0
B1 t

 

Fig. 1. Values for calculating the oscillation-index according to Forsman und Stattin. [5] 

In order to obtain significant results, a specific filtering is recommended, espe-
cially in respect of the oscillation-index of Forsman and Stattin. In addition, the 
application of a filter allows to match the monitoring procedure to concrete fre-
quency ranges. 

According to the original area of application, both oscillation detecting methods 
purpose the identification of enduring oscillations: Hägglund recommends a su-
pervision time about 50 times greater than the cycle time at natural frequency and 
Forsman and Stattin suggest averaging the oscillation index over at least 20 peri-
ods of the oscillation. 

3   Methods of Resolution 

The introduced methods are applicable to drive control loops with diverse objec-
tives. One option is the application to detect enduring oscillations. Alternatively, 
the methods can be implemented to identify aggressive controller tuning. For this 
purpose an appropriate adaptation is required. With the following description both 
function modes are considered in detail. 

3.1   Detection of Sustained Oscillations 

Different mechanical problems such as worn-out bearings are displayed by periodic 
disturbances. These lead to periodic control error values in the affected control loop. 
In case the axis is moving with constant command velocity, the cycle duration is 
constant as well. Because they can be derived from the mechanical construction, the 
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relevant frequencies are assumed to be known. Thus, the essential requirements for 
monitoring mechanical issues with both oscillation detection methods are met.  

Both procedures were successfully applied to different servo drives. Mechani-
cal oscillations with various causes have been detected, within different frequency 
ranges. The effect of a discontinuously working magnetic brake on the drive’s ve-
locity is shown in Fig.2. On the left, the resulting oscillation was detected by Häg-
glund’s method. The regularly appearing exceeding of the limit of IAE is demon-
strated. Values of n > 10 indicate a permanent oscillation. For this purpose, the 
procedure was adjusted to the rotation speed of the axis. On the right in Fig.2, the 
results of applying the method of Forsman and Stattin are shown. The results dis-
played with the solid line were achieved by using the unfiltered velocity signal. 
This caused the procedure to fail detecting the oscillation (oscillation index h < 
0.4). The results displayed with dashed lines were obtained using a second order 
filter, which was adjusted to the rotation speed. In contrast to the experiment, 
where no filters were used, the oscillation has been clearly detected (oscillation 
index h = 1 > 0.8). 
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Fig. 2. Experiemts concerning the speed controller. Oscillations caused by an unevenly 
working magnetic brake. Left side: Hägglund, right side: Forsman & Stattin. 

3.2   Controller Assessment 

Typical speed controllers are set up with an aperiodic step response or accordingly 
with a minimal damping of 0.7. For this reason, it is necessary to identify a too 
aggressive tuning of the speed controller already when step responses with single 
or multiple overshoots occur and thus even before enduring oscillatory behaviour. 
The information required about the behaviour of the speed controller can only be 
distinguished from existing noise and mechanical influences, if a sufficient excita-
tion of the loop is given. 

The method of Hägglund has been adjusted according to the new requirements. 
Thereto, the analysis was limited to a short period after a defined excitation. Cur-
rently, the excitation is realized by an impulse or step function, but the further aim 
is to identify and use phases of sufficient excitation during normal operation. Fig.3 
demonstrates, how an impulse of the command variable is used to excite the con-
trol loop. The behavior of the control error is schematically shown for three differ-
ent controller settings (Fig.3, a), b), c)). 
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Fig. 3. Course of control error after impulse excitation.Detectable areas are numbered. The 
first area is caused by the impulse of the command variable. a) aperiodic setting, b) damp-
ing about 0.7, c) Damping about 0.3. 

The graphs in Fig.3 illustrate, that  
 

• 2 areas are detected, if an aperiodic setting is used, 
• 3 areas are detected, if a single overshoot is present, 
• 4 or more areas are detected, if the controller is tuned to aggressively.  

 
If a single overshoot is allowed, the implemented exponential weighting factor 

λ (cf. [1]) leads to the following results: Values of n > 3 indicate a tuning of the 
controller, which is to tight. Values between 1 and 2 refer to an aperiodic course 
of the response and imply sluggish controller settings. 

The results achieved by applying the method in the speed control loop of a real 
drive are shown in Fig.4. The position loop control was closed during the experi-
ments. Setting 2 was identified to be to aggressive (n > 3). In addition, the aperi-
odic characteristic of setting 1 is represented by n as well. 
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Fig. 4. Different speed controller settings excited by an impulse. (setting 1 sluggish, setting 
2 aggressive, setting 3 normal). Left hand side: courses of speed, lower right hand side: cal-
culated and limit values of IAE, upper right hand side: detected “load disturbances” (cf. [1]) 
or detected areas (λ respected). 
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4   Summary 

In respect of monitoring drive control loops the paper has demonstrated an ap-
proach how to utilize the signals available more extensive. 

Exemplified by applying the methods of Hägglund as well as Forsmann and 
Stattin to a speed controller, it has been shown that diverse CLPM methods are 
applicable to feedback controls in mechatronic systems. Implementing these modi-
fied techniques in regular industrial drive systems is considered to be a great con-
tribution to a higher process reliability and efficiency of machines in production 
industry. 
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Abstract. The paper deals with the high level software architecture for autono-
mous mobile robot Bender II, medium size wheeled nonholonomic mobile robot 
with Ackerman chassis for both indoor/outdoor environment. High level software 
uses hybrid approach combining common layered architecture with reactive con-
trol. Local navigation including static/dynamic obstacle detection/avoidance is 
based on laser range finder data. Global navigation in indoor environment is based 
on fusion of odometry based position estimation with precomputed scan matching 
localization technique. Architecture description is accompanied by tests results ob-
tained in real environment. 

1   Introduction 

Autonomous mobile robots exhibit rapid progress in past decade, as illustrated for 
example by results of DARPA Grand Challenge competition, as while in 2004 no 
robot was able to successfully finish the test track, in 2005 five robots finished the 
track and 22 of 23 gained better results than the best robot from the year before 
[1]. Together with improving the quality of sensors and other elements accompa-
nied with falling prices of the components the control software is the key issue for 
successful and robust performance of mobile robot. There exist a number of high 
level software schemes, usually divided into three categories: 1. hierarchical (ver-
tical) arrangement in which system cycles through perception-processing-action 
cycle, 2. reactive control which creates a set of behaviors directly connecting per-
ception and action (e.g. [2]) and 3. hybrid architectures, which combines both [3]. 
The latest one achieves the greatest focus around researchers [1]. 

This paper deals with the universal high level architecture developed for both 
indoor and outdoor missions, as even there are differences with respect to the en-
vironment, the basic scheme is general. First the overview of the architecture is 
given, followed by detailed view on key modules, implementation details and test 
results. 
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2   High Level Architecture 

The key idea of the architecture is task decomposition. Contrary to commonly 
used architectures we divide robot tasks into simple subtasks that are inserted into 
hierarchical tree during robot mission according to current situation observed by 
robot sensors. As robot is supposed to operate both indoor and outdoor and per-
form various types of missions, there are two levels in the architecture, first one 
deals with the mission type, second one with currently performed mission, as de-
noted on figure 1. Mission level is controlled by Mission manager (MM) – the top 
control object in the architecture that receives the initial global goal, sets appropri-
ate mission and processes outer requests. Missions are of certain types, regardless 
the environment. Commonly used mission types might be e.g. Motion from loca-
tion A to location B on free space, Motion from on the path, Wandering on free 
space, Mapping - motion in unknown environment, Manual control, etc. 

During robots operation there is only one active mission at any time; MM proc-
esses the outer requests by forming mission tree or queue according to the request. 
For example, initial mission is wandering on the parking lot in front of the build-
ing. MM creates appropriate mission, sets it as current and starts. When outer re-
quest arrives, e.g. drive into nearby building to the office, queue of missions is 
created, firstly motion on free space (parking lot) to the road entrance, secondly 
motion on the road to the building, finally motion on free space inside. 

The decomposition inside each mission is similar; however instead of mission 
queue the hierarchical tree of tasks is created. MM is replaced by Task manager 
(TM), structure existing only once (globally), assigned to currently performed 
mission. TM holds and services the tree of tasks. Each task represents a simple 
goal, commonly used tasks are e.g. Move on path, Move on free space, Localize, 
Avoid obstacle, Solve trap, Return to base, etc. 

The task is performed until it is successfully finished or fails. Depending on 
failure reason the appropriate new task is assigned by TM and inserted into the 
tasks tree (unsuccessfully finished task remains open). Failure reasons do not nec-
essarily have to be of high level causes. It could be hardware failure, suddenly ap-
pearing obstacle, etc. Reactive model is used for low level, e.g. robot performs  
 

Mission Manager
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- mission tree 

Mission
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- status 
- task manager 

Initial goal definition 

Outer request 
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Fig. 1. Top level decomposition 
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emergency stop maneuver when confronted with suddenly appearing obstacle, and 
message is sent to current task, causing it to fail. The flow can be illustrated on 
figure 2, where example with obstacle avoidance is given. The robot is moving on 
the path (for now we do not care how the path is recognized, how robot steers on 
the path, as it is what the task deals with) and task fails as there is obstacle de-
tected (figure 2a). Due to the failure the TM inserts appropriate task into the tree. 
Avoid obstacle task fails as there is no way how obstacle can be avoided (figure 
2b). TM now inserts new task into the tree, the Solve trap task (figure 2c). Once 
the trap is solved, the task ends and flow returns to upper task (figure 2d) and this 
mechanism continues until the motion on the path is restored (figure 2f). 
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Fig. 2. Task tree example 

The limited space does not allow us to go into greater detail in all the tasks, let 
us take a look at least into Avoid obstacle task. The flow is shown on figure 3. The  
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Fig. 3. Avoid obstacle task 
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task first determines whether the obstacle is static or dynamic. In case of static 
obstacle the task determines if it can be avoided, if yes the planning algorithm 
replans the trajectory and task returns success. In case of dynamic obstacle the 
task has to resolve if it can be avoided, and if yes it must decide whether to re-
plan the trajectory or use velocity tuning algorithm (“wait” for the obstacle to 
move away). 

There are several ways how to build the core of TM, the decision mechanism 
which selects appropriate tasks for insertion in the case of current task failure. 
Currently we are using simple set of rules that acts as primitive expert system, 
with low level functions “hard wired” (e.g. in the case of hardware component 
failure the low level functions independently stop the robot immediately, report 
the HW failure to current task in operation, task fails and whole mission is ab-
orted). However, the simple set of rules can be replaced with e.g. Bayesian based 
decision maker, etc.  

The architecture is modular, which can further be demonstrated on in-
door/outdoor perception module, see Figure 4. All the sensors (apart from internal 
robot HW state check) can be divided into two groups, regardless the environ-
ment: global location data and local environment data. Local information is di-
rectly used for obstacle avoidance and indirectly for determining the global loca-
tion estimate via localization. Therefore the architecture can use generalized 
perception modules, use it for the given tasks as information sources and modules 
themselves update the environment model depending on sensors available and en-
vironment type the robot is currently in. This way the indoor/outdoor fuses simply 
into environment. 
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Fig. 4. Perception modules 
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3   Implementation and Tests 

The architecture was implemented and tested on autonomous mobile platform 
Bender II: a medium size wheeled robot with Ackerman steering, for both  
indoor/outdoor environment, equipped with odometry IRC sensors, compass, GPS 
module, CCD camera and laser range finder. Rear wheels are independently dri-
ven by separate Maxon RE40 DC motors with planetary gears 43:1 and chain 
drives. Steering is controlled with Hitec HS-5745MG servo. Ground plan dimen-
sions are 600x325mm, total weight is 20kg. Batteries used are LA 2x12V, 7.2Ah, 
allowing about 90 minutes operating range. The control software runs on Intel 
Mini-ITX board, which uses a simple bus driver board connected through a USB-
to-UART converter to drive the onboard RS-485 bus. All hardware devices are in-
terconnected by this bus (except the SICK laser scanner connected directly to the 
computers COM port). Every bus device type is controlled by a dedicated low lev-
el software layer class. Due to independently driven rear wheels the robot is 
equipped with a software differential, implemented by the middle-level software 
that also provides modules exploiting the bus devices. For example, there is an 
odometry module that periodically asks for data from both encoders (sampling pe-
riod 0.6 s) and performs a simple data fusion. On top of the SW differential and 
odometry modules is based the algorithm caring for the robots ride. 

High level software is based on previously described architecture. It is imple-
mented in C# with time critical routines written in various languages. Localization 
routines use PCSM algorithm [4], planning algorithms are based on RRT [5] with 
path smoothness module based on limited radius circular arc fitting and optimiza-
tion module. Dynamic obstacle recognition is based on laser range finder data 
analysis (indoor) together with image processing (outdoor). 

 

Fig. 5. Robot track example 
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Bender II was tested in range of environments on a number of missions. Due to 
limited space only single test example is described. The mission goal was to travel 
in indoor environment from defined start location to defined goal location. During 
the mission a number of static obstacles not included in the map and precomputed 
localization data were positioned both on expected track and around. At the same 
time the dynamic obstacles (people) were wandering at various speed and dis-
tances in the environment. Figure 5 shows planned track of the robot together with 
its estimated position. The gaps in location estimation are caused by improving the 
estimate precision via PCSM localization. As you can see, globally planned track 
goes through static obstacles, as those were not incorporated in the map and there-
fore the planning algorithm was not aware of those. As the steering of the robot is 
limited, reversing is included in obstacle avoidance for obstacles detected too late 
for direct avoidance. 

4   Conclusion 

Presented high level software architecture represents general framework for both 
indoor and outdoor environment autonomous mobile robots. The architecture is 
sensor independent and can be extended when robot hardware equipment changes 
/ improves or when new robot missions are defined. The number of tests per-
formed with Bender II autonomous robot that uses this architecture proved that it 
is usable and flexible. Further improvements can be obtained by replacing the cur-
rently used simple rules mechanism in Task manager module by more advanced 
modules, e.g. based on Bayesian approach. 
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Abstract. The paper deals with the issue of optimum maneuver in general envi-
ronment on local and global level and with effective exploitation of traffic seg-
ment overload, considering traffic density dependence and dynamic condition 
change on communications or terrain areas. Solution of this issue is dependent on 
time density expectation (extrapolation) of partial traffic segments computed 
based on optimum path solution and modification of weighted graph model for 
next element process iteration. Integration of exploited solution with C4I systems 
is viewed as a partial aspect of advanced decision support application in the area 
of military unit distribution and maneuver in combat or non-combat operations. It 
enables to identify critical configurations in traffic network in operations. 

1   Introduction 

Development of contemporary C4ISTAR systems is connected with substantial 
increase in potential and effectiveness of controlling troops equipped with these 
systems. Nevertheless, these aspects usually remain on theoretical level if some of 
the control processes are not automated. Due to current capabilities of communi-
cation systems enabling instant transfer of bulk data informing of the actual situa-
tion on the battlefield, capabilities of even the very best commanders to deal with 
them effectively exceeded. Therefore, without implementing advanced methods of 
support and optimization of routine decision-making, it is impossible to control 
troops effectively in the environment of the 21st century battlefield (what was suf-
ficient or acceptable in the 50´s or 60´s of the last century does not have to neces-
sarily suffice today). Another aspect is also the ability of today´s systems to auto-
mate implementation of commander´s decision, in our case ensure control of a 
maneuver of a unit in real time under given tactical conditions. Regarding the 
large number of processes that have to be implemented in this area, again it is un-
feasible that any human element would be able to perform them in such an extent 
and quality that can be achieved using today´s computing systems. 
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2   Implementation 

Real time path optimization in general environment is able to solve in two layers, 
higher and lower layer, where high layer is independent to level of automation of 
local element control and determine rough (in terms of high model resolution) 
path configuration on digital terrain model. Which is connected to element ability 
to move in particular resolution step and closely divided from level of detail of ba-
sic virtual terrain model, where is path optimized? Meanwhile low level solution 
is trying to deal with local motion problem between particular points delivered by 
high layer. Base information used for local optimization problem solution is 3D 
near environment configuration scan, including destination point, from which is 
collision information extracted, leading to actual environment collision character-
istic graph, where is applied search algorithm for optimal path solution.  Algo-
rithm solving this type of problem issuing from critical path solution in non-
oriented graph, optimized for real time application. Solution of both problems has 
the same base principles, but with different data models and process of its con-
struction. The key point of solution is particular ability of parallel execution of 
that solution and implementation of GPGPU concept to element processing.  In 
these areas there are certain possibilities, one of the small complication is fact, that 
there is not possible to avoid serialization of particular phases, because iteration 
steps of algorithm is previous result dependant, nevertheless process solution of 
each phase is possible to parallelize. Here is another small complication of global 
memory share of particular threads. General effectiveness is dependent on parallel 
process count, what is possible to execute in each phase of iteration process, this 
number is variable to calculation process and in general point of view it is trape-
zoid or triangle trend, as is illustrated on a graph. 

 

Fig. 1. Graph of number of executed threads in each phase of solution, total count of phases 
is 1400 in that case 

There is example of model containing 1 million of elements and 4 millions of 
connections, where final solution was achieved in 1400 iterations phases, where in 
each phase was possible to execute 1 to 1286 parallel threads operating over ele-
ments as is shown on a graph. Parallel solution in that case could speed up the fi-
nal solution more than 100 times. 
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3   Maneuver Optimization of Large Number of Elements in the 
Time Resulting in Effective Exploitation of Distribution 
Network 

This is a relatively new phenomenon, remaining in the initial phase of its devel-
opment, which a number of those involved in telematics try to deal with. The main 
issue in the commercial sector is the need to equip end elements with adequate 
communication and imaging technology. However, the situation differs in the mil-
itary. The trend of gradual implementation of C4I systems even at lowest levels of 
command frankly calls for this application. At the beginning, it is very difficult to 
estimate the extent of effectiveness enhancement. Nevertheless, intuitively it is 
possible to assume that it will be substantial, particularly with increasing density 
of traffic and growing incidence of critical events. Corresponding detailed method 
dealing with given problem mathematically would substantially exceed the scope 
of this article and take attention from the general primary principle to computing 
details of the algorithm. The text bellow describes its generalized variant including 
explanation of key moments of its solution process where the starting structure is 
represented by a chart of a traffic network  with initial weight configuration of in-
dividual nodes that in the basic version determine traffic-carrying capacity of giv-
en segment. In this respect, it is possible to consider also quality of given road, 
which eventually affects maximum speed in given segment and therefore its ca-
pacity. Relation between these variables can be derived from results gained in ex-
periments. General relations can be often resolvable only with substantial difficul-
ties and therefore, it is necessary to determine given parameters empirically and 
individually. Influence of individual elements in real time present in given seg-
ment of traffic network are to be taken into account. Again, for efficient optimiza-
tion calculation applied to real-life situation, these factors have to be analyzed in 
detail based on data resulting from experiments. Fine-tuning of selected criteria 
approximates iterative process of a solution, where some parameters randomly os-
cillate in certain intervals around their mean value, which is based on statistic as-
sessment of predicted actual states continuously refined to bring extrapolated posi-
tion configurations of most elements into consonance with actual situation.  

 

Fig. 2. Sample of Optimum Path Output 
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General principles of the solution can be characterized as follows: 
As already mentioned, starting model is represented by a mathematical chart of a 
traffic network, which represents initiatory data model for solving given tasks. 
During the solution, the initial data model is being gradually modified based on in-
fluence of individual elements and their anticipated (calculated) path, where the 
time of appearance in individual (calculated) segments of optimum path is ex-
trapolated. In fact, each of these paths for each of the elements is calculated in a 
different model - model, which has been from different prospective influenced by 
previous elements. However, it is necessary to maintain sequence of individual 
elements in each iterative cycle for any change in this sequence would change ini-
tial conditions for each of the elements and as a result it would cause unpredict-
able changes in the course of optimum path in time, thus chaotic guidance of 
given element throughout the model. This fact is intuitive and its disruption would 
be equivalent to changes in starting times in the course of any race, which would 
result in continuous changes of placings of individual racers even if there would 
be no real change. Another separate part is effective searching for optimum path 
of individual element. The key element in this part is effectiveness of the algo-
rithm finding optimum (usually the shortest) path in a large (millions of nodes and 
dozens of millions of links) not oriented weighted chart quickly enough to enable 
the solution “in the real time” for a large number of moving elements. In this case, 
the situation if partially complicated by the fact that it is impossible to calculate 
optimization of movements of individual elements simultaneously for  modifica-
tion of the initial data model for each element depends o previous optimum path 
calculation (for the previous element). Therefore, regarding implementation of the 
parallel calculations architecture, it is necessary to concentrate on the process of 
calculation of optimum path of an individual element with adaptive modification 
of spatiotemporal attribute of the basic segment (link). Today, authors have 
achieved the solution times around 0.1 s per element with complexity of 1M nodes 
and 8M links – without implementation of parallel architectures, as for instance 
CUDA (that again reduce the time needed for solution significantly...). After com-
puting the optimum (minimum, maximum) path of the element, times of transits 
though individual segments (of the optimum path) by given element are estimated 
by extrapolation of it anticipated potentialities in given path. This is an issue of 
probability, which is also considered in effect on the time dimension of the model, 
where we can anticipate that with growing time the probability of appearance of 
given element in given segment in given time reduces (the question is to what ex-
tent). This fact must be considered to modify the traffic network (chart data mod-
el), i.e. individual links according to anticipated time transit of given element. 
Longer time reduces the probability of appearance of given element in given seg-
ment, i.e. the value of modification of the original weight coefficient for given 
time interval decreases. In a certain way, this new dimension increases the com-
plexity of the basic algorithm for calculation of the shortest (longest) path  in 
weighted non-oriented chart, which prior to each calculation of partial sums of 
weight for given node must modify these weights according to spatiotemporal  
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appearance of previous elements1. Otherwise, further elements can input the itera-
tive process during the calculation. However, as already mentioned, the sequence 
of already solved elements cannot change. Consequently, any element can be in 
relations between iterative segments excluded and new elements can be included 
at the end of the line (not to affect the sequence of the previous ones). This gener-
ally outlined procedure has to iteratively performed for the entire set of elements 
where in the following iterative phase, information on position of individual ele-
ments (expectedly based on GPS data) should be updated in data model and 
changes in capacity (quality) of individual traffic segments recorded. This requires 
on-line digital communication of a central computing server and individual ele-
ments in order to assure real-time responds to changes and optimization of move-
ments of a large number of elements in spatiotemporal context. This is another as-
pect confirming the necessity to employ C4I (C4ISTAR) systems at all levels of 
command structures, especially for mobile elements operating under conditions of 
the 21st century battlefield.   

4   General Algorithm Description 

Regarding the fact that a detailed description of the algorithm or extract of is pro-
gram code would exceed the scope of this article, bellow is outlined a sequence of 
individual steps that aggregate individual processes ensuring implementation of 
mainly trivial and routine sub-processes: 

 
1. Input or creation of initiatory data mode (chart) of a traffic network, especially 

initiation of weight coefficients, for links of individual nodes. 
2. Initiation of starting positions of individual elements and determination of 

destinations for each of the elements. 
3. Sequencing elements in the queue for solution. 
4. Calculation of optimum path for the first element to its destination. 
5. Extrapolation of timetable of path being solved and determination of probabil-

ity coefficients for given element in given time and given segment. 
6. Inserting this calculation in a table of paths and inclusion of an indicator in 

transit segments of the chart for this item of the table of paths. 
7. Solution of path optimization for the next element (in the queue). Prior to par-

tial summation of individual links starting from given node, expected time of 
arrival to the node (and middle of the link) is being calculated as well as spa-
tiotemporal component of each link from the table of paths colliding with an-
ticipated time of (the center of) the link is being integrated (separate algo-
rithm). 

8. Until the end of the queue of elements is reached, the algorithm continues 
with the step 5, after that it continues with step 9. 

                                                           
1 Using today’s assets, it is impossible to solve the task without effective identification and 

elimination of regressive cycles. 
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9. Should any of the elements reach its destination, it is excluded from the 
queue; should there be a requirement to add a new element, it is included at 
the end of the queue. 

10. Update of positions of all elements in the model, setting of given element in-
dicator at the beginning of the queue and continuation with the step 4. 

5   Conclusion 

In conclusion, considered problematic is tightly closed together mostly the com-
mon approach of algorithmic solution, which is relatively universal and search of 
optimal way is similar to light emition, where, light is dispersed in every direction 
and each point of light approach is behave as original emitter with another all di-
rectional light spread (rather simplified description, but apposite). Path search au-
tomation and optimization is nowadays relatively actual affairs and in future its 
importance will be on increase. And wide implementation in fully or semi auto-
nomous vehicles is undisputable, mostly in military applications, same as time op-
timization of traffic overload on communications, what could start in area with 
appropriate conditions. Besides military applications we can note that according to 
current development, build-up of new communications will be probably unable to 
compensate the increase in traffic, especially in the Czech Republic. So, it is more 
than likely that in the near future absence of a similar system will cause substantial 
problems or even permanent collapse in traffic. Let us hope that before we reach 
this critical moment, this problem will be solved. Nevertheless, not even imple-
mentation of similar system can solve all cases of overload. After a global conges-
tion of the entire network there is no solution but prolongation of load distribution 
or construction of new segments.  
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Abstract. In robot motion planning in a space with obstacles, the goal is to find a 
collision-free path of robot from the starting to the target position. There are many 
approaches depending on types of obstacles, dimensionality of the space and re-
strictions for robot movements. Among the most frequently used are roadmap 
methods (visibility graphs, Voronoi diagrams, rapidly exploring random trees) and 
methods based on cell decomposition. A common feature of all these methods is 
the generating of trajectories composed from line segments. In this paper, we will 
show that generalised Voronoi diagrams can be used for fast generation of smooth 
paths sufficiently distant from obstacles.  

1   Introduction 

In recent years a number of new data structures and algorithmic techniques have 
been developed that have improved and simplified many of the previous ap-
proaches used in network optimisation, robot motion planning [3], [5], [11], etc. 
Geometric data structures defined in computational geometry have a surprising va-
riety of uses [1], [2], [6]. 

Computational geometry emerged from the field of algorithm design and analy-
sis in the late 1970s. It has many application domains including computer graphics, 
geographic information systems (GIS), robotics, and others in which geometric al-
gorithms play a fundamental role. Computational geometry deals with specific 
geometric data structures, the most important ones being Voronoi diagrams, Delau-
nay triangulation, visibility graph and convex hull. 

Before we study examples of their applications, we will introduce them and 
summarise the basic definitions.  

2   Basic Notions 

A Voronoi diagram of a set of points (called sites) in the Euclidean plane is a col-
lection of regions that divide up the plane. Each region corresponds to one of the 
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sites and all the points in one region are closer to the site representing the region 
than to any other site. More formally [1], [2], [4], [6]:   

 

Definition 1. Let P be a set of n points in the plane. For two distinct sites pi, pj 
∈ P, the dominance of pi over pj is defined as the subset of the plane that is at least 
as close to pi as to pj. Formally,  

 

 dom(pi, pj)={x∈ℜ2 | d(x, pi)
 ≤ d(x, pj)},  (1) 

 

where d denotes the Euclidean distance.  
 

Definition 2. Voronoi region (or Voronoi polytope, Voronoi cell, Voronoi face, 
Dirichlet polygon, Thiessen polygon) of a site pi∈P is a close or open area V(pi) of 
points in the plane such that pi∈ V(pi) for each pi, and any point x∈ V(pi) is at least 
as close to pi as to any other sites in P (i.e. V(pi) is the area lying in all of the 
dominances of pi over the remaining sites in P). 

Formally, 
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Definition 3. A Voronoi diagram (or Voronoi tessellation) V(p) for a given set 
P={p1, p2, … , pn} of points (or sites) is a polygonal partition of the plane into Vo-
ronoi regions V(p1),V(p2), … , V(pn). The vertices of polygons V(pi) are called the 
vertices of the Voronoi diagram, and their edges are called the edges of the Vo-
ronoi diagram. A Voronoi diagram is called degenerate if four or more of its Vo-
ronoi edges have a common endpoint.  

Clearly, each edge of the Voronoi diagram belongs to just two Voronoi regions 
and 
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Definition 4. Let P={p1, p2, … , pn} be a set of n distinct points and O={O1, O2, 
… , Om} be a set of m closed regions that represent a set of obstacles that are nei-
ther transparent nor traversable and do not overlap. Two vertices that can see each 
other are called (mutually) visible, and the segment connecting them is called a 
visibility edge.  

 

Definition 5. Let O={O1, O2, … , Om} be a set of m obstacles, S be a set of their 
vertices and pstart and ptarget be the starting and target positions. A visibility graph is 
a graph G=(V,E) whose set of vertices V is given by S ∪ pstart and ptarget and the set 
of edges E is given by the visibility edges on V.  

The rapidly exploring tree grows from the starting position that initialises the 
tree. At each step, a point is randomly generated and, by a shortest possible way, 
connected to the current tree [5].  
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3   Robot Motion Planning 

Assume that R is a robot of a convex shape, R(x,y) denotes its reference point at 
(x,y) and the obstacles are also convex. (Non-convex obstacles can be easily di-
vided into several convex parts.) The obstacle region (or configuration-space ob-
stacle or C-obstacle) of an obstacle P and the robot R is defined as the set of 
points in the configuration space such that the corresponding placement of R inter-
sects P. Denote CP the obstacle region of an obstacle P. Then 

 

 CP = {(x,y) | R(x,y)∩P ≠ ∅}                               (4) 
 

It is evident that the drawback of the rapidly exploring trees is a high number of 
generated edges resulting in a broken trajectory. It can be smoothed, to a certain 
extent, using splines. 

The shortest path between two points in the plane with polygonal obstacles can 
be easily solved in the corresponding visibility graph by the Dijkstra algorithm. 
Using a binary heap implementation, its time complexity is given by O(|E| log |V|), 
where E is the set of edges and V is the set of vertices. Fig.1 shows the shortest 
path between the starting and target positions using the visibility graph. The visi-
bility graph of a set of disjoint polygonal obstacles with k edges in total can be 
computed in O(k2 log k) [2]. 

 

        

Fig. 1. Visibility graph and the shortest path 

This drawback can be removed using Voronoi diagrams. 
For reasons of time complexity, it is necessary to know the properties of the 

Voronoi diagrams and the algorithms of their constructions. We only mention the 
most substantial properties:  

 

(i) The number of vertices in a Voronoi diagram of a set of n point sites in the 
plane is at most 2n−5 and  

(ii) the number of edges is at most 3n−6.  
 

The algorithms used to construct Voronoi diagrams (divide and conquer, incre-
mental and plane sweep) need O(n log n) time. 

If a generator set of a Voronoi diagram represents point obstacles and other ob-
stacles are not present in the plane, then the robot can walk along the edges of the 
Voronoi diagram of P that define the possible channels that maximise the distance 



200 M. Šeda and T. Březina
 

to the obstacles, except for the initial and final segments of the tour. This allows 
us to reduce the robot motion problem to a graph search problem: we define a 
subgraph of the Voronoi diagram consisting of the edges that are passable for the 
robot. However, some of the edges of the Voronoi diagram may be impassable. 
Then these edges must be omitted from the diagram.  

Of course, when we first construct the configuration space for obstacles, it is not 
necessary to test whether a robot can walk along the edges of the Voronoi diagram. 

For scenes with point, straight-line and polygonal obstacles, the simplest way 
of finding optimal trajectories is to compute ordinary Voronoi diagrams for verti-
ces of obstacles and then remove those of its edges that intersect obstacles. We get 
more precise solutions by approximating the polygonal edges by line segments 
and then applying the previous approach [8], [9], [10]. 

An implementation of this approach is described in [10]. Using this program, 
we can determine the number of line segments that approximate the edges of po-
lygonal obstacles and compute the final Voronoi diagram with more precise edges.  
However, the resulting trajectories were not smooth. If we deal with obstacles as 
sets of their boundaries approximated by lines, then we can precisely compute the 
bisectors between point and line or between two lines and built a generalised Vo-
ronoi diagram as follows.  

 
Fig. 2. Edges in a generalised Voronoi diagram 

          

Fig. 3. Generalised Voronoi diagram for a scene with 8 polygonal obstacles in two configurations 

a) b) c)
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Fig. 2 shows that a) bisector for two points is given by an axis perpendicular to 
the centre of their connection, b) bisector for a point and line is given by a para-
bolic arc and the point is its locus, and c) bisector of two lines is given by the line 
dividing the angle between the given lines. Therefore, the edges of the generalised 
Voronoi diagrams are composed by straight lines and parabolic arcs.  

Fig. 3 shows a generalised Voronoi diagram for a scene with 8 polygonal ob-
stacles from the implementation of V. Pich [7]. Since the redrawing of the dia-
gram for moving obstacles runs in real time, we can assume that it could be used 
for robot motion planning in a dynamic scene. 

4   Conclusions 

In this paper, we briefly summarised the main geometric data structures and 
showed their possible use for robot motion planning.  

Since traditional robot motion planning methods based on potential fields and 
decomposition have many drawbacks such as convergence to local minima, and 
combinatorial explosion, or generating infeasible solutions, we focused on road-
map methods using the generalised Voronoi diagrams to get smooth and safe tra-
jectories in polynomial time. If a scene contains movable obstacles and these ob-
stacles move along continuous curves, then the corresponding generalised Voronoi 
diagram also changes continuously and, therefore, the position of the robot will be 
changed continuously.  

In the future, we will do more experiments with movable obstacles and try to 
determine their maximal number for real-time control.  
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Abstract. The concept of proposed Intelligent Motion Control Layer (IMCL) is 
studied and evaluated on Matlab and Simulink based virtual simulation models. 
All interfacing between the control model and the virtual UGV physical model 
simulate the interfacing of a real UGV hardware (latencies, approximation, 
uncertainty). The virtual physical model of the UGV is tested on virtual 
environments (ramps, sections of different surface properties, etc) simulating real 
terrain. Simulation plots clearly show the IMCL capabilities of detecting and 
compensating different types of disturbances while collecting valuable data about 
the terrain for later use. Using IMCL capabilities in UGV-type of robots simplifies 
complicated mission control of the robot where many parameters (velocity, 
acceleration, jerk) must be kept within limits simultateously. Prolonged use of the 
intelligent motion control is expected to minimizes energy consumption and 
prevent mechanical damage. 

1   Introduction 

There are a number of applications where remotely controlled Unmanned Ground 
Vehicle (UGV) can be used. Some of the applications involve transporting explo-
sives or delicate equipment and therefore have some additional requirements for 
motion control parameters. These requirements most likely involve acceleration 
( a ) and jerk ( j ) to be kept within their mission dependant limits ( limita , limitj ) 

while performing speed commands ( cmdv ) from the UGV operator. IMCL (Intel-
ligent Motion Control Layer) receives velocity input command and outputs a se-
ries of acceleration commands to reach the target speed without violating the pre-
defined limits. To do that, regardless of data delays, uncertainties and external 
disturbance, several presumptions and calculations are being made inside IMCL. 
The behavior of IMCL has been written mostly in Matlab and integrated to Simu-
link by central Level-2 M-file S-Function. Most of the UGV hardware and physi-
cal model is implemented as standard Simulink model. 
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Disturbance is mostly caused by friction and terrain ascents and may therefore 
change when the direction of velocity changes even when the terrain does not. While 
disturbance from terrain ascent remains the same, the disturbance from friction is 
always opposite to the direction of velocity. Splitting disturbance into components 
on run-time is possible using data from digital gyroscope, which gives IMCL layer 
information about current terrain ascent angle. Knowing these components is helpful 
when predicting disturbance magnitude on velocity direction change. 

2   Motion Control Simulation 

The simulation models describe only part of the UGV platform [1] that IMCL was 
originally made for. The platform uses 4 wheels equipped with 4 encoders just for 
driving straight forwards and backwards. All wheels can be repositioned by 4 
“legs” which all have individual built-in suspension. Simulation uses greatly sim-
plified model where input is taken only from one encoder and drive commands are 
expected to drive all wheels equally. Turning, slipping, suspension and any possi-
ble airtime events are not being simulated.  

2.1   UGV Hardware 

The simulation uses long sample time (tsmp = 0.1 s) to give a good insight of the la-
tency influences to the system performance. Sample time equals in the interest of 
simplicity main cycle time and simulation time-step. New acceleration command 
will be generated at the end of every main cycle and it is expected to remain con-
stant until the next command output. IMCL receives position information from ro-
tary encoders and outputs acceleration command in discrete time. The integer mul-
tiplier for encoder delay is 2D , for motor controller delay it is D . Simulink 
models artificially create these delays. Encoder data delay in a simulation is 

2 smpD t⋅ . Motor controller delay in a simulation is 2 smpD t⋅  giving 0.7 s of total 
feedback delay. The delays in IMCL as well as Simulink (hardware and physical 
model) can be changed without IMCL performance degradation as long as 
changes are being made in pairs. IMCL internal delays must always match the de-
lays created in Simulink model. 

Due to encoder limited resolution (only 4096 separate positions per revolution 
in a simulation) the position data becomes approximated to an integer value before 
it enters IMCL. This approximation creates noise to all parameters that are being 
calculated based on position data. The most effective solution to minimize the 
noise is increasing the encoder resolution. 

The IMCL output type is acceleration command, which in some circumstances 
could be described differently. It can be converted to force by multiplying it with 
UGV mass (400 kg) or average torque by multiplying the force with UGV wheel 
radius (0.25 m). This conversion is trivial and can be hard-coded to IMCL easily. 
As most of the servo controllers use analogue (±10 V) signal for input, another 
conversion has to be made anyhow. Matching the IMCL output to the specific 
servo controllers is not being simulated. 
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2.2   IMCL Concept 

The main idea of IMCL delay and disturbance compensation is based on operating 
with two arrays ( cmda , cmpa ), environment parameters ( asca and fria ) and motion 
parameters calculated based on encoder readings ( v , and a ). All commands that 
have been sent to UGV physical model by the Command Planner are kept in 

cmda . Commands that were sent to compensate disturbance are kept in cmpa . In 
practice these two types of commands are added together before being sent out 
and will be handled by Simulink as one single acceleration command. Both of the 
arrays ( cmda and cmpa ) are being left-shifted just before inserting new values to 
the rightmost positions at the end of each main cycle. Although the effects of ac-
celeration commands take a while to be propagated back to IMCL by encoder, the 
commands are still available for calculations in IMCL. The shifting arrays virtu-
ally simulate the delay propagation locally to get the best insight of the current and 
future motion parameters often with sufficient accuracy. Any disturbance is being 
detected shortly after the fist significantly affected encoder reading arrives to the 
IMCL. The detection is not momentary because of the encoder data delay. The 
difference is mostly caused by environment disturbances and is detected by com-
paring one of previous commands with actual UGV performance that can be veri-
fied by encoder feedback.  

error commanda a a= −                                             (1) 

Variable commanda  is a sum of components that have been taken from command 
history (arrays cmda  and cmpa ) from the positions that perfectly match the feed-
back delay. The disturbance ( errora ) can be separated into two components which 
act differently when the direction of velocity changes. 

sin( ) sign( )errora vα μ= − ⋅                                     (2) 

As ascent angle (α ) is already acquired by digital gyroscope, friction coefficient 
( μ ) can be calculated. 

sin( )

sign( )

errora

v

αμ −=                                                  (3) 

To suppress noise propagation, simple filtering is being used. 

'

2

filt filt
filt

μ μμ +=
                                              

(4) 

The compensation parameter ( compa ), which will be added to the acceleration 
command, is basically the opposite of errora . At the beginning of each main cycle, 
new velocity ( v ) and acceleration ( a ) are being calculated based on most recent 

encoder reading ( x ) and few previous readings ( ', ''x x ).  
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(6) 

These parameters ( v  and a ) described UGV motion well 2D  main cycles ago 
and are at the moment of their acquirement already obsolete because of the delays. 
To efficiently calculate new suitable acceleration command it is first necessary to 
calculate current motion parameters by locally simulating physical UGV behavior. 
This can be done using previously described data. 

n n nem cm d cm p errora a a a= + +                                  (7) 

1n n nem em em smpv v a t−= + ⋅                                       (8) 

These calculations are being repeated for each feedback delay ( 2D D+  times). 
The simulated motion parameters are now virtually one time-step from next com-
mand and they can be passed to the Command Planner. Command Planner is a 
part of IMCL, which calculates next command that is required to reach the re-
quested velocity of UGV without exceeding acceleration and jerk limits and with-
out velocity overshoot. When the UGV acceleration nears the limit, it is being 
suppressed not to exceed the acceleration limit. Relatively long sample time and 
high jerk limit could otherwise easily cause the acceleration overshoot. 

ns em
next limit

limit

a a
j j j

a

−= ⋅ ⋅
                                         

(9) 

Depending on the simulated motion parameters and velocity command, sa  can be 
equal to limit-a , limita or zero. Keeping sa only on 3 levels is not ideal because the 
noise from encoder propagates to the IMCL output. Jerk is being limited by simply 
trimming the value to its nearest limit if it is not within limits yet. Next Command 
Planner output ( nexta ) can be calculated by multiplying jerk to main cycle time (tsmp) 
and adding the result to the last acceleration value from local simulation ( nema ). 

The IMCL also detects the best moment to start decreasing acceleration magni-
tude to smoothly achieve the velocity from the velocity command while accelera-
tion approaches zero. Locally simulating the acceleration decrease scenario and 
checking the resulting velocity is used. This primitive method is preferred because 
it does not require the local simulation algorithm to be changed when Command 
Planner is being modified. 

3   Simulation Results 

There is exact command waveform on Figure 1 that was inserted to the simulation 
model (thick line) to be followed by UMCL and actual velocity (thin line) that was 
actually performed. Peaks are caused by roughly changing disturbance. 
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Fig. 1. Velocity Command and Actual UGV Velocity 

Figure 2 shows the disturbance caused by friction (thick line) and ascents (thin 
line). The friction component momentarily changes direction when UGV velocity 
changes. 

 

Fig. 2. Components of Disturbance 

4   Conclusion 

Testing intelligent motion control layer in a simulation gave satisfactory results 
even in a situation where total feedback delay was extremely long (0.7 s) and 
sampling rate only (10 Hz). Deployment of previously recorded data (by the same 
system) is expected to improve compensation effectiveness even more. The tests 
suggest that the approach could be used to develop advanced control algorithms 
for UGV type robots and the work in this direction is continuing at TUT.  
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Abstract. This paper deals with the modelling, parameter estimation and control-
ler design for automotive electronic throttle. The rapid control prototyping meth-
odology and hardware have been used. The properties of simulation model suit-
able for hardware in the loop experiments are mentioned. Finally the experimental 
results of proposed controller performance are introduced.  

1   Introduction 

The electronic throttle is typical mechatronic product which is nowadays a stan-
dard part of every automobile. The former mechanical linkage between the driver 
pedal and throttle is replaced by “drive-by wire” solution – pedal sensor and rotary 
electromechanical servo system (Fig. 1) connected by means of “wire” [9]. 

There are very demanding requirements given on the quality of the control (set-
tling time about 0.15s without overshoot, robustness against temperature changes 
and the wear, etc.) [11]. Moreover, there are two important facts which bring fur-
ther difficulties: a) the relatively high dry friction as a consequence of low cost 
mass production; b) “limp home” (LH) mechanical safety feature (in case of fail-
ure of electronics or control, the throttle must return to neutral position – this is 
guaranteed by strongly nonlinear spring) [7]. The linear control tools (PID, LQR) 
cannot be effectively used in this case. 

The typical approach to electronic throttle control is presented in [7], [11]. The 
key component is friction compensator, usually based on regulation error [5]. Inter-
esting results related to SMC and SMO have been published in [12], [1]. In [11] is 
presented model based design of controller related to particular Visteon solution.  

This paper deals with the controller design based on nonlinear model of the 
throttle servo system. According to driver and/or traction control commands, there 
is generated angle reference signal (smooth for slow changes of throttle angle, 
„stairs“ for sudden changes). And at the same time, the friction compensator is 
switch to appropriate mode (smooth/stairs reference). 
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Fig. 1. Schema and photograph of automotive electronic throttle 

 

Fig. 2. Overview of Real-Time simulation/computation techniques in the context of model 
based controller design 

Presented results have been obtained using Matlab/Simulink environment with 
dSPACE modular hardware. Fig. 2 shows the standard development process start-
ing with non Real-Time simulation (MiL – Model in the Loop) leading through 
the RCP and/or HiL to final mechatronic product.  
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2   Experimental Identification of Static System Properties 

The aim of presented research is the controller design for existing throttle body. 
Therefore the system identification using RCP hardware was necessary. Fig. 3 a) 
shows the system response on slow sinusoidal input signal (normalized -1;1) 

0.35sin(0.2 )u t= .               

The hysteresis caused by dry friction is significant as well as nonlinearity of re-
turn spring. The opening from neutral (LH) position requires approx. u = 0.2 and 
throttle is fully opened at u=0.28. 

     
a)              b) 

Fig. 3. Static characteristic of the system: a) measured quasi-static response; b) spring char-
acteristic [3] 

3   Modelling and Parameter Estimation of Electromechanical 
Plant 

If the armature inductance is neglected, the rotary electromechanical servo system 
with return spring can be simplified to 1 dof mechanical system of form [3] 

( )S F ( ) HSJ u bϕ ϕ τ ϕ τ ϕ τ= − − − +                                 (1) 

where J is inertia, b is viscous damping including back electromechanical force, 

Sτ is spring force Fτ is friction force, HSτ  is hardstop force when the plate hit the 

limit (see Sec. 4.) and u is DC motor supply voltage controlled by H-bridge. All 
parameters are normalized relatively to voltage u (-1;1). According to Fig. 3 b), 
the nonlinear spring is modelled as [3] 

( )
( )

( )

LH LH LHC LHO

LHO OP LHO LH LHO

LHC CL LHC LH LHC

,

,

,
S

k

u k

u k

ϕ ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕτ

ϕ ϕ ϕ ϕ

− − < <⎧
⎪ + − >= ⎨
⎪− + − <⎩

                               (2) 
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The appropriate friction modelling is necessary for successful parameter estima-
tion. The Coulomb static model is insufficient and dynamic model must be used 
instead. The LuGre model is probably the most often used, however the Reset In-
tegrator model has less parameters to be estimated and proves similar behaviour.  

0 00 if ( 0 ) ( 0 )

otherwise

p p p p
p

v

ϕ ϕ> ∧ ≥ ∨ < ∧ ≤ −⎧
= ⎨
⎩                        

(3) 

0Fkin

0

if (1 ( ))
, ( )

0 otherwiseF

a p pa p p
p a p

p

ττ β
<⎧+= + = ⎨

⎩                    

(4) 

The model introduces additional state p to the system, which can be understood as 
the bending of virtual bristle. The parameter Fkinτ is kinematic friction, a defines 

the static friction increase in low velocities (Stribeck), 0p determines the stiction 

range and β is damping coefficient.  

Many methods are available for parameter estimation. Many researches suc-
cessfully used the GA for nonlinear system identification [6]. In this work, the 
Nelder-Mead simplex search algorithm was used to obtain dynamic and static pa-
rameters of the model [2], [3]. 

4   Plant Model Optimized for HiL  

The HiL experiments executed on Real-Time hardware requires simulation model 
with the limitation of throttle plate movement. In reality, there is very complex 
contact dynamical behaviour when the plate bounces off the limit. The simplest 
approach applicable in Simulink ODE solver environment is penalty method based 
on Hertz impact model. At the end of working range of the plate is inserted linear 
virtual spring of form [3] 

HS HSHSk bτ ϕ ϕ ϕ= +
                                              

(5) 

Moreover, the experiments prove that during the impact the armature inductance 
cannot be neglected. The change of angular velocity of the plate is very sudden 
and in supply voltage is constant, the current changes very quickly.  

The model must also use fixed sample time and thus Zero Crossing Detection 
feature cannot be applied.  

5   Nonlinear Model Based Controller 

The nonlinear controller shown in Fig. 4 consists of standard discrete PID sup-
plement with feedforward spring compensator based on eq. 2 and feed-
back/feedforward friction compensator.  

PID SC FCu u u u= + +
                                               

(6) 
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Fig. 4. Schema of nonlinear controller 

PID P ref ref D( ) ( )I
N

u k k uϕ ϕ ϕ ϕ= − + − +∑
                              

(7) 

The derivative action is filtered using derivative impulse area invariant method [3] 
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If the sudden change of plate position is required, the feedback compensation us-
ing control error gives good results [5]. On the contrary, if slow rotation of throttle 
is necessary, the better performance is obtained using feedforward friction com-
pensator based on differentiation of reference. 

FC F

, if

sign( ), , if 

0, else

d d

u u d d d d

ε ε
ε ε

− >⎧
⎪= = + <⎨
⎪⎩

                                     (9) 

6   Conclusion 

In this paper, the controller with nonlinear spring and friction compensator has 
been introduced. Fig. 5 shows the performance if smooth and stairs reference is 
used. All compensators are based on dynamic plant model with off-line estimated 
parameters. 

 
       t [s]               t [s] 

Fig. 5. Response of the system with smooth (left) and stairs (right) reference signal [3] 
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Experimental results have been obtained using modular dSPACE hardware 
with processor board DS 1005 PPC, board DS 2003 with 16 bit A/D converters 
and board DS 2103 with 14 bit D/A converters.  
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Abstract. This contribution deals with the development of the complex solution of 
various mobile robots simulations in 3D indoor spaces. Proposed solution enables 
to create miscellaneous complex inner spaces with furniture of office visual ap-
pearance. Furthermore, it allows including different mobile robots and saving the 
state of simulation using standard XODE format. It is also possible to include and 
test different algorithms, e.g. walking gait generation algorithms or methods for 
autonomous robots localization, path planning and many others. The designed pro-
ject is based on open source libraries, like Open Dynamic Engine or OpenGL. 

1   Introduction 

Our mechatronic team is focused on autonomous mobile robots development, 
wheeled robots as well as legged robots. There are many problems, which have to 
be solved in development of hierarchical control architecture, which our team uses 
for mobile robots design. The lowest layer is represented by hardware, i.e. con-
struction of a robot with driving gears. The higher (second) layer consists of low-
level control units for driving gears and motors. The third layer ensures basic 
movements of the robot, in the case of legged robot the walking gait generation. 
The highest layer usually involves suitable algorithm of global localization. For 
more details about such architecture see [1]. 

The main goal of this issue is to describe the designed solution, which can be 
used to verify abilities of various algorithms of the two highest layers. Thus, in our 
case, it is used mainly for testing the walking gait generation algorithms based on 
state space search methods, see [2], and also for global localization algorithms [3]. 
However, the submitted solution can be also used for path planning algorithms, 
investigation of dynamic influences in mobile robot control, testing algorithms for 
unknown spaces mapping, see [4], and many others. 
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2   Used Approach 

One of the main aims was to find suitable tools that meet our requirements, e.g. 
high accuracy, incorporation of existing programming code of walking gait gen-
eration algorithms, 3D graphical representation of simulation, involving static and 
dynamic effects from acting forces, etc. We can choose from many various ready-
made solutions for robot modeling and walking gait simulations. There are at least 
two different approaches to creating model of mobile robots. First approach uses 
commercial modeling software, e.g. Adams or Inventor. These simulation pack-
ages represent very powerful and sophisticated tools, which can be used to very 
precisely modeling. But even these very expensive programs have limitations. The 
main disadvantage in our case is inability of integration of our own programming 
code, used for walking gait generation or robot localization. Another approach is 
based on special 3D engines, e.g. Irlicht or ODE. These engines are able to repre-
sent dynamic world with colliding rigid bodies, joints, surface or body forces and 
torques. However, they do not usually provide graphical interface for 3D represen-
tation of simulating world. Most of them are provided for free using dll libraries 
and detailed API description. 

We have decided to build our own solution based on combination of Open Dy-
namics engine (ODE) and OpenGL. The engine is used to create virtual world with 
colliding bodies and acting forces. The OpenGL library is used for 3D graphical 
representation of simulation. The Python is used as the main programming lan-
guage for implementing whole solution. The point at issue is the design of architec-
ture that enables incorporating these tools into one project and also enables simple 
integration of program code for robot manipulation. Furthermore, another problem 
is choosing an appropriate format of data, which could be used for storing, holding 
and loading the state of simulation at any time, for details see next chapter. 

3   Implementation 

The designed solution represents stand alone application, which was designed for 
the purpose of different mobile robots acting in different inner spaces. This appli-
cation software is based on Open Dynamics Engine. Using the ODE in a pro-
gramming code of python language is enabled through PyODE. The PyODE  
project is a set of open-source libraries, which are used to call ODE functions 
from Python code and also includes a parser of XODE (extensible markup lan-
guage for open dynamics engine) format. Thus, the Xml ODE format can be used 
to describe simulated world with all its bodies, geometries, joints, acting forces 
and many others. The designed application uses XODE format to save, store and 
load states of simulation. 

Simplified scheme of the inputs and outputs of whole application is shown on 
Fig. 1. The proposed application enables to load any inner spaces with the model 
of mobile robot from XODE format file. The application contains preprepared 
blank subroutines for including the code to manipulate the robots, e.g. inner space 
mapping. The application enables to run simulation with numerical output, graphi-
cal output is optional. It is possible to save the state of simulation at defined time  
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Fig. 1. Simplified scheme of proposed solution 

steps into XODE format file. The application has no graphical user interface, thus 
all mentioned settings has to be accomplished using handwriting of the python 
program code.  

The generator has been developed for the purpose of creating miscellaneous 
complex inner spaces with furniture of office visual appearance, as you can see on 
Fig. 2. This generator enables to create various inner spaces in an easy way using 
predefined set of parameters and save these spaces in XODE format. It is possible 
to specify built-up area and number of rooms, with or without furniture, number of 
pieces of furniture in any room, and many others. Rooms can be of square shape 
or polyhedral shape. The overall arrangement of rooms can be alternatively gener-
ated using Lindenmayer system, see [5] for more information. Such created indoor 
spaces can be used as the inputs of the application mentioned above. 

 

Fig. 2. Inner spaces samples generated automatically by the generator, various rooms shapes 

4   Obtained Results 

Several tests with the real robot and the designed models were performed to judge 
the accuracy of proposed simulation and suitability of used software instruments. 
At first, several various inner spaces was created using the generator mentioned 
above, see Fig. 2. Thereafter the selected models of the robots were incorporated 
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into these indoor environments and stored as XODE files. Such files were used as 
the inputs of the proposed application. The walking gait task, see Fig. 3a, and the 
balancing task, see Fig. 3b, were used for testing whole solution. 

The robot of interest is the walking robot Qasimodo, developed on Brno Tech-
nical University, Institute of Automation and Computer Science. This four legged 
robot has two degrees of freedom on each leg. Movements of each leg are realized 
using 2 servomotors HS 300. The Qasimodo weights about 1000 grams (190g for 
each leg). Working space of each leg is 190 degrees in horizontal plane and 80 de-
grees in vertical plane. Whole model of this robot is composed of 21 rigid bodies 
and 24 joints, see [6] for more details. Resulting model is shown on Fig. 3. 

 

Fig. 3. Resulting dynamic simulation of a) walking robot task, b) balancing wheeled robot task 

The walking gait used by the robot can be considered as a pseudo-dynamic cy-
clic forward gait composed of two cycling types of long steps. As soon as the first 
long step is finished, the second type of long step starts, for details see [2]. The 
walking gait simulation is realized by placing torques into the hinge joints of the 
ODE model. These torques are set as inputs of the model in requested time steps. 
Consequently, appropriate positions, velocities and accelerations in the next time 
step of all bodies, the model is composed from, are calculated by the model. 

None of accomplished simulation tests froze or ended with the “simulation ex-
plosion”. Some details about walking gait simulation tests follow. The visual com-
parison based on 3D graphical representation of simulating walking gait with the 
real walking gait showed approximate consistency. It means the walking gait dia-
gram of both gaits correspond to each other. The sequence of foot steps as well as 
covered distance are practically equal. 

The measured data showed admissible consistency between the simulated walk-
ing gait and the real one. The difference is not cumulative, because there is no  
dependency on the number of steps. However, existing differences between meas-
ured and calculated data can be explained using special parameters of the ODE 
simulation. There are two parameters, error correction parameter (ERP) and con-
straint force mixing (CFM), which have to be set for each simulation. The ERP 
value controls how much error correction is performed in each time step of simu-
lation, typically from 0.1 to 0.8. The CFM value can reduce numerical errors in 
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the simulation, whenever the system is near singularity, typically from 10E-9 to 1. 
These non-dimensional parameters do not have any physical basement and must 
be set experimentally, which can be difficult and time-consuming. 

5   Conclusion and Discussion 

This contribution introduces the designed application, which can be used for dy-
namic simulations of various mobile robots in 3D indoor spaces. The designed so-
lution is represented by the stand alone application based on Open Dynamics  
Engine, which is able to represent dynamic world with colliding rigid bodies, 
joints, surface or body forces and torques. The OpenGL libraries are used for 3D 
graphical representation of simulation. The XODE format of data has been chosen 
for storing, holding and loading the state of simulation. The proposed application 
enables to load any inner spaces with the models of mobile robots from XODE file 
and contains prepared blank subroutines for incorporating code to manipulate the 
robots. The application enables to run simulations with numerical output, graphi-
cal output is optional. The automatic generator of inner spaces was design too. 
This application is able to create various inner spaces and store these models in 
XODE format. Such files can be used as the inputs of the main application.  

Several tests with the real robot and the designed models were performed to 
judge the accuracy of proposed simulation and suitability of used software instru-
ments, mainly the test of walking gait generation of four legged robot. None of ac-
complished simulation tests froze or ended with the “simulation explosion”. The 
measured data showed admissible consistency between the simulated walking gait 
and the real one. 

Thus proposed solution can be used to verify abilities of various algorithms 
from indoor mobile robots domain, especially for testing walking gait generation 
algorithms, methods for autonomous robots localization, path planning, unknown 
spaces mapping and many others.  
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Abstract. Presented paper deals with the fusion of information obtained from dif-
ferent kinds of sensors placed on autonomous mobile robot. The method is based 
on Bayesian network. Implementation details and verification simulation experi-
ment that fuses three different means to determine robot orientation are given in 
the paper. The method is easily extendable for higher number of sensors of differ-
ent kind together with higher dimension output data to be fused. 

1   Introduction 

Data fusion is one of essential issues in mobile robotics [1]. It deals with the fu-
sion of different kinds of information measured by various sensors. For example 
laser range finder, ultrasonic, infrared, compass, GPS sensors are mounted on 
common robot. The sensors are used for different purposes as they have variant 
sensing principles. 

Data fusion can generally be divided into the three main groups which can be 
classified according to sensors configuration as follows: 

 

• competitive – different kinds of sensors are used to measure the same environ-
ment attribute; possible information redundancy, 

• complementary – each sensor reads different attribute of the same environment, 
• cooperative – in that case one sensor depends on the other; they have to work 

together 
 

So far we have been using complementary data fusion in all our robots. For 
such a purpose we have been developing a method of data fusion based on Bayes 
theorem, which is the basic method for conditional probability calculation. 

Presented paper describes the basic method for fusion of data acquired via 
odometry, compass and steering angle. Naturally, it is easy to widespread this ba-
sic set of used sensors with any others. Therefore, this method can be used as a 
main tool for measured data fusion. 
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2   Bayes Theorem 

Bayes theorem is a basic method to deal with conditional probability, more pre-
cisely it relates the conditional probability of events A and B. It is well known 
how to derive it from basic conditional probabilities equations (for example in 
[2]), so here just the final state of the Bayes theorem equation is presented:  

( ) ( ) ( )
( )

|
|

P B A P A
P A B

P B
=

                                          

(1) 

where: 
 

• ( )P A  is the prior probability of A ; in sense what we know about A  on be-

ginning, 
• ( )|P A B  is called posterior probability; the conditional probability of A  

given B , 
• ( )|P B A  is the conditional probability of B  given A , 

• ( )P B  is the prior probability of B ; it acts as normalizing constant 

As it is shown, the main principle is based on ( )|P A B  calculation, if we know 

so-called “inverse” probability ( )|P B A . 

Bayes theorem can be easily used in more complicated relationships with 
more then two events. One of possible representations of such relationships is 
Bayesian network [3]. The primitive relation of two events described above 
could be considered the simplest network (see figure 1 - left). Basically, the 
Bayesian networks are primarily used for more complex relationship description 
(see figure 1, right). On that figure the relations between some of the sensors 
discussed above are shown. Those relations are naturally created as it is intuitive 
for human. It is easy to derive how the final orientation of the robot is influ-
enced by the sensors. 

 

Fig. 1. The simplest Bayesian network (left) and the practical example (right) 

Compass Odometry Steering 

Robots 
orientation 

B 

A 
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3   The Bayesian Network Simulator 

We have prepared the simulator of Bayesian network to be able to work efficiently 
with various Bayesian networks. This simulator is called Sybok and it is com-
pletely written in Python. The structure of Sybok is shown on figure 2. 

 

Fig. 2. Sybok internal structure 

There are two main parts: Python Interpreted Language (PIL) and the Work 
Space (WS). The PIL acts as a program interface to the WS which is the imple-
mentation of Bayesian Network. There are six important blocks: 

 

• Rules - user definition of network structure 
• Requests – user requests to the network 
• Connection Builder – interface between user inputs definition and the real data 

structure 
• Bayesian Network Data Storage – it holds the data 
• Bayesian Machine – acts as a main computation framework, it computes all nec-

essary probabilities requested by the user via automatic inference mechanism. 
• Parallel Designer – Bayesian network can be implemented as a parallel algo-

rithm so this block organizes the parallel operations. 
 

Experimental results obtained from Sybok are shown in next chapter as we 
have used it as a main tool for data fusion of robot orientation measurements. 

4   Data Fusion via Sybok 

To detect that our method to data fusion works properly, a simple simulation ex-
periment with autonomous robot was prepared. The robot was equipped with three  
 

Python Interpreted Language Work Space 

Parallel Designer 

Bayesian Network 
Data Storage 

Bayesian Machine 

Connection Builder 

Rules 

Requests 
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Fig. 3. Path followed by autonomous robot; Position/Robot orientation relative to robot’s 
previous orientation 

means to determine its relative orientation on followed path. First one was 
the compass which was used to measure absolute orientation of the robot. The 
second one was an odometry reading and the change in orientation was calculated 
from the difference in traveled distances of each single wheel. The third mecha-
nism was the  orientation of the robot calculated from steering angle. 

The path traveled by the robot is shown on figure 3. There are seven points in 
which the orientation was measured. On that figure one can see the position num-
ber/true robot orientation in degrees relative to the robot previous location. The 
orientation was measured by all three methods and we use Sybok to data fusion. 

The results are shown on figure 4. On the bottom graph the orientation meas-
ured by compass, odometry and steering in each position on the path is shown. 
The upper graph shows the probabilities that the robot is oriented 0, 90, 180 or 
270 degrees. One can see that the highest probability in each point corresponds 
with the true orientation of the robot (see figure 3). Those probabilities were cal-
culated by the Bayesian network with structure shown on figure 1.  

The best example illustrating how the data fusion works can be seen in point 5 
on figure 4. The robots real orientation is 180 degrees and the compass measured 
that orientation properly. On the other hand the orientations calculated from 
odometry and steering were wrong (odometry 270 degrees, steering 90 degrees), 
but the probability that the robots orientation is 180 degree is still highest. This is 
caused by different probabilities of correct orientation measuring. Note, that com-
pass measures with the same probability in all directions independently 

( )0 0.95P Compass = = . However, odometry and steering have high probabilities 

of success for angle 0, for example ( )0 0.95P Odometry = = , less for angle 90 or 

270 ( )90 0.5P Odometry = =  and even lower probability for angle 180 

( )180 0.3P Odometry = = . These probabilities were measured in various practical 

experiments and they causes that if compass measured angle 180 degrees and 
odometry and steering 90 or 270 degrees, than these two values have less influ-
ence to the calculated orientation. 
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Fig. 4.  Robot orientation identification via Sybok 

Presented example shows how to use Bayesian network in basic task. The 
method can be easily extended to be used in more challenging problems including 
continuous variables [4]. In such a case discretization of corresponding variable is 
necessary. 

5   Conclusions 

We have presented the primary simulation experiments with data fusion via 
Bayesian network. Three sensors (compass, odometry and steering) were used to 
measure the orientation and the Bayesian network was successfully applied to sen-
sors data fusion, determining the robot orientation relative to its previous value. 
The key issue in the method itself is proper determination of condition probabili-
ties of mutually related events. The simplest way to set the probabilities is to  
directly utilize known imperfections in sensor measurement. More complex ap-
proach takes advantage of various learning systems and/or evaluation of robot’s 
overall behavior. 

Presented method can be used also for complementary data fusion, where the 
odometry or steering are used for both orientation and position estimation, see  
figure 5. 

Future work will be focused on verification experiments with real data. For that 
purpose we have built the autonomous wheeled robot equipped with a number of sen-
sors of various kinds. Bayesian network simulator Sybok is currently tested on this 
sensor set with encouraging preliminary results which will be announced shortly. 
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Fig. 5. Complementrary data fusion via Bayesian network 
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Abstract. Paper deals with design of study model snake like robot. Robot is de-
signed as articulated locomotion device. It consists of eight articulated joints with 
one degree of freedom. It is designed as didactic model for education in Mecha-
tronic study program. 

1   Introduction 

Many ground locomotion devices often use endless rotating elements such as 
wheels or tracks. Endless rotating elements are the fascinating elements in ma-
chines. These elements have one big disadvantage. They are not suitable for ex-
tremely rough terrain.  There is no analogy for wheels and tracks in the nature. In 
this time, there are a lot of applications with biologically inspired locomotion. 
Place for biologically inspired locomotion is mainly in cases, where we cannot use 
wheels or tracks. Living organisms are able to adapt to surround conditions, be-
cause of its physiological needs. Consequently, they are able to change own shape 
and locomotion type.  

Snakes have interesting locomotion and they have fascinated a lot of people. 
The most famous research of snake like locomotion comes from Hirose & Yoneda 
Lab. Their results are summarized in book [1].  

They have observed four basic types of snake locomotion. Using of these lo-
comotion types depends on environment condition and purpose of locomotion. 
These locomotion types can be divided into these four modes [1]: 

 

1. serpentine locomotion 
2. rectilinear locomotion 
3. concertina locomotion 
4. sidewinding locomotion 
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Serpentine locomotion is the locomotion to be seen typically in almost kinds of 
snake, and is a gliding mode whose characteristic is that each part of body makes 
similar tracks. From ancient times this has been the mode which has propelled 
snakes like flowing water between rocks, for instance, and has surprised humans, 
and of the four modes this can be thought of as the most efficient.  

Rectilinear locomotion is the gliding method performed with a special configu-
ration by large snake such as boas and vipers when approaching their prey or 
when gliding over a smooth surface.  

Concertina locomotion is gliding method used by snakes confined to a straight 
path over a narrow straight line, and by snakes placed on floor surfaces, for exam-
ple, which are extremely slippery. In particular, the gliding configuration on such 
a floor surface uses the phenomenon that theoretical terms the coefficient of the 
static friction is greater than the coefficient of dynamic friction. For this reason, 
propulsion is possible even in a very slippery environment, using this gliding 
mode. However, the efficiency of such propulsion is extremely low. 

Sidewinding locomotion is the gliding method used by snake such as the rattle-
snake which live in the desert, and which lift part of their body while gliding and 
propel themselves like a tumbling spiral coil. In this mode of locomotion, there is 
no sliding movement between the body and surface glided over, its dynamic char-
acteristic being that the body usually contacts the ground from above. Because of 
this characteristic, sliding friction resistance is small, and in locomotions in envi-
ronments which are not firm, such as sandy ground, the locomotive efficiency is 
high [1]. 

 

  
  

Serpentine Concertina Rectilinear Sidewinding 

Fig. 1. Snake locomotion [1] 

2   Kinematic Arrangement of the Articulated Robot  

Robot consists of eight articles joined with seven plane joints (fig. 2). The base of 
the kinematic principle lies on alternating of vertical and horizontal plane joints. 
First article (head) and last article (tail) are designed with vertical plane joint, be-
cause of their possibility to cross any obstacles (fig. 3). So, every kinematic pair is 
designed with one degree of freedom. 
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Fig. 2.  Kinematic arrangement of the robot [2] 

 

Fig. 3.  Robot locomotion [2] 

Preliminary model has been created from the paper. This paper model has been 
used for study of locomotion possibilities (fig. 4).  

 

 

Fig. 4.  Paper model of the robot[2] 

3   Design of the Robot 

Every article has one degree of freedom in regard to neighbour robot article. These 
plane joints are driven with actuators. As actuator is chosen position servomecha-
nism from Hitec HS 645MG [3]. Desired angular position of servomechanism out-
put shaft is entered as pulse width in range 1,0 až 2,0 ms. Every servomechanism  
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has DC motor with gearbox, control unit and sensing potentiometer for sensing of 
angular position of output shaft. The information from the potentiometer is used for 
internal control unit.  

General problem for design of locomotion algorithm is timing of sequence. 
Time of every joint rotation is dependant on its loading and position. So, micro-
computer needs information about actual angular position of every joint. Ideal so-
lution is to use information from internal potentiometer as feedback for our micro-
computer. Consequently, we don’t need additional sensor for sensing of joint 
angular positions. This idea reduces overall weight of robot and simplifies design. 

For obtaining of this information it is necessary to connect additional cable to 
potentiometer slider inside the servomechanisms. Our experiment has showed that 
voltage on potentiometer slider depends on angular position of output shaft. This 
voltage also depends on supply voltage of servomechanism. So, it is necessary to 
use voltage stabiliser for power supplying of servomechanisms. This modification 
brings signals about angular position of every robot joint. 

First experiments showed another problem. If one of servomechanisms has 
been excited, then every another servomechanisms also moved. So, servomecha-
nisms have been disturbed each other. It was necessary to use shielded wires for 
control signals. All signal wires have been changed. 

Our microcontroller Basic Atom Pro 28M has been used for controlling of ser-
vomechanisms based on feedback from internal servomechanisms sensors [2].  

4   Arrangement of the Robot 

The article of the robot consists of 13 parts. Symmetry and precision of every part 
has been very important requirement. It has been needed for obtaining of stabile 
locomotion.  

 

  

Fig. 5.  Arrangement of robot article [2] 

Arrangement of head and tail is different because there are stored printed cir-
cuit board with microcontroller (in head) and power supply accumulators (in tail) 
(fig. 6). Placement of the driven arms is shown on fig. 7. Driven arms in vertical 
joints are alternate because of higher stability of robot locomotion. 
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Fig. 6. Head and tail of the robot [2]. 

 

Fig. 7. Arrangement of driven arms[2]. 

3D model has been created for verification of functionality and possible colli-
sions between parts in locomotion. Realisation of the robot brought several prob-
lems. It has been necessary to solve technology process, precision of bending, 
placement of wires etc. (fig. 8). 

 

  

Fig. 8.  3D model of the robot (left) and realised robot (right) [2] 

5   Conclusion 

Locomotion is basic of the live of living organisms. They need locomotion for 
food finding, for avoiding from enemy or another dangerous. Ways of locomotion 
are very often as inspiration for design of various locomotion devices. 
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Our snake like robot has been realised and tested in laboratory condition. It has 
been programmed for locomotion based on principle of travelling wave. Steady 
state velocity of robot was 3 cm/s. The overall weight of robot is 1,2 kg and length 
750 mm. In next time we will try to program another type of locomotions. 

There are also a lot of problems like navigation in unknown environment, con-
trolling, optimisation from viewpoint of weight and energy consumption etc. [4, 5, 
6, 7, 8, 9, 10, and 11]. 

Acknowledgments. The authors would like to thank to Slovak Grant Agency -project 
VEGA 1/0454/09” Research on  mechatronic systems imitating snake locomotion in con-
fined and variable area” and VEGA 1/0201/08 “Research of structures and behaviour of the 
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Abstract. In the article there are proposed relative error indices that can be used to 
evaluate neural models of different robots. The model of robot is identified using 
artificial neural networks with structure of the mathematical robot model in a form 
of the Lagrange-Euler equation. As an example the proposed indices are calcu-
lated for neural models of three different robots. Proposed indices significantly 
simplify an analysis and comparison of models of robots with different degree of 
freedom. 

1   Introduction 

The mathematical model of the robot has complicated, highly nonlinear multi-
input multi-output structure described for instance by the Lagrange-Euler equation 
[1]. It requires a knowledge of the exact values of the robot physical parameters 
that are hard to obtain. 

For the identification of robot mathematical model neural networks can be used 
because they can approximate the nonlinear multidimensional functions [6]. The 
neural network can resemble the model of the robot [4],[5] and identify nonlinear 
functions in the Lagrange-Euler equation without knowledge of robot physical pa-
rameters. During the identification only signals of robot joints positions and con-
trol are used.  

In section 3 there is presented neural network structure for identification of ma-
thematical model of the robot. The main problem during the analysis of results is 
big number of estimated signals and obtained data. Another difficulty occurs dur-
ing the comparison of models of robots with different number of joints.  

In section 4 there are presented indices for neural model evaluation based on 
estimated positions in robot joints. In section 5 there are analyzed values of pro-
posed indices calculated for neural models of three different robots with different 
training parameters. Finally concluding remarks are given. 
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2   Discrete Time Robot Model 

The discrete time model of the robot with n  degree of freedom based on the La-
grange-Euler equation can be presented as follows [1] 

),(),(),()( kqkqMkqPk Γ+=τ                                        (1) 

where 

)]1()(2)1([),(),,(),(),( 2 −+−+=Γ+= − kqkqkqTkqkqGkqVkqP p  

and n
i R∈= ][ττ  is vector of control signals, n

i Rqq ∈= ][  vector of generalized 

joint coordinates, nn
ij RkqMkmkqM ×∈== )]([)]([),(

 
robot inertia ma-

trix, n
i RkqkqVkvkqV ∈−== )]1(),([)]([),(  vector of  Coriolis and centrifugal 

forces, n
i RkqGkgkqG ∈== )]([)]([),(  vector of the gravity loading, k  discrete 

time and pT  sampling period ( pkTt = ). 

Equation (1) can be rewritten into following form 

),()(),(),( kqPkkqMkq +=Γ τ                                        (2) 

where ),(),( 1 kqMkqM −= and )],()[,(),( 1 kqPkqMkqP −−=   

3   Neural Model of Robot 

For the identification, the model (2) can be presented as a set of n  equations 

)(),(),()(
1

kkqmkqpk i

n

j
ijii τγ ∑

=

+= ni ,...,1=                            (3) 

For identification of ),( kqpi  and ),( kqmij one can design neural networks, Fig. 

1. Inputs to the neural network are positions )(kq  and control signals )(kτ , and 

the output approximate the signal )(kiγ . Therefore identified model will be de-

nominated as the model of robot position.  
For model (2) joints positions can be calculated as follows 

)](),(),([)1()(2)1()1( 2 kkqMkqPTkqkqkqkq NNNNpNN τ++−−=+≅+      (4) 

where )]([),( kmkqM NNijNN = , )]([),( kpkqP NNiNN = are matrices estimated by 

neural networks as it is shown in Fig.1 . 
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Fig. 1. Structure of the neural network for the identification of the model (3), 
1−z denotes 

delay 

4   Relative Position Estimation Indices  

Let us denote error of the position estimation along the reference trajectory as fol-
lows 

)()()( kqkqke riNNiqi −=                                         (5) 

where riq is reference position for joint i and NNiq  is position estimated by neural 

networks in joint i . 
Then we propose the following indices to define the relative accuracy of joints 

positions estimation: 
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2. Estimation of the expected value of maximal relative average absolute error of 
the position approximation 
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where L is number of neural models with the same structure and
 

j
qie  is error (5) of 

the estimation of iq  calculated for model j . 

Quality index (6) allows to estimate the relative steady error for neural models, 
whereas index (7) allows to estimate the relative absolute error for neural models, 
it is a measure of dispersion of relative error around the average value. Proposed 
indices can be used to compare neural models of robots with different number of 
joints. 

5   Computer Simulations 

In the example indices (6), (7) are used to analyze neural models of three different 
robots: the first with 2 degree of freedom which physical parameters can be found 
in [2],  the second with 3 degree of freedom (first three links of robot PUMA 560) 
and the third robot with 6 degree of freedom (PUMA 560) which physical parame-
ters can be found in [3]. 

For calculation of training and testing data reference trajectories for every joint 
were set as the sum of three different cosine functions according to the following 
formula 

∑
=

+++−=
3

1
minminmax )cos(

2

1
)(

j
ijpijijiiiri kTaqqqkq ϕω

               

(8) 

where ni ,...,1=  is joint number, iqmin  and iqmax  are lower and upper boundary of 

the position in the joint i ,  ija  amplitude, ijω  an angular velocity and ijϕ  a phase.  

Training and testing trajectories were different for every robot. There were 
10 000 data samples for training and 10 000 data samples for testing of neural 
models of robot with 2 degree of freedom, and 20 000 data samples for training and 
20 000 data samples for testing of neural models of robots with 3 and 6 degree of 
freedom.  

Every element (nonlinear function) of the robot mathematical model i.e. 
),( kqpi  and ),( kqmij was identified by two layer neural sub-network with one 

nonlinear hidden layer and one linear output layer with 1 neuron. There were in-
vestigated neural networks with 2, 3, 5 and 10 neurons in hidden nonlinear layers. 
We have generated sets of  11 )11( =L neural models identified with neural net-

works. Neural networks were trained using conjugate gradients method [6]. In Ta-
ble 1 there are gathered values of indices savqm

 
and savaqm

 
calculated for sets of 

neural networks with different training parameters identifying models of consid-
ered robots.  

From the obtained results it follows that if neural models of robots were trained 
using conjugate gradients method the best accuracy of position estimation can be ob-
tained for neural models with two neurons in hidden nonlinear layers of sub-
networks estimating nonlinear functions. It can be seen that the accuracy of position  
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Table 1. Values of indices ,savqm savaqm  ( 810−× ) calculated for neural models of robots 

 
estimation measured using index savqm

 
was best for neural model of the robot with 

2 degree of freedom and decreased when the number of joints increased. For all con-
sidered neural models dispersion of relative error of position estimation around the 
average value measured using index savaqm  was small.  

The position signals from testing set were approximated with better accuracy 
than position signals from the training set. This difference can be a result of mini-
mized quality index of the output signal ( iγ ) during neural model training. Output 

signal  ( iγ ) of neural network was different than estimated position ( iq ). 

6   Concluding Remarks 

In the paper the relative error indices are presented. There are compared models of 
three different robots identified using neural networks with different training pa-
rameters. Proposed indices simplify analysis of identified models and allow to 
compare neural models of different robots. 

The presented criterions can be used for general comparison of learning tech-
niques or network structures used for design of neural networks for different tasks, 
e.g. identification of neural models for 2 and 6 degree of freedom robots. This can 
help to find better solution, e.g. learning methods, for a class of problem like neu-
ral network identification of robot. 
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Abstract. The paper deals with details of development of cable actuated version 
of spherical mechanism HexaSphere, a redundantly actuated mechanism with par-
allel kinematic structure. The cables can only transfer tension forces, stress load of 
the cables would make the mechanism collapse. That can be achieved by anti-
backlash control principle. Anti-backlash area of mechanism HexaSphere is 
mapped first. Secondly actuation forces required for given trajectory and robot’s 
dynamics are computed and minimised by dimension optimisation. 

1   Introduction 

Spherical mechanisms have many fields of application. They are used for swivel 
heads of machine tools for 5 axis machining, for assemblies of telescopes or posi-
tioning of antennas. Spherical mechanism HexaSphere (Fig. 1.) has been developed 
as an equivalent to traditional Cardan hinge. It is a representative of redundantly ac-
tuated mechanisms with parallel kinematical structures and has very promising 
properties - large workspace (±100°) with no singularities [1], high accuracy, stiff-
ness and dynamics [2]. 

Very high movability of the mechanism requires use of spherical joints with 
large extent of motions. Present spherical joints have limited movability to 90° at 
least in one axis. Therefore new spherical joints with innovative design were de-
veloped [3]. They are based on traditional Cardan joint with an extra rotation axis 
and require mechatronical controlled break of inner joint axis or at least measure-
ment of its movement. These joints fulfil the requirement of high movability but 
showed up to be very complex, hence cannot be miniaturized and their stiffness is 
problematic as well. 
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Fig. 1. Spherical mechanism HexaSphere - possible concepts and a functional model 
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Fig. 2. 2D concept of cable actuated HexaSphere and kinematic scheme (with only 1 cable) 

Thus a concept of cable actuated HexaSphere was proposed (Fig. 2.). Using ca-
bles instead of struts has many advantages. Cables are lighter so less mass is being 
moved, likewise they are capable of torsion and therefore their attachment to the 
platform can be realized without problematic spherical joints. Besides this solution 
allows miniaturization of the whole mechanism, e.g. for surgical applications. 

However for cable actuation unique control algorithm is required. The cables 
cannot transfer stress, they need to be under tension all the time otherwise the plat-
form would collapse. Hence the anti-backlash control strategy has been applied. 

2   Anti-backlash Control Strategy 

Anti-backlash control strategy was proposed in [4] and is applicable only on ma-
chines with redundant actuation. Its original purpose is to exclude drives back-
lashes. That can be obtained by fulfilling a simple condition - the orientation of 
drive’s force effects must remain constant for the whole working cycle. A sign 
vector representing orientation of actuator forces in vector Ta has been defined as 

( )aTs sign=  .                                                (1) 

assuming that all drives are in action, i.e. the elements of vector s are either +1  
or -1. Than the condition of backlash exclusion can be written as 
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const
!

=s  .                                                     (2) 

For mechanisms with no actuator redundancy the sign vector is explicitly given in 
each position by the interaction and dynamics thus it cannot be changed. On the 
other hand for robots with redundant drives the actuator forces vector Ta is a solu-
tion of m linear equations with n unknowns, where m < n (m is number of degrees 
of freedom, n is number of actuators). Hence for parallel machines with redundant 
actuators the actuator forces vector Ta and so the sign vector s can be influenced 
to some extent. Algorithm for finding an optimal sign vector s was proposed in 
[4], however for the cable actuation problem the sign vector is given implicitly. To 
load all the cables by tension, orientation of all drive forces must be negative thus 

[ ]T
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111 −−−=s  .                                      (3) 

Using diagonal sign matrix 
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vector Tas with only positive elements has been introduced 

( ) aas TsDT =  .                                               (5) 

Concerning (3) the right side of the equation can be reduced to 

aas TT −=  .                                                  (6) 

Even with specified sign vector s the vector Tas does not have a unique solution. 
However it can be obtained by using more complex method, e.g. optimization of 
operating characteristic in terms of drive forces. 

3   Anti-backlash Area 

To map spaces where the drives backlashes are excluded apart from interaction 
and dynamics an algorithm has been created. The condition of force effects equi-
librium can be written as 

xa FTJ =+T                                                  (7) 

where Fx is a vector of resultant reduced load in the robots workspace coordinates 
X. For Φ representing vector of actuators coordinates pseudo inverse Jacobi ma-
trix J+ is defined as follows  
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X
Φ

J
d

d=+                                                          (8) 

and specifically for mechanism HexaSphere in modified form with time differen-
tiation of numerator and denominator 

12

AC

ω
L

J
d

d
=+                                                       (9) 

where ω12 is vector of platform angle velocities and LAC is vector of lengths of ca-
bles between points A on the platform and C on the frame. For expressing LAC 
transformation matrix method [5] has been used. The spherical motion has been 
described by Euler angles ψ, ϑ and ϕ with a condition that the angle ϕ is an oppo-
site of angle ψ, which assures the rolling of platform and prevents the cables from 
interfering. 

Using equation (6) the problem of finding anti-backlash area can be trans-
formed to a solubility problem of system 

0TFTJ axa >=− +
ss whereT                             (10) 

where Fx is an arbitrary vector of resultant reduced load and Tas is the unknown 
solution, if it exists. A form where Fx would not appear would be more appropri-
ate for testing the solubility of the system. Hence we substitute the arbitrary vector 
Fx with a zero vector 

0T0TJ aa >=− +
ss whereT                              (11) 

It was proven in [4] that if a solution of this system exists, the system (10) is also 
soluble. Generally a soluble system (11) has infinite number of solutions. How-
ever we can easily transfer the problem to a problem of quadratic programming by 
adding a criterion of finding minimum of quadratic function of vector Tas.  

A disadvantage of this method is in need of discretization of the workspace, 
which brings the risk of undiscovered inhomogeneities. The final form of quad-
ratic programming problem has been modified by specifying vector of minimal 
acceptable force effects absolute values Ta min that guarantees certain amount of 
reserve for real control with feedback component and inaccurate model of the 
mechanism 

( )
min

T

T

where

formin

aaa

aaT

TT0TJ

TT
as

>=− +
ss

ss
                         (12) 

4   Anti-backlash Control for a Given Trajectory 

To obtain time behaviour of required actuation forces for a given operating cycle, 
i.e. for specified trajectory, mechanism dynamics and time behaviour of external 
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load, it is necessary to calculate vectors of resultant reduced load Fx in every point 
of discretized trajectory. For unloaded mechanism HexaSphere and given trajec-
tory where only dynamics is taken into account (e.g. a telescope assembly) the 
vector of resultant reduced load can be expressed from Euler dynamic equation as 

( )121212x IωωωIF ×−−=                                  (13) 

where I is the inertia matrix of the platform formulated to the centre of spherical 
motion. The dynamic effect of moving cables has been omitted for its low signifi-
cance. For maximal absolute values of actuation forces stored in vector Ta max the 
vector Ta s can be in every step obtained as a solution of quadratic programming 
problem 

( )
maxmin

T

T

where

formin

aaaa

aaT

TTT0TJ

TT
as

≤<=− +
ss

ss

                

(14) 

Anti-backlash area for mechanism HexaSphere with dimensions deduced from 
functional model and time behaviour of actuator forces absolute values for a 
testing trajectory is in Fig. 3. It is obvious that the cable driven HexaSphere 
with chosen dimensions is not able to cover the whole required workspace (ϑ 
up to 100°). 
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Fig. 3. Antibacklash area and actuator forces for testing trajectory before optimization 
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Fig. 4. Antibacklash area and actuator forces for testing trajectory after optimization 
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Thus three most important dimensions were chosen as parameters and optimised 
for maximisation of anti-backlash area and minimisation of maximal actuator force 
absolute value. The results after optimisation (Fig. 4.) show that theoretically the 
entire spherical space can be reached and the maximal actuation forces have been 
significantly lowered. 

5   Conclusion 

The paper demonstrates that the anti-backlash control principle can be successfully 
implemented for redundantly actuated parallel cable driven mechanism HexaS-
phere. Its dimensions were optimized with respect to maximizing the anti-backlash 
area and minimizing actuation forces required for motion along testing trajectory. It 
has been proven that a cable driven spherical mechanism HexaSphere can theoreti-
cally reach the entire spherical space. Even when concerning design limitations of 
the central spherical joint it can be used for tilting angles up to 100° as has been 
shown on the testing trajectory. 
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Abstract. This paper deals with a self-organizing migrating algorithm (SOMA) 
for an optimization of vibration power generator parameters. The vibration power 
generator is an energy harvesting device, which is capable of harvest electrical en-
ergy from an ambient mechanical vibration. The generator consists of a precise 
mechanical part, electro-mechanical converter and electronics. It creates a com-
plex mechatronic system, where parameters of individual parts are mutually af-
fected. For effective harvesting of energy all parameters have to be tuned up opti-
mally to nature of an excited vibration and required output power. A generator 
model can be used for optimization study of maximal output power and minimiza-
tion of generator volume. Main problem is complexity of this system and number 
of parameters in mutual feed back of this mechatronic system. Thus the SOMA is 
applied to the optimization problem of the vibration power generator. 

1   Introduction 

This paper deals with an optimization of vibration power generator parameters. 
The vibration power generator is energy harvesting device, which generates elec-
trical energy from an ambient mechanical vibration. This autonomous source of 
energy, which is placed in an environment excited by ambient vibrations, can be 
used for feeding of wireless sensors and remote application without physical con-
nection to outside world. This device is based on a resonance operation of an os-
cillating mass and an electromagnetic principle of an electro-mechanical conver-
sion provides sufficient generating of electrical energy for wireless applications. 
The output power depends on a nature of the ambient vibration and a design of the 
generator. 
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The generator consists of a precise mechanical part, electro-mechanical con-
verter and electronics with powered device. This assembly creates a complex 
mechatronic system with feed back between each part, where optimal setting-up of 
parameters for each individual part is mutually affected. Parameters have to be 
tuned up optimally to a level of excited vibration and required output power for ef-
fective harvesting energy. 

Nowadays a broad class of existing algorithms can be used for optimization 
studies. Due to a complexity of this mechatronic system and a number of genera-
tor parameters in mutual feed back is suitable to use some sophisticated optimiz-
ing methods. Genetic algorithm methods [1] are used for the optimization of such 
electromechanical [2] and electromagnetic systems [3, 4 and 5]. Therefore the 
self-organizing migrating algorithm (SOMA), which is type of genetic algorithm 
used for optimization of these problems [6], is applied to optimization of the com-
plex vibration power generator. 

2   Vibration Power Generator 

The first developed vibration power generator [7], performance data and picture 
are shown in Table 1, was tuned up in accordance with mechatronics approach of 
system development and the generator design passed through several development 
cycles [8].  

Table 1. Performance data of vibration power generator with electronics [7] 

Parameter (Condition) Value Unit 

Weight 125 g 

Volume 50x40x40 mm 80 cm³ 

Coil  2000 turns 

Inner resistance of coil 1600 Ω 
Operating frequency 17 Hz 

Voltage DC 0.3 G  13.5 V rms 

Output Power 0.3 G  20 mW  

3   Model of Vibration Power Generator 

Fundamental parts of the vibration power generator, shown in Fig. 1, are the reso-
nance mechanism (seismic mass m suspended on spring k with damping b) with 
the suitable electro-magnetic converter (oscillating magnetic circuit against fixed 
coil L with inner resistance RC) and the electronics (resistance of electrical load 
RL). The simplified diagram of generator is shown in Fig. 1 a) schematic diagram 
of a simplified linear system is shown in Fig. 1 b). 
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a)   b) 

Fig. 1. a) Simplified diagram of generator; b) Schematic diagram of model 

The differential equation (1) that describes the oscillating movement x of a 
mass m against mechanism housing with a fixed coil is derived from dynamic 
forces on the mass. The quality factor of the oscillating system with operating fre-
quency Ω is described by mechanical damping ratio bPm. The system is excited by 
acceleration AV of the ambient vibration. 

( ) ( )
.. .

22 sinPm Pe Vx b b x x A tω+ Ω + + Ω =     (1) 

The oscillating of a magnetic circuit against the fixed coil induces voltage due to 
Faraday’s law. Current flows through the coil and the electric circuit if the electri-
cal load is connected (2). This current through the coil provides feed back to the 
mechanical system as an electro-magnetic damping ratio bPe in equation (1). 

.

 act C LN B l x R i R i⋅ ⋅ ⋅ = ⋅ + ⋅    (2) 

The induced voltage is proportional on velocity of the oscillation movement, ac-
tive length of coil lact and number of coil turns N and magnetic flux density B 
through coil. The coil is placed in an air space of the magnetic circuit, Fig. 2. A 
magnetic field inside the coil space was analyzed and the relation (3) describes the 
magnetic flux through the coil space in Fig. 2. The coefficients in relation (3) cor-
respond with specific FeNdB permanent magnets and their demagnetizing curve. 
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Fig. 2. Magnetic circuit of generator and optimized dimension parameters 
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The analyzed magnetic flux density in equation (3) is input for equation (2). 
This simplified model is used for simulation modelling of the vibration power 

generator [9] and optimizing analysis in MATLAB environment. The additional 
equations, concerning relation between real geometry, Fig. 1, and simplified mod-
el, Fig. 2, and relation between geometry of the magnetic circuit and weight of the 
oscillating mass or the active length of the coil, have to be included in optimizing 
analysis. This complex electromechanical model with total 22 system parameters 
is optimized for maximal output power with minimal volume of the device. The 
electronic part is simplified as a resistance load for this study. The optimized gen-
erator can operate with frequency of vibration 17 Hz and level of vibration around 
0.1 g. The required voltage on connected load 3.5 kΩ is minimally 4 volts RMS. 

4   Self-Organizing Migrating Algorithm – SOMA 

Our optimization study uses algorithm, which is labeled a "memetic" algorithm 
where no new generations are created. This algorithm was inspired by the behav-
ior patterns of groups of wild animals in the wild and it has been termed “the Self-
Organizing Migrating Algorithm” – or SOMA [10]. Soma is stochastic search  
algorithm for global optimization. This algorithm is powerful tool for solving of 
engineering problems when analytical solving of a given problem is very difficult 
or unrealistic. 

Main aim of this algorithm is extremes searching of a cost function. A defini-
tion of a suitable cost function (fitness function) is very important for successful 
optimization. The algorithm can use several strategies and our optimization uses 
basic strategy AllToOne. This strategy means that all individuals move toward to 
leader. The leader remains at its current position during migration loop.  

The control parameters of SOMA are perturbation, length of path, step, MinDiv 
(largest allowed difference between the best and the worst individual position) and 
size of population. The quality of optimized results depends on the selection of 
these parameters. Values of optimized parameters are limited by user in boundary 
conditions. 

The SOMA consists of following steps: 
 

• Parameters definition. 
• Creation of population. 
• Migrating loop. 
• Test for stopping condition. 
• Stop, which recall the best solution during searching. 
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5   SOMA for Optimization of Vibration Power Generator 

On the base of a theoretical description of SOMA [10] and free source codes on 
website [11], an optimization tool for the vibration power generator construction 
was created. A graphic interface of the SOMA optimization tool was built under 
thesis [12]. This optimization tool is performed by the following three issues. 

 

• Optimization of generator with known connected load resistance. 
• Optimization of generator with maximal volume. 
• Optimization of generator to minimal volume and maximal power. 

 
For each optimization issue is designed different cost function for successful 
searching of a global extreme. The presented results correspond with the third op-
timization issues - generator with minimal volume and maximal output power. 
This cost function minimize overall volume of the generator with maximal output 
power and required output voltage (4 volts and higher). All cost factors have ap-
proximately equivalent effect to the cost function. A calculated value of the cost 
function depends on a choice of individual function coefficients. 

The generator parameters were optimized for operating conditions (frequency 
17 Hz, level of vibration 0.1 g and bPm 0.025). The graphic output with several 
representative parameters from this optimization study is shown in Fig. 3.  

 

 

Fig. 3. Graphic output of SOMA optimization tool 
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6   Conclusions 

The SOMA appears to be suitable optimization tool for such complex mechatronic 
systems. This study shown that optimized generator, which is placed in environ-
ment with mentioned conditions, can harvest output power 5.7 mW inside overall 
volume 38 ccm. The optimal geometry of the simplified resonance mechanism, 
optimal dimension parameters of the coil and the magnetic circuit were calculated. 

The used simulation model of the mechanical part for this optimization can be 
improved with respect of the quality factor and consequently this optimization 
study can be used for a primary proposal of real generators design for new operat-
ing conditions and customer (wireless application) requirements. 
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"Simulation modelling of mechatronics systems". 
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Abstract. Experimental investigation and modeling of the application of piezo-
electric actuators to semi-active piezoelectric shunt vibration control devices are 
presented. The considered devices utilize the principle that the transmission of vi-
brations through an interface between two solid objects is controlled by the ratio 
of their mechanical impedances. Since the mechanical impedance of a material is 
proportional to its stiffness, an extremely soft element placed between the source 
of vibrations and the object being isolated from vibrations works as an interface 
with a high transmission loss of vibrations. It is also known that by connecting a 
negative capacitor to the piezoelectric actuator it is possible to create an element 
whose elastic stiffness can be arbitrarily tuned. Therefore, by combining these two 
principles, very simple and efficient mechatronic systems for the vibration sup-
pression, which consist of a piezoelectric actuator connected to a negative capaci-
tor, have been realized.  

1   Introduction 

Piezoelectric materials have become a very promising group of materials, which 
can be used in complex mechatronic systems. Their advantages stem from a 
unique possibility to construct simple and low-cost electroacoustic transducers 
with superb functional properties such as high sensitivity, high precision and fast 
response [1]-[3]. These are essential feature that can be beneficially used in vibra-
tion control devices.  

In this Article we demonstrate the use of a piezoelectric actuator in a vibration 
control device that is based on a recently developed technique called active elas-
ticity control [4]. This technique is based on the fact that by connecting the piezo-
electric actuator to the electric circuit, which behaves as a negative capacitor, it is 
possible to actively control the effective elastic properties of the piezoelectric ac-
tuator to a large extent and in a broad frequency range. This offers a technique for 
suppressing the vibration transmission through a bulk piezoelectric actuator. The 
reason for this is due to the principle that the vibration transmission through the 
interface between two solid objects is controlled by the ratio of their mechanical 
impedances. Because the mechanical impedance of the piezoelectric actuator is 
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proportional to its spring constant, extremely soft piezoelectric actuator works as 
an interface with a high acoustic transmission loss of vibrations.  

Early applications of this system have been reported by Okubo et al. [5] and 
Kodama et al. [6]. Later, Imoto et al. [7] and Tahara et al. [8] demonstrated the 
great potential of this method on a system for suppressing vibrations by 20 dB in 
the broad frequency range from 1 to 100 kHz. The presented Article is focused on 
a comprehensive modeling of the vibration isolation system. In the next Section, 
the principles of the active elasticity control are presented. 

2   Active Elasticity Control 

The basic idea by Date [3] for controlling the elasticity of piezoelectric materials 
is based on the superposition of direct and converse piezoelectric effects with the 
Hooke’s law, which is achieved by connecting to an active shunt circuit that be-
haves as negative capacitor. Its principle is indicated in Fig. 1. 

 

F F
V

-Q
+Q

Cs

C
Δl

IF

 

Fig. 1. Principle of the Active Elasticity Control: Force F applied to the piezoelectric actua-
tor produces a charge Q due to the direct piezoelectric effect, which is introduced to the 
shunt capacitor C through current IF. Voltage V is applied back to the piezoelectric actuator, 
whose deformation Δl is controlled by the sum of the Hooke’s law and the converse piezo-
electric effect. 

To obtain the effective spring constant K of the piezoelectric actuator actively 
shunted by the capacitor, one should start with the piezoelectric equations of state 
for the charge Q and the change of the piezoelectric actuator length Δl: 

,

(1/ ) ,
S

S

Q d F C V

l K F d V

= +
Δ = +

    (1) 

which should be appended by the by the formula for the voltage V applied back to 
the piezoelectric actuator from the shunt capacitor of capacitance C: 

/ ,V Q C= −                                           (2) 

where symbols d, CS, and KS stand for the piezoelectric coefficient, the capaci-
tance, and the spring constant of a mechanically free piezoelectric actuator, re-
spectively. 
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Combining Eqs. (1) and (2), one can obtain the formula for the effective spring 
constant of the piezoelectric element connected to the external capacitor [4]: 

2

1 /
,

1 /
S

S
S

C CF
K K

l k C C

⎛ ⎞+= = ⎜ ⎟Δ − +⎝ ⎠
         (3) 

where k is the electromechanical coupling factor of the piezoelectric element 
(0<k<1). It can be concluded from the above formula that great changes in values 
of the effective spring constant K of the piezoelectric actuator can be achieved on-
ly when the capacitance of the external circuit is negative. It should be also noted 
that our analysis is restricted to harmonic time dependence of all state quantities. 
In this case, it is reasonable co consider that both capacitances CS and C are com-
plex numbers, as well as the effective spring constant, i.e. K = K’+iK”.  

The next Section demonstrates the application of the active elasticity control 
technique to semi-active piezoelectric shunt vibration control device. 

3   Semi-Active Piezoelectric Shunt Vibration Control Device 

Figure 2 shows the scheme of the semi-active vibration control device, which con-
sists of the piezoelectric actuator of the effective spring constant K and the capaci-
tance CS. The piezoelectric actuator separates the object of a mass M from the 
source of vibrations.  
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Fig. 2. Mechanical and electrical scheme of the semi-active piezoelectric shunt vibration 
control device, which consists of the piezoelectric actuator connected to the negative ca-
pacitor.  

Transmissibility TR of vibrations transmitted through the piezoelectric actuator 
is defined as a ratio of the transmitted acceleration at over the incident acceleration 
ai at the reference source point, i.e. TR = |at/ai|. In this work we consider the trans-
mission of vibrations of angular frequency ω through the viscoelastic element of a 
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spring constant K and the mechanical quality factor Q on an object of a mass M. 
By solving the equations of motion in the steady state, one can immediately arrive 
at the formula for the transmissibility of vibrations: 

( ) ( )
( ) ( )

2 2

22 2 2

' '' '

' '' '

K QK QK
TR

K QK Q K Mω

+ +
=

+ + −
.   (4) 

It is seen that by reducing both the real and imaginary parts of the effective spring 
constant K, it is possible to easily reduce the transmissibility of vibrations.  

Straightforward calculations of the effective capacitance of the negative capaci-
tor shunt circuit with an operational amplifier shown in Fig. 2 yield the formula: 

1 2 2 2
0 1 0 0

1 2 1 0 1 0

( , , ) u

u

R R A R Ri i
C R R C C

R R A R R R R
ω

ω ω
⎛ ⎞ ⎛ ⎞+ −≡ − ≈ − −⎜ ⎟ ⎜ ⎟+ + ⎝ ⎠ ⎝ ⎠

,      (5) 

where Au is the output voltage gain of the operational amplifier and the approxi-
mate formula on the right hand side stands for the case of the ideal operational 
amplifier, i.e. Au→∞. Considering the frequency dependence of the piezoelectric 
actuator capacitance 

0
0

0

( , , )
1

S
S S S

S S

C
C C R

i C R
ω

ω
≡

+
,                                    (6) 

by proper adjustment of resistances R0 and R1, it is possible to achieve at given 
frequency ω0 the condition CS(ω0, CS0, RS) = -C(ω0, R0, R1), which yields the situa-
tion when the effective spring constant K tends to zero (see Eq. (3)) resulting in 
the suppression of the transmissibility of vibrations TR.  

4   Experimental Data and Results of Modeling 

The negative capacitor was realized using LF 356N operational amplifier. Its out-
put voltage gain was approximated by the function Au(ω)=A0/(1+iω/(2πf0)), where 
A0 = 105 dB and f0 = 100 Hz. Figure 3 shows the frequency dependence of the 
transmissibility of vibrations in two situations when negative capacitor was dis-
connected from (dashed line) and connected to (solid line) the piezoelectric actua-
tor. In the latter case the negative capacitor was adjusted to achieve the minimal 
values of the transmissibility of vibration at the frequency 800 Hz. 

At the first step in our analysis, we performed fitting the experimental results in 
the former case to our model. We extracted values for the mass M = 1.69 kg, 
spring constant K = 1.75 × 107 F/m, and mechanical quality factor Q = 11. The fit-
ted value of the mass well agrees with its value of 1.77 kg obtained by direct 
measurement. At the next step, we measured the capacitance of the piezoelectric 
actuator using ESCORT ELS-3133A LRC-meter at the frequency 1 kHz, which 
gives the values Cs = 6.94 μF and RS = 0.87 Ω. Capacitance of the reference  
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capacitor was C0 = 4.7 μF. Then, we performed fitting the experimental data in the 
case when the negative capacitor shunt was connected to the piezoelectric actua-
tor, which yields the values of R0 = 1 317 Ω, R1 = 40 393 Ω, R2 = 59 607 Ω, 
RS = 0.92 Ω, and value of the effective electromechanical coupling factor k = 0.06. 
It is seen that the fitted value of RS corresponds to the directly measured value.  
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Fig. 3. Frequency dependence of the transmissibility of vibrations transmitted through the 
piezoelectric actuator. Open circles represent experimental data. Dashed and soled lines 
represent the theoretical prediction of our model calculated from Eqs. (3)-(6) where the 
negative capacitance shunt circuit was ON and OFF, respectively.  

Using the fitted values, we calculated from Eqs. (3), (5), and (6) the frequency 
dependencies of the real and imaginary parts of the effective spring constant of the 
piezoelectric actuator, which is shown in Fig. 4. It is seen that at the frequency 
800 Hz at which the negative capacitor was adjusted to achieve the minimal 
transmissibility of vibrations, the value of K’ reaches minimum and K” equals ze-
ro. It is also seen that at mechanical resonance frequency 500 Hz the value of K”  
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Fig. 4. Frequency dependence of the real and imaginary parts of the effective spring con-
stant K of the piezoelectric actuator, which is connected to the negative capacitor shunt cir-
cuit, normalized to the value of the intrinsic spring constant of the piezoelectric actuator KS 
calculated from Eqs. (3), (5), and (6). 
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is negative, which yields to the increase of the transmissibility of vibrations at 
500 Hz compared to the case of the disconnected negative capacitor.  

5   Conclusions 

We have demonstrated a simple but very efficient way to realize a vibration con-
trol system using a single piezoelectric actuator connected to the negative capaci-
tor. We have performed frequency measurement of the transmissibility of vibra-
tions and the theoretical modeling of the semi-active vibration control device. 
Using our system, we have achieved a 35 dB reduction of the transmissibility of 
vibrations at the frequency 800 Hz. We have demonstrated an excellent agreement 
of the prediction of our theoretical model with the experiment, which we believe is 
important for deep understanding the function of the vibration control devices. 
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Abstract. The integration of piezoceramics in metal-structures offers the possibil-
ity to achieve different functionalities like active control of dynamic behaviour, 
health monitoring or energy harvesting in structural parts. To avoid the time-
consuming additional application of piezo-modules on a formed semi-finished part, 
piezoceramic-modules were embedded in a double-layer-sheet. The presented 
method of integration allows the forming of the piezo-metal-compounds after the 
integration process. The use of a semi-cured adhesive offers the possibility to form 
the compound avoiding tensile stresses due to shear loads in the piezoceramic-
module. The process limits and the level of operability of integrated piezo-ceramic-
modules after forming were determined experimentally by examining different 
functionalities. In numerical studies using homogenization-localization theories the 
stresses and strains of the piezoceramic-module during different forming processes 
are evaluated. A homogenization of the local periodical substructure with a unit-
cell-model is performed. Global loads of the piezo-module due to forming are 
transferred in a submodel to obtain local loads of the piezo-ceramic. 

1   Introduction 

The industrial use of adaptronic components in different areas of production tech-
nologies belongs to the state of the art. Therefore a lot of piezoceramic materials 
in various structural shapes and with separate characteristics are commercially 
available. Fuel injectors are typical applications in the high-quantity-segment, 
whereby PZT-multilayer-actuators are often integrated in this assembly group [1]. 
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The integration of piezoceramics in sheet metals enables interesting applications 
like health monitoring, the control of the vibration behaviour, an integration of 
crash sensors [2] or energy harvesting for example in the field of automotive indus-
try. The lack of appropriate production technologies is one reason for the rare use 
of piezo-sheet-metal-compounds. To apply laminar piezo-modules on sheet metals, 
the manual affixing with adhesives is necessary [3]. To avoid the time-consuming 
and sometimes impossible application of piezo-modules on formed semi finished 
parts, the integration of piezo-elements in sheet-metal-compounds before the form-
ing process is focused. In this process, the crucial point is the connection of the 
hard and brittle ceramic material with a well formable metallic part. In the follow-
ing, an integration method to overcome this problem is presented. 

2   Integration of a Piezoceramic-Module in a Double-Layer-Sheet 

Figure 1 shows laminar piezo-modules integrated between two metal sheets with 
different thicknesses.  

 

 

Fig. 1. Double-layer-sheet 

To realise a strong bond between module and sheets, the use of adhesive is re-
quired. Epoxy adhesives are capable of bonding metals with high adhesive 
strength. The chosen 2-component epoxy (Sika Icosit 220/15) offers low viscosity 
during the forming process and high stiffness after curing. 

The actuator and sensor action of the compound depends on the distance be-
tween piezo-module and the neutral axis spm-na (fig. 1) which can be controlled by 
selecting sheet metals with different thicknesses. In actuator mode an increased 
distance spm-na effects more actuation of the compound with a given displacement 
of the piezo-module ∆lpm (fig. 1). Analogue, in sensor mode a larger distance spm-na 
enables sensing of smaller actuation of the compound.  

In addition to the mechanical characteristics of the piezo-metal-compound the 
functionality depends on the following properties of the integrated piezo-module: 

 
1.  Plane build-up   3.   High performance 
2.  Secure formability   4.   Possibility for adhesive machining 

 
The use of Macro-Fibre-Composites (MFC), which consist of rectangular piezo 
ceramic rods integrated in a compound with adhesive and an electroded polyimide 
film, turned out to be suitable. 
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3   Forming of Piezo-Metal-Compounds 

With regard to a use in automotive industries, different forming technologies have 
to be evaluated. For basic researches of the formability of piezo-metal-compounds 
simple bending has been analysed. Therefore different specimens were manufac-
tured, whereat the bending radii and the combination of sheet thicknesses were var-
ied to realise different load conditions of the laminar-piezo-modules. To achieve a 
3-dimensional load condition of the piezo-modules stretch-forming, deep-drawing 
and hydroforming operations are accomplished. Figures 2 and 3 show an assort-
ment of specimens with bending radii of 40 mm and 10 mm as well as a stretch-
formed piezo-metal-compound. 

 

R40                              R10          
  

Fig. 2. Piezo-metal-compounds bended with dif-
ferent radii (40 mm and 10 mm) 

Fig. 3. Stretch-forming of piezo-metal-
compounds 

4   Functional Tests of Formed Piezo-Metal-Compounds 

For the evaluation of functionality, different test procedures are implemented. A 
measurement of capacitance allows examination of the copper electrodes at PZT-
fibres and periphery. A damage of electrodes would reduce the active volume of 
whole fibre-material and is indicated by a reduction of capacitance. 

Visualisation and localisation of the damaging of the piezo-module takes place 
by the use of nondestructive computer tomography at Fraunhofer IKTS Dresden. 
This examination shows cracks in the fibres as well as a damage of cords or elec-
trodes (fig. 4). 

To get extensive information about the functionality, furthermore it is necessary 
to analyse the actuator and the sensor effects. 

The research of the actuator effect is realised by a defined electrical load of the 
piezo-module with a trapezoidal voltage of about 1500 V and the measurement of 
the caused displacement also realised at Fraunhofer IKTS Dresden. For checking 
the sensor effect, the compound is deflected by a low-frequent signal of a shaker. 

Certain parts have been analysed with different testing methods. It is shown, 
that bending radii from 75 mm, 50 mm, 40 mm and even 10 mm are realisable 
with a low degradation of functionality. 



260 R. Neugebauer et al.
 

                   

cracks of 
fibres 

damage of 
electrode

 

Fig. 4. Cracks in damaged MFCs illustrated by computer tomography 

5   Numerical Investigation 

Basis for modelling global structures with equally spaced detailed distributions of 
mechanical properties is the usage of homogenization theories. Because of the 
necessary high amount of computational resources, it is not possible to solve a de-
tailed description of a mechanical-mathematical problem with a high-resolution 
model. In the numerical examination a homogenization-localization theory is used 
to obtain both, the homogenized material properties of MFC for the global solu-
tion and within a back-transformation the local stress/strain distributions. 

For Macro-Fibre-Composites in the experimentally examined forming com-
pounds a homogenization among the equality of elastic work was used [4]. The 
elastic properties of the orthotropic plate with its strain components are equated 
with the volumetric elastic work. The amount is determined by element-wise 

summarization. With load combinations iiε  applied in a model of the smallest pe-

riodically repeated structural unit – the unit cell (Fig. 5) – the elastic properties iiQ  

are determined as averaged global values. Index 11 denotes the main direction, 22 
transverse direction and 66 pure shear in the 12-plane. 
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The material characteristic of the components in the unit cell (e.g. electrodes, fibre 
and epoxy-embedding) are assumed to be isotropic-elastic except for the piezo-
fibre-material. The fibre was modelled with orthotropic-elastic material character-
istics from data sheets of manufacturer and without electro-mechanical coupling. 
As a result the homogenized material has also an orthotropic characteristic. 

In the continuum each node on the boundary planes has the same displacement 
as the according node on the opposite plane. Hence unit loads and boundary con-
ditions were applied to the unit-cell as constraint equations. The bending modes 
were implemented under use of anti-cyclic conditions with change of sign of the 
displacement over the height of the cell and zero-crossing at the cell’s middle [5]. 

As a result of the homogenization with separate MFC-components the averaged 
orthotropic material properties for the utilization in the global model are obtained. 
Young’s moduli in fibre and transverse electrode’s direction were calculated as 
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GPaE 01.3111 =  and GPaE 37.2022 = , shear modulus in 12-plane and Poisson’s ra-

tio as GPaG 74.612 =  and 301.012 =ν  in very good agreement with literature [6]. 

The geometry of the unit-cell-model was deduced from micrographs. 

 

 
 

011 ≠ε , 06622 == εε  

Fig. 5. Micrograph geometry MFC; model of unit cell; load-case tension 11 

Initiated loads of the MFC due to the forming operation are modelled with 
global simulations of the forming processes: bending and stretch-forming. The 
two global process models were validated by the experimental results (fig. 6). 

The global total strains of the MFC are subdivided in membrane and bending 
portions and according to the two leading perpendicular material axes. They are 
transferred back to the unit-cell-model. The already computed stresses / strains of 
the load cases within homogenization are then scaled with the global loads and 
combined by linear superposition. As a result the local stresses and strains of the 
MFC-components due to global forming operation are obtained and thus the load 
level can be characterized in detail (fig. 7). 
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Fig. 6. Comparison experiment and simulation – left: bending; right: stretch-forming 

  

Fig. 7. Piezo-fibre with stresses in fibre direction – left: bending; right: stretch-forming 
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6   Summary and Outlook 

In order to resolve the challenging task of the creation of a formable piezo-metal-
compound, the principle of embedding is used. It allows the integration of a MFC 
between two sheets of metal. During the time of a semi-cured condition of adhe-
sive the forming can be performed. Afterwards a strong bond between the module 
and the blanks is generated by curing of the adhesive. In functional tests it is 
shown, that bending radii from 75 mm up to 10 mm can be realised. There is a 
correlation between the active volume of ceramic and the capacitance. Bending 
radii up to 10 mm do not cause a significant reduction of capacitance. Stretch-
forming operations induce a reduction of about 25 %. 

In a numerical study averaged material properties of the piezoceramic-module 
are provided in a homogenization step. Global simulations of the forming are vali-
dated with experimental results. The global forming loads of the ceramic-module 
are transferred to a unit-cell-model to obtain the local stress/strain distributions. 
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Abstract. This paper presents transducer based on idea of detection of angular po-
sition of the rotor in electric micromachines by determination of electrical signals. 
Changes of the resistance cause pulsation of the current passing in the armature cir-
cuit, with angular frequency proportional to the number of commutator sectors. The 
LEM-type (based on Hall Effect) sensors are used as current/voltage transducers. 
Then new method of the elimination of component proportional to mechanical load 
from the signal is used. Proposed method was first testing in computer simulation 
and then the prototype was built and physically tested. New transducer is proposed 
for control application in high dynamic DC drive systems of small size mechatronic 
devices. 

1   Introduction 

A requirement of a closed-loop control, e.g. in the case of problems connected 
with positioning of objects, extorts integration of the micromotor with transducers 
of angle and/or velocity. At the same time, one can note a tendency - maybe not 
fully applicable at present - to eliminate the traditional transducers of the above 
mechanical quantities in favour of identification of position and velocity of the ro-
tor by application of processing easy-measurable electrical quantities, which char-
acterize operation of the micromotor. 

Pursuit for miniaturization of the structure ruled out application of a standard 
measuring unit offered by the manufacturer, i.e. transducer of angular position 
with resolution of e few pulses per revolution, integrated with the micromotor and 
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the reducer, since that would result in elongating the actuator too much. In the 
case of typical rotation-to-pulse angle transducers, a quasi-sinusoidal signal from 
the detector (photodetector, inductive sensor or Hall-effect device) is converted 
into series of digital signals [5]. Resolution of the system is dependent on number 
of the markers (pulses per revolution), while accuracy of angle measurement is 
dependent, first of all, on the accuracy of performing the markers, repeatability of 
the shape of the digitized course and selection of the triggers applied in the system 
for signal digitalization.  

2   Pulses of the Current in DC Micromotor and Their Use for 
Control  

During the work of micromotor the number of supplying sections is changed. In 
case of motor characterized by the odd number of commutator sections (k) two 
cases occur:  

 

• when both brushes contact themselves with only one segment of commutator, 
and the resistance of total resistance of armature circuit Rt assumes the maxi-
mum value Rtmax; 

• when one of brushes contacts with one segment of commutator, and the sec-
ond one short-circuits neighboring two segments - the resistance of total resis-
tance of armature circuit Rt assumes the minimum value Rtmin. 

 
Changes of the resistance cause pulsation of the current passing in the armature cir-
cuit (see Fig. 1). Its frequency is dependent on the number of commutator sectors. 
Number of pulses per one revolution of the rotor is determined by the formula: 

n = 2k     (1) 

where:  n – number of pulses, k – number of commutator sectors. 

 

 

Fig. 1. Pulsation of the DC motor armature current (an example) 

Idea of practical use of such phenomena for detecting of control signals is de-
scribed in papers [1-4].  
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3   Structure of the Transducer  

First, the high limit of the frequencies of the commutation phenomena could be 
find. Exemplary - for the DC motors with no-load speed to 10.000 rpm (estimated) 
and 11 sections in commutator the high limit of the pulsation is equal circa 3.7 
kHz. For transducer the higher components in the current signal could be taken as 
noise.  

The proposed algorithm involves the following steps:  
 

A. Detecting voltage signal from LEM [6] transducer.  
B. Filtering of the high frequency noises. 
C. Detecting and separation of the component proportional to load of the micro-

motor, determined on way of LP filtering of the signal.  
D. Subtraction of the signal “after step C” from the signal “after step B”– genera-

tion of the analogue signal of the pulses.  
E. Digitalization of the differential signal - generation of the TTL length-

constant pulses.   
 
Two analyzed structures for realization of maintained algorithm are presented 

in Fig. 2. 

 

LPFLEM

i

 

LEM

i

LPF1 LPF2

 
Fig. 2. Structure of the transducer: a) basic solution; b) advanced version i – current in ar-
mature; LEM – current/voltage transducer, LPF – low-pass filters 

a) 

b) 
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4   Testing of the Measuring Channel   

First, the simulation model of the micromotor/transducer system has been elabo-
rated in MATLAB/SIMULINK environment (see Fig. 3). In order to model the mi-
cromotor (DCmotor block), one used a classical system of equations of voltages 
and torques complemented with the additional equation that represented pulses of 
the armature resistance. Coefficients of the model for specific micromotors types 
were accepted on the basis of catalogue data provided by manufacturers. The load 
can be added in a form of reduced quantities - moment of inertia and breaking tor-
que (constant or variable). Mathematical formulas of the micromotors model are 
analogue as presented in [1]. For counting of pulses was used model of the typical 
digital counting system, reference position signal was calculated as number of the 
rotor’s revolutions. 

b)

a)

 

Fig. 3. Simulation model a) transducer connected to the DC micromotor and counter,  
b) encoder  

During simulation test the parameters of the filters were fitted. Too high elimi-
nation of the pulses from in the “C step” of algorithm could change phase between 
both signals transformed by differential block. Characterized signals obtained in 
computer simulation test are shown in Fig. 4. After the stage of model studies, one 
designed and built a prototype of electronic circuit of the encoder. The transducer 
of angular position, simplified this way, was laboratory tested (test stand is pre-
sented in Fig. 5) within the range of:  
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• observing the shape of the output signal from the transducer while starting the 
micromotor, as well as under steady-state conditions of its operation; 

• comparative studies of the output signal related to indication of a standard 
revolution-to-pulse transducer (also while staring the micromotor and under 
steady-state conditions of its operation). 

 
In both cases, as in the case of the simulation studies, one focused mainly on de-
termining a so-called "dead zone", where the transducer does not respond to 
changes of the angular position of the rotor during electromechanical transient 
states of the micromotor. Characteristic courses are shown in Fig. 6. 

 

a)

b) c) 

 

Fig. 4. Exemplary results of the simulation tests – fitting of the low pass filter parameters 
using for determination of component proportional to the load (step C of algorithm) a) cur-
rent of the start-up process, b) not effective elimination of pulses of current, c) elimination 
of pulses but too much change of dynamics of the signal 

 

Fig. 5. General view of the test stand (micromotor is connected to the additional measuring 
torque channel used for model identification) 

Micromotor 
under test 

Torquemeter

Encoder 
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a) b) 

c) d) 

 

Fig. 6. Tests of prototype: a), b) changes of the filter frequency, c) operation during start-up,  
d) operation during steady angular speed (inaccuracy of commutator system has influence 
on time intervals between output pulses) 

5   Summary and Conclusion  

The tests of the prototype of encoder based on commutation effects fully proved 
that it is possible to apply the transducer for determining angular position of a mi-
cromotor rotor. During work - the gradual wear of the commutator changes also 
operation conditions of the system, and therefore it is necessary to perform a peri-
odical calibration. However, in many cases the system may be an economical sup-
plement of techniques for measuring the revolution angle of DC micromotors spe-
cially for mechatronic systems with requirement of small M.I. of rotating parts. 
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Abstract. The paper deals with design and construction of PWM controlled DC 
drive for commercial door motion control. The drive control element is ADuC812 
microcontroller, which not only controls Valeo 0273 GML type DC motor but 
also process information from several sensors such as inductive proximity sensors, 
passive infrared motion sensors and fire sensor. Integration of used sensors into 
the drive control system was necessary to solve the problem of commercial door 
motion control according to the user requirements. 

1   Introduction 

The use of the PWM control of DC motor is considered to be one of the modern as 
well as ecological approaches to the motion control of the electrical drives. These 
new designed systems have been replacing out of date drives in last years. The 
whole commercial door system is represented by ten independently opened sliding 
doors and basic requirements for described particular application were given by 
customer.  

The basic function of primary system is to open single sliding door according to 
the detection of human body (or any obstacle) in front of the door area and to 
close it after some defined time with no obstacle detection in the door area. Ad-
vanced function is featured by dependence of primary systems motion when dan-
gerous situation occurs and the doors are opened in sequences with possible dead 
time control.  

The other user door control is possible via manual control when the detection 
system is intentionally set out of order. The reliability of the system is enhanced 
with power supply backup. The 12 Volts DC power system with backup battery is 
fed from the 230 Volts AC power supply.  The battery is able to open all doors in 
the case of external power supply failure.   

2   System Design 

PWM controlled DC drive can be designed in two basic ways. Fist way is the 
logic circuits based solution unit and can be represented by [1]. The second way is 
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the microcontroller based solution we used. The primary system of the commer-
cial door motion system is designed from several parts according to the Fig. 1.  

Basic part is the ADuC812 microcontroller, which not only controls sliding 
door motion but also process information from several sensors. The PWM driver 
is based on BTS780GP power module [2] and the DC motor (M) armature is di-
rectly fed from the power MOSFETs of the PWM driver. The Valeo 0273 GML 
type DC motor (part 1 on Fig. 2) rotation motion is converted to the sliding door 
motion via toothed belt (part 2).  

 

 

Fig. 1. Primary system block diagram  

Motor rpm is measured by HEDR 542 encoder (EN) and the velocity feedback 
is connected to ADuC812 microcontroller where computing programme for the 
door motion velocity stabilization is running. The door position is indicated by 
signal from two GL-N12 series inductive proximity sensors (part 4 on Fig. 2) that 
cause Interrupt ReQuest of the running program. The obstacle in the door area is 
detected by four MS-112 passive infrared motion sensor modules. Fire alarm sys-
tem is not integral part of the commercial door motion system. Signal from fire 
sensor opens the doors one after another or in time sequences.  

The initial conditions such as door motion velocity and PWM signal frequency 
of the full bridge power transistors are entered from user PC via USB interface. It 
is also possible to use USB interface to load the program into control processor 
and to get information from it during program compilation. 

Although ADuC812 microcontroller (part 1 on Fig. 3) has three internal inter-
val timers, PWM signals generation for power module was solved by three exter-
nal programmable interval timers (PIT) 8254 (part 2a) and by delay logic circuits 
(part 2b). Special attention has to be focused on dead time control of the comple-
mentary PWM signals for power module transistors due to possible crossover  
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Fig. 2. Mechanical design (top view) – Valeo drive (1) with toothed belt (2), sliding door 
mounting (3) and inductive proximity sensors (4) 

 

Fig. 3. Electronic design – ADuC812 microcontroller (1) with PWM driver (2), input sig-
nals (3), input signals simulator (4) and USB interface (5)  
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currents [2]. Internal PITs are used for serial communication, rpm measurement 
and run of whole application. Microcontroller controls three external PITs through 
standard SPI interface. The BTS780GP power module contains one double high-
side switch and two low-side switches in one package (part 2c). 

Each primary system ADuC812 microcontroller contains communication inter-
face for cooperation among the control processors of the whole commercial door 
motion system. ADuC812 microcontrollers communicate with each other by 
means of simplex transmission. First primary system opens the first door and 
sends the information via interface to the second primary system when emergency 
signals from fire alarm system or power supply system occur. The signalization 
relay for external signalization system is switched on at the same time. The second 
and next primary systems act similarly.  

3   Motion Velocity Control 

The pulse width of the used HEDR 542 encoder output signal is inversely related 
to rpm of the Valeo DC motor. This pulse width is measured by ADuC812 inter-
nal counter and the final value is rpm inverse value. Certain minimal pulse width 
is needed for rpm stabilization. This procedure just simplifies complicated com-
puting algorithm of the door motion.  

Stabilization of the door motion velocity is shown on Fig. 4. The information of 
door motion (Door_Close and Door_Open) is derived from PWM pulse width for 
BTS780GP power module. Difference between measured (HEDR 542 signal) and 
wanted (entered from user PC via USB interface) door motion velocity is com-
puted (K_Ot_delta) to create control deviation (O_Ot_delta). Maximal control de-
viation (PWM__step_max) is used if the computed difference (K_Ot_delta) is 
higher than set value (K_Ot_max).  

We need to know plus or minus sign (plus_minus) to change PWM pulse width 
for BTS780GP power module correctly. For example, we need to slow down 
when the door is being opened and the measured door motion velocity is higher 
than wanted – the PWM width would be shorter (PWM_minus_step). We also 
need slow down when the door is being closed and the measured door motion ve-
locity is higher than wanted but PWM width would be longer (PWM_plus_step) in 
this case. This interesting fact is caused by unipolar PWM generation unit [2] 
where the PWM duty cycle of the full bridge power transistors is 0.5 when DC 
motor shaft doesn’t rotate. It is necessary to connect motor armature properly to 
the PWM driver or the program would not work.  

Described program design can appear to be too much complicated but all in-
structions are written in assembly language and therefore the use of the classic 
mathematical operation is not possible. Use of the programming language C 
would simplify program design but there is problem with the control processor in-
ternal memory space. ADuC812 has only 2 kB memory space for program and it 
was really tough task to prepare designed program according to it. 
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Fig. 4. Stabilization of the door motion velocity using ADuC812 microcontroller 

4   Conclusion 

To carry out particular tasks from theoretical knowledge can sometimes cause prac-
tical problems. The authors of the article have tried to show one possible successful 
solution of PWM controlled DC drive. The function of the primary systems was 
verified during several hours of testing. The whole commercial door system has not 
been yet put into service because of hall building delay. 

Acknowledgments. The work presented in this paper has been supported by the Ministry 
of Defence of the Czech Republic (Research Plan No. MO0FVT 0000403). 



274 M. Dub and R. Jalovecký
 

References  

[1] Dub, M.: PWM Controlled DC Drive Construction. In: Proceedings of reviewed pa-
pers of 1st International Scientific Conference Special Technology 2006, pp. 131–138. 
Alexander Dubcek University of Trencin, Bratislava (2006) 

[2] Dub, M., Jalovecký, R.: Unipolar PWM Generation Unit for BTS780GP Based Driver. 
In: Jalovecky, R., Stefek, A. (eds.) Proceedings of the International Conference on 
Military Technologies 2009, pp. 978–980. University of Defence, Brno (2009) 

[3] Pechlaner, A., Kern, H., Auer, F.: Throttle Control with Smart Power Bridges and Mi-
crocontrollers of the C500 and the C16x-families. System Engineering Automotive 
Application Note (2000-08-29), http://www.infineon.com/dgdl/SE_ 
0899_electronic_throttle_control.pdf?folderId= 
db3a304412b407950112b41714ad221d&fileId=db3a304412b4079501
12b41714e9221e [cit. 2009-04-08]. 

[4] Patočka, M.: Selected Articles on Power Electronics II (in Czech), 2nd edn. University 
of Technology, Brno (2004) 



 

Sensor BLDC Motor Model in Simulink Environment 

V. Hubík and V. Singule 

Brno University of Technology, Faculty of Mechanical Engineering,  
Institute of Production Machines, Systems and Robotics,  
Technická 2896/2, Brno, Czech Republic 
vhubik@nbox.cz, singule@fme.vutbr.cz 

Abstract. This paper deals with mathematical model of electrically commutated 
motor (BLDC) made up of standard components in MATLAB/Simulink© envi-
ronment and its toolbox SimPowerSystems©. The model is intended to create and 
verify of control algorithms for sensor and sensor-less operating of BLDC motor. 
It is possible to insert it to any complex control systems as a functional block. 
Simulated motor is described by approximately 15 electrical and mechanical pa-
rameters that makes possible to model particular type of BLDC motor as faithful 
as possible. Inserting of parameters and post-processing is realized through well-
arranged “Graphical User Interface - GUI”. 

1   Introduction 

A fundamental element that drives electrical actuator is the DC motor. Nowadays, 
brushless DC motors (BLDC) are widely used, mainly because of their better cha-
racteristic and performance. BLDC motors can be controlled in sensor or sensor-
less mode. The advantage of sensor-less BLDC motor control is that the sensing 
part can be omitted, and thus overall costs and mechanical precision during sensor 
assembly can be considerably reduced. The main disadvantages of sensor-less 
control are higher requirements for control algorithms and more complicated elec-
tronics. An analysis of the input parameters has been performed and a BLDC mo-
tor MATLAB/Simulink model has been designed. Performing simulation and test 
on the BLDC motor model dramatically speeds up development of a new type of 
electrical drive. The BLDC motor model is based on parameter analysis and 
matches the real motor as closely as possible. Development and perfection of the 
model parameters have been running almost 2 years. During this period has been 
created several versions of mathematical model, such as magnetic Hall sensor one. 
Reached records are applied in real hardware by use dSPACE environment. 

2   BLDC Motor Structure 

Brushless Direct Current motors [3] are one of the motor types rapidly gaining 
popularity. BLDCs were designed to replace the electro-mechanical commutator 
sub-system in a conventional Brushed DC motor due to several advantages that are: 
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• Higher reliability 
• Lower maintenance, lower audible noise and electromagnetic emission 
• More power per unit volume due to more thermal efficiency 
• Higher speed range, etc. 
 

In addition, the ration of torque delivered to the size of the motor is higher, mak-
ing it useful in applications where space and weight are critical factors - especially 
in aerospace. To ensure the reliability of electric drives it is normally used sensor 
variation of the BLDC motor. From a modeling perspective it looks exactly like a 
DC motor, having a linear relationship between current and torque, voltage and 
rpm.  The following chapter deals with detail description of the mathematical 
model of the BLDC motor with integrated Hall sensors. 

3   Mathematical Model of BLDC Motor 

The mathematical model of the BLDC motor [3], created in the MATLAB/Simulink 
environment, consists of several independent blocks, which describe its real behav-
ior. For easier orientation it can be separated into three parts - electrical, mechanical 
and sensor.  

The mathematical model is designed to implement as many as possible of the 
parameters supplied by the BLDC motor's manufacturer. The aim is to have a 
model that reliably matches a real BLDC motor. Input parameters are set in spe-
cial M-file, in numbers about 20 values. 

The electrical part models the internal conditions and wiring of the direct cur-
rent motor. It provides fundamental electrical parameters at its outputs such as 
currents and voltages on individual windings. The component's design parameters 
and appropriate driving signals from superior blocks are required as the input  
parameters. 

The differential equation (1) describes electrical behavior of direct current mo-
tor and is solved by numerical methods in Simulink environment. Individual phase 
voltages are evaluated and could be used for sensorless detection of actual rotor 
position. 

WWbemfU
WVU

WVUWVUWVUWVU u
dt

di
LiRu ,,

,,
,,,,,,,, +⋅+⋅=  (1) 

The electrical part of the model is created from parts of the SimPower inte-
grated environment. It can be thought of as an electrical schematic of a motor, Fig 
1. Even if Simulink libraries have the better switching components, such as power 
MOSFET, IGBT or bipolar transistors, it was used only basic ideal switching de-
vice with inverse diode. That will dramatically decrease computation time to real 
value. 

J
BMMMM

dt
d EXTWVU    (2) 
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Fig. 1. Electrical part of the model with power stage 

 

Fig. 2. Mechanical part of the model 

The mechanical part Fig 2 of the model is based on equation of motion (2) and 
simulates the interaction between mechanical and electrical values of the system. 
Actual kinetic torques of individual windings is evaluated according to input cur-
rents, equation (3) from the electrical part. The model also takes into account at-
tenuation forces arising from friction during rotation or from appropriate external 
braking torques on the rotor shaft: 

( )( )numWVUWVUmWVU POLFiKM ⋅−⋅⋅= ,,,,,, sin α   (3) 
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An important output value is the amplitude of induced voltages in particular wind-
ings. This is used for detection of the correct moment for commutation during sen-
sor-less control conditions. These back EMF voltages are evaluated in subsystem. 
The appropriate equation is mentioned below (4). Integration of the equation of 
motion is possible to enable evaluation of instantaneous rotor position and angular 
velocity. This part of model is created in the Simulink environment by means of 
basic integrated blocks, Fig 3. 

( )( )numWVUeWVbemfU POLFKu ⋅−⋅⋅−= ,,,, sin αω  (4) 

The last block of the model is sensor part, which consists of three Hall effect sen-
sors, Fig 3. They are placed on the stator part of BLDC motor.  This kind of electri-
cally commutated sensor motor is the most common. Use of any special sensors 
such as IRC, resolver or other Hall effect one is rare due to overall cost. It is possi-
ble to ensure resolution of 60 degree between rotor and stator with precise position 
of all Hall sensors, so the next commutation state can be determine. Input value for 
the sensor block is the actual rotor angel (alfa) evaluated in the previous blocks by 
double integration of the equation of motion (2). Every Hall sensor has determi-
nated angel of activity by two constant, also visible in the Fig (4). Difference be-
tween on and off state is 180 degrees. Combination of three output codes in 3 bits 
digital form indicates the actual position and simulates behavior of real commercial 
sensor BLDC motor. The block with 'Alfa\_recalc caption' is used to recomputation 
of the evaluated angel (alfa) to the specific range from 0 to 360 degrees. 

Simple condition is used. If the actual angel is in the range determined by  
Hall\_ON and Hall\_OFF constant, output value will be in logic 1, else in logic 0 
state. 

 

 

Fig. 3. Sensor part of the model with 3 Hall sensors. 



Sensor BLDC Motor Model in Simulink Environment 279
 

4   Graphical User Interface – GUI 

The graphical user interface - GUI is possible to execute by double-click on the 
appropriate block in the model, such as BLDC motor block or data store block. All 
GUI windows are created in MATLAB GUI editor and are used for setting the ba-
sic parameters of BLDC motor, Fig 4, parameters of the simulation and final data 
presentation. This will reduce overall development time and make simulation 
more effective and comfortable. 

 

 

Fig. 4. GUI for parameters setting 

It is possible to choose from the preselect courses or from the rollout menu any 
relation between two physical values. Button Multi-plot for the overall picture is 
also implemented in this window. In the Fig 4 is depicted GUI interface for the 
motor parameters setting. Whole window is separated into several parts - electri-
cal, mechanical and sensor. The right side of the GUI is dedicated to load the pa-
rameters from file or to save.  

5   Conclusion 

The project involves the development of control algorithms and electronics to im-
prove run up performance and reliability of the BLDC motor in actuating devices 
for safety critical applications. 

Because of this high demand, simulation and modeling tool are widely used to 
accelerate the development of control algorithms. The simulation results are tested 
on real hardware in dSPACE environment. This type of development is called 
Model based design and is the integral part of every development department. 

Main advantage of this mathematical model is its complex, integrity and possi-
bility to use it in any higher system without need to understand the principle of 
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BLDC motor. From the highest point of view, whole motor model is only the 
other Simulink component in complex Simulink model. 

Acknowledgments. This work was also supported by project No. MSM 0021630518 “Simula-
tion modeling of mechatronic systems” solved on the Faculty of Mechanical Engineering, Insti-
tute of Production Machines, Systems and Robotics, Brno Technical University. 
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Abstract. The paper gives a detailed view on three laboratories of electromechanical 
actuators operated within the frames of 18 modules based on Edipe project. The 
project has been realized with cooperation of 13 partners located in 11 different 
European countries as a Leonardo da Vinci II pilot project. The project is available 
at www.PEMCWebLab.com. PEMCWebLab offers a set of remotely controlled real 
and virtual experiments from fields of electrical engineering mainly from power 
electronics, electrical drives and motion control. The brief overview on project can 
also be found in The Parliament Magazine. 

1   Introduction 

According to the Leonardo da Vinci pilot project, a set of distance laboratories 
based on power electronics and motion control has been realized. This has been 
done within the frames of cooperation between 11 universities from 9 different 
European countries. The project (known as EDIPE -Electrical DIstance Practical 
Education), has been finished in december 2008 with independent testing of 
cooperating industrial partners. 

The basic ideas of the project are to allow the users to connect to the partners 
laboratories through the internet and realize a set of measurement wherever in 
Europe they are. The authors put together a wide set of power electronics oriented 
laboratories connected by developed access technology (booking system). In 
addition, a universal LabView oriented approach has been applied to obtain a 
unique and unified connection of measurement apparatus to web and to end users. 
The measurement process itself has several stages: data collection, data analyze, 
data presentation and data storage. These functions are usually implemented in 
data acquisition systems – DAQ measurement cards.. Designed virtual laboratory 
system are based on LabView, ControlWeb and DasyLab technologies. 
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2   Overview on the Modules 

The laboratories are covering four different fields, depending on authors interests, 
completed with different number of concrete laboratory modules:  

 
- Fundamentals of electrical engineering, 
- Power electronics, 
- Electrical machines, 
- Electromechanical and motion control systems.  

 
Two modules built within the field of Fundamentals of Electrical Engineering 
contain remote experiments on rectifier topologies, resonant circuits and 
semiconductors. Six modules in Power Electronics are based on measurements on 
power converters, their characteristics, operation and behavior, and control 
techniques. Four modules in Electrical Machinery are dedicated to measurements 
of basic characteristics of synchronous machine, DC machine or asynchronous 
machine. Six modules in Electromechanical and Motion Control Systems are 
based on mobile robots behavior and control, experiments on high dynamic 
operation, design of control procedures. 

The user is able to book a required set of measurements. After passing through 
the labs, the user will not only have the measured results, but also will understand 
the theory of measured machinery and became familiar to basic physical 
principles needed to explain the measured technique and technology.  

3   Laboratories of Mechatronical Actuators 

Three of above mentioned modules (laboratories) have been realized by Faculty of 
mechatronics, AD University in Trenčín, Slovakia within the frames of Leonardo 
da Vinci project. One of the objectives of this Leonardo da Vinci project is to 
facilitate the use of the distance laboratories in the field of electrical machinery 
and power electronic. Simulations and remote-controlled experiments, together 
with accompanying of the educational material, support self learning. In this way 
the users can be either students, or unemployed engineers and/or all those who 
want to refresh or update their knowledge can do so on their own and freely select 
the time optimal for them. The experiment can be realized on any web-browser 
platform. For correct functionality it is necessary to accept and install the plug-in 
for distance measurements from LabView. Cookies necessary for user number 
limitations must be accepted. 

3.1   Synchronous Generator Module 

The users of this module are able to verify the principles of 3 phase AC power 
source generators. The experiment will demonstrate the influence of excitation 
and rotor speed on quality and quantity of obtained voltage (current). The user will 
also understand the possibilities and (dis-)advantages of synchronous machinery 
and became familiar to the principles of synchronous electrical machinery. Two 
tasks are prepared for the user – the measurement of load characteristic U=f(I) of 
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synchronous generator loaded with active resistance and constant excitation 
current Ib=const. and the measurement of the regulation (working) characteristics 
Ib= f(IZ) of synchronous generator loaded with active resistance and constant 
supply voltage U=const, where IZ is the required output current. 

Passive load is connected to the synchronous generator. The properties of the 
generator are strongly dependent on the type of load and can be observed when the 
machine is loaded by ideal resistance, capacitance or inductance (R, L, C).  

The synchronous generator speed must be set to nominal by controlled 
servomotor using the controls from Fig. 1. The generator is loaded by three-phases 
six-pulse bridge rectifier with resistance load. The output voltage on generator U 
is measured, together with output current IZ. The excitation winding is supplied by 
DC current source with current Ib. As the speed of the generator has been set, the 
output voltage is within the range from 0 to 400 V (typical value is equal to 
nominal output voltage). This can be done by control of rectified AC source. The 
first value of output voltage U has to be measured with Iz ≅ 0 (Rz set to maximum). 
The value of output current Iz is change by change of Rz value. 

 

 

Fig. 1. Synchronous generator – measurement scheme and web-layout 

The load characteristic will be obtained by measuring the output parameters, 
while the excitation current is at constant value. Changing the resistivity of the 
load also the output current is changed. The obtained results could be written into 
the table. These can be exported to any conventional table processor with typical 
and well-known services of the computer operating system. 

The regulation (working) characteristics of synchronous generator is the 
dependence of excitation current Ib on output current Iz, while the output voltage 
of the generator is constant. The measurement can be done by change of output 
load and change of excitation voltage. The required parameters could again be 
written into the table and postprocessed afterwards. 

3.2   Asynchronous Motor Module 

The users of this module are able to verify the basic principles of induction 
(asynchronous) machinery, demonstrate the influence of applied mechanical load 
on motors speed, as well as the response of motor to direct start procedure. They 
will understand the possibilities, advantages and disadvantages of asynchronous 
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machinery as well as the stable and unstable balance of torques. The task is to 
measure the torque characteristics of the asynchronous motor M=f(n).  

After reaching the required value of voltage supply, the first point (zero load 
condition) can be added to results table. The next step is in loading of the 
asynchronous motor by connected servomotor. After each change of load the 
measured data can be recorded into the table. While it is not possible to measure 
the complete torque characteristics when the motor is supplied by rated voltage, it 
is necessary to reduce the value of supply voltage. To complete the measurement, 
the user must become familiar to dependence of torque on supply voltage and 
different operation modes of connected load (asynchronous servo-drive) – torque 
control and/or speed control. 

3.3   DC Motor Module 

The user of this module will be able to verify the basic principles of DC machinery, 
describe the principles of DC motor with shunt excitation, demonstrate the 
influence of applied mechanical load on values of current supply and understand 
the possibilities, advantages and disadvantages of DC Machinery with shunt 
excitation. It is necessary, at the beginning of the measurement, to reach the 
approximate value of nominal speed of DC motor. This can be done by control of 
servo drive. The required range is from 1950 to 2050 rpm. The DC motor can now 
be connected to power supply by increase of supply voltage (Fig. 2). The value of 
supply voltage can not be higher as 220 V (DC). The asynchronous servo now 
works as a load of DC motor. Controlling the servo the required load torque can be 
set up. The values of electrical power P1, mechanical power P2 and efficiency η 
are automatically calculated during the measurement according to the values of 
voltage, current, torque and speed. 
 

 

Fig. 2. DC motor – measurement scheme and web-layout 

4   Pilot Testing 

The pilot testing has been realized by project subcontractors (industrial partners). 
Each module has been tested by two different users (usually from different 
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country). The testers after passing through the module evaluated the quality of 
offered services [8] with 5 scale expression (5-excelent; 1-worts) applied to 12 
categories. Their opinion can be seen in Tab. 1. 

Table 1. Pilot testing results 

Category Average 
expression 

Clarity of Manual 4,31 
Completeness of the manual 4,34 
References or recommended literature 4,04 
Clarity of the booking process 4,41 
Lay-out of the booking process 4,31 
User friendliness of the booking process 4,21 
Layout, user friendliness, compatibility of the laboratory 4,33 
Fulfilling educational goals 4,57 
Measurement assignment clear 4,33 
Clarity of the instructions during the measurement 4,17 
Evaluation of the measurement 4,29 
Robustness, operating links 4,17 

5   Conclusions 

The power electric laboratories of EDIPE project partners have been presented in 
the paper. A brief overview on 18 modules has been given, followed by detailed 
description of 3 modules realized at laboratories of Faculty of Mechatronics in 
Trenčín. As the project partners are from 9 different European countries, also the 
pilot testers of the project are Europe-wide. Their opinion, also presented in the 
paper, is an important part of the project realization and evaluation. 
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Abstract. Modern production machines contain up to 100 position controlled ser-
vo drives. The setting-up operation of these servo drives is a time-consuming and 
cost-intensive process. The paper presents a new method, which supports the user 
by justifying the position controller automatically. Based on the auto relay feed-
back experiment by Åström and Hägglund, the introduced technique is applied to 
identify a parametric model of the position controlled system by means of gradual 
pole compensation. Therefor, a mechanism has been developed, which automati-
cally adjusts the model parameters according to the time behaviour of the con-
trolled system. The presented algorithm has successfully been implemented in the 
motion control system SIMOTION. In addition, it has been evaluated concerning 
the achievable identification accuracy. Furthermore, examples for the identifica-
tion procedure and the parametrization of the position controller are given. 

1   Introduction 

In respect of the commissioning and optimization of drives today’s operators are 
supported by numerous applications [5] or tuning algorithms [4]. Most of them are 
based on iterative algorithms or are only utilized efficiently by skilled users. Addi-
tionally, not all existing industrial applications can be covered with the known 
tools. As a result, an unsatisfactory tuning as well as a time consuming manual op-
timization is required. If this is estimated to a complete machine with a large 
number of position controlled servo drives, the generated costs and necessary time 
rise enormously. 

The relay feedback experiment [7] is a well known identification approach, 
which and is generally applied to identify a process Gs(s) on its limit of stability. 
For this purpose, the controller Gr(s) is replaced by a relay controller (Figure 2). 
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The method provides a nonparametric model with the characteristics ultimate gain 
(ku) and ultimate frequency (ωu). Based on these two values, several tuning rules 
for PID controllers have been developed. 

With regard to the presented application a parametric model of the plant needs 
to be identified to provide a basis for the controller design. Furthermore, the plant 
parameters (time constant and dead time) are located within the range of the con-
troller cycle time. As a result, the accuracy of the relay feedback experiment is af-
fected negatively. 

2   Formulation of Problem 

In order to obtain a convenient design of a proportional controller (parameter: kv) 
with velocity precontrol (Figure 1) (PV position controller) in the motion control 
system SIMOTION, the controller has to be adjusted very precisely to the subordi-
nate transfer response. The pre-control is mainly used to reduce the following error 
and to allow a separate design for command response and disturbance response. 

 

Balancing
Filter

Differen-
tiation

Command
position

Drive

Kpc/100

kv
-

Actual
position

vTc

 

Fig. 1. Structure of the PV position controller 

As Figure 1 shows, a balancing filter (Finite-duration Impulse Response; pa-
rameter: velocity Time constant) is applied in order to separate the two branches. 
Basically, to represent the controlled system of the servo drive, one time constant 
is sufficient. 

3   Solution Statement 

In the presented approach, the relay feedback experiment is exclusively used as an 
excitation for the plant (Figure 2). The controlled variable x(t) appears as input for 
a compensator Gc(s). The closed loop remains unaffected. The aim is to adjust the 
compensator to the plant parameter by using the method of gradually compensa-
tion of the dominant pole [8]. This approach combines the advantages of the relay 
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feedback experiment (using the critical point on the process frequency response) 
with those of the parametric model identification.  

 

Gr(s)

Gs(s)

adjustment

Gc(s)w y x xc

-

 

Fig. 2. Scheme of Identification 

For a first order transfer function with dead time (FOPDT) 
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Finally, this equation is expanded in terms of two components: 
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In the case of T*=T the term reduces to an integral plus dead time (IPDT) system: 

Y(s)
s
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ek(s)X sT

c
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⎤
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⎡⋅⋅= ⋅−    (5) 

As mentioned above, Y(s) is a relay output signal. With this input sequence, equa-
tion (5) describes the step response of an integrator, an ideal ramp function x(t). 
To adjust T*, expression (4) needs to be evaluated to satisfy the equation as  
follows: 
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The identification process can be reduced to one time constant, because all re-
maining process parameters (static gain of the closed velocity loop k=1, dead time 
caused by communication Td) are known. 

Determining the compensator time constant T*, the selected adjustment crite-
rion is of primary importance to satisfy equation (6). It is necessary to differentiate 
between three cases (Figure 4) by using diverse criteria. Intuitive approaches, like 
determining the increase of the time behaviour of xc(t) or interpreting an error 
function are not suitable for electric drives, because of the expected small time 
constants of the controlled system (0-5 ms) and the dead time caused by commu-
nication (approx. 2 position controller cycles). 
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Fig. 3. Proposed criterion for compensator adjustment 

In the presented method, the oscillation magnitude of xc(t) (Figure 5) is compared 
with the expected magnitude of the ramp function xi(t) from equation (5) and T* is 
adjusted according to the magnitude ratio (Equation 7). 

c

i*
n1n

*

x̂

x̂
TT ⋅=+                                      (7) 

It needs to be pointed out, that only one single measured value of the oscillation 
magnitude is compared to one of the expected magnitude. For the evaluation, only 
the extreme values of xc(t) have to be determined, which entails a high toleration 
of measurement uncertainty. Due to these reasons, this criterion was proven to be 
very fast and highly efficient, because theoretically only one iteration step leads to 
an adequate convergence. 

4   Illustrative Examples 

The application of the presented approach for an electric servo drive (SIMODRIVE 
611U) is illustrated in Figure 5: 
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Fig. 4. Waveforms for different T*/T ratio Fig. 5. Adjustment of T* 

 
Based on the results of the identification algorithm, the parameters of a propor-

tional controller with velocity pre-control in SIMOTION can be calculated. This 
can be realized by using a pole placement method for first order systems with dead 
time [6] as a tuning rule. 
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k

d
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≤                        (8) 

dT*TvTc +=                                        (9) 

This procedure provides the following results with the chosen drive. The quality 
of the controller is usually rated based on predetermined position ramp functions 
as reference input [4], [5]. The graph on the right in Figure 6 shows the optimized 
system. The graph on the left is an example for a balancing filter, which is un-
suitably adjusted to the plant. 

 

   

Fig. 6. Positon control based on identification result 

5   Conclusion 

The paper presents an automatic identification and controller tuning scheme. The 
result of the identification is a time constant of the closed velocity loop. The main 
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focus of the work was the derivation of a powerful criterion to adjust the compen-
sator time constant and the automation of the algorithm in the motion control  
system SIMOTION. The performance of the method was proven through the con-
troller tuning, based on the identified parameters.  
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Abstract. Active magnetic bearing and scarceness passive magnetic bearing are 
being developed for many applications due to their attractive features. Axial flux, 
permanent magnet, slot-less machine is preferably to radial one in mechatronic 
systems using magnetic active bearings. An overview of these machines used in 
pumps is presented in this paper. Pump’s structure, advantages and features of the 
magnetic bearing and disc type motors are clarified. Several interesting pump’s 
solutions are also covered from a variety of perspective. 

1   Introduction 

Permanent magnet synchronous motors, where the magnets have a linear demag-
netization characteristic give a new degree of freedom to motor designers and has 
indicated the general potential of these materials. In particular, for miniature preci-
sion motors, the magnet cost is reduced relative to manufacturing cost. The current 
high cost/volume of magnet materials becomes tolerable in terms of the benefits to 
be obtained. The feature of rare earth magnetic materials, which is attractive in 
many applications, is that it is impossible to affect the magnet characteristic by any 
practical current in the motor windings. If the basic equation for the force or torque 
developed by a motor is considered, it is only the air-gap flux density rather than 
the coercive force which has direct effect on performance. Even in larger sizes, the 
slot-less design has constructional advantages both in winding insertion and mag-
netic circuit tolerances. 

The ability of rare-earth magnets to generate significant flux-density levels in 
open magnetic circuits prompted the investigation of the torque available with a 
completely ironless stator. The stator iron gives no inherent benefit as regards the 
absolute production of torque. The construction of motors without stator iron is 
not to be generally recommended, however. The stator iron can be thought of as 
fulfilling a dual purpose. First, the iron completes the magnetic circuit and sec-
ondly it provides a magnetic screen. Without the latter, operation near to magnetic 
bodies is of feasible and, furthermore, significant drag torques occur on the rotor 
owing to eddy currents induced in conducting bodies situated at considerable dis-
tances from the rotor. 
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2   Realization 

Motors used in our applications are Axial Flux Permanent Magnet Disc Machines. 
Permanent Magnet (PM) machines are increasingly becoming dominant machines 
with the cost competitiveness of high energy permanent magnets. As for the axial 
flux PM machines they were used in our application because they have a number 
of distinct advantages over radial flux machines when used in mechatronic system 
using magnetic active bearings. They have planar and easily adjustable air-gaps. 
The noise and vibrations levels are less than in the conventional machines. Axial 
flux surface magnet PM machines including slot-less construction was found to be 
advantageous for our design. The review and theory as well as General purpose 
sizing equations for these types of disc motors are mentioned in [1]. Axial flux 
machines can be constructed in many ways. Two of our designs are presented in 
the Fig.1 and 2. 

Within the frame of cooperation between Victor Kaplan Department of Fluid 
Engineering and our Department, we tried to find a solution for design and realiza-
tion of the motors, magnetic bearings and drives for special pumps.   

We started with the drive for Total Artificial Heart (TAH), part of which was 
the slot-less axial flux synchronous motor. The latest type was double turbine de-
sign. The new double turbine blood pump solution consist of a fix part of pump 
stator with two inlets port of the pump and two outlets for the left and the right 
ventricle. In the middle part of the stator is slot/less disc winding of the permanent 
magnet axial flux synchronous motor, which is without iron core. The rotor disc of 
the motor are integrated into the turbine rotor and this system is equipped with two 
active permanent magnet discs, which magnetic flux cross through the stator 
winding. The driving torque on the impeller is applied trough the electromagnetic 
interaction between currents in the winding fixed to the housing and embedded 
magnets in the impellers of the turbine. The layout of this prototype is shown in 
Fig. 1(A) and (B).  

For motor control was need small, efficient, reliable power electronics with 
technology for a new and truly universal brushless DC motor concept, the tech-
nology of which must promise the universality essential for commercial develop-
ment at a cost and with a reliability previously unattainable. The system must 
solve two key problems. First, the transducer used in previous concept to sense ro-
tor position had to be eliminated, and second, a single electronics package had to 
be designed that was universal enough to provide constant speed or programmed 
speed changes regardless of changes in load or voltage. In this concept a single 
electronics package with an appropriate power module can control three-phase 
machine of our design. Digital electronics senses motor back EMF to provide 
commutation as well as control motor speed without using the transducer. The 
frequency converter used starts and accelerates motor along a straight line, DC, 
speed-torque curve like any DC commutated permanent magnet motor. The ma-
chine can be theoretically of any size, can have any number of poles, and can have 
three or two phases winding. The armature and field need only to produce a gen-
erated voltage when operated as a generator. The power electronics varies in size 
with the size of the motor. Frequency converter TMM 40e and control circuits of 
the magnetic bearings are supplied from the stabilized source of the DC voltage. 
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Input voltage of the frequency converter is 15V, input voltage in the case of sys-
tem with magnetic bearings was 24V. Nominal current of the motor is 3A and cur-
rent of magnetic bearing 1A. 

Frequency converter employs advances solid state sensing and logic technology 
to control the switching of DC power to an AC synchronous machine. The result is 
a motor with unprecedented flexibility. With only minor control system changes,  
a single unit can be operated as a DC or a speed programmed electromechanical 
control unit. 

 

  

A) Electric motor for TAH pump B) Drive for Total Artificial Heart 

Fig. 1. 

Within the development were realized several different variants and in one of 
these was used active magnetic bearing. Experiences derived from the TAH de-
velopment and realization were used in the industrial pump design, mainly in the 
mechatronic system using magnetic active radial and axial bearing, drive using 
slot-less, disc motor and electronic for motor and bearing control. In comparison 
with traditional (sliding or roller) bearings the magnetic bearings have remarkable 
qualities: they do not require any maintenance, they have a long operating life, 
there are no looses through mechanic friction and they do not heat, they are noise-
less and there is no danger of contamination with lubrication oil near the bearing. 
Magnetic bearings can be used in extreme conditions with a wide range of operat-
ing temperature and in chemically aggressive environment. Active magnetic bear-
ings require complicated control hardware, such as digital signal processor ampli-
fiers, digital-to-analog converters and software. Passive magnetic bearings are 
simple, they do not have power consumption, they take up only little space and 
their price is low. Their disadvantage is a lower loading capacity and dynamic 
stiffness. The permanent magnet by itself is not able to keep the ferromagnetic 
body at free and stable levitation, as was shown by Earnshow as early as 1842. To 
make the passive magnetic bearing stable, an additional mechanic bearing or a 
pair of magnetic bearing must be used. All of these mentioned possibilities were 
used in our projects, but for testing the systems were simplified and some of the 
magnetic bearings were replaced by mechanical ones in both medical and indus-
trial mechatronic systems. These mechatronic systems are unique one for which 
the patent were taken out. 
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Fig. 2. Functional sample of the Industrial Pump Drive and Magnetic bearings. 

3   Conclusion 

Development in design of electrical machines using rare earth permanent magnets 
and production of these machines requires quite new access to the machine design.  

Magnetic field solution, sometimes even in the static and plane type is the first 
step to the scientific solution of the electric machines design. Design was verified 
by field calculation and check in laboratory measurements and results of the field 
in the air-gap were used as a base for the torque, reactance and parasite harmonic 
fields of the machines [5]. Field calculation was made also for the currents (mag-
neto motive force) produced by rotor reaction.  

Next no less important contribution is possibility of the reactance calculation 
both in direct and quadrate axis, which can be used direct in the power equation of 
the synchronous machine. The problem is that this reactance depends on the cur-
rent value especially in the permanent’s magnets machines, where the direct axis 
reactance is usually smaller then quadrate axis reactance. Solution in these prob-
lems can be solved by the new methods of the design in the electrical machines 
using field representation.  

Laboratory tests which are in progress in Department of Power Electrical and 
Electronics confirm all the presumptions and goals of our research.  
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Abstract. The target of this paper is to document influence of increased bus volt-
age of power converter on motor insulation system. This is needed for evaluation 
of motors for 800V DC bus based servo-amplifiers. Increase of DC bus voltage is 
logical consequence of increase power need for servo-drive systems. 

1   Introduction 

Life-time of the insulation materials evaluation is usually related to Thermal en-
durance. This Thermal endurance of film insulated magnet wire, stator varnishes, 
encapsulates and other insulating materials as components and as a system follow 
the combined standards of IEC60085, ASTM D2307 and UL1446. 

These standards for the most part link the known Insulation Classes with 
20,000 hrs as a base life from which to extrapolate from (for example per IEC 
Standard 60085, “Thermal Evaluation and Classification of Electrical Insulation.”, 
the temperature rating for a class of material is defined as the temperature at which 
the average life is 20,000 hours). Therefore use of the extrapolations should be 
considered for relative thermal comparisons, not exact life performance, since 
many other factors impact exact winding life. 

2   Technical Information 

Especially stresses caused by voltage spikes (caused by line reactance also known 
as Traveling Wave, high frequency, high dv/dt spikes) can dramatically degrease 
the Insulation life-time. These voltage peaks may exceed 1700 volts for a 480-volt 
system and these voltage spikes are changing with the supply voltage (together 
with drive BUS voltage) increasing – see Fig.1.and 2. These voltage spikes may 
also cause an insulation break down. 
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Fig. 1 and 2. Wave shapes at different drive power supply voltages (400, 500, 580V AC) 

 

Fig. 3 and 4. Wave shapes (825V DC BUS) at 50µs and 2,5 µs scope time base 

Fig. 1. and 2. show wave shapes at highest BUS Voltage 825V DC at different 
scope time base. Usually there is the wave undulation also on low state of the sig-
nal before rise (red circle on Fig. 4.). 

To check the impact of these voltage spikes to the insulation life time is a test 
proposal - by using a drive connected normally to a motor (no common mode 
choke). The connection between the motor and the drive is by cable of variable 
length to show its influence on peak voltages and dv/dt ratio.  

The drive setting is standard setting for used motor with standard 8 kHz of the 
PWM frequency. It is important to keep the motor temperature at the same level 
and make periodical measurement all key factors.  
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During the testing key performance indicators have to be monitored. Checking 

of insulation resistance is one of the basic methods of evaluation of insulating sys-
tem. This check need to power off the measured motor, disconnection of cable at 
motor side. 

Surge test is used for detection of short connection at winding. The shape of 
forward and backward surge is measured, compared and evaluated. This method is 
very reliable for detection of shortage within the one phase winding; even the in-
sulation resistance to the ground is within the spec. 

Partial discharge (PD) is a localised dielectric breakdown of a small portion of 
a solid or liquid electrical insulation system under high voltage stress. While a co-
rona discharge is usually revealed by a relatively steady glow or brush discharge 
in air, partial discharges within an insulation system may or may not exhibit visi-
ble discharges, and discharge events tend to be more sporadic in nature than co-
rona discharges. 

 

 

Fig. 5. Surge test of on-fault winding

Coil U 
Coil W 

Fig. 6. Surge test of winding with shortage of one turn 

Coil U 
Coil W 
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PD usually begins within voids, cracks, or inclusions within a solid dielectric, 
at conductor-dielectric interfaces within solid or liquid dielectrics, or in bubbles 
within liquid dielectrics. Since discharges are limited to only a portion of the insu-
lation, the discharges only partially bridge the distance between electrodes. PD 
can also occur along the boundary between different insulating materials. 

Partial discharges within an insulating material are usually initiated within gas-
filled voids within the dielectric. Because the dielectric constant of the void is 
considerably less than the surrounding dielectric, the electric field (and the voltage 
stress) appearing across the void is significantly higher than across an equivalent 
distance of dielectric. If the voltage stress across the void is increased above the 
corona inception voltage (CIV) for the gas within the void, then PD activity will 
start within the void. 

Once begun, PD causes progressive deterioration of insulating materials, ulti-
mately leading to electrical breakdown. PD can be prevented through careful de-
sign and material selection. In critical high voltage equipment, the integrity of the 
insulation is confirmed using PD detection equipment during the manufacturing 
stage as well as periodically through the equipment's useful life. PD prevention 
and detection are essential to ensure reliable, long-term operation of high voltage 
equipment used by electric power utilities. 

The equivalent circuit of a dielectric incorporating a cavity can be modeled as a 
capacitive voltage divider in parallel with another capacitor. The upper capacitor 
of the divider represents the parallel combination of the capacitances in series with 
the void and the lower capacitor represents the capacitance of the void. The paral-
lel capacitor represents the remaining unvoided capacitance of the sample. 

3   Measurement 

All of published measurements have been done with scope Tektronix TDS 3012 
and high-voltage scope probe Tektronix P6015A 75MHz (line to ground) and high 
voltage differential probe Tektronix P5210 (line to line). Two motors of different 
size and rating have been measured under comparable conditions.  

 

Table 1. AKM2 and AKM7 motors parameters  

AKM 22C-AN5NR-00 AKM 74P-AN5NR-00 
Ics 1.39Arms Ics 18.6Arms 
Tcs 0.84Nm Tcs 52.5Nm 
Vs 640VDC Vs 640VDC 
Nrtd 8000 rpm Nrtd 2000rpm 

Prtd 0.57kW Prtd 7.52kW 

RLL 19.98Ω RLL 0.48Ω 

 



Cable Length and Increased Bus Voltage Influence on Motor Insulation System 303
 

Table 2. AKM2 (on the left side) and AKM7 measurements  

Cable 
length 

dv (peak) 
[V] 

dv 10-
90% [V] 

dt 
[ns] 

dv/dt 
[kV/μs]

Cable 
length 

dv (peak) 
[V] 

dv 10-
90% [V]

dt 
[ns] 

dv/dt 
[kV/μs] 

  100 1503 1202 360 3,3 100 1670 1336 415 3.2 

90 1600 1280 340 3,8 90 1620 1296 405 3.2 

80 1630 1304 310 4,2 80 1610 1288 330 3.9 

70 1650 1320 330 4,0 70 1660 1328 350 3.8 

60 1690 1352 280 4,8 60 1670 1336 259 5.2 

50 1650 1320 250 5,3 50 1680 1344 248 5.4 

40 1640 1312 240 5,5 40 1650 1320 228 5.8 

35 1680 1344 250 5,4 35 1650 1320 217 6.1 

30 1640 1312 133 9,9 30 1670 1336 122 11 

25 1600 1280 120 10,7 25 1620 1296 125 10.4 

20 1560 1248 110 11,3 20 1570 1256 107 11.7 

15 1440 1152 102 11,3 15 1470 1176 88 13.4 

12 1320 1056 82 12,9 12 1370 1096 81 13.5 

10 1220 976 65 15,0 10 1270 1016 71 14.3 

8 1100 880 70 12,6 8 1270 1016 66 15.4 

6 890 712 61 11,7 6 1210 968 75 12.9 

4 870 696 75 9,3 4 1020 816 80 10.2 

2 730 584 118 4,9 2 970 776 140 5.5 

 

 
 

Fig. 7 and 8. dv/dt ratio and peak voltages for AKM2 (left side) and AKM7 
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4   Conclusions  

Figures 7. and 8. show that maximum peak voltage and maximum dv/dt ratio does 
not occur at the same cable length. Peak voltage culminates at 36m of cable 
length, while the dv/dt ratio is highest at approx. 12m of cable length. Comparing 
both measurements is apparent the difference of dv/dt ratio which becomes worse 
at AKM7 motor, while the peak voltage remained comparable to AKM2.  
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Abstract. Permanent Magnet Synchronous Machines find a place in variety of dif-
ferent applications. There is a common need for enhancement of efficiency for 
electric drives due to general tendency of increase of the energy prices and well-
known environmental issues. This paper summarizes available control strategies 
for an inverse-salient permanent magnet synchronous machine with emphasis on 
overall efficiency of the electrical drive. The discussed drive is primarily designed 
for vehicular technology. A mathematical model of the electrical machine includ-
ing computation of power electronics losses is introduced so that steady-state effi-
ciency at any operational point may be estimated. A part of the process is genera-
tion of power loss profiles dependent on reference d- and q- axis currents as 
controlled variables showing the optimization potential. Efficiency of a drive de-
pends on a selection of control strategy. Therefore, maximum efficiency, maxi-
mum torque-per-ampere and Id=0 control strategies among voltage constrained 
field-weakening strategy are a part of the comprehensive study. A comparison in 
all considered control strategies in terms of drive efficiency is carried out so that 
one may track a difference in efficiency for any defined load point.  

1   Introduction 

Energy-efficient drives play critical role in design of hybrid or electric vehicles 
leading to more sustainable transportation. According to CleanCities initiative, a 
fleet of 82 000 of hybrid vehicles accounted in 87 US cities only in 2007 for total 
savings of 16 millions gallons of fuel. One percent rise of efficiency of electrical 
drive in series hybrid electric vehicles reduces fuel consumption of the vehicle 
over a drivecycle by 2.5% [1]. This paper investigates impact of control strategies 
for Synchronous PM machines on efficiency improvement of the electric drive. 

The approach is presented on an inverse-salient synchronous machine with em-
bedded permanent magnets able to develop 100kW of rated power at 1300rpm 
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with constant power operation in field weakening up to 2800 rpm. This topology 
has been more deeply described in [2]. The machine is able to develop twice as 
much power in overload operation over entire speed range. The machine is de-
signed for the minimum DC bus voltage of 500 VDC. 

2   Model and Parameters of the PMSM 

The machine model assumes abc to dq0 transformation convenient for calculation 
of reference id and iq currents as controlled variables for any control strategy. 
Models for both d- and q- axis including representation of iron losses by a speed –
dependent resistance Rc is depicted on Fig. 1a,b below. 

 
aRdI

dV
qqe iL ⋅⋅ω

dLω

0dI

cR

dcI

 

aRqI

qV

qLω

0qI

cR

qcI

dde iL ⋅⋅ω

PMe Ψ⋅ω

 

Fig. 1. Model of a PMSM in d- (a) and q (b) axis. 

The symbols on Fig 1a,b represent inductance in d- axis Ld and q- axis Lq, 
phase resistance Ra, ΨPM as a normalized flux linkage and ωe as electrical angular 
frequency. Such a model of the PMSM is sufficient for description of the machine 
in terms of voltage equation. The torque production of a PMSM is given by: 

( )( )dqdPMqp iLLipT ⋅−+Ψ⋅=
2
3    (1) 

where pp indicates number of polepairs. The operation of the machine is restricted 
by the maximum voltage constrains so that the input voltage ( )22

qdinp VVV −=  and 

the maximum phase current Ia constraint giving a condition so that ( )22
qda iiI −= .  

The necessary input for performance analysis is machine’s parameters according 
to Fig 1. With consideration of results of Finite-Element Analysis, 
 ΨPM=0.l631Wb, pp=9, Ra=18.2mΩ and inductances in d- axis and q- axis at nomi-
nal current Lq=0.508mH and Ld=0.419mH respectively. However, due to inher-
ently nonlinear structure of the magnetic circuit, inductances depend on the level 
of loading of the machine. Therefore, a Finite-Element Analysis is needed to ob-
tain profiles of Ld=f(Id) and Lq=f(Iq), as is presented in Fig 2: 
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Dependency of inductances on phase current
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Fig. 2. Dependency of inductances Ld, Lq on current loading. 

The resistor Rc, representing core losses of the machine, comprises of two resis-
tor in parallel representing eddy current losses Re and Rh taking into account hys-
teresis losses. The model assumes that hysteresis losses are speed dependent so 
that beebhh RR ,, , where subscript ‘b’ indicates base speed of 1300 rpm. Both 
resistances Re=93.18 Ω and Rh=104.56Ω are obtained from the hysteresis and 
eddy current losses in the iron core at base speed from the analytical model of the 
machine.  

3   Control Strategies for Inverse-Salient PMSM 

The family of inverse-salient machines differs in comparison to most common 
surface mounted synchronous PM machines in terms of inductances dependent on 
angular rotor position with Lq>Ld. That means the machine is able to produce re-
luctance torque. This is an advantage in field weakening operation, which occurs 
once the back-EMF become excessive in comparison to available input voltage as 
is depicted on Fig 3a.  

The basic control strategy which may be applied to an inverse salient machine 
is Id=0 aligning phase current entirely into q-axis so that only magnet torque is 
produced. The Equ 1 then reduces to PMqp ipT Ψ⋅⋅⋅= 2/3 .  A vector diagram 

illustrates this case on Fig 3a. The Maximum Efficiency control strategy is based 
on loss minimization conditions used for obtaining expression for id,ref[3]: 

0=
∂

∂

d

loss

i

P
 and 0=

∂
∂

di

T         (2) 

where Ploss represent losses of the drive, which may be affected by a control ac-
tion. With respect to Fig 1, Ploss comprises of copper PCu and iron PFe loss: 

( ) ( )2222 2/32/3 qcdccqdaFeCuLoss IIRIIRPPP +⋅⋅++⋅⋅=+=   (3) 

The analytical solution for loss minimization solved for id, which might be found in 
[3], appears to be to complex for practical implementation. Therefore, frequently 
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adopted solution is Maximum Torque-per-Ampere (MTPA) control strategy con-
sidering reluctance torque too, which is basically simplification of Maximum Effi-
ciency (ME) strategy assuming ωe →0 and Rc→∞ so that analytical expression for 
id,ref is [4]: 

( ) ( )
2

2

, 42 qs
qd

PM

dq

PM
redd i

LLLL
i +

−⋅
Ψ

−
−⋅

Ψ
=   (4) 

Availability of previously mentioned control strategies reaches above the base 
speed their limitations in terms of available input voltage Vinp. The controller 
needs to fulfil in any case a condition so that: 

( ) ( )( )22222
qaddPMedaqqeqdinp IRILIRILVVV ++Ψ⋅++⋅=+≥ ωω  (5) 

Once the controller starts tracking the maximum available voltage, the machine 
enters into Field Weakening operational mode as is represented by a vector dia-
gram on Fig 3b. Equ 5 needs to be solved in conjunction with Equ 1 in order to 
deliver desired torque and fulfill the voltage constraint in the same time. This usu-
ally requires numerical solution and storage of reference values in a table look-up. 

 

  

Fig. 3. Vector diagram for Id=0 control strategy (a) and field weakening operation (b). 

Among the mentioned control strategies, several others may be found but with 
low spread in motor drives, such as Unity Power Factor Strategy. 

An integral part of drive’s efficiency modeling is a power electronics model in 
terms of assessment of its losses. Power electronics losses consist of conduction 
and switching losses. Conduction losses Pc may be determined out of Volt-
Ampere characteristic of a device in on-state providing threshold voltage Vt and 
dynamic on-state resistance Rd at specific load current so that: 

2
rmsdavtc IRIVP ⋅+⋅=    (7) 

Switching losses Psw generally depends on switching frequency fsw and dissipated 
energy during turning-on Won and –off process Woff:  

( )offonswsw WWfP +=    (8) 

A convenient way of obtaining switching losses is by obtaining the switching en-
ergy as a function of current ( )IfWsw =  from a datasheet of the device by a 

quadratic approximation so that switching loss is function of time-variant current: 
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( )[ ] tTkEtIW asw ⋅= /2sin22
max π          (9) 

Where Emax is datasheet value of the switching energy at maximum current, T is 
period of the current waveform and k is current utilization factor as a ratio be-
tween actual phase current and maximum current of the switching device. 

The model of power electronics losses principally follows the diagram below: 
 

 

Fig. 4. Block diagram describing calculation of power electronics losses. 

Once power electronics and electrical machine’s losses are combined, the total 
power loss profile vs id and iq reference currents depicts what is the optimization 
potential for the drive. The maximum optimization potential depict the cyan curves 
of total drive losses, where the minimum of the power loss function belongs to ME 
strategy, unlike operation with zero id current at y-axis of the plots below: 
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Fig. 5. Loss profiles Ploss=f(id,iq) at 1300rpm, 734.9Nm (a) and 1800rpm, 200Nm (b). 

The biggest potential for loss minimization appears to be at load points, where 
iron losses tend to be proportionally more dominant, that means at high speed/ low 
torque operation as shows Fig 5b.  

4   Comparison in between Control Strategies 

The main objective of the comprehensive study is to highlight, what is the most 
feasible control strategy for a certain operational point or zone. This will be car-
ried out by subtracting efficiency maps for particular strategies. Let assume that 
Id=0 is a datum for the comparison and both MTPA and ME will be able to im-
prove efficiency  η in wide torque-vs-speed range. Fig 6a shows result of subtrac-
tion η (MTPA) – η (Id=0) unlike Fig 6b presents difference η (ME) – η (MTPA): 
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Fig. 6. Difference in efficiency η(MTPA)-η(Id=0) (a) and η(ME)-η(MTPA) (b). 

The optimization potential is restricted by available voltage determining fictive 
line from maximum torque, nominal speed, where the machine starts weakening 
the field down to zero torque approximately at 2200rpm. Either or MTPA are 
therefore not applicable to the top-right hand side corner of the efficiency map.  

5   Conclusion 

MTPA shows benefit at low-speed/high torque operation of up to 1% of effi-
ciency. The gain could be higher in a case of machine with higher level of sali-
ency. ME control strategy maximizes efficiency over entire speed-vs-torque range. 
However, the rise is only up to 0.6% in zones with more dominant iron losses. 
MTPA may potentially bring higher benefit for machines designed for operation at 
higher speed. The final selection must be made based upon a particular drivecycle 
of the machine, which determines overall energy savings. 
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Abstract. Especially in system and conceptual design activities designers resort to 
already existing components that are combined and arranged to a new system 
which has to fulfill a predefined set of requirements. Designers have to deal with 
requirements and constraints that are changing during the development process. 
General goal is an automatic generation of compatible conceptual design propos-
als that meet the predefined requirements such as design space, EMC, etc. To this, 
libraries containing standardized data on components have to be developed. These 
libraries include component specific characteristics and data such as CAx models 
or efficiency factors. In an iterative process compatible systems are configured 
and evaluated by means of CAx based analyses. Afterwards an optimization sys-
tem based on genetic algorithms accesses these data to find optimal configura-
tions. By combining the optimization algorithm with a CAD system, design pro-
posals are directly visualized and can be processed by the designer in the further 
product development process. 

1   Introduction 

In product development processes, computer aided software tools help to avoid 
expensive and time-consuming failures and iterations. The step from a functional 
description of a system behavior to the design of its components is a challenging 
task which can be supported, e.g., by the Contact and Channel Model (C&CM) 
[1]. Starting from a low level of detail, most simulation tools cannot be used in 
early activities. Additionally, there is a huge number of catalogues of different 
manufacturers, especially in multi domain systems. Therefore a further challenge 
is to find an optimal configuration. Designers have to deal with requirements and 
constraints that are changing during the development process. Goal of this work is 
a (semi-)automatic generation of compatible conceptual design proposals that 
meet the predefined requirements. 

2   A New Framework for Computer Aided Conceptual Design 

New products are often based on a combination and arrangement of already exist-
ing components. The new system has to fulfill a predefined set of requirements. 
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Due to this fact new mechatronic interfaces such as connectors and protocols are 
processed using C&CM. It is necessary for designers to be at least familiar with 
the involved domains and their requirements and boundary conditions. Close 
communication is one of the main factors to avoid suboptimal solutions. Further-
more designers have to deal with requirements and constraints that are changing 
during the development process. A fast and automated evaluation of the current 
system design regarding these changes and—if necessary—the derivation of a new 
system design is desired. The impact of fuzzy requirements and boundary condi-
tions on the ‘optimal’ system design should also be considered. In other words the 
task is to map continuous requirements to the discrete world of catalogues. Fi-
nally, a complete and systematic evaluation of possible component configurations 
even off the beaten track could possibly lead to innovative solutions. Manual ex-
ploration of all these aspects is often not possible due to time restrictions in the 
product development process. Since many evaluations can be performed through 
structured procedures, e.g. calculation of the center of gravity for a component 
configuration, an automated computer aided approach seems appropriate. 

Especially in the development process of mechatronic systems, the designers 
have to manage a lot of different catalogues to select the needed components from 
multiple domains like motors, controllers, brakes, sensors, gears, etc. Another 
challenge is to keep ‘up-to-date’ with the newest products and innovations in the 
different domains. Additionally there are diverse kinds of catalogues, e.g. book-
like ones, CDs or web pages, which all have to be organized. Although each cata-
logue is intended to help the designer to find the best suitable product as fast as 
possible, one can find four different ‘levels of assistance’. 

Using a level 0 catalogue—often big tomes with complete product portfolios in 
one single book, annually updated, with text links to compatible components—will 
result in a very time consuming process: new requirements and boundary condi-
tions regarding controllers or sensors can arise by selecting one component. Level 1 
catalogues provide comfortable search functionalities and hyperlinks to compatible 
components. Thus it is faster but not easier for the designer to look for compatible 
configurations. The bulk of manufacturers’ web pages and also most of the product 
CDs offer these functionalities. Level 2 catalogues include tools like component fil-
tering to avoid selection of incompatible configurations [2]. The user does not have 
to look at the text- or hyperlinks to check for compatible components manually. 
This is done automatically by the software. By choosing one component, the num-
ber of possible configurations is reduced to assist the designer in finding the re-
quired combination. All preceding levels are limited to the products of only one 
particular manufacturer. This is in fact unsurprising because every company aims 
to distribute their own products. But from a designers point of view a manufacturer 
spanning solution would be much more auxiliary. A small step towards this goal is 
already realized in terms of CAD-models. In [3] a level 3 approach based on a da-
tabase of over one thousand motors and one thousand transmissions of different 
manufacturers was implemented. This database contains over ten thousand possible 
configurations. The designer has to enter the required torque, angular velocity and 
optional boundary condition and the selection process, based on an automated  
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dimensioning, is executed automatically. This facilitates the selection-process and 
allows faster reactions in case of changing requirements or boundary conditions. 

The remaining disadvantage of this framework is its lack of flexibility regarding 
additional boundary conditions like design space, EMC, resonance frequencies, dy-
namics and other multi-domain effects. Therefore additional tools, like CAx or 
simulation tools, have to be integrated. Also fuzzy requirements or a weighting of 
different criteria against each other are not possible in the existing frameworks. 
Due to the situation described above, efforts in generating a greater support for the 
development of mechatronic systems have been made, see [3] or [4]. 

3   Approach 

We propose a new level 4 catalogue approach that is divided into two main layers. 
The first layer is based on the ‘conceptual verification’ method developed at the 
IPEK and presented in [5]. The second layer supports the designer in the following 
optimization, or rather, evaluation step. Therefore an interaction-process of this 
catalogue with the CAD software Pro/Engineer (ProE) is presented. The whole 
framework aims to assist the designer in time-consuming and simple tasks in order 
to gain more time for the creative part of his work, which cannot be transferred to 
a computer. 

When designing complex new systems, the design task is commonly segmented 
into smaller subtasks resp. subsystems. For complex mechatronic systems a seg-
mentation based on the functional structure as proposed in [5] is recommended. 
The objective of the first layer is the generation of compatible design proposals for 
these subsystems. The therefore required library has to contain all component spe-
cific information like engine speed, torque, efficiency factors, CAD data but also 
metadata like type of motor, compatibility parameters, level of preference for a 
specific component, etc. To allow easy exchange and update of this library, a 
standardized file format is necessary. We use an XML-based file format. Based on 
this component library the selection process is performed using various require-
ments and boundary conditions. In contrast to the already existing level 3 solution, 
the user has easy access to every property of the components. Therefore a multi-
tude of various criteria can be tested and taken into account when generating de-
sign proposals. The main advantage is the possibility to do so with complete com-
patible solutions. To generate compatible configurations that meet the 
requirements and boundary conditions, several steps are executed: Firstly the total 
number of possible configurations has to be reduced by eliminating the component 
combinations that do not lead to feasible configurations. If looking for an electric 
drive unit for example, only electric components were selected. Secondly ‘don’t-
like’ components were eliminated to realize company specific preferences. Thirdly 
components with parameters outside a specific range were eliminated as well. 
Then the generation of compatible configurations is performed. This is done by 
creating all possible combinations of e.g. motors and gears following the product 
hierarchy. Every potential solution consists of ‘component primitives’, that are 
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combined using one library for each primitive. CAD-models can be used either for 
the selection process or for the later step. Additionally the designer does not have 
to look for each single model, if a configuration is chosen at the end of the proc-
ess. Within the selection process, the models can be used for a multitude of analy-
sis, e.g., design space or centre of gravity. For a correct assembling of single com-
ponents in the CAD environment an approach based on C&CM is used. Each 
component has to be provided with working surfaces for connecting them to each 
other and to a possibly existing environment. In Fig. 1 an early concept of a hu-
manoid robots elbow can be seen [6]. At the moment this time consuming step 
must be performed by hand. 

 

       
Fig. 1. Colliding and therefore rejected (left) and accepted (right) design proposals 

Additionally a new concept of mechatronic interfaces is used to determine the 
validity of design proposals. To realize the integration of fuzzy or indistinct re-
quirements, thresholds and ranges are used. The evaluation is accomplished itera-
tively for each single criterion to steadily reduce the number of possible solutions. 
The evaluation methods vary strongly in their computing time. Hence the optimal 
sequence regarding the computing time of those tests will be evaluated automati-
cally in the future. The output of this processes are several different design pro-
posals that fulfill the requirements. By creating a target function containing the 
fulfillment level of each criterion, a customized weighting of the different re-
quirements can be realized. The final design proposals are further optimized by 
the optimization layer. Initially it is a time intensive process to collect all relevant 
datasets and to feed them into the database. But firstly this has to be done only 
once resp. for new data only and the longer the catalogue is used, the bigger is the 
benefit of this framework. Secondly the long term goal is to establish a standard 
catalogue system. Each company could provide their catalogues to facilitate it for  
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the user to keep its own library up to date. This concept offers also big advantages 
to manufacturers: a fast distribution of a new product, resp. the knowledge that a 
new product is available, without having to wait for the new printed catalogue. 

After having generated a set of compatible component configurations it is nec-
essary to arrange the components spatially, i.e. to define position and orientation. 
During this process several restrictions such as design space, EMC, etc. have to be 
taken into account. In order to provide an automated process, we propose an inte-
grated approach using a combination of CAD (e.g. PTC Pro/Engineer—ProE), 
CAx and genetic algorithms. There are several free and commercial software im-
plementations. We are using the software package DAKOTA (Design Analysis 
Kit for Optimization Applications) [7]. In order to integrate ProE, CAx and 
DAKOTA, it is necessary to develop an interface (based on Perl and Java/Jlink) to 
link DAKOTA and ProE models of the components chosen in the iterative selec-
tion process described above and—if necessary—to further CAx analysis tools. 
During the process, parameterized ProE models related to the respective compo-
nents are loaded, assembled and located using a parameter set. 

A simple mechatronic demonstrator system consists of an energy source (com-
ponent A), an engine, gear box and sensor (component B). Component B results 
from a variety of possible configurations selected in layer 1. Fig. 2 shows an in-
termediate optimization step for cable routing to connect components A and B in a 
suitable way. 

 

   

Fig. 2. Screenshot of the ProE model during the optimization of cable routing (layer 2) 

The cable is modeled using a spline with supporting points that are modified it-
eratively by the optimization algorithm. In this demonstrator system, the cable has 
to be guided through a restricted design space. The configuration is analyzed by 
ProE with respect to collisions and radius of curvature. Data between ProE and 
DAKOTA are exchanged using small ASCII files including a new set of parame-
ters for ProE or evaluation results for DAKOTA. Due to its high flexibility, the 
user may integrate additional analyses such as FEA. Further information on the 
implementation and a detailed example can be found in [8]. 

cable(s) 

restricted 
design 
space 

compo-
nent A 

compo-
nent B 
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4   Summary and Future Work 

This article introduced a novel method to support designers in conceptual design 
phase by means of a computer aided approach. General goal of this framework is a 
(semi-)automatic generation of compatible conceptual design proposals that meet 
the predefined requirements. Currently, the presented method is being imple-
mented in a software tool. Amongst others the method will be evaluated during the 
development process of the humanoid robot ARMAR IV and V [6]. This will in-
clude extending the current elementary component library. On the one hand this 
extension will be done regarding components of one class (motors, sensors, etc.) 
and on the other hand by adding new component classes (couplings, brakes, etc.). 
It is also intended to integrate C&CM, detailed CAD models of manufacturers to 
enhance accuracy of design space analyses, masses, etc. Besides CAD models, a 
connection to CAx tools such as Multi Body Simulation or Finite Element Solvers 
to improve analysis capabilities is possible. Due to performance reasons a further 
goal is to feed back knowledge acquired in former development processes. 

Acknowledgments. We are grateful for the support of the DFG (Deutsche Forschungsge-
meinschaft) within the Collaborative Research Centers 499 ‘Micro Molding’ and 588 ‘Hu-
manoid Robots’. 
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Abstract. The paper deals with the designing of a combustion chamber of the Stir-
ling engine using the CFD approach. Virtual prototypes enabled to optimize the  
parameters in the combustion chamber, to increase efficiency of the energy conver-
sion, and to decrease emissions. The presented results help to increase the Stirling 
engine efficiency together with a significant time decrease of development process. 

1   Introduction 

Efficient utilisation of biomass for energy can be achieved with a minimum of en-
vironmental impact if biomass is used for small-scale combined heat and power 
(CHP) production in smaller towns and villages close to biomass production sites 
as well as in the wood processing industries. In the range of an electric power out-
put up to 100 kWel Stirling engines are presently the only useful technology for 
CHP generation based on solid bio-fuels which has the potential to meet the tech-
nical end economical demands in an environmental way [1]. 

Stirling engines for CHP plants using gas as fuel have been developed for more 
than five years at the Brno University of Technology, Institute of Automotive En-
gineering. As a part of these activities a 500 W pilot Stirling engine was build. 
The pilot engine development has been supported by advanced computational 
modelling. 

Requirements for computational modelling of different physical phenomena 
rise in the present time. Dynamics of Stirling engine components or dynamics of 
fluid processes of external heat supply engines are specific which is given by the 
fact that the course of observed values (force, temperature, pressure, heat transfer, 
etc.) is periodical [3].  

Modern computational models like Multi-body System (MBS), Finite Element 
Method (FEM) or Computational Fluid Dynamics (CFD) deliver relatively accu-
rate results but only if correct inputs are included. This represents a fundamental 
drawback of modern computational methods. The correct inputs can be greatly ob-
tained from measurements, therefore, the measurements are continuously a fun-
damental part of the Stirling engine development. 



318 Z. Kaplan, P. Novotný, and V. Píštěk
 

The development of a Stirling engine starts with an initial design of thermody-
namic engine parameters. These proposals significantly affect engine geometry 
(engine displacement, working medium etc). However, there are still many restric-
tions, one of the strictest ones is the economical aspect and this has to be carefully 
considered.  

 

 

Fig. 1. CAE models and first prototype of Stirling Engine 

After the main engine parameters are proposed the accent is changed to ad-
vanced CAE (Computer Aided Engineering) computational models. CAE models 
of the Stirling engine are presented in Figure 1. Stirling engine geometry is set to 
an initial cranktrain position for the start of all simulations. If flow processes are 
to be studied, a volume of a working medium (for CFD calculations) has to be 
created by a subtraction of a Stirling engine CAD model from a properly chosen 
volume. The design phase finishes with a real prototype of the Stirling engine. The 
real prototype engine also enables to validate CAE calculation results. 

2   Stirling Engine Combustion Chamber    

The main objective of the Stirling combustion chamber development is to ensure a 
uniform heat transfer to the heater tubes, beside a reduction of the internal mani-
fold volume, and to adapt the geometry of the Stirling heater in order to allow an 
efficient implementation of components like a burner or an intake manifold. The 
CAD model of resultant version of Stirling engine combustion chamber is pre-
sented in Figure 2. 

The Stirling heat exchanger includes 24 u-shaped tubes connected to the cylin-
der side. The burner is positioned in a combustion chamber axis and can be axially 
moved. The intake manifold is placed tangentially to a outer cover of the combus-
tion chamber and enables efficient air warm-up. 
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Fig. 2. CAD model of Stirling combustion chamber 

3   Design of Combustion Chamber Volume 

During the development phase a number of versions of air intake manifolds have 
been investigated. The experiences as well as CFD results confirmed the tangen-
tial position of the intake manifold.  

 

 

Fig. 3. Combustion chamber outer volume design versions and results 
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Figure 3 shows the CFD computational model and result examples of two ver-
sions - intake manifold located centrally and tangentially to the combustion cham-
ber outer cover. The tangentially placed intake manifold reduces flow losses and 
enables a better warm-up of air compared to the centrally placed intake manifold. 

4   Burner Position Solution 

The proposed pilot Stirling engine fuel is gas supported from a gas-bottle. Gas en-
ters the combustion chamber thru a nozzle and a burner. Air and gas mixture burns 
and resultant heat is distributed to the heat exchanger pipes.   

A burner position can be axially changed to achieve the optimal combustion 
process. First burner designs showed large non-uniform temperature distribution 
on the heat exchanger pipes. After a few design modification the final design has 
been proposed and suitable temperature distributions have been achieved. The ax-
ial position of the burner pipe can be easily adjusted for the best working condi-
tions. Figure 4 presents details of three burner pipe positions and results (pressures 
and velocities) on section plane for the final burner design.  

 

 

Fig. 4. Burner position description and results 
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5   Complete Combustion Chamber Solution 

The combustion chamber is mainly made from 2 mm steel plates connected by 
welding technology. The combustion chamber design can be characterized as a low 
cost because this is one of the current Stirling engine design objectives. Therefore, 
all the shapes (channels, pipes etc.) are not ideally designed for fluent flow. 

 

 

Fig. 5. Combustion chamber model and results 

The complete combustion chamber is modelled by using CFD as well. The 
computational hybrid mesh includes hexa and tetra cells with defined boundary 
layers. Figure 5 shows the computational model and examples of results like flow 
streamlines or velocities and pressures in cut plane. The results are presented only 
for the final design of the combustion chamber.     
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6   Conclusion 

The combustion chamber of the Stirling engine with electric power output 500W 
has been successfully resolved and the experience enable to produce a new com-
bustion chamber for more powerful Stirling engines prepared by our team of re-
searchers. Computational models of thermodynamic processes in the combustion 
chamber and in the Stirling engine respectively have been created as higher-level 
computational models based on CFD models of physical processes occurring in 
real units, using only the minimum simplifying assumptions. Developed and suc-
cessfully verified computational models will be greatly used before the future, 
more powerful Stirling engine is made. All performed technical experiments will 
also offer advances in the future. Computational models and technical experiments 
will speed up the development of Stirling engines with better technical and eco-
nomic parameters. 

Acknowledgments. Published results were acquired using the subsidization of the Ministry 
of Education, Youth and Sports of the Czech Republic, research plan MSM 0021630518 
"Simulation modelling of mechatronic systems". 
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Abstract. A successful realization of Stirling engines is conditioned by its correct 
conceptual design and optimal constructional and technological mode of all parts. 
Initial information should provide computation of real cycles of the engines. The 
paper presents calculation models of engine part strength, dynamics and thermody-
namic cycles of the external heat supply engines. High-level FE (Finite Element), 
MBS (Multi Body System) or CFD (Computational Fluid Dynamics) models aris-
ing from the description of real processes which run in an external heat supply en-
gine are used for virtual prototype of Stirling engine. 

1   Introduction 

The goal of the research team’s work was to create a modern Stirling engine. A 
virtual prototype of the Stirling engine as a complex computational model of a 
higher level is an instrument for a successful Stirling engine design. This virtual 
prototype shall enable solving issues from the area of dynamics and fluid mechan-
ics of a mechanism with high accuracy (by as much as one order) as required for 
further solution of control and diagnostics of a micro plant for combined produc-
tion of heat and generation of power with the Stirling engine. The solution dealt 
with γ-modification Stirling engine with the useful output up-to 500 W [4]. 

2   Development Process of Stirling Engine 

The development process of Stirling engine starts with an initial design of thermo-
dynamic engine parameters. These proposals determine basic engine properties 
(an engine displacement, working medium etc.). However, there are still many re-
strictions. One of the most strictest ones is the economical aspect which has to be 
carefully considered. 

After the main engine parameters are proposed the accent is changed to ad-
vanced CAE computational models. The development process and computational 
methods are presented in Figure 1. The process continues with the first prototype 
of the engine. The real prototype enables to validate calculation results. 
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Fig. 1. Stirling engine development process 

3   Stirling Engine Driving Mechanism Dynamics 

Various alternatives of the crank mechanism or the rhombic mechanism are usu-
ally applied as the driving mechanism of the Stirling engine. It can also be realised 
as an engine with free pistons.  

A centric crank mechanism has been applied for the piston and a centric crank 
mechanism with a crosshead has been applied for the displacer in the Stirling en-
gine. While the issue of the dynamic balance of the driving mechanisms has been 
well elaborated and is based on the fact that both the geometrical and mass pa-
rameters of individual cylinder units are identical in internal combustion engines, 
these prerequisites are usually not met in case of the Stirling engine. 

Multi-body systems can be applied as effective tools for solving Stirling engine 
dynamics. Multi-body systems enable solving different dynamic issues of complex 
systems combining rigid and flexible bodies. In the case of Stirling engine mecha-
nisms, they can be used to find the optimum alternative for balancing the driving 
mechanism. 

When the mechanism moves, inertial forces of different moving parts take ef-
fect, causing vibrations and must be "captured" by means of the machine seating. 
A virtual mechanism prototype has been created in the multi-body system and the 
end-point trajectory of inertial force resultant vector traced during one engine 
revolution running at the unit angular velocity of the crankshaft.  

4   FE Analysis of Main Parts 

FE computational tools enable calculations of engine part strength including fa-
tigue calculations. Loading (forces, pressures, temperatures etc.) can be obtained 
from MBS or CFD results. For example, Figure 2 shows FE analysis results of 
displacer piston deformations for two design variants. The first version of the dis-
placer piston includes ribs and the second one is without any ribs. 
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Fig. 2. FE analysis of displacer piston deformation for two variants 

5   Regenerator of Stirling Engine 

To use the positive effect of regenerative heat accumulation on the thermal efficiency 
of Stirling engine, the real regenerator should meet the following requirements: 

 
• Heat capacity of regenerator material should be as high as possible. 
• Heat conductivity of regenerator material should be as high as possible. 
• For growing values of heat transfer coefficient, a temperature difference be-

tween the working gas and the regenerator material decreases; this then de-
creases energy losses through the heat transfer. To reach higher values of heat 
transfer coefficient, it is necessary to increase the velocity of working gas flow. 
This can be obtained through decreased sectional areas, and consequently a de-
creased regenerator free volume. 

• The surface area for heat transfer in the regenerator should be as large as possi-
ble. 

• On the other hand, a free volume of regenerator decreases pressure amplitudes 
and thus also the output of Stirling engine. 

• Pressure losses in the regenerator should be as little as possible. 
 
Based on the comparison of the above, mostly contradictory requirements, it is 
evident that at present there is no real material to meet these requirements. A 
search for appropriate regenerator material is therefore an optimization problem 
that always has to be re-solved for each particular Stirling engine. 

Operational revolutions of Stirling engines are usually in the range of 900 - 3000 
rpm so that time intervals for accumulation and removal of heat in the regenerator 
are relatively very short. Therefore the appropriate structures of regenerator should 
have the largest possible ratio of the surface area to the volume, and also high heat 
conductivity. Examples of appropriate material structures for the regenerator are 
shown in Figure 3. 
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Fig. 3. Examples of appropriate regenerator material structures 

Metal materials (e.g. high-quality steel, copper or bronze) have higher heat ca-
pacity and better heat conductivity than ceramics. Therefore, the layers of fine 
wire netting often form the regenerators of Stirling engines. For optimization of 
regenerator, it is necessary to construct a sufficiently accurate computational 
model for determination of its heat and pressure losses. 

The empirical Darcy’s law has been applied for flows through porous media 
when the Reynolds number based on the pore size dp is very small. The momen-
tum equation for fluid flows passing through an isotropic media is given by 

K
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Uν=Δ− ,     (1) 

where p is the pore pressure, ν the fluid viscosity, and  U the Darcy velocity. Here, 
Darcy velocity is taken as a superficial velocity by regarding the media as a con-
tinuum and ignoring the details of porous structures. The permeability, K, is de-
fined as 
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where Φ is the porosity of porous material and a is a constant to parameterize the 
microscopic geometry of the porous materials. 

Engineering practice requires the operation of flows in porous materials at high 
Reynolds number, such as those in Stirling engine regenerators. Experimental evi-
dence showed that equation (1) was unable to describe the flows at high Reynolds 
number.  

On the basis of experimental data, the equation (1) was gradually supplied with 
further members (Ergun, 1952) that extend its validity to a larger range of Rey-
nolds numbers under a steady flow 
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where ρ is the fluid density and the Forchheimer coefficient F is given by 
3/ φabF = where b is again a constant to parameterize the microscopic geometry 
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of the material. The dimensionless coefficient H, like F, is a function of porosity 
and microscopic solid geometry. There remains a task to construct a model for un-
steady flows through porous materials, which to the first-order approximation is 
valid over the entire ranges of time scale and Reynolds number. 

 

 

Fig. 4. CFD model and result examples of Wire Netting-type regenerator 

Contemporary tools of Computational Fluid Dynamics (CFD Software) offer 
new possibilities of solving the problems of heat flow and transfer in Stirling en-
gine regenerators. Figure 4 illustrates the example of wire netting-type regenerator 
material structure, its CFD model and examples of CFD results. Initial and bound-
ary conditions (fluid flow velocities, temperatures etc.) for solution are obtained 
from CFD global model of Stirling engine. 

6   Conclusion 

The virtual prototypes including thermodynamic cycles or dynamics and strength 
of components of the Stirling engine are being created as higher-level computa-
tional models based on CFD, MBS of FEM models of physical processes occurring 
in real units, using only the minimum simplifying assumptions. New computational 
models are created after the necessary number of technical experiments is made. 
They will speed up the development of Stirling engines with better technical and 
economic parameters. 

These computational models enable to compare different regenerator types like 
Wire Netting, Tubes, Stuffed wire mesh and Honeycomb ceramics relatively 
quickly. Different balancing of driving mechanism or designs of displacer pistons 
can be analyzed by these models as well. 

Figure 5 presents the real prototype of Stirling engine with computed and meas-
ured brake power and total efficiency. 
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Fig. 5. Stirling engine prototype 
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Abstract. The material presented in this paper is an attempt to lay down require-
ments for the planned design of an insulin pump. It seems important to establish 
proper requirements for a device before starting developing any design for an in-
sulin dispensing device. This paper is a compilation of medical requirements along 
with user suggestions of presently offered insulin pumps. For a scientific point of 
view we are going to propose the closed loop insulin dispensing device with con-
trol built on the base of predictive neural network system. The blocks of such a 
systems are listed and main problems to overcome defined.  

1   Introduction 

An insulin pump is a device used for continuous dosage of insulin at a selected 
rate. An ordinary insulin pump is automatic drug-dispensing device that works in 
open loop mode. This means it exactly follows programmed drug dispending in-
structions with no any feedback form the patient body. Even with such easy job to 
do this device significantly facilitates treatment and improves the lives of diabetic 
patients. 

In conventional insulin therapy [1], two types of insulin are needed:  long-term 
and short-term insulin. Long-term type is used for daily insulin demand. Short-
term type is fast acting insulin that is needed to reduce postprandial blood glucose 
(BG) level and its dose mainly depends on carbohydrates contents in meals. 

An insulin pump uses only short-term insulin, which is distributed evenly dur-
ing the day, so it works on a long-term basis (called basal), and a dose to counter-
act food (called bolus) that works on a short-term basis. Basic information along 
with an example of an insulin pump with an infusion set attached to its user may 
be seen in [2]. Pictures and parameters of the most popular insulin pumps may be 
found on the website of Diabetes Mall [3]. 

This small mechatronics device makes the life of patients more normal. It is es-
pecially important in the case of children. The youngest patients need to educate 
and socialize with their peers and to grow up in better conditions, which is deci-
sive in their future life. 
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Unfortunately, insulin pumps are not easily affordable because of their price, as 
high as several monthly incomes of an average family in Poland. There is no man-
ufacturer of such pumps in Poland, which is one of the reasons of their high price. 
Starting production in Poland would lower the price and make the device more af-
fordable, which is one of the reasons why we started our design. 

Our work is the result of the analysis of the insulin pump market [3] [4] [5] [6] 
[7] [8], various publications [9] [10] and user suggestions. The Internet diabetes 
forums were used as a source of insulin pump user opinions [11] [12]. The pre-
liminary requirements are the compilation of a medical and user requirements 
along with existing product parameters. 

There were two (as far as we know) attempts to design an insulin pomp in Po-
land, but so far there is no working model or prototype available. 

From a scientific point of view we are going to propose an original and intelli-
gent system of insulin administration with BG sensor closing the loop. This closed 
loop insulin dispensing device with control algorithm built on the basis of a pre-
dictable neural network system will fully or semi-automatically choose required 
drug dose. 

2   Insulin Pumps 

There are three types of such devices (a) hospital insulin pump, (b) personal insu-
lin pump, (c) implantable insulin pump. This paper regards insulin pump of per-
sonal type, which is a pager-size unit. The whole unit and each of its blocks must 
fulfill some requirements, which may be classified as:  

 
• Clinical / medical requirements, i.e. treatment parameters, biocompatibility, etc. 
• Technical requirements, i.e. accuracy, power consumption, reliability, lifetime, etc. 
• User requirements, i.e. usage, shape, color, etc. 
 
Treatment requires that the person be connected to the insulin pump for nearly 24 
hours a day, 7 days a week. Thus patient carries the pump with himself (or herself) 
mostly all the time and the pump acts almost like a part of his (or her) body. This 
indicates the importance of a well-thought out design. 

Prior to the functional specifications there is mandatory requirement for reliable 
and safe operation. Health or even human life depends on the proper functioning 
of the device, so durability and reliability of an insulin pump is of the greatest im-
portance. The device must have a monitoring system that ensures safe operation in 
case of hardware failure or improper usage. It is obvious that it must comply with 
various legal standards for a group of similar medical devices. Not only electrical 
and mechanical components have to be reliable but working algorithm has to be 
safe too. It is also important that the pump can undergo in-depth tests under vari-
ous usage conditions. 

Another requirement is miniaturization – an insulin pump must be a small com-
pact device that may be carried all the time with the patient, so its size and weight 
are limited. Miniaturization also implies energy-efficient design that is dictated on 
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one hand by lightweight and on the other hand by a long battery life and/or re-
charge cycle. 

2.1   Main Requirements 

Insulin pump is compact mechatronics device, which may be split into blocks as 
show on Fig. 1. Each of blocks or modules needs to be well defined for medical, 
technical and user requirements. 
 

Infusion set

Cartridge 

Pump

Processing 
Module 

Controls

Monitoring 
Module 

Case 
(Body)

CGM Module Sensor

PSU

 

Fig. 1. Functional diagram of an insulin pump. 

All of the requirements need to be established in consultation with medical spe-
cialists and users of insulin pumps. 

Each functional block must be described with its technical, medical and user re-
quirements; some of them are mandatory type but some may be treated as optional. 

 

• Controls - The user interface must be easy to operate and must allow for both 
ways of communication with the user. The insulin pump is to be provided with 
a screen and keyboard, but also a sound and a vibration signalization are desir-
able. A wide range of user’s age requires different pictogram menus for chil-
dren and big symbols for elder persons. The keyboard itself should have a small 
number (about 4) of large keys. Keys have to be easily accessible and recogniz-
able by touch even through clothing layers. Another requirement is that the 
screen must be readable in full sunlight as well as in night-light. The insulin 
pump requires some means of communication with a computer provided with 
necessary programming. 

• Cartridge, i.e. a reservoir for insulin. Insulin from the cartridge goes into the 
blood system and that is why it is important that it be aseptic and sterile. The 
best option is that cartridges come preloaded with the required type and amount 
of insulin from pharmacist companies. However, most pumps require refilling 
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by users. There is no standard for insulin reservoirs used in the pumps so it may 
be good idea to establish such a standard. If refilling a cartridge is for some rea-
son unavoidable, we need to supply the user with an easy to use and sterile dis-
posable set. 

• The Processing Module is a “brain” of the whole unit and is a master device for 
all other functional blocks. It is responsible for insulin pump options, dosage 
and communication with the user, programming or storing data. It may also ac-
complish some extra functions of an alarm clock or note taking. The stored data 
and configuration must remain undeleted when power is disconnected (when 
replacing the battery). 

• The Power Supply Unit with batteries has to provide power to the insulin pump 
for at least several weeks (4-6) without replacing or recharging the battery. It 
also needs to be able to deliver information about the battery charge level. If a 
rechargeable (storage) battery is used, it has to be recharged by an external unit 
because of the heat emitted during this process that may affect loaded medicine. 
The size and weight of the battery is also important. 

• The Infusion Set – It is a link between the human body and the insulin pump. It 
consists of thin tubing and a needle or cannula. The material from which it is 
made must be soft and not react with medication and blood or cause any aller-
gies. The infusion set must have an option of disconnecting the tubing from the 
pomp and from the cannula. The cannula or needle has to be secured to the 
body by glue or tape. There should be a possibility of using an automatic inser-
tion device that helps to place a needle in position and reducing the stress for 
some people who do not like to do it by hand. The design and materials used 
for the insertion set should allow for the tubing and the cannula to last as long 
as possible, because of the discomfort when connecting it and limited number 
of places on the body to insert it. A longlife infusion set eliminates the need to 
install a new set and refilling tubing and needle with insulin. 

• The Pump – has to dose out medication from the cartridge with a preselected 
accuracy (about 5μl). It also has to work silently. The actuator used in the pump 
module must be energy efficient. 

• The Monitoring Module may be a function of the Processing Module instead of 
being a device by itself. It has to monitor proper work of all blocks of the 
pump. It must detect any malfunction of the whole unit and also has to inform 
the user about it, e.g. about a disconnected infusion set. Another function of the 
Monitoring Module is to respond to circumstances that may impair the pump or 
affect the proper operation such as dropping the pump, overheating or exposing 
to radiation, etc.  

• The Case, which due to the need for miniaturization is also a body of a device. 
It has to be esthetical, functional, ergonomic, waterproof and easy to clean and 
practical to fasten. 

• The Continuous Glucose Monitoring (CGM) Module with a Sensor – an exter-
nal device for measuring level of blood glucose. Our plan is that the glucose 
sensor would allow creating a closed loop control of insulin dosage making the 
insulin pump work almost as an artificial pancreas.  
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There are also many other requirements such as basal range, duration, frequency, 
or types of bolus. All the requirements will be discussed with medical specialists 
to select a proper range. 

2.2   Patient Wish List 

Some users would like to have some extra features in their pumps [13] among 
with the feature often mentioned is the remote control. Most patients prefer to 
have their pumps concealed on them. Pumps are quite often hidden under clothing 
and secured to underwear or taped to the body, so using a remote control would 
help to take a bolus or check an alarm when in public or when in haste.  Remote 
control in the form of a hand watch is a solution suggested by some of them.  

Another feature that users of the insulin pumps would like to have is the possi-
bility of scanning meal for contents of carbohydrates leading to the automatic in-
sulin dosage. Unfortunately, this feature will not be implemented in the first model 
because it still looks sci-fi. However, we can create a user-edited library with 
meals and their contents of carbohydrates and knowing approximate body re-
sponse to insulin and carbohydrates than calculate the insulin bolus. 

3   Conclusion 

All the above-specified requirements will make it possible to design an insulin 
pump with all the necessary functions. This pump will be also easy to use and to 
maintain and most importantly safe to use. We hope that this work will result in a 
working model of an insulin pump. This model will be functionally and medically 
tested, so in the future we can build a final working device that will be commer-
cially available alternatively to existing pumps. Our insulin pump will fill a hole in 
the market. The Polish market, not to mention the international market, is ready to 
absorb some 20 000 devices enough to start a large-scale production.  

We have already started consultation with medical specialists to meet medical 
requirements of an insulin pump. In the future our design will enable us to inter-
compare typical insulin treatments to meet individual requirements using a 
planned closed loop insulin control based on a glucose sensor and a neural net-
work system. 
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Abstract. This contribution deals with a position control analysis of the biome-
chanical testing device based on the Stewart Platform. The constructed mechanism 
represents a six-degree of freedom positioning manipulator. Its closed kinematic 
chain and parallel linkage structure give it great rigidity and large load-to-weight 
ratio. That makes it suitable for testing of the backbone segments and hip joints. 
The mechanism constructed on FME BUT contains two plates (base and platform) 
which are connected with six linear mechanical actuators to the each other. The 
device control task is based on inverse position kinematics. A model of the 
mechanism inverse kinematics was built for the control purposes in MATLAB 
software. Finally the controller algorithm was designed and implemented into 
LabVIEW environment which is suitable for a real-time control. 

1   Introduction 

The cord implants tuning leads to numerous problems. It is necessary to optimize 
its engineering design (geometry, materials) as well as to verify the prototype 
function. This is of course done outside the human body. The proposed mecha-
nism makes possible to simulate the physiological movements of the human body 
and observe on long–term horizon how the cord implant affect the spinal element. 
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2   Requirements for the Device 

The following requirements have been defined with respect to previous analysis of 
relevant tasks [1]: 

 

• The device must be able to load up the test specimen with the assigned loading 
cycle in six DOF with frequency of 0.5 Hz, the accuracy of positioning is with-
out special demands. 

• Load forces and moments were estimated, with values approx. 2000 N and 
10 Nm. 

• The device dimensions should be as small as possible. 
• Due to assumed clinical application of the device an exploitation of electro – 

mechanical transmission is advised. 

3   System Conception 

The device must be capable of simulation of the physiological movements as close 
as possible. The demand for fastening the spinal segments determines the size of 
particular segment of the device. The device encircles the test specimens in layers. 
Single layer of the device is created of couple of toroidal bodies (base and plat-
form) linked to each other. Both plates are coupled with linear controlled actuators 
which simulate movement and load of specimen. Delineate conception is inspired 
by mechanical functions of human organism. The concept of parallel mechanism 
called Stewart platform naturally corresponds to a single layer of such device. 

4   System Design Methodology 

The constructed device represents fully mechatronic system. The intended design 
solution for the development of mechatronic products is presented as V model 
with the industrial guideline – VDI 2206 [2]. There are three main design stages 
(Fig. 1). 

4.1   Preliminary Design Phase 

The device design was started with mechanical parts modeling and assembling in 
CAD software. Then the kinematic model based on the Inventor model was cre-
ated in MATLAB. The base and platform are modeled as semiregular hexagons. 
The basic model of system dynamics was created in Simulink/SimMechanics. The 
model is suitable for basic verification of the machine behavior. There was de-
signed a position control using a loop shaping synthesis for this simple model. Ac-
cording to numerous simulations it was confirmed the feasibility of the device, it 
was determined the workspace and derived preliminary loading of the links. 

4.2   Middle Design Phase 

This phase was characteristic with improving of the mechanism model. There was 
created detail construction of the base and platform shape and detail construction 
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of links. The links consist of a ball screw with a nut which transforms the rota-
tional movement to the translational, a spur gearing, Maxon motor RE 35 with a 
planetary gearbox and IRC sensor. This was followed by improving of the dy-
namic model in SimMechanics and dividing the control into two layers. The lower 
layer provides the control of linear actuators (links) using method of loop shaping 
synthesis and pole placement. The upper layer provides the actuators synchroniza-
tion which is based on inverse kinematic solution. There was constructed a proto-
type of the linear actuator with control electronics [3] at the end of the phase. The 
improved position and torque control was designed for the prototype. These were 
implemented for PC and real-time PC in LabVIEW environment where were in-
tensively tested. 

 

 

Fig. 1. Progressive design stages 

4.3   Final Design Phase 

There were made small construction adjustments. Important changes in the con-
struction were caused by both the results of the experimental verification of the li-
near actuator prototypes behavior and its stress – strain analysis. The most impor-
tant changes were made in the lower part of the actuator casing. The lower joint 
structure was modified as well as the whole part shaping because of the future as-
sembling of the force sensors (strain gauges) and absolute position sensors. 

 

 

Fig. 2. The Stewart platform prototype 
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Several changes were also made in the control design – a state space controller 
with compensation of the disturbance seems to be the most suitable for the imple-
mentation in the lower control layer. 

Finally the device prototype was assembled. There was necessary to conformed 
kinematic model to the real device (Fig. 2). Thus a new kinematic model was 
made.  

5   Kinematic Models 

The machine shown in Fig. 2 represents a full 6-DOF parallel mechanism. Be-
cause of computing complexity of an accurate model a simplified model was first 
designed [4]. Intersection points Bi of lower link joints were moved to base holder 
axis. Global coordinate system {B} is attached to the centre of the base and mov-
ing lo-cal coordinate system {P} to the centre of the platform. 

It is necessary to verify simplified kinematic model with the accurate one. The 
accurate model assumes geometry of the lower link joint as shown in Fig. 3. The 
lower link joint has nonparallel and nonintersecting axes. Axes oi represent axes of 
the base holder defined by attachment points Pi and auxiliary points Mi. Auxiliary 
points Mi are derived from existing holder geometry. Intersection points Di repre-
sent the axes of the second bearing of the lower link joints. Their positions in {B} 
are temporary unknown. Dimensions ci are derived from the joints geometry. It is 
profitable to fix new local coordinate systems to attachment points Pi. Orientation 
of new coordinate axes is shown in Fig. 3 according to (1). 

 

 
Fig. 3. Detail of the linear actuator 
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The position of intersection points Di can be expressed in {B} by Ti* the position 
vector of the origin of new local coordinate system relative to {B}, and rotation 
matrix Ri* 
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The positions of the points Di are then 

{ } *. * *,i i ii B = +D D R T i = 1…6        (3) 

Finally lengths of every link li can be expressed as  

2 2 2( ) ( ) ( ) ,i i i Di Pi Di Pi Di Pil PD x x y y z z= = − + − + −  i = 1…6  (4) 

Finally simplified kinematics model was verified with the accurate model in 
Simulink. Combination of harmonic excitations was used as referential time 
course of the platform, see Fig. 4. 

 

 

Fig. 4. Position deflection error 

Note that the accuracy of the simplified kinematic model is acceptable and it is 
appropriate for testing on real machine. 

6   Conclusion 

There were shown main design stages of the biomechanical testing device based 
on the Stewart Platform. Then according to the simulation results was chosen the 
simplified model for the implementation in the mechanism position control sys-
tem. The control system itself was implemented for PC and real-time PC in Lab-
VIEW environment. Desired position and orientation of the platform is adjusted 
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by six position controllers with an integrator on the input and with a disturbance 
(torque) observer. Nowadays the presented control system is tested and bench-
marked on a real machine. 
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Abstract. The article presents approach to the control of a linear actuator of the 
Stewart platform. The proposed method is based on the state – space control with 
disturbance compensation. The controller itself has a structure with an input inte-
grator and the disturbance compensation is provided by a torque observer. The 
whole controller design is based on a linear state-space model of the actuator with 
the disturbance. 

1   Introduction 

A Stewart platform is very versatile mechanism which can be used in a large 
number of applications where its high stiffness and positioning preciseness are 
crucial apart from the limited workspace. Thereby the mechanism satisfies re-
quirements on a biomechanical components testing machine which is its planned 
utilization. The construction of the presented mechanism is based on the time 
proven 6 – UPS topology [1]. Its movement is caused by six linear actuators 
where each of them contains a DC motor actuating a ball screw. 

There was built a SimMechanics model [2] and designed a control which was 
simulated before the prototypes construction (a single linear actuator and the 
Stewart platform). The control was designed as a two-layer torque control and it 
was based on the linearized SimMechanics model [3]. The lower layer controls 
each of the linear actuators and upper layer synchronizes all of DC motors to-
gether. The control suitability was successfully verified by simulations of the con-
trol of the nonlinear model. 

Nevertheless the original torque control was later replaced by presented posi-
tion control with the torque observer. The reason is current impossibility of pre-
cise direct measurement of the torque produced by the linear actuator movement. 
Direct strain-gauge measurement of the torque implemented and tested does not 
guarantee obtaining of the value for the small platform loads yet. 

2   State Space Representation of the Linear Actuator 

The torque control of the Stewart platform presented in [3] was not developed be-
cause of the current impossibility of the produced torque measurement. 
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That was the reason for designing of the lower layer control with a torque ob-
server. A state – space control with compensation of the disturbance seems to be 
the most suitable for the implementation in the lower control layer. Concretely it 
was used a combination of the control structure with an input integrator and com-
pensation of the torque (disturbance) in the steady state, i.e. with the torque ob-
server. Simplified linear state – space model with a disturbance (1) was used for 
the control design purpose. 

′ = + +
= +

x Ax Bu Ez

y Cx Du
         (1) 

A, B, C, D, E are in sequence the state matrix, the input matrix, the output matrix, 
the feedforward matrix and the disturbance matrix. 

There was used usual model of the DC motor RE 35 with statically modeled 
linear actuator mechanism (only gear ratio motor shaft/ball screw) as the initial 
model (2).  
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Where kf, km, kb, R, L, J are the motor parameters and n is the gear ratio between 
rotation movement of the motor shaft and the ball screw. The state vector x repre-
sents angular displacement of the rotor φ, angular velocity ω and electrical current 
in the stator i, x = [ φ ω i]T, the vector of inputs u = [uM] presents motor driving 
voltage uM. The vector of model outputs contains angular displacement of the ro-
tor φM, angular velocity ωM, electrical current in the stator iM, motor shaft torque 
MM, angular displacement of the ball screw φD and its torque MD. The disturbance 
vector z = [MZD] presents the ball screw loading torque and the compensator of the 
disturbance works with the only gain kZ (KZ = [kZ]). 

3   The Controller Design 

Implementation of the structure with the integrator on the input combined with the 
steady state disturbance compensation leads to the following control law 

i Z= − + −
′ = −

u Rx r v K z

v w y
,    (3) 

where R = [rφ rω ri] is the vector of gains of the system’s state vector. 
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Presented control law modifies the state – space model of the system to the 
state – space equation: 
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The system with the integrator of the regulation deviation of the rotor/ball screw 
angular displacement, i.e. for y = [φM] or y = [φD], is controllable. The controller 
gains R and the integrator gains ri = [riφ] are adjusted in such way that state matrix 
of the system with the integrator 
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has specified eigenvalues p1, p2, p3 and p4, providing  stability of the system for 
the sufficient velocity, in allowed control values range and with given power limi-
tations. 

It must be valid for the state equation without the integrator (i.e. with the con-
trol law u = -Rx - Kzz) 

( ) ( )z
′ = − + + −x A BR x Bw E BK z       (6) 

( ) ( )z− = − −A BR x E BK z ,             (7) 

if it is desired that disturbance should not move the system from the steady state x′ 
= 0 for the zero referential value w = 0. 

This is accomplished in our case for 
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+
=  is φ = ω = 0 and the disturbance will not influence the steady 

angular displacement and the system steady state. It is necessary to take into ac-
count that in practice it is valid for the maximal loading torque that 

max maxZ MM k i≤ . 

It was already written that the disturbance observer was used for the torque MZD 
estimation. Its structure is based on the system model which simulates the system 
behavior. Eventual variances of the system outputs y from the model outputs ŷ  are 

corrected in the model via the variance of its states Δx which linearly depends on 
the variance of the outputs ˆ−y y , i.e. ( )ˆΔ = −x H y y . The structure of the observer 

is extended with the part for the disturbance estimation for the construction of the 
disturbance observer. This part works on the similar principle as the structure with 
the integrator on the input. The output of the system’s model is corrected inside the 
observer to correspond with the real output of the system. The correction is based 
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on the variances between outputs, on the integration of variances between outputs 
and the last contribution is the disturbance estimation. 

Than it is obtained 
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A, B, C and D are matrices of the state – space model of the observed system, ˆ ′x  is 

the vector of the estimated system states, y (used [ ]M Miϕ=y ), or ŷ  is the vector 

of the observed or estimated system outputs, ẑ  is the estimated vector of the distur-
bance states and finally [ ]ˆ z ZDM=y  is the vector of the estimated disturbance. 

The state – space representation of the disturbance observer is then 
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Values of H, Ki matrices were established in such way that state matrix 
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HA E
C 0
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    (11) 

has specified eigenvalues p1, p2, p3 and p4, providing  stability of the system for 
the sufficient velocity. 

The control law is then 

( ) ( ) ˆˆref D D i M i ref D Z DZu r r r i r d k Mϕ ϕϕ ϕ ω ϕ ϕ τ= − − − − + − +∫    (12) 

where the loading torque ˆ
DZM  is estimated by the disturbance observer and the 

ball screw angular velocity estimation ˆ
Dω  is obtained from two – points approxi-

mation of the ball screw angular displacement derivation φD. The proposed control 
behaves better with this estimation than with the ˆ

Dω  estimation using the state – 

space observer. 
The position and the electrical current sensor were modeled as first order sys-

tems (13), (14) for the examination of the sensors influence over the behavior of 
the controlled system. 
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1Ds Ds DT K Tϕ ϕ ϕϕ ϕ ϕ′ = − +          (13) 

1Ds i Ds i i Di T i K T i′ = − +         (14) 

Where φDs, iDs are values generated by sensors. 
Its influence appeared as unimportant and therefore it was not necessary to 

compensate it. There was used a converter model in the numerical simulation. Its 
influence over the controlled system behavior appeared as more important. 

The lower control layer simulation with the torque (disturbance) observer was 
implemented in Matlab – Simulink. Fig. 1 and Fig.2 documents the impact of the 
step change in MZ on the position response φD. 

 

 

Fig. 1. The impact of the step change in MZ on the position response φD 

 

Fig. 2. Detail of the Fig. 1 

4   Conclusion 

The proposed method is based on a control structure with an input integrator and 
with a torque observer. The simulation proved that the controller is able to com-
pensate the additional dynamics of the sensors and the converter. The controller is 
ready for implementation on the prototype of the Stewart platform. 
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Abstract. The article deals with design and implementation of absolute linear po-
sition sensor for sensing of a ball screw position. The ball screw is one of the main 
parts in a linear actuator of the “Device for mechanical assessment of human body 
functional segments”. The proposed sensor is based on principle of sensing a posi-
tion of a permanent magnet of family Hall IC (integrated circuit). The magnet is 
attached to the endstop of the moving ball screw. PCB (printed circuit board) with 
Hall IC are mounted to the casing of the linear actuator. Data acquisition is exe-
cuted by an 8-bit microcontroller which provides the actual position of the ball 
screw via serial communication interface. 

1   Introduction 

Experimental devices for different tasks in field of biomechanics are developed in 
laboratories of Brno University of Technology, Faculty of Mechanical Engineer-
ing. An universal experimental device has been developed here for last four years 
[1]. The advantage of the device should be the possibility of usage in wide rank of 
problems. Previous devices built on BUT were developed for specific task, e.g. for 
loading tests of two spinal segments. Problems solved in biomechanics area are 
more and more complex thus it is necessary to build a device which will be more 
universal. That was the main reason for starting the development of the “Device 
for mechanical assessment of human body functional segments”. The device (Fig. 
1) is made of two plates linked together with six linear actuators. The actuators 
must be compact, high-performance and sufficiently accurate to meet the demands 
on the whole device. There was found no commercially available linear actuator 
satisfying the requests. Hence the development of own linear actuator began. The 
mechatronical approach of design of the actuator allowed us to design and imple-
ment the actuator exactly meeting our demands. 

2   The Linear Actuator 

The linear actuator is basically solved as a ball screw with rotating screw nut actuated 
by a DC motor. The sensory part of the actuator is represented by an incremental  
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encoder connected to the DC motor shaft. This is used for the position control of 
the actuator. The second sensor is the absolute linear position sensor which is nec-
essary for the control of reached position when starting the device and also during 
the operation. Finally the third sensor is the force sensor which is made of four 
strain-gauges connected to the full bridge. The sensor is glued-on the body of the 
actuator. 

The used incremental encoder is HEDM 5540B type. The two remaining sen-
sors were developed simultaneously with the actuator in such way to reach the 
high compactness of the whole actuator and at the same time to keep the actuator 
dimensions in reasonable area. 

 

 

Fig. 1. Realized Stewart platform 

3   Selection of the Linear Sensor 

The required parameters of the absolute linear sensor (table 1) were obtained by 
successive iteration of the design steps of the linear actuator. A market research 
was accomplished according to the requests and no suitable commercial sensor 
was found. 

Hence the own approach to design the absolute sensor was chosen. It was de-
cided to use the principle of sensing the permanent magnet position by a magnetic 
field of Hall IC. The magnet is attached to the endstop of the moving ball screw. As 
was already mentioned the PCB with Hall IC are mounted to the casing of the lin-
ear actuator (Fig. 2). The data acquisition is provided by an 8-bit microcontroller. 
The measured actual position is obtained via the serial communication interface. 
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Table 1. Required parameters of the absolute linear sensor 

Operating range 32mm 

Measurement accuracy 0.02mm 

Maximal dimensions of the sensor 34x28x20mm 

Minimal life-cycle 81.510 cycles 

Working temperature range 10 to 50 C 

 

 

Fig. 2. The sensor placement on the linear actuator of the Stewart platform 

4   Selection of the Sensor Elements 

The magnet dimensions are chosen in such way to satisfy three following re-
quirements. The magnet must be as close as possible to the inner surface of the ac-
tuator casing, it must be as small as possible, and finally it must influence by its 
magnetic field the ball screw and other iron parts of the actuator as few as possi-
ble. The width of the actuator casing in place of the sensor attachment is 1.5mm. 
The minimal distance between the magnet and sensor can not be smaller. Hence 
the material of the magnet should have the magnetic induction as high as possible 
and the working temperature higher than 50 C. Consequently a NdFeB magnet 
from N35 material quality class was selected [2]. Dimensions of the magnet are 
Ø3x4mm. Other parameters of the material are in the table 2. 

A1301 type by Allegro MicroSystems Inc. was selected as a Hall IC [2]. The 
A1301 has a linear voltage output with sensitivity 0.25mV/mT. The IC sensitivity 
is temperature and driving voltage Vcc  dependent. It is 0.248mV/mT for the de-

sired temperature range (table 1). The temperature dependence is negligible in this 
case (approximately 0.4%). The output voltage Vout  of the sensor is in direct ratio 

with the driving voltage Vcc . Zero value of the output, corresponding with meas-

ured inductivity 0T, equals the half of the driving voltage ccV / 2 . The sensitivity  
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Table 2. Properties of NdFeB magnet N35 

Magnetic remanence  1180 to 1250 mT 

Maximal working temperature 80 C 

Temperature coefficient Br 3 11.2 10 C− −−  

Driving voltage Vcc  4.5 to 5.5V 

 
is also driving voltage dependent. The change caused by this dependency might be 
approximately up to 25%/V. 

The data acquisition is provided by an 8-bit microcontroller C8051F530 by 
Silicon Laboratories. The microcontroller disposes with 16 configurable I/O pins 
which may be used as analog switchable inputs of a 12-bit A/D converter. It also 
contains integrated oscillator working on frequency 24.5MHz, UART communica-
tion and the voltage regulator which stabilizes the driving voltage for the micro-
controller and connected peripheral circuits. The regulator input range is from 
2.7V to 5.25V. The regulator usage will be very profitable because it allows us to 
use only one driving voltage for the whole sensor. 

5   Realization of the Sensor 

Considering the lack of experiences with usage of Hall IC there were accom-
plished several experiments for the verification of the sensor feasibility. There 
were realized three testing PCB complemented with four Hall ICs. The first PCB 
was complemented with Hall ICs with distance 2mm between each other, the sec-
ond 3mm between each other and the third 4 mm between each other. Comple-
mented PCBs were in sequence mounted to the test jig with linear slide-way Alu-
Rol AD208R. A holder with the selected magnet was attached to the cart of the 
linear slide-way. The position of the cart was changed and measured by a mi-
crometer head Schur with resolution 0.002mm and accuracy 0.003mm. The data 
acquisition was provided by multifunctional DAQ card NI PCIe 6251 and for the 
software implementation it was NI LabVIEW. 

There were accomplished several experiments with this configuration and with 
all of PCBs mounted in distance of 0.5, 1.5 a 2mm from the magnet and in dis-
tance of 2mm from a 1.5mm thick dural plate inserted between the magnet and 
sensors. This corresponds with the real configuration of the sensor and actuator. 
The real characteristics of the Hall IC and used magnet were obtained from the 
experiment. The characteristics were used for the modeling of the sensor in 
NI LabVIEW. 

The location of Hall IC on the PCB was designed according to the model in 
such way to keep the sensor accuracy the highest possible. The result is usage of 
11 circuits with spacing 3mm placed in a line. The sensor was devided into two 
PCBs because of requirements on its dimensions. The first PCB with Hall IC has 
dimensions 18x34mm. The second PCB with the microcontroller, supporting cir-
cuits, communication and programming connector (Fig. 3) is connected in parallel 
to the first one. 
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Fig. 3. Realized linear absolute position sensor 

The data acquisition proceeds continuously. The maximum sampling period of 
the 12-bit A/D converter is 170kHz and corresponds with the recommendations of 
the manufacturer. The Hall IC output voltage is done eight times immediately in 
sequence. A 15-bit value where the lowest four bits contains the noise is obtained. 
Measuring of the grounded input GND is accomplished before switching the mul-
tiplex of the A/D converter to the next input. The reason is to discharge the elec-
tric charge accumulated in the input circuits of the converter and suppress a “mir-
ror effect”. The data acquisition form all of Hall ICs proceeds with frequency 
1.7kHz and the data from each Hall IC are saved to a field for the further storage. 

The calculation of the resulting position and data processing is in parallel with 
the measuring. 

6   Algorithm of the Sensor Data Processing 

The algorithm has to be most efficient because the fast 8-bit microcontroller with 
no mathematical coprocessor must provide sufficient computational power. That is 
the reason of writing the most of operation in terms using the fixed-point mathe-
matics which is on such devices much faster than floating-point mathematics. The 
implementation is in the C language. 

The algorithm proceeds in following steps. The circuit with the highest and the 
lowest excitation are selected from the collected data In the first step. These cir-
cuits are the closest to the north and south pole of the magnet. The one with the 
most or the least excited neighbor is selected then. This leads to the particular eli-
mination of the method noise sensitivity because the chosen values are the most 
distant from Hall IC output zero value. It is possible to execute the method with-
out calibrating because the Hall IC output zero value is exactly the half of the cir-
cuit voltage which is same for all elements and only source voltage dependent. 

The calibration of the selected pair of the values is made in the second step. 
The magnet position against the Hall IC pair is solved in the third step. The abso-
lute value of the position against the beginning of the sensor is computed in the 
fourth step. The beginning of the sensor is set during the calibration. 
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The calibration is the most important step of the algorithm. It was accomplished 
linearly for the first realized sensor and the reached repeated accuracy is 
±0.03mm. According to experiments the polynomial of the third order should be 
sufficient for the desired accuracy and computational time. 

7   Conclusion 

The article describes the design and implementation of the absolute linear position 
sensor of the linear actuator. The realized sensor is compact and integrated to the 
linear actuator. The sensor accuracy is given by the accuracy of the calibration al-
gorithm of the each Hall IC outputs. The advantage of using the ICs is their insig-
nificant temperature dependency in range of working temperatures. Only the per-
manent magnet is temperature dependent in this sensor now. However the used 
algorithm is immune against this influence. The biggest challenge is the improving 
of the preciseness of the sensor calibration and automation of the process. 
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Abstract. The project described in the paper concern the construction of the in-
formation Touch panel with the panel’s software and the data base. At first we 
formulate the assumptions for the project  as follows: developing the data base, as 
well as the universal application, which in an attractive way present information 
and multimedia objects from the data base, creating a software which enables add-
ing and editing information as well as integrating the formed applications with the 
touch panel. There is planned to use the panel as the element of the information 
center in the hall of the Faculty building. The most valuable feature of the panel is 
that there’s no need of any reception help. All information which our guest needs 
is available in self service. 

1   Touch Panel – Design Forms 

First of all we tried to buy such a system but the market offer was difficult to ac-
cept. There were a lot of examples of some factory models with prices from about 
2500 Euro to 20000 Euro [1,2].  Some of them are presented on Fig. 1; there is al-
so the cheapest model Alltrim Monolith 17’ (with the smallest 17’ screen). Taking 
above into account we concluded that the best solution is to design own casing, 
because in this case we can obtain the cut of the final cost and get the solution 
witch exactly fits to our needs.  

We analyzed three possible forms of the touch panel: free standing, wall 
mounted and desk. The last one can be used only in the case of gastronomy and 
hotel trade, and is not useful in advertising (due to the defects of the two other 
forms), so we exclude it. In the Table 1 below we present advantages and disad-
vantages of the standing and wall design. 
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Table 1. Advantages and disadvantages of the standing and wall design 

Adv/Disadv 

(+/–) 

Free standing panel Wall mounted panel 

+ the most popular form takes little space 

+ diversity of shapes simple casing (cheap production) 

+ can be located in any place large screens (42’’ and more) 

– mostly quite small screen flat surface is required 

– expensive in production large screen increases the costs 

 

 

Fig. 1. Forms of the touch panel: free standing, desk and wall mounted. 

On base the above characteristics we chose that the best solution will be the 
construction which can be used as a standing kiosk as well as a wall panel.  

Touch screen technologies 

The most expensive and sophisticated panel’s element is the touch screen, which 
could be done on several technologies. Below we’d like to give a short review of 
the functioning principles of the most popular screen technologies. 

Resistive technology 

Resistive technology works as follows: at the glass surface there is located a con-
ductive layer separated by an isolator from the second conductive layer (put on the 
polyester membrane). Polyester membrane due to its durability protects at the 
same time the screen from the damages. The isolator and the conductive layers are 
transparent. Touching the screen results in shorting of the two conductive layers 
and voltage created in this way is the analogue representation of the place of 
touching. The touch screen controller changes the analogue signal into the digital 
information about the position of touch and sends it to the computer. 
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Capacitive technology  

On capacitive technology  the working area of the screen is made of two layers of 
glass, containing a network of sensors between them, which react to the changes 
in the electrical capacity (content). Touching the screen results in the change of 
the electrical capacity and the information about this is provided by the sensors to 
the screen controllers. The touch screen controller conveys data about the position 
of touching on the basis of the achieved information. 
 
Infrared technology 

On infrared technology the working area of the screen is made of the pure glass. In 
the edges of the screen there are placed IR diodes, vis-à-vis sensors reacting to in-
frared. Touching the screen causes a blockade/blocking of the rays in the axis x 
and y, which results in giving information about the place of touching. 

Surface Acoustic Wave 

The surface acoustic wave needs the working area of the screen made of the pure 
glass. In the edges of the screen there are put converters emitting and receiving ul-
trasounds and series of the ultrasound reflection generators, which are combined 
with the glass. The converters emit and receive ultrasound waves, which are dissi-
pated on the screen via the generators. It results in creating the two axes: X and Y. 
Touching the screen causes absorption of a part of waves and in this way a sha-
dow of the ultrasound wave is created. A touch screen controller reads the infor-
mation passed by the converters and compares them with the digital map of the re-
flections programmed in the controller. 

Acoustic Pulse Recognition 

In Acoustic Pulse Recognition method the screen is also made of the pure glass. The 
edges of the screen contain four piezoelectric converters, which process the acoustic 
waves into the digital signal, understood by the computer. Touching the screen 
causes appearing of the acoustic wave, which approach the converters with different 
intensity. The converters change the received waves into the digital signal and send 
it to the tactile screen controllers. The information gained are then compared with/to 
the matrix of the sounds programmed in the controller during production. 

Dispersive Signal Technology 

Dispersive Signal Technology needs the screen consisting on the chemically am-
plified/ strengthen glass. In every corner of the screen there are piezoelectric sen-
sors connected to/with the controller. Sensors measure the oscillatory energy of 
the surface vibrations caused by touch. 

Strain Gauge 

Strain Gauge is similar to the above described. the screen is fixed elastically in the 
corners, strain gauges have to be used in order to detect strain. 
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Optical Imaging 

Optical Imaging system has two miniature cameras are put in the corners, they are 
supposed to “see” the finger or scriber with the use of the scanning surface along 
the screen. The frame is enlighten by the IR light. Touch creates a shadow on the 
basis of which its position can be defined. 

The touch screen, which is exposed to use by many people, has to be resistant 
to dirt – its work cannot be disturbed by e.g. liquid drops on the glass. Due to the 
data being projected (large amount of text, which has to be rewind) the static ob-
jects have to be detectable such as a motionless finger on the rewind strip/button. 
These required features are in different way realized by the technologies of the 
touch screens, what is illustrated in Table 2. 

Table 2. Comparison between different techniques used in touch panels design 

Technology Resistance to dirt Detecting static objects 

Resistive YES YES 

Capacitive YES YES 

Infrared NO YES 

Surface Acoustic Wave NO YES 

Acoustic Pulse Recognition YES NO 

Dispersive Signal YES NO 

Strain Gauge YES YES 

Optical Imaging YES YES 

 
Analysis of the Table 2. eliminates four technologies so we need some addi-

tional advantages for choosing the final technology of the screen. This is shown in 
Table 3. However working through different surfaces can easily replace high du-
rability – covering the surface by a thick glass would be enough. 

Table 3. Detailed analysis of the selected techniques 

Technology High sensitivity Working through 
different surfaces 

Durability Low cost 

Resistive YES   YES 

Capacitive YES YES   

Strain Gauge   YES  

Optical Imaging  YES  YES 

 
Taking above into account we decided to use cheap and sensitive resistive tech-

nology with minimum 20 inches diagonal of the touch screen. 
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2   The Software of Touch Panel 

The software of the touch panel consists on two main parts; firstly the database 
and editing software and the secondly the panel’s software. 

The data base we’d like to use is based on the .xml and .txt files. There should 
be a possibility of opening the application directly from the pen drive, without in-
stalling the extra software of data base. 

The content of the database should include: 
 

• the list of the attached multimedia files (photos, films) together with their de-
scriptions and position in the catalogue; 

• a set of all the informative texts about the Faculty (specialization descriptions, 
information about recruitment, scientific organizations etc.); 

• connections between information from points 1 and 2 (assigning photos to the 
particular texts, table of contents, specializations led by particular institutes 
etc.) and already existing patterns of connections ( e.g. during introducing the 
list of specializations, program should ask whether to put the links with their 
description too or not) 

Editing software should provide that the program enables looking through the 
already existing multimedia data base, its edition and adding new content, as well 
as marking the content which is supposed to be put in the current presentation and 
creating menu. As a result of the working program a .xml file will be generated 
and it will contain all texts and connections as well as the copies of all the files 
connected with these texts.  

We would like to use C++ programming language or applet in flex/air technol-
ogy (in order to guarantee compatibility) and intuitive interface making the soft-
ware easy in use. The interface has also to be convenient in use what means that it 
has to be served by the touch screen as well as by the use of mouse. All the but-
tons have to be big enough and distant from each other in order to eliminate the 
risk of pressing the wrong button because of the wrong read-out of finger position 
on the screen. 

The presentation should be visually attractive making that the panel should in 
some way encourage people to come and read something. 

Format of the panel’s software ensure presentation created in Flash, could be 
put in the older format of Flash (cs2) in order to guarantee compatibility on the 
Unix systems and to the full screen projector (exe). Except installing in the kiosk 
the software will also be distributed on the compact discs, and we have to ensure 
activity in different operational systems. 

After changing the content there would be no need in repeating the compilation. 
With every start the application reads in the whole content and menu structure 
from the .xml files generated earlier. 

3   The Final Project 

Describing project is the subject of the master thesis on the faculty of Mechatron-
ics Warsaw University of Technology. Recently there have been a tendency to 
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prepare strictly theoretical diplomas, not exceeding the software or computer 
model part. The touch panel is a project which is likely to bring a specific result – 
not only a design, scheme, but also a working system, very useful device. 

As it was written earlier we decided to design our own touch panel system 
which should be cheaper and much better then mentioned Alltrim Monolith 17’ 
model. We have designed our touch panel on base following bought parts: 

 
• Touch screen 20’’   
• Mini-ITX + Atom panel 1,6 GHz   
• 2GB RAM DDR2 
• 450 W power supplier  
• 500 GB SATA2 disc 

 
All the above mentioned materials are easy to get and their whole price doesn’t 
cost more then 1000 Euro). At the moment we have designed a special case which 
could be use as a free standing or as well as a wall mounted panel. Till the end of 
June we are going to built the prototype of the above described touch panel and 
start to organize the information database. The above describing software is now 
under development and tests of functionality; finish is planned on summer. We 
hope that till the conference beginning we could have one panel’s prototype in the 
hall near the Faculty of Mechatronics Information Desk, what we’d like to show 
on a short film. 

References 

[1] http://www.monitouch.com 
[2] http://www.advantech.com 



 

How to Compensate Tool Request Position Error at 
Horizontal Boring Milling Machines 

M. Dosedla 

Brno University of Technology, Faculty of Mechanical Engineering,  
Institute of Production Machines Sytems and Robotics, Technicka 2896/2,  
Brno, Czech Republic 
ydosed00@stud.fme.vutbr.cz 

Abstract.  Horizontal boring and milling machines are one of the most used ma-
chines for machining of the shape-complicated and precise workpieces with 
weight about several tens of tons. Nowadays these machines are frequently used in 
energy industry where the high demands on the machine accuracy occur. The po-
sition accuracy of the tool placed at the end of the headstock is particularly the 
weakest point of these machines. The position error is caused by gravitation on the 
horizontal machines conception. Thus this paper introduces the main methods for 
compensation of this position error.  

1   Horizontal Boring and Milling Machines  

These machines belong to middle-sized and big-sized machines. They were par-
ticularly used for machining of deep holes at big-sized workpieces in past, whe-
reas nowadays they are also often used for milling operation. For these reasons 
many producers provide machines without boring spindle which means that these 
machines must be equip by some milling head. Fig. 1 shows the horizontal boring 
and milling machine by Fermat Company. This floor type machine has boring 
spindle and it is equip with a rotary table.  

The main cutting motion is rotational movement in this kind of machines and it 
is provided by a tool such as drill, miller etc. The secondary motion is linear 
movement and it is also provided by tool or workpieces that depends on a machine 
conception.  

The tool position accuracy is particularly the weakest point of these machines 
as mentioned above. The tool is clamped in a spindle at the end of a headstock. 
The boring spindle and whole headstock can usually horizontally travel out of ma-
chine then all these parts are deformed by gravity. For these reasons the tool re-
quest position is achieved with an error. 
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Fig. 1. Horizontal boring and milling machine - floor type [Fermat CZ] 

The value of the tool position error depends particularly on: 
 

• rigidity of the headstock and the boring spindle, 
• rigidity of the headstock slider, 
• weight of the headstock, 
• weight of the tool, 
• type of an used accessory.  

 
There are used several compensation systems of the tool position error in practice. 
Most of these approaches are based on mechanical, electro-mechanical and hy-
draulics-mechanical systems.  

The compensation of the headstock curvature is a rather complicate design is-
sue. To find the best possible design solution is suitable to use some optimization 
method or design all parts according to systematic designing.  

1.1   Systematic Designing 

Systematic approach for designing belongs to academic approach for designing. It 
is the most demanding designing method. It is a rational designing based on theo-
retical knowledge. The basis of this theory was defined in the seventies of Twenti-
eth Century. [1] 

1.2   Machine Tool Optimization 

At technical optimization the effort is to create a machining centre on the highest 
possible technical level, fulfilling the maximum demands on performance, rigidity 
and precision parameters. If the highest emphasis is placed on the total costs nec-
essary to manufacture a machining centre, we speak about economic optimization. 
If the target is to design a machining centre on a relatively high technical level, 
keeping the adequate costs of development and manufacture, technical-economic 
optimization is selected. [2] 
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The optimization at building a machining centre cannot be understood as a 
purely mathematic task; therefore it is not easy to use mathematic methods to select 
its optimum building. The optimization at designing a machining centre is a task, 
whose target is most of all to find the best possible functional machine structure to 
select suitable components and to perform the right selection of a proposed design 
solution. The diagram of particular optimization types is shown in Fig. 2. [2]. 

 

 

Fig. 2. Diagram of economic, technical and technical-economic optimization [2] 

2   The Compensations Approaches 

The first designing step of a new headstock should be a specification of headstock 
precision and headstock accessory in this case. Requirements for the tool position 
accuracy will be lower particularly for roughing machines. We usually expect the 
high rigidity and performance of these machines. Whereas the high accuracy and 
lower machine performance are expected of the finishing and universal machines. 

The used machine accessory has also a high influence on final machine geome-
try and precision. There is a big difference between deformation of the headstock 
without head and with some milling head which can weight about 1000 kg. Thus 
for this type of big horizontal machines which are equipped by several milling 
heads is necessary to compensate the headstock curvature in order to achieve the 
high accuracy of final tool position. 

2.1   The Most Frequently Used Approaches for the Compensation of the 
Headstock Curvature in Practice 

Cam mechanism: The headstock is placed on a special bracket in this system. 
There are two cam mechanisms which are driven by two servo-motors and gear-
boxes between the cross-carriage and the headstock bracket. These cam mecha-
nisms can lift with headstock bracket and compensate the headstock curvature by 
this system. This compensation type use e.g. Tos Varnsdorf Company see Fig. 3.  
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Hydrostatic guide way: Some producers of bigger horizontal milling machines 
use hydrostatic guide ways at linear and rotary machine axes. This hydrostatic sys-
tem can also use for compensation of the headstock curvature. We can supply 
more pressure oil at the headstock front side than at rear side. The compensation 
of the tool position error is achieved by this system. This compensation type uses 
several producers e.g. Union, Pama, FPT, Waldrich Coburkg etc.  

 
Compensation bars: The application of compensation bars is quite frequently 
used system by machine producers. These bars are placed within the ram at the top 
side and they are pushed towards the front headstock surface. We can pull bars in 
backward direction by hydraulic cylinders if we need any compensatio. This sys-
tem also used for the compensation of the headstock curvature and it is provided 
by several companies e.g. MAG Gidding & Lewis, Skoda Machine Tool, Union 
etc see Fig. 4. 

 

  

Fig. 3. Rear side of headstock slider [Tos Varns-
dorf] 

Fig. 4. Compensation bars [JUARISTI] 

2.2   Headstock Curvature Compensation by Servomotor and Ball Screw 

Nowadays servo-motors belong in the most used type of drive-unit in the field of 
the machine tool construction. We can reach easily manageable electro-mechanic 
system by connection the servo-motor and ball screw.  

We have created digital model of the ram with cross-section 400x400 mm and 
length 2100 mm for simulation of the ram curvature compensation. It was simpli-
fied model without main spindle, bearings, and other parts. We have calculated that 
headstock front part falls down by 0,016 mm by FEM see Fig. 5.  

This deformation was compensated by two forces that pushed on the front sur-
face of ram at the top side. Deformation was almost compensated by forces 
Fc=20 000 N see Fig. 6. 

We have decided to use a ball screw and a servomotor system for the compen-
sation of the ram curvature see Fig. 7. The main features of designed system are 
shown at Table 1. 
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Fig. 5. Curvature of the ram without any 
compensation 

Fig. 6. Curvature of the ram with compen-
sation 

Table 1. Compensation system features 

diameter 40 mm 

screw-pitch 15 mm 
ball-screw 
K 40x15 

lenght 2250 mm 

speed 0 – 3000/min 

power 5,7 kW 

Servomo-
tor Heiden-
hain QSD 

155D EcoDyn torque 18,1 Nm 
gearbox 

Stöber P521 ratio 4 

 
 
 

  

Fig. 7. Diagram of the compensation system 
with two ball screws 

Fig. 8. 3D CAD model of the compensa-
tion system 

 
The calculation of the compensation system: 

NiMF ttc 25110828,048,16751,18 =⋅⋅=⋅⋅= η                      (1) 

14,1675487,418 −=⋅=⋅= miii gbbst    (2) 
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187,418
015,0

22 −=⋅=⋅= m
p

ibs

ππ
       (3) 

828,092,09,0 =⋅=⋅= gbbst ηηη        (4) 

This compensation system (Fig. 8) should be suitable for compensation of the 
headstock curvature. There will be necessary to prepare more exact mathematic 
model and resolve control of both servomotors.  

3   Conclusion 

One of the ways how to increase a horizontal machines precision is using any 
compensation system of the headstock curvature. This compensation can be real-
ized by many systems. Concurrent machine tool producers do not have the same 
opinion at this problem. Almost every producer uses his oven compensation sys-
tem. Easy controlling of the servo-motors and high accuracy of ball screws proba-
bly will lead to frequent using of this system.  

The final machine accuracy also depends at deformation of headstock slider, 
column, bed and machine fundament. It is necessary to keep the same level of 
whole machine and fundament quality as the headstock quality. 
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Abstract. The paper describes the verification of the simulation model for the C axis 
on the multifunction turning centre. The drive works in the positional feedback and 
his simulation model is specified for detection of the dynamical behaviours. The C 
axis is designed as accurate angle position axis and with big dynamic stability. The 
C axis drive is constructed with help of a connected worm gearing on a spindle. 
Worm wheel is solved as one part with two gears. Servomotors are controlled with 
the mode speed/torque coupling (MASTER-SLAVE), which guarantees the constant 
torque preloading.  The difference of a torque’s guarantees the operation without 
backlash. In the dynamic model are involved the friction on the worm gears, torsion 
stiffness located with help of the FEM and moment of inertia for all parts. Results of 
this paper will be comparison of the outputs from simulation model of the C axis 
with measuring on the prototype of turning centre. It will be to compare the results 
of eigen frequencies, position responses on the torque step. 

1   Introduction 

Main Spindle of the machine, on the witch is implemented the C axis, is for turn-
ing operations driven by asynchronous motor with power 71kW. For high torque 
moment necessity is gearing reduced through two steps planetary gearbox and 
constantly belt gear. For milling and drilling operation is this main motor uncou-
pled through  neutral position in this gear box and spindle is hydraulic coupled 
with worm gears, where are geared with two synchronous servomotors controlled 
in mode Master – Slave (e.g., Fig 1). This mode assures to change the parameters 
of electrical preloading between both servomotors from the machine control. Pre-
loading of servomotors holds positions of coupling eliminated the production 
backlash of worm gearing. This is arranged with leaned teeth flanks against both 
worms opposite teeth of worm gears react in opposite direction of torque moments 
both servomotors [1]. 
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Fig. 1. Design of the C axis [1]. 

Simulation model of the C axis drive is created mainly for optimization of the 
parameters setting for both drivers and for size of preloading with torque between 
the both motors. Simulation model includes this generally parts (e.g., Fig 2): 

 

• angle position and speed feedback of the motor Master  
• speed feedback of the motor Slave 
• PI regulation of the preloading torque for both motors  
• model of friction on the worm gear 
• multi-body mass model of dynamic system  
 

For successful verification of the simulation model of C axis drive on the proto-
type of machine TT75 was necessary to determine optimal values for parameters 
of the both motors in the control system Siemens Sinumeric 840D. 

 

 

Fig. 2. Simulation model of the C axis [2]. 
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Setting of the drives for measuring: 
 

• Amplification of the speed feedback Kv= 33.3/s 
• Integrated time constant for motor Master IM=3ms 
• Integrated time constant for motor Master Slave IS= 3ms 
• Integrated time constant for PI regulator of the torque IR=10ms 
• Proportional amplification for motor Master KP= 2100Nms/rad 
• Proportional amplification for PI regulator of the torque KP= 15%  

2   Multi-Body System 

Structure of the multi-body mass system is showed on the figure 3. Worm wheel is 
designed as self-locking; therefore the torsion oscillation of the load is influenced 
solely of the torsion stiffness of the spindle in the area between the direct angle 
position gauge and worm wheel. Conversely the oscillation both motors by 
blocked load is influenced of the whole mechanical system. Moments of inertia 
are determined from 3D models for manufactured parts and for the traded parts are 
determined in the catalogue. Torsion stiffness are modelled in surrounding of 
FEM. This dynamic model is included in simulation model for complete C axis 
drive in the control system Master-Slave as subsystem. Verification this dynamic 
model is made with help of the measuring amplitude-phase frequency characteris-
tic direct in speed feedback of the motor Master or the motor Slave in the tools of  
 

Table 1. Calculated values of the reverberation frequencies of the motor. 

 1.rev. frequency 2.rev.frequency 3.rev. frequency 4.rev.frequency 

Calculated 
value [Hz] 

22,5 56 65 78 

Measured 
value [Hz] 

27 52 64 80 

 

Fig. 3. Diagram of the mechanical system by the preloading Master-Slave [2]. 
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Fig. 4. Amplitude-phase characteristics for speed feedback of the motor 

the control system Sinumerik 840D. For this measuring are removed all oblitera-
tion filters (e.g. Fig 4). 

For precision speed feedback hasn’t be amplitude amplification in the rever-
beration greater then 3 dB. This is fulfilled with help of large damping in the 
worm wheel.  

3   Impact Elasticity of the Position 

Impact compliance of the position is in one from preferably testified measuring of 
the setting quality of the whole control system of the C axis.  Impact compliance 
testifies to whole stiffness of C axis and to dynamic behaviour by machining. The 
measuring (e.g. Fig 5) was made with help of the rigid bar; witch was fixed on the  
 

 

Fig. 5. Measured position response on the step change of toque 200Nm 



Verification of the Simulation Model for C Axis Drive  369
 

 

Fig. 6. Simulated position response on the step change of torque 200Nm 

clamping system.  With help of the accuracy gauge of force was the bar preloaded 
and fast loosen. The preloading of torque is possible to develop very accuracy, bat 
speed of the loosing is worse to repeat by more measuring.  

The different of the size of the dramatic decline of position and time of decline 
by step change of torque is by measured and calculated course 15% (e.g. Fig 6). 
This different testify to difference of the calculated and real stiffness. Dynamic 
course of the response after the dramatic decline to the stabilization is more differ-
ence; bat for the speed is the problem adheres to the same conditions by measuring 
and simulation. 

4   Manuscript Submission 

Measuring of the C axis on the prototype of machine TT75 helps for verification 
of the simulation model. The difference between the measured values and calcu-
lated values are in most cases explained by incomplete measuring and at the same 
time of the error, which was arisen from calculation of stiffness and damping on 
the worm gear. Simulation model was simplified in any considerations by small 
nonlinearity in dynamical system. General is possible to say, that the behaviours 
of the C axis is for the requirements for machining very good and also was proved 
rather the advantage of friction on the worm gear as damping by reverberation. 

Acknowledgments. This work is supported by project MSM 0021630518 and company 
TOS, a.s. 
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Abstract. If exacting and complicated technological operations are applied at ti-
tanium machining, it is not acceptable to set positions of the particular motion 
axes at the machine tool with too big position uncertainty. For this reason, it is 
necessary to manufacture all components of motion axes very precisely. How-
ever, manufacturing precision has some economic and technical limits. After the 
optimum limits are exceeded, it is useful to perform electronic compensation of 
mechanical motion elements. This paper describes the essential principles of 
mechatronic compensation and it also shows some practical results. 

1   Introduction 

Uncertainty at manufacture of important parts, especially for such industrial 
branches as aviation, power engineering and transport, represents a great problem 
leading to technical and financial damages. There are several possibilities how to 
minimize the working and manufacturing uncertainty of the machine tools used 
for manufacture of exacting workpieces. The first one is to design a very precise 
machine tool. However, this interferes with technical and economic properties, as 
excessive demands put on working uncertainty of a machine tool can make it un-
sellable. The second possibility is to design a machine with a certain fixed limit of 
working uncertainty that can be eliminated by means of mechatronic principles. 

2   Manufacturing and Working Uncertainty  

Dimensional variations occurring at machining of workpieces give the first hand 
information about manufacturing scatter or manufacturing precision. Manufactur-
ing uncertainty is a degree of precision which can be reached when machining a 
workpiece using a particular machine at a defined operation status. It includes de-
viations conditioned by the machine as well as deviations which are not condi-
tioned by the machine [VDI 3441]. According to the definition, all machining de-
viations conditioned by the machine are summarized under the term "working 
uncertainty", including systematical as well as random errors (Fig. 1). 
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Fig. 1. Manufacturing uncertainty and working uncertainty 

Systematical errors are such influences as geometric deviations, thermal effects, 
static and dynamic rigidity, etc. They can be partly detected e. g. by geometric ex-
aminations in accordance with DIN standards or ISO recommendations or by spe-
cial independent examinations. 

Random deviations determine the range of a machine tool working scatter. 
They can be determined by mathematic-statistic methods from dimensional varia-
tions of test workpieces (machined workpiece) under the specified machining 
conditions. 

3   Compensation of Manufacturing and Working Uncertainty  

Many authors examine the individual causes of manufacturing and working uncer-
tainty separately [2, 3, 4, 5], especially the geometric accuracy of a machine tool 
in relation to the thermal machine condition [6, 7]. A great effort is put to explora-
tion of geometric accuracy, primarily with the use of volumetry. The determined 
deviations are compensated either by means of hardware or software.  

The following is mostly adapted by means of hardware: 
 

• motion mechanisms of a machine including servo systems; 
• geometric deviations in shape and position of machine tool frame structural 

parts which are intentionally and purposely shape optimized during manufac-
ture, in order to achieve the required effect after mounting them; 
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• geometric deviations in shape and position of guideways at motion axes so that 
the resulting motion reaches the required parameters; 

• heat radiation sources. 

It shall be mentioned that hardware compensation is very demanding and requires 
very good technical and physical knowledge. 

Software compensation lies in implementation of a compensation table into the 
digital control systems. The tables are prepared either in advance or at real time 
and pre-activated during a working cycle – machining. In the industrial practice 
the compensation tables are usually prepared in advance in the machine control 
system. It is mainly due to worse reliability and increased failure rate at obtaining 
the real-time feedback signals and also by the economy of the whole operation. 

Geometric accuracy is measured at unloaded machine (without cutting forces) 
and the axes are evaluated independently, unless assessed by volumetry. We want 
to stress the fact that comprehensive consideration of all factors causing the manu-
facturing and working uncertainty of a machine tool is essential. Geometric accu-
racy and thermal conditions (deformations) represent only one "little" part.  

 

 
Fig. 2. View of the TOSHULIN vertical lathe-type machining centre 

4   Vertical Lathe-Type Machining Centre  

A vertical lathe-type machining centre is presented in Fig. 2. From the kinematic 
point of view, one motion is performed by a workpiece (rotation) and two motions 
are performed by a tool (linear motion).  
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The following compensations can be used as the control system options: 
 

• straightness compensation;  
• interpolation type of straightness compensation;  
• compensation of the vertical axis deflection; 
• increased bidirectional compensation of the screw lead; 
• compensation of the cross-rail deflection; 
• three-dimensional space compensation. 

These compensation principles can be applied in SIEMENS as well as FANUC 
control systems.  

Besides, the hardware compensations described above are applied at the machine. 
Fig. 3 shows the coordinate systems of the workpiece and of the tool at a vertical 
lathe-type machining centre. Workpiece compensation is necessary in case of high 
requirements on minimization of the manufacturing and working uncertainty: 

 

• stroke in the Z-axis (plane XY); 
• rotation of the plane XY around all axes; 
• stroke in the Y-axis (plane XZ); 
• stroke in the X-axis (plane YZ). 

It is also necessary to perform tool compensation: 

• stroke in the Z-axis; 
• stroke in the X-axis; 
• rotation of the plane XZ around all axes. 

 

 

Fig. 3. Tool and workpiece coordinate systems at a vertical lathe-type machining centre 

5   Practical Example  

It was necessary to perform compensations in the individual axes for one important 
customer of TOSHULIN, a. s. company, in order to reach the required working  
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accuracy; the price of the machined workpieces reached hundreds of thousands 
EUR. Another interesting fact is that 90% of all material removed from the semi 
product was changed to chips. The workpiece wall thickness did not exceed 2 mm, 
its diameter was approximately the same as its height. 

Machining with such accuracy would not be possible without the following 
steps taken in cooperation with the machine user: 

• optimization of the workpiece shape and its chucking; 
• optimization of the technological process, the tool shape and of the tool edge 

cooling method; 
• training of the highly-qualified and dutiful machine operating staff; 
• optimization of the measuring process. 

It is evident from what was written above that achievement of high working accu-
racy (minimization of manufacturing uncertainty and working uncertainty – see 
Fig. 1) is not only the matter of the machine tool itself, but also of its user.  

The machine design was optimized by hardware as well as software adjust-
ments to decrease the working uncertainty. The machine manufacturer performed 
the following hardware modifications: 

• geometric shape and position deviations of frame structural parts and their 
guideways; 

• elimination of heat radiation sources. 

Software compensation consisted in this process: the actual course of the table 
displacement and rotation (Fig. 3) was approximated by a polynomial and the re-
sulting compensation value was suitably used during the manufacturing process. 
The results obtained in practice are shown in Fig. 4.  

 

 

Fig. 4. Displacement compensation at the axes X, Y, Z 

It is clear from the presented graph that the errors, caused by systematical and 
random deviations during the machine operation, have been considerably de-
creased in the X-axis, in the Y-axis as well as in the Z-axis (Fig. 1). This has  
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resulted in a considerable decrease of working uncertainty and the required results 
have been obtained. 

6   Conclusion  

Elimination of manufacturing uncertainty and working uncertainty (Fig. 1) is a 
very important part of a working process if any machine tool is operated. Mecha-
tronic principles are used to decrease errors, combining hardware and software 
means. However, it is necessary to keep in mind that it is not very suitable to ex-
plore the possibilities how to compensate the individual quantities separately, but 
it is necessary to consider the comprehensive effects of all factors affecting the 
manufacturing and working uncertainty. 
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Abstract. The application of the parallel mechanism in robotics can still be con-
sidered a valid and modern concept. The disadvantage of traditional designs of the 
mechanism is the low rigidity of the joint connections and the resulting hysteresis 
in their behaviour. This is due to the combined effect of tensile and compressive 
stress. The principle of the presented solution consists in realizing movement 
through the use of actuators that are only exposed to tensile stress. 

1   Introduction 

The option of employing parallel kinematic structures both in machine tool design 
and in robotics has been recently in great demand. In technical practice there is a 
host of concepts of the arrangement of parallel kinematic mechanisms available 
for either practical application or at least theoretically prepared. The principal re-
quirements on their final structure include simple construction, easy control and 
limited reconfigurability to allow for possible modifications of the geometrical ar-
rangement of the components during the testing of the mechanism. In addition to 
meeting the above demands it is also necessary that we ensure sufficient rigidity 
and accuracy of the mechanism under load. The design should also consider the 
possibility of integrating a measurement system with optional verification of the 
presumed characteristics and/or using this subsystem as a feedback-providing 
element.  

For illustration, below we show some basic types of practical applications of 
parallel kinematics the arrangement of which clearly indicates the direction of the 
development. The first example is the traditional Hexapod concept (Fig. 1). Obvi-
ously, this concept fails to meet the construction simplicity requirement and its 
control is difficult to grasp and uneasy. Yet, it serves as the basis for a number of 
machines deployed in industry, such as P800M by Metrom (Fig. 2). 
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                     Fig. 1. Hexapod                                                     Fig. 2. Hexapod 

The parallel structure principle is also often used in the constructions of various 
manipulators both in the form of planar 2D or 3D workspace. The planar arrange-
ment of parallel kinematics is dominant in machine tools (Fig. 3).  

 

  

Fig. 3. TriJoint by KOVOSVIT MAS 

2   Implementation of the Experimental Device 

From the above examples of mechanisms with parallel kinematics it is clear that 
most of the devices of this type actually used in practice employ joints with com-
bined tensile and compressive stress. These loading characteristics together with 
manufacturing imperfections in the links result in considerable hysteresis in the 
behaviour of the actuators as a whole. This is undesirable with regards to the accu-
racy of the machine. 

The shortcomings can be eliminated in several ways, such as increasing the 
manufacturing precision, increasing the overall rigidity, etc. However, these solu-
tions are very unfavourable in terms of the effect/cost ratio. Another option which 
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seems possible is the elimination of combined stress. It seems suitable to cancel 
out the compressive stress of the actuators, mainly due to their strutting stability. 
As the loading capacity in pull is usually significantly better than the strutting sta-
bility, it is possible to achieve higher loading of the mechanism. Another step 
leading to greater accuracy of the parallel mechanism is the application of pre-
stress in the actuators that results in delimiting the backlash in the individual ele-
ments and links and thus its elimination in the positioning of the mechanism. 

2.1   Hardware Design  

The constructional design of the mechanism employs 4 kit servomotors and is 
based on the mechanism using linear actuators stressed by simple pull (Robert L. 
Williams II, 2003). The rotary motion of the servomotor is then transformed by 
means of a pulley and a cable rod to translational motion. The motion is further 
transmitted by a rod to a platform that performs a movement predefined by us. 

The advantages of cable rods include low cost, low weight, simplicity and ease 
of inspection to see whether the rod is permanently pre-stressed.  

 

 

Fig. 4. Constructional design of the mechanism 

3   Control 

The actual path of the platform’s movement was created using the LabView 8.5 
software. Within a defined XY plane the path of the platform’s movement can be 
random. It can be determined in a number of ways. On the virtual control panel 
(fig. 5) we can choose between manual mode or predefined movement. Manual 
mode offers the option of testing the correct generation of width-modulated pulses 
in a 10-bit word and the proper turning and engaging of the individual servomotors. 
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Fig. 5. Virtual control model developed in the LabView environment 

The actual programme consists of several parts. The first one contains the 
mathematical apparatus describing the mechanism proper. By changing the con-
stants and variables we can reach any trajectory in the plane. The output is a set of 
values describing the actual position of the servomotor, which is of the unsigned 
integer type. For further processing, these values need to be converted to 10-bits. 
The conversion is effected by another block of functions, which also provide for 
the writing on the output ports of the I/O cards. While the control of the four ser-
vomotors is accomplished using only one card with a 12-bit interface its outputs 
must by cyclically overwritten. In this way a single cycle is created for each ser-
vomotor. At the same time the microcontroller needs to be sent information on 
which servomotors is to be controlled at the moment. For this reason each cycle is 
assigned a servomotor identifier consisting of a pair of high-bits. Control is there 
effected using in total a 12-bit word where the first 10-bits specify the required 
turning of the servomotors and the last two added bits ensure proper addressing to 
the particular servomotor.  

One of the requirements for the whole device was its mobility and easy connec-
tibility to a PC computer from which it is controlled. The selected I/O card by Na-
tional Instruments type USB 6009 which creates the interface between the PC and 
the ATMEGA microcontroller is limiting by its number of 12 I/O ports, but given 
its low cost and reasonable speed of overwriting the digital outputs, i.e. 150Hz, 
make it satisfactory to our purposes. More precise positioning of the servomotors 
would require opting for other peripheries available on the market, not just by Na-
tional Instruments. 

4   Measurement and Evaluation  

Verification had to be performed to prove the above assumptions. It has been done 
by means of measuring the real trajectory, using machine vision. The original alter-
native expected using the Siemens Simatic VS722 industrial camera. This solution, 
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however, proved insufficient for practical reasons, especially due to low camera 
sensor resolution. 

An EOS 40D still camera with a resolution of 3888 x 2592 was then used to 
acquired more precise information on the real platform position. From an accuracy 
point of view, this resolution provides approx. 5× more accurate position data than 
the camera. The disadvantage of this solution, however, is the lower recording 
frequency. This has partly been eliminated by reducing the platform motion speed. 
This speed has been optimised as to the minimum measured values during one cy-
cle. We have set a criterion of at least 30 measurements. 
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Fig. 6. Position measuring in circle interpolation [mm] 

Fig 6. shows the ideal platform trajectory and the real positions detected by 
measuring “snapshots”. Based on repeated measuring and statistic result process-
ing, it has been determined that the final accuracy corresponds with the above 
specified assumptions, which are limited mainly by the hardware component used.  

5   Resume 

The prime objective of this work was to verify the input assumptions. These in-
cluded mainly the repeatability of accuracy of the parallel mechanism, which 
uses the principle of pre-stressed joints. This principle provides both a significant 
increase of mechanism’s overall stiffness and elimination of backlash in individ-
ual joints, which results in more accurate mechanism positioning. The problems 
of a reduced work area and bigger overall mechanism dimensions are the main 
disadvantages. 

The secondary objective was to design this experiment as a low-cost solution – 
including the demonstration equipment – with a possibility of implementing it in 
the teaching process.   
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Both of these objectives have been achieved: verification of the mechanism be-
haviour and implementation in the teaching process including the involvement of 
students in the experiment preparation and realisation.  

Implementation of this presented principle in practical applications, especially 
in machine tools with parallel kinematics would increase their overall stiffness and 
accuracy. For this reason, our further efforts will be aimed at finding partner(s) 
among industries in order to utilise these principles in a commercially produced 
machining tool.  
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Abstract.  Already when developing and optimizing new drafts of production ma-
chines, where also vertical lathes belong, we have to count with various kinds of 
compensation methods. This paper deals with this problem as well and focuses on 
compensation of errors caused by geometric inaccuracy (GI) and working insecu-
rity (JI) of the vertical lathes. The main reason for description of compensation 
methods and working uncertainty is endeavour to create a mathematic model of a 
machine, from which it would be possible to predicate its manufacture qualities 
for the final customer, already in the offer phase. 

1   Introduction 

Geometric accuracy of used parts in construction of the working machine is one of 
the main criterion of every producer, who is obliged to decline working uncer-
tainty from customers´ requirements all the time. Total accuracy of the working 
machine is affected by a large number of factors such as working conditions, a 
tool, rigidity of machine, a workpiece, etc. Nevertheless, an important task of the 
working machine is fine positioning of the tool in the face of the workpiece all 
over the workplace. Achievement of low positioning uncertainty is affected by er-
rors included in the machine construction (geometric error), temperature change of 
a work environment, parts of the machine or the change in a machine load. The 
geometric errors are the main cause of the working inaccuracy of vertical lathes 
[1]. According to Evans, Kocken [2], quasi-static errors are even 70% of the total 
error of the machine. This paper is focused on compensation of geometric errors 
of the vertical lathes originated from finishing of workpiece faces. Errors, which 
are made during machining, are of a volumetric format. For face milling, it is nec-
essary to keep minimum deviation in the axis Z. Consideration how these errors 
minimalize will be specify there. 

2   Sources of Geometric Errors 

It is necessary to define meanings of the errors and accuracy prior to suggestions of 
errors compensation. Accuracy can be defined as a concordance rate of a finished 
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workpiece with required sizes and geometric accuracy [3]. Error can be understood 
as any deviation of a position, for example, a sharpness deviation of a tool from a 
theoretically desired value of the workpiece and the workpiece, which is specified 
by tolerance. Errors range gives measuring of accuracy. It is maximum of shift er-
rors among two points in a workplace of the machine [4]. The errors can be divided 
into two caregories, namely quasi-static and dynamic. The quasi-static mistakes 
change in time and they have a main influence on the tool and the workpieces. 
These mistakes depend on a machine main building structure. These sources in-
clude geometric-kinematic errors, erros caused by dead weight of machine parts 
and stress generated from thermic load of the machine [2]. Especially in big ma-
chining machines (machining centers), which are composed from parts such as..., 
we can find errors for every mentioned part. All the part errors influence the total 
volumetric error of the machine. For concrete case of the vertical lathe, where the 
main cutting motion of a face turning is done by a rotational workpiece and addi-
tional motion is done by the tool, see fig. 1. There the main source of the errors is a 
rail moving on axis X (Fig.1.). 

 

 

Fig. 1. Kinematic scheme of the vertical lathe [6]. 

In consequence of variable setout of a railhead ram towards the railhead, there 
are variables overturning moments. For a finishing cut, we can suppose that forces 
from machining are insignificant. Dominant influence on the finishing cut comes 
from a self-load of the machine assembly of  the railhead ram, railhead and rail. In 
the fig.2., there are examples where the machine works in the finishing cut and in 
a process of general machining where force F is a load of the machine. 
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Fig. 2. Model of search of compensation according to kind of load. 
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In consequence of variable setout of a railhead ram towards the railhead, there 
are variables overturning moments. For a finishing cut, we can suppose that forces 
from machining are insignificant. Dominant influence on the finishing cut comes 
from a self-load of the machine assembly of  the railhead ram, railhead and rail. In 
the fig.2., there are examples where the machine works in the finishing cut and in 
a process of general machining where force F is a load of the machine. It is possi-
ble to suppose required shape of the rail (blue curve 1)  from the Fig.2 left. The 
tool is in its ideal position after load from the railhead and railhead ram.  In con-
trast to fig.2. right, it is perceptible, that the force applied toward the railhead will 
deform it. Rail deflection will be in agreement with green curve (Fig.3). That de-
flection could be compensated by an  appropriate force. Compensation according 
to the fig. 2-left is suitable for a producer, who exemplifies geometrical accuracy 
to a customer in unloaded state of the machine. This compensation meets require-
ments on the mechanical accuracy of the vertical lathes. On the contrary, compen-
sation of ambient influences affecting the total system changing in time is a good 
example of mechatronic system application. 

2.1   Errors of the Rail of the Vertical Lathes Excited by Static Forces 

These are errors arised only from their own load of all the parts in direction from 
the tool applied on the rail. Considering construction and equipment of each of the 
machine, result end deflection curves of the railhead ram will be different. The 
surveyed curve of deflection will be derived from chosen discrete points all over 
the workplace and it will be extended by a suitable curve (fig.3.). Face turning is 
mainly affected by deformation in the axis Z. This deformation is eliminated by 
compensation of a shape of the rail face of the rail. Deflection of the rail results in 
tool turning around the axis Y and change in a tool position toward the workpiece. 
These movements are shown in the fig. 5. 

 

 

Fig. 3. Calculation models of the self weight loaded rail [6]. 
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2.2   Errors of the Vertical Lathe Excited by General Load 

Load originating from quasi-static, dynamic and turning forces influences the 
whole system during a cutting process. Forces effects are changeable in depend-
ence on time, position in the workplace, used technology etc. Deformations origi-
nated at the end of the tool is possible to arrange according to their sizes in an 
appropriate axis like Δy>Δz>Δx [6] (the system of coordinates according to 
fig.1.) The optimal position of the tool in the workplace of the vertical lathes 
TCP,i (Tool Center Point, ideal) and TCP,r real position influenced by forces and 
moments applied on the tool, is displayed in the fig.4. For instance, deformation 
of a mathematical model of the tool during surface machining (vc=100 m/min, 
h=ap=0,3 mm, f=0,1 mm, workpiece - 180HB) forms 4% from the total error 
measured on the workpiece for axis Z. 
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Fig. 4. Visualization of the error TCP of the vertical lathes 

 

Fig. 5. Visualization of the error TCP in axises X-Z. 

3   Compenzation of Geometric Errors 

With requests on products accuracy increase, not only producers of turning ma-
chines have been obliged to increase quality of their products to satisfy customers. 
Methods of increase in geometric accuracy of single parts are given by used  
technology and precision of the turning machines. Accuracy increase can cause 
expensiveness of the final products. Development in branches of electrotechnics 
and informatics enabled rise of machine control. Machines coud be then software 
compensated. Thereby, requests on geometric and kinetic accuracy of the appro-
priate parts could be decreased. If 70% of the error is formed by quasi-static er-
rors, which form deformation of the structural parts at big machines, at vertical 
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lathes there are a column and the rail which is loaded by a constant force acting in 
the position of the axis X in a work length of the rail. Software method, where 
machine constants obtained from the measurement of the machine are introduced 
into the machine, is one of the methods decreasing the total working uncertainty of 
the machine. Today, a control system enables to import the constant values for 
compensation of the axis, compensation in a plane and a space. It only depends on 
a selected method, where criterions of use are expediency and time necessary for 
machine measurement and recording of the constant values into the system. Rak-
siri [5] describes a method established on a neuron system for combination of 
compensating the geometric errors and erros originated from a machining force in 
his paper. This system is presented in the fig. 6, where INPUT values enter the 
system and investigated errors are obtained on OUTPUT Layer for each axis. In 
the fig. 7, there are test results of four different parameters together with increase 
in the geometric accuracy. 

 

 

Fig. 6. 7-110 -3 Network of error model combination [5]. 

 

Fig. 7. Error compensation of tests [5]. 

4   Conclusion 

Working uncertainty is one of the main parameters of the production machines, 
not only for manufacturing and a future spectrum of the products, but it can be a 
decisive item in a competitive fight, too. It urges the producers to continually de-
velop and give new parts to construction of the production machines. It can be ed-
ited by construction (passive compensation), software compensation or usage of 
the mechatronic systems. Whereas a price of the whole machine decides about its 
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marketability, it is necessary to judge the compensation methods in term of eco-
nomics. Practically, we especially meet with compensation of the geometric errors 
by the software method. Correction of the position between the tool and the work-
piece is made after the import of the correct values into the control system. Other 
methods are used rather in a laboratory. 
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Abstract.  Machine tools are production facilities built of structural parts, drives, 
measuring devices, sensors, control systems etc. It is not common to regard a ma-
chine tool as a mechatronic system, while the service devices and peripheries of 
machine tools are automatically seen as mechatronic. A typical example of a 
mechatronic system is the manipulator with tools and tool holders of the 
POWERTURN 2500 machine tool. Its main task is to enable unmanned running 
of this CNC machine by automatic tool exchange. The paper deals with assess-
ment of the design and with risk analysis of the tool holder manipulator of 
POWERTURN 2500 vertical CNC lathe. Its construction consists of a platform 
moving in the YZ plane of the machine tool actuated electromechanically and hy-
draulically as well as manually. Construction of the manipulator must meet the 
technical requirements and at the same time it has to be safe both for the operating 
staff and the machine itself. The safety issue is an essential prerequisite for placing 
the machine on the market and into service, with regard to the requirements of the 
2006/42/EC Directive on Machinery coming into force on 29 December 2009. 

1   Introduction 

Machine tools are production facilities consisting of structural parts, drives, 
measuring systems, sensors, control systems, etc. It is not common to consider a 
machine tool to be a mechatronic system (a machine tool is usually understood as 
an independent system). However, operating devices and peripheries of machine 
tools are understood automatically to be mechatronic equipment. The typical 
example of a mechatronic system is a manipulator with tools and with tool holders 
(tool heads). Its main function is to provide the essential property of CNC 
machines, i. e. their ability to work in unmanned operation and to perform the 
automatic tool exchange. 
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2   Description of the Tool Holder Manipulator 

The essential idea about the structure of the tool holder manipulator (magazine) 
and about its components originated during the first designing phase orientated 
especially on functionality, operability and serviceability of this equipment. 

 

 

Fig. 1. Tool holder manipulator 

The basis construction element of the tool magazine (Fig. 1) is a self-supporting 
frame (RZ). The lower part is a stationary one and the upper part moves in the YZ 
plane of a machine tool. Its motion is provided hydraulically. The movable part 
stroke is 500 mm, the height of the lifted magazine is 2600 mm. There are chain 
wheels (RK) located on the frame. The chain (RE) moves along these chain 
wheels and tool holders carrying tools (NA) are attached to the chain. The 
protective guard (SZ) is attached to the upper part and it is specified as a 
protection against dirt. There is a platform – a tool head manipulator (MH) located 
over the protective guard. Tool heads (TH) are located on the tool head 
manipulator. This manipulator moves together with the frame in the vertical 
direction (Z-axis). For the reason of the tool head exchange, the manipulator 
moves in the Y-axis. The manipulator motion is provided electromechanically 
along linear guiding in the range specified by technical limits and practical 
operation conditions. The remaining motion part is provided by an operator’s 
manual motion so that the tool heads can be accessible for an operator during their 
exchange, cleaning, etc. The operator must unlock a mechanical lock before the 
platform can be moved. All end positions are protected by limit switches. There 
are three important places marked in the Fig. 1. The place for the automatic 
exchange of tools and tools heads (AV) serves for their automatic exchange in the 
ram. The place marked as NV is specified to load tools to the tool magazine. 
Because the tool heads must be located on the manipulator in such a place which 
can be reached by the machine ram, the place for the tool head exchange (HV) 
must be located at the opposite end of the automatic exchange area.  

During the second designing phase, it is necessary to focus on the providing of 
the tool magazine safety.  
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3   Risk Analysis  

It follows from the new 2006/42/EC Directive on Machinery that the machinery 
manufacturer or its authorised representative must provide risk assessment with 
the target to determine requirements put on health protection and safety of work. 
The machinery – in our case it is the tool magazine – must be designed and con-
structed considering the results of this risk assessment. The particular risk assess-
ment process consists of the following steps: 

 

• determination of the anticipated use and any reasonably predictable misuse of 
the machinery, 

• determination of hazards which can follow from the machinery and hazardous 
situations connected with it, 

• risk estimation regarding to seriousness of a possible injury or health damage 
and probability of their occurrence, 

• risk evaluation with the target to determine if it is necessary to reduce risk in 
accordance with the Directive on Machinery target,  

• exclusion of hazards or reduction of risks connected with these hazards by 
means of application of preventive measures in the following sequence: design 
modification, safety precautions, information of the user about persisting 
hazards. 

The most important phase of the risk assessment process is risk analysis which 
consists in identification of hazards and estimation of risks connected with each 
particular identified hazard. A number of authors deal with various approaches  
to the designing process [1, 2, 3]; however, these approaches seem to be too 
scientific or scholastic and their application within industry is very problematic  
[4, 5]. This has resulted in the requirement to make the machinery designing 
process more transparent and to increase the support of the risk analysis 
realization at machineries. 

 

 

Fig. 2. Block diagram 
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3.1   Identification of Hazards  

Identification of hazards is the most important part of risk analysis. It is necessary 
to identify all hazards connected with the machinery construction as well as with 
all life cycle phases. Doing this, it is necessary to consider especially operators’ 
activities in the particular life cycle phases of the machinery.  System analysis was 
performed to identify hazards connected with the tool holder manipulator design. 
This system analysis consists in creation of its block diagram. This diagram shows 
all considerable interactions of its particular elements (Fig. 2). The second step is 
then performed by means of this block diagram, of EN ISO 12100-1 and EN ISO 
14121-1 standards and of the overview of operators’ activities. This step performs 
analysis of significant hazards during all life cycle of the tool holder manipulator. 
Application of forms shown in Fig. 3 proved very well in this phase.  

 

 

Fig. 3. Form for analysis of significant hazards 

3.2   Risk Estimation  

For each identified significant hazard is necessary to design a useful preventive 
measure to reduce this risk. Preventive measures are designed in the following 
sequence:  

 
• measures built in design; 
• safeguards and additional protective measures; 
• information for use. 
 

Estimating the risk, it is necessary to consider seriousness of possible health 
damage as well as probability of this damage occurrence which shall be estimated 
with regard to frequency and length of threat, possibility of avoiding the hazard 
and probability of hazardous event occurrence. The form (Fig. 4) proved very well 
during this process. This form documents in a transparent way risk estimation as 
well as the iterative risk reduction process.  
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Fig. 4. Form for risk estimation 

4   Conclusion  

Fig. 5 shows the final plan of the machine (ST) with the already integrated tool 
holder manipulator (ZN). On the basis of the above-mentioned risk assessment, 
we have performed such measures which take into account safety requirements as 
well as operation requirements. The machine is operated only by one technician 
who is responsible for working operations and who moves only in the operation 
platform area (PO) and in the area on the increased operation platform specified 
for the tool head exchange (PH). The access to the tool magazine area is marked 
with arrows in Fig. 5. This access is enabled only in the tool magazine NC STOP 
mode. Service and maintenance are subject to a special mode and these operations 
can be performed only by a technician who is properly trained.  

The exchange of milling heads (HV) and of tools (NV) can be performed only 
in two places and the operator cannot enter out of the defined area, after the door 
protected by an electromagnetic lock has been opened. The chain moves by safe 



394 L. Novotný and P. Blecha
 

speed and the motion can occur only by one place. The text mentions only the 
major precautions which have been applied to the machine on the basis of risk 
analysis documents and which result in safe operation of the complete machine.  

 

 

Fig. 5. Plan of the machine with the integrated tool holder manipulator 

The presented approach to risks analysis has proved very well at development of 
machines and now it represents the company’s standard at the designing process. 
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Abstract. The article deals with design of the controller for elimination of self-
excited oscillations during machining. These oscillations are generated between a 
cutting tool and a work-piece surface and lead to decreased quality of the ma-
chined surface as well as decreased geometrical precision. The secondary effect is 
increased level of noise emissions. In general, the self-excited oscillations nega-
tively affect the working productivity of metal cutting machines and inhibit its 
growth. The design of the controller is based on a model of the cutting process 
which works with so-called regenerative principle of the self-excited oscillations 
generation and is based on the variable chip thickness. The model itself serves to 
derivation of the controller gains. A piezoelectric compensator of the cutting force 
is controlled by the designed PSD controller. The compensator changes the posi-
tion of the tool against the machined surface thereby changing the chip thickness.  

1   Introduction 

The standard goal of a metal cutting machine construction is – (a) to get as precise 
work-piece as possible with quality surface, (b) in the shortest possible time. The 
problem is these demands stand against each other. 

Machine-tool technical designers strive to obtain machine structure which is 
ideally stiff, lightweight and with high natural frequencies and high damping. The 
desired dynamical behavior or machining accuracy of the system is not guaranteed 
every time even with sophisticated optimization tools and new materials. The ma-
chine oscillations typically lead to decreased quality of the work-piece surface [5]. 

2   Self-excited Oscillations 

There are three basic forms of oscillations of the machine-tools: natural oscilla-
tions, excited oscillations and self-excited oscillations. The self-excited oscilla-
tions occur in rough cutting as well as in finishing cutting. They are generated be-
tween the tool and the surface by mutual influence of the cutting process and the 
machine-tool without any outer periodical exciting.  
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Vibrations are caused by modulation of the static component of the cutting 
force which is influenced by relative cut (relative thickness of the chip). Chip 
thickness depends on the relative position of tool and the work-piece due to vibra-
tions of the whole system machine – tool – work-piece. The consequences were 
already mentioned – decreased quality of the machined surface and noise. 

There are several theories dealing with the problem including the reproduction 
principle. The wavy surface Y0(t) of the machined area originated from the previ-
ous cut is machined by the oscillating tool Y(t). Waviness of the surface changes 
the depth of cut (the chip thickness) periodically, thus changing the cutting force 
which excites the whole system. 

 

 

Fig. 1. The reproduction principle of self – excited oscillation 

This is the principle of the reproduction of the oscillations in every turn of the 
spindle (Fig.1). The vibrations of the tool and the work-piece are phase-shifted. 
This shifting is crucial for the self-excited oscillations generation [3]. 

3   The Model of the Cutting Process 

The model of a cutting process is based on the elementary equation [1]. 

( ) ( ) ( ) ( )mx t cx t kx t Fx t+ + =               (1) 

where Fx(t) is a cutting force described as 

( ) ( ) ( ) ( ) ( )
0 2

C x t x ti iF t a K h x t x tfx V V

ατ
⎧ ⎫⎪ ⎪

⎡ ⎤⎨ ⎬⎣ ⎦⎪ ⎪⎩ ⎭
= − + − − −          (2) 

Fx, a, V, x(t), x(t-τ), h0, Kf, Ci,and αi are in sequence: the cutting force, the cutting 
tool width, cutting velocity, amplitude of the inner wave, amplitude of the outer 
wave, the tool displacement, and three coefficients of the cutting force. 

Dynamics of the process is according to Eq. 1 and Eq. 3 described as 

( ) ( ) ( ) ( )
2 1 0 0, 0

a x t a x t a x t a x t bτ
τ

+ + + − =      (3) 
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where 

, , , ,2 1 0 0, 0 02
Ci ia m a a c a a k aK a aK b aK hf f fVV

α
τ= + = + = + = =          (4) 

4   Controller Design 

The proposal is based on the cutting process model. It is assumed using of PID 
controller which controls generation of the compensative force Fa,τ(t) in such a 
way to keep the process dynamics on the aperiodicity margin. Thus 

( ) ( ) ( ) ( ) ( )2 3 33 3
0 0

t t
x t px t p x t p x d p x drefτ τ τ τ− + − =−∫ ∫   (5) 

where p<0 is triple eigenvalue of the process. The controller gains are obtained for 
the control law 

( ) ( ) ( ) ( ) ( ) ( ), , 0
0

t
F t K x x d K x t K x t K x t Ka i ref p d pτ τ τ ττ τ⎡ ⎤= − + + + − +∫ ⎣ ⎦   (6) 

by substituting Eq.6 to Eq.3 as 

( ) ( ) ( ) ( ) ( )2 1 0 0, 0a x t a x t a x t a x t b F taxττ+ + + − = −    (7) 

and comparing the desired dynamics Eq.5 with Eq.7 and substituting Eq.4 to Eq.7 
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= =

  (8) 

for V≠0. 
Note that analytical form of the gains makes possible use the PID as adaptive 

controller which is adaptable to changes of the cutting force V and to the tool dis-
placement h0 [4]. 

Worse quality of the regulation is to be expected for the low cutting velocities 
because of appearance of the cutting velocity in the denominators of (8). It will be 
functionless for the zero cutting velocity. 

5   Simulation Verification 

The sampling period was chosen with respect to the possibilities of the hardware 
planned to be used for implementation of the control element as sampling period 
Ts=1e-4[s]. The achievable velocity of the controlled process was then tuned 
through a triple eigenvalue of the process p. First, we used simulation to find out 
that for p>2700, the response of the controlled cutting process is unstable for a 
step and for p=1500 it shows almost zero overshoot.  
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Fig. 2. Scheme of the controller connection and system model 

Together with evaluation of the process dynamics, we monitored the power 
conditions and the amplitude of the compensation force with respect to techno-
logical feasibility of the actuating device. The character of the achieved process 
dynamics in relation to the size of the process eigenvalue is shown in Fig. 3.  

 

 

Fig. 3. Response to the jump of the desired position (p=-2200, -1500,-1000, -500) 

Further testing examined the relation between the process dynamics disturbed 
by random failures of the cutting force and the process eigenvalue. Maximum size 
of the failure was set to 10N. With increasing absolute value of the eigenvalue p, 
the amplitude of the tool position oscillation decreases as the compensation proc-
ess is faster and the controller reacts more vigorously to the cutting force failures.  

The performed simulations confirmed adequacy of the eigenvalue setting to 
p=1500, when there is still a sufficient reserve to the stability limit and at the same 
time the proposed control decreases approx. fourfold the self-excited oscillation of 
the tool position compared to the uncontrolled cutting process. 

Adaptation of the controller to the changed working conditions is performed 
through the change of its gains. In terms of technology, the working conditions  
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Fig. 4. Left - course of the compensation force for p= -1500, right - relation between the 
transmission of noise and the size of eigenvalues p 

 

Fig. 5. Left - Influence of velocity step change on self-excited oscillation, right - Influence 
of step change of tool advance speed on self-excited oscillation. 

vary the fastest in relation to the cutting velocity V and tool advance per revolution 
h0. The behavior of the cutting process at step change of the cutting velocity and 
step change of the tool advance are demonstrated on Fig. 5. It appears that an ac-
ceptable value is the steepness of 50 ms-1 for V and 5 mm/rev for h0.  

Due to the fact that at the described step changes V and h0 the cutting process 
shows significant increase of tool oscillation amplitude and the step changes are 
unrealistic for technological reasons, a ramp was used for influence testing. Simu-
lation was then used to find the greatest possible steepness of the ramp at these 
characteristics which did not yet affect the overshoot of the reaction to the jump in 
the desired tool position and did not worsen the self-excited oscillation of the tool 
position too much.  

6   Conclusion 

Use of the designed PID controller in a machining process results in marked de-
crease of self-excited oscillation of tool position compared to the uncontrolled  
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cutting process. Simulation of the whole process was realized by modeling the 
machining with constant cutting velocity V and constant tool advance per revolu-
tion. Under the conditions of high speed machining (cutting acceleration of 

250 [ms ]V −<  and the speed of tool advance per revolution 1 15[ . ]0h mm ot s− −< ) we 
achieved approximately threefold decrease of self-excited oscillation. Under the 
standard machining conditions the achieved decrease of oscillation was approxi-
mately fourfold. Even better results, i.e. increased absolute value of the process 
eigenvalue p and improved noise elimination were obtained when a shorter sam-
pling period 1 4 [s]T es< −  was chosen. 

Acknowledgments. This work was supported by research plan MSM 0021630518 Simula-
tion modeling of mechatronic systems. 

References 

[1] Altintas, Y., Eynian, M., Onozuka, H.: Identification of dynamic cutting force coeffi-
cation and chatter stability with process damping. Annals of the CIRP 57(1), 371–374 
(2008) 

[2] Marek, J.: Konstrukce CNC obráběcích strojů, MM průmyslové spektrum, září (2006) 
ISSN 1212-2572 

[3] Tlusty, J.: Analysis of the State of Research in Cutting Dynamic. Annals of the 
CIRP 27, 583–589 (1978) 

[4] Kautsky, J., Nichols, N.K.: Robust Pole Assignment in Linear State Feedback. Int. J. 
Control 41, 1129–1155 (1985) 

[5] Novotny, L., Sveda, J.: Metody potlačování vibrací u vysoce dynamických obráběcích 
strojů. MMprůmyslové spektrum, listopad, pp. 16–20 (2007) 



 

Problems of Quality of Convex Printouts  
for the Blind People 

R. Barczyk and D. Jasińska–Choromańska 

Warsaw University of Technology, Faculty of Mechatronics, Institute of Micromechanics 
and Photonics, Św. A. Boboli 8, Warsaw, Poland 
r.barczyk@mchtr.pw.edu.pl, danuta@mchtr.pw.edu.pl 

 

Abstract. People who have lost sight also lose the simplest ability of acquiring  
information about the surrounding world. Newspapers become unreadable, and 
writing a letter to a friend has to be done by a third person.  Nevertheless, with the 
development of modern technologies, the number of new devices, which support 
the communication of blind people, is increasing (also microprocessor). Yet still 
Luis Braille’s system, which uses point-convex signs, is most commonly used. 
A new problem has arisen, namely modern convex printing technology is not al-
ways in proper relation to the quality of the printouts. There are no quality stan-
dards which precisely describe the parameters which have the biggest influence on 
the quality of convex copies, nor is it established how these parameters should be 
measured and which values should be allowed. 

1   Introduction 

The development of new hardware aiding blind and weak sighted people is  
observed together with the progress of new technologies, e.g. computers and elec-
tronic pocket notebooks are equipped with speech synthesisers. In spite of the cur-
rent  trends of artificial reading of Braille texts, traditional reading (developed in 
1829) is still used. Braille’s alphabet is read with the fingertips, from left to right 
(every finger covers one braille sign). Both hands are used in the process of read-
ing (the right hand analyses while the left hand synthesizes signs).  

Independent of count of points, each braille sign occupies the same area. 
Braille’s alphabet is based on an array of six points in the area of a rectangle. The 
points are numbered: 
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Fig. 1. Braille’s six-point 

Using different combinations of points, it is possible to get 64 characters: 1 
without points (space), 6 one-point, 15 two-point, 20 three-point, 15 four-point, 
6 five-point and 1 six-point. Each sign in Braille’s alphabet represents one letter in 
the standard alphabet. Capital letters consist of two signs - the sign for the capital 
letter and the sign of the letter itself. Digits are similarly made up of two signs – 
the sign for the digit and the first letters of alphabet). Most letters are the same in 
all languages. The remaining signs represent language specific letters. 

Braille’s alphabet is used in special hardware for the blind, e.g. the Braille writ-
ing machine, Braille monitors.. The alphabet is also used to publish. books, news-
papers, magazines, didactic help and dictionaries. 

There are several technologies of making printouts with convex text and graph-
ics. Technology is one of the factors which influence the quality of the copy, and 
the parameters describing the quality. 

2   Parameters 

Values of quality parameters of convex printouts are very different [1,2]. They are 
greatly influenced by: the technology of making a printout, the construction of 
hardware, even the kind of.  

The blind say that the most important factor which influences the quality of con-
vex printouts is the height of the points (this parameter determines, whether the text 
can be read or not. Even a well-convexed printout (with the right geometric pa-
rameters) might be read unwillingly. because of excessive roughness of the copy’s 
surface. This causes induration of fingertips and reducing tactile sensitivity. 

The parameters describing the quality of convex printouts are not normalised, 
therefore such copies have very different quality. The best estimate of quality is 
the opinion of a blind person. But what is also important, is the correlation of this 
estimate with technically measurable parameters. 

The estimation of the parameters’ range would force producers to make good 
quality printouts. 
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There are many parameters [3], which can describe quality of convex printouts, 
e.g.: 

 

• height of points 
• diameter of points 
• distance between points 
• distance between signs 
• distance between lines 
• roughness of the surface 
• shape of point top 
• technology of making a printout 
• durability 
• type of ground 
• type of printout: one – or two-sided 

 

The realised studies proved, that statistically important parameters are only height 
of points, diameter of points and roughness of surface.  

 

 

Fig. 2. Height and diameter of a point (d – diameter of point, h – height of point) 

 

Fig. 3. Roughness of the surface 

Roughness of a point’s surface is estimated with parameter RB 
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3   Measurements 

The non-contact optic methods are the best methods to measure quality parame-
ters. The most useful one is the fringe projection method, which allows for 3D 
scanning of an item, and describing its surface by a cloud of points.  

 

 
Fig. 4. Measurement stand (1- fringe projector, 2 – rotation table, 3- CCD camera, 4-base) [4] 

While scanning fringes are projected on the measured object and they change 
systematically from dark to bright according to Gray’s code. (figure 5) Such a pro-
jection is made at several angles. 

 
 0 

 1 

 2 

 3 

Fig. 5. Sequence of fringes (Gray’s code) 

In areas where the height is changed, the view of fringes is deformed (Fig. 6). The 
software determines the cloud of points analysing the sequence of views. (Fig. 7). 
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Fig. 6. Measured sample in the process of scanning 

 

Fig. 7. Cloud of points of the measured sample 

The next stage of measuring is the analysis of the received cloud of points us-
ing different software, which contains algorithms for estimating each parameter. 

Measurements were made on the fringe-projection stand in the Optical Engi-
neering Division of the Institute of Micromechanics and Photonics of the Warsaw 
University of Technology. 

4   Studies 

The preliminary studies allowed to determine the values of this these three pa-
rameters. Nowadays the representative group of visually impaired people in Po-
land evaluate specially prepared fragments of Braille’s text with different quality 
parameters. Results of these studies will be published soon. 
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Abstract.  Despite the huge technical progress in the cardiological diagnosis, heart 
auscultation is still an essential element of the physical study in cardiology. The 
possibility of hearing the acoustic phenomena produced by the contracting heart 
and the blood flowing through, enables the initial diagnosis of cardio-vascular pa-
thology, especially cardiac valve defects. Replacing the traditional stethoscope with 
the electronic device (phonocardiograph) enables filtering noises, strengthening se-
lected frequencies and referring them to the heart cycle. The development of 
phonocardiography had been suddenly stopped by introducing ultrasonic investiga-
tion into the cardiological diagnosis. The application of an innovative transducer 
(accelerometer) and the possibility of the digital processing of the acoustic signal, 
allowed to expand the acoustic analysis for the new frequencies (infrasounds). In 
the signal frequency analysis of the healthy heart, the largest spectrum strength is 
recorded among the frequencies between 6 to 12 Hz. In the case of damages in the 
left heart ventricle, the recorded spectrum is changed (the decrease of amplitude 
and higher frequencies appear). 

1   Structure and Activity of the Cardio-Vascular System 

The role of the circulatory system involves transferring blood, together with ener-
getic components and products of metabolism which are transported to tissues and 
organs, thanks to which they can be used or removed from the organism. Heart is 
the organ which is responsible for the energy essential to activate movement, whe-
reas blood vessels decide about the direction of the blood flow. 

Heart has the weight of about 250-300 g. Muscle cells constitute about 70% of 
its mass, however from the point of view of the amount they are less than 1/3 of 
all the heart cells.  
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Heart muscle cells connect with each other by the use of highly specialized pro-
teins and create a strictly defined structure. [3][4] Connections between heart 
muscle cells, apart from taking part in the contraction, also allow the efficient flow 
of the depolarizing current, which releases the process of contracting of the con-
tractible elements , namely sarcomeres. It happens due to the cyclic increase of the 
calcium concentration in the environment of regulative proteins, belonging to sar-
comeres. Spatial changes in the regulative proteins allow producing connections 
between contracting proteins- actin and myosin. Actin and myosin , due to the en-
ergy released from the hydrolysis of the high energetic bond called ATP, move 
towards each other, what lead to the contraction of the sarcomere. Synchronized 
contraction of all the sarcomeres included in the particular muscle cells causes 
contracting of all the heart muscle fibers.[1][4] Contraction of the sarcomeres, 
which is connected with the contraction of the muscle cells without changing ven-
tricle’s capacity, is possible due to the simultaneous stretch of the elastic elements 
included inside and outside the muscle cells.[4][5] 

The same phenomena occurs in the right ventricle and pulmonary arteries, how-
ever the pressure is about 3-4 times lower. The blood transferred during the con-
traction stretches the elastic elements of the aorta and the pulmonary artery. During 
the relaxation phase, when the artery valves are closed, the energy gathered in the 
aorta and pulmonary artery causes farther blood transfer. With the frequency of 
about 70/’ each of the heart ventricles pumps about 5-5,5 l. of blood per minute, 
what gives 7000 l. of blood per 24 hours. Only healthy, properly loaded and well 
nourished muscle can manage to do that. When any of the conditions mentioned is 
not fulfilled we can speak of the cardiac insufficiency.[4] 

2   Cardiac Insufficiency 

It is not possible to give one, universal definition of cardiac insufficiency. Most 
often we define it in terms of its symptoms which are: dysponea after effort, 
cough, attacks of night dysponea, weakness, cyanosis, swelling, palpitation etc. 
These symptoms are the result of the pumping function of the heart.[1][3][4] 
However, not only damages in the mechanical function of the heart determine the 
course of the disease. The so-called “compensational mechanisms” are here of 
crucial importance, among which we can point: activation of the sympathetic sys-
tem and stimulation of the rennin-angiotensin-aldosterone axis. Short term influ-
ence of the above mentioned mechanisms causes keeping up the heart projection 
on the satisfactory level. However, when the cause of the damage is not removed, 
then the same mechanisms cause the sequence of reactions which increase the 
heart damage. As a result of the excessive sympathetic stimulation there is an in-
crease in heart activity, and as a consequence there is an increased need of ener-
getic substrates (especially oxygen). Activating the rennin-angiotensin- aldoster-
one system increases the volume of the plasma (higher strain on the heart), what is 
more, it changes the structure of the non-muscle heart elements, what leads to its 
fibrosis. The outcome of this process is a loss in elasticity, which is extremely im-
portant while transferring energy. Moreover, growth of the non-muscle fibers 
causes changes in the spatial arrangement of the muscle fibers, what lead to a 
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change in the hemodynamic function of the heart ventricle. [2][3][4][5] In order to 
assess the level of cardiac insufficiency we use the functional classification ac-
cording to the New York Heart Association (NYHA). We can distinguish four 
classes of the NYHA classification, which are as follows: 

 

• NYHA I – patients with heart disease but with full physical activity 
• NYHA II – patients with heart disease and a slightly limited physical activity 
• NYHA III – patients with heart disease and considerably limited physical activity 
• NYHA IV – patients who are unable to any physical effort[4] 

 

The higher class of the cardiac insufficiency, the more serious prognosis and the 
shorter estimated period of the patient’s survival. Consequently, the absolute mor-
tality (of five years) among patients with cardiac insufficiency in the USA is about 
50%, one year mortality in the case of the patients from NYHA IV is about 75%. 
Every year in the USA there is recorded about 260 000 deaths caused by the car-
diac insufficiency. Cardiac insufficiency occurrence among patients between 35 
and 65 year of age is about 1%, but among patients over 65 years old it grows to 
almost 10%.[4] 

3   Characteristics of the Diagnostic Methods 

Cardiac insufficiency is a dynamic process. In the first phase it takes the hidden 
course and the symptoms such as cough, difficulties in breathing or weakness are 
wrongly associated with general overtiredness, overwork or cold, they are hardly 
ever connected with heart disease. Whereas diagnosing the disease in the very first 
stage has crucial meaning for the patients, as eliminating the cause of the disease 
leading to the cardiac insufficiency can stop or even cause the regression of the 
disease. Unfortunately, diagnostic tools are limited because of the methods applied 
or difficult access to the highly specialized diagnostic laboratories. All these lead 
to the decrease of the chances to detect early disease symptoms. The most popular 
examination – electrocardiogram, usually doesn’t show any pathological changes 
during this period. Similarly, the common chest radiograms are then appropriate in 
most cases. 

Introducing examination with the use of ultrasounds can be marked as a turning 
point in the image diagnosis of the cardiac insufficiency.  However, despite apply-
ing very advanced techniques including the use of tissue doppler, the very early 
stage of cardiac insufficiency cannot be detected, because it doesn’t give any cru-
cial pathological changes. Isotope and PET examination, as well as the magnetic 
resonance are still very expensive and hardly accessible and because of that they 
do not have a wide clinical application in detecting early cardiac insuffi-
ciency.[2][3][4] Taking into consideration difficulties with detecting early cardiac 
insufficiency and all the profits resulting from detecting it as early as possible, we 
made an attempt to use heart acoustic emission analysis to evaluate and detect ear-
ly heart damage. This is the main goal of our research. 
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During heart beat cycle we can observe vibrations of the structures with fre-
quencies characteristic for the particular histological structures. Depending on the 
degree of sarkomere stretch we can describe the tissue by the use of different re-
ological methods. There are numerous factors influencing such model, e.g. relative 
stretch of the muscle, pathological changes, tissue’s structure, the level of blood 
supply and oxidation. Adaptive mechanisms released by hemodynamic changes 
initiate and strengthen reconstruction of the heart muscle. Changing the expression 
of the genes responsible  for the synthesis of the connective tissue lead to exces-
sive heart fibrosis. 

Infrasound signals generated during heart activity give information about the 
condition of the tissues. Methodology of gaining such information is an essential 
matter on the basis of which we can assess the condition of the heart using the 
analysis of vibrations [6]. 

The most crucial element in such vibration measurements is a converter. For 
this purpose we can use accelerometer or a funnel with the infrasound micro-
phone. While choosing accelerometer we have to take into consideration its 
weight and measurement range. Accelerometer which can be used to make meas-
urements from the surface of the patient’s chest should be less inert, because the 
vibrations are small. Soft tissues are made of water in about 70% ; water is incom-
pressible and that is why vibrations can act well in such an environment Another 
approach to measurement is the use of funnel with the infrasound microphone al-
lowing measuring vibrations from the frequency of about 0 Hz. It enables the non-
invasive examination and lowers safety demands. In  this type of examination the 
patient’s skin is the membrane. The measurement system prepared in such a way 
requires calibration, which can turn out to be expensive in the infrasound band. A 
great advantage of this solution is its low cost in mass production. The measure-
ment trajectory used in the test examinations allows canvassing the signal, and af-
ter spectrum analysis – determining the cardiac insufficiency in the advanced 
stage. Imperfection of the measurement trajectory prevents precise determination 
of the signal’s characteristics, which reflect particular changes. On the basis of the 
identical conditions of the examination, while comparing signals of the patient 
with a sound and an insufficient heart we are able to detect all the pathological 
changes. Signals obtained from the healthy person, measured in the same condi-
tions are very similar to each other. Whereas signals taken from patients with car-
diac insufficiency are considerably different in the area of frequencies measured in 
healthy persons. The measurement trajectory which is currently used by us doesn’t 
allow defining either the period of disease or the causes of obtaining such a signal. 
The aim of our work is to design such a measurement trajectory so as to allow re-
cording even the slightest changes in the signal, which could indicate the early 
stage of heart damage.  

4   Short Summary 

There had been conducted certain clinical examinations on the basis of the meas-
urement trajectory, which in fact do not allow the quantitative evaluation. Tests 
we’ve made were assessed in terms of comparison and allow us to distinguish 
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healthy persons from those suffering from the cardiac insufficiency. In order to con-
duct the quantitative analysis of the signal, there are professional measurement tools 
to be applied. The outcomes of our work are supposed to enable designing such a 
tool, which will be able to diagnose patients in different stages of the disease. 
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Abstract. Early detection of pathological changes in tissue is significant espe-
cially for cancer diagnosis. In many cases it decreases tumor development or 
completely cures patient. The most reliable method of cancer diagnosis currently 
used is microscopic cytological or histology analysis, which requires wide 
knowledge and experience form doctors. Polarimetric method presented in this 
article allows observations of cells or tissue sectors in light of different polariza-
tion degrees, under the microscope. Genesis of pathological changes entails in 
remodeling of tissue structure. Due to structure changes and rebuilding of colla-
gen molecules, tissue reveals different optical properties than physiologically 
normal tissue. One of those is birefringence. Described work was focused on 
elaborating polarimetric method for testing optical characteristics of tissue sam-
ples, choosing the proper method for polarimetric image analysis and finding 
such optical characteristics, which will show correlation with cancer occurrence. 
The scientist aim was to extend knowledge of relation between arrangement of 
birefrigent elements and physiological state of tissue. 

1   Introduction 

Photon transmission through biologic materials depends on reflection, dispersion 
and absorption in this material. Dispersion is a dominant effect, which decides 
about tissue optical properties. That’s why, main problem in gathering substantial 
biomedical  information using absorption spectroscopy or optic imaging, is elimi-
nation or proper reflection of dispersed light. Using polarized beam allows for dis-
crimination reflected and polarized light. Reflected light keeps polarization, while 
dispersed is being depolarized due to multiple dissipation or interaction with bire-
fringent elements (for ex. collagen fibers). Visible radiation, especially around in-
frared range, has quite large ability for tissue penetration. It allows observing skin 
surface and hypodermic layers, from which depolarized light comes [7]. In a case 
of skin cancer, traditional initial diagnosis is based on evaluation of asymmetry, 
edge, color and diameter of change. Shifty changes are checked after biopsy which 
is an invasive, painful and time consuming procedure. Using polarized light as-
sures noninvasive or less invasive diagnosis. Birefringence of cell structures may 



414 N. Golnik, T. Pałko, and E. Żebrowska
 

be a result of naturally present double refracting elements, proper staining or regu-
lar arrangement of fine parts with refractive index unlike the  surrounding envi-
ronment. Images gained in polarized light may contain substantial information 
about optical properties of examined tissues and fulfill data gathered after com-
mon luminosity analysis. Works, on using polarized light to biomedical examina-
tion, are being carried for many years. In 1949 it has been certified that nerve cells 
activity is correlated with the change of it’s optic properties [1]. It is also known, 
that changes of tissue optical parameters are connected to it’s metabolic or/and 
electric activity [2-5]. Therefore analysis of polarization degree of dispersed light 
may provide structural and functional information on examined tissue. One of the 
main implementation of polarized light in cancer diagnosis is detection of early 
cancerous skin changes or states before it. So far, many useful diagnostic methods 
has been elaborated. Jaques in his work [6] points that registration of two images 
in polarized light, with parallel and crossed polarizer, and calculation the state of 
linear polarization, enables receiving image with slightly higher contrast, which 
can reveal structures invisible in normal imaging.The main describing tool in po-
larimetric methods are Mueller matrix and Stockes vectors. Works on possibility 
of implementation of polarimetric microscopy in tissue structures imaging are in-
tensively developed in Yuriy Fedkovych Chernivtsi National University. They 
proposed usage of amorphous substance model with uniaxial crystals. According 
to this model, change of tissue state (for example tumor occurrence) results in re-
modeling of spatial orientation and frequency of chain. Statistic and correlative 
methods, used for image analysis shown, that they allow for earlier medical diag-
nosis than presently used methods [10,11]. Based on results scientists from Cher-
nivtsi National University proposed method for early cancer diagnosis.  

2   Background and Purpose 

The main purpose of described project was to test method for gained images analy-
sis, for it’s potential usability in cancerous changes diagnosis. The primary condi-
tion was receiving images in adequate quality, without interference from measuring 
system. As a result, polarimetric images gained from system, has much better qual-
ity that those described in literature concerning correlative methods for image 
analysis. Furthermore this images has quality sufficient for histopathologic tissue  
examination. They were sent to Pathomorphology Laboratory in Warsaw, where 
it’s potential usability in telehistopathology was confirmed. 

3   Materials and Methods 

3.1   Preparation of Tissue Samples 

Five basic tissues may be distinguish in human body: epithelial tissue, connective 
tissue, nervous tissue, muscle tissue and blood. Connective tissue consists two ba-
sic components: cells and intracellular fluid. Fluid contains many fibers keeping  
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the proper state of tissue, and basal substance (gel) holds cells and fibers. Many 
fibers are built from collagen which reveals birefringence.Birefringence elements 
can also be found in muscle tissue. Micro-fibroblasts are built from actin (amor-
phous) and myosin (crystalline). In opposition to connective tissue, muscle tissue 
consist birefringent elements in cellular part. In connective tissue birefringent 
elements forms dead framework supporting cell structures. That’s why pathologi-
cal changes appearing in different tissues may differently influence observed tis-
sue birefringence.  

3.2   Algorithm 

Full information about polarizing properties of object put under beam of light is 
contained in Mueller matrix [8]. This matrixes interact with 4-element Stockes 
vectors [9], which describes partly-polarized light, so they include 16 elements. 
According to definition, for defining 4-element Stockes vector, 6 light intensity 
measurements should be done for suitable states of polarization (4 linear and 2 
circular). That’s why, in the easiest version, for calculating 16-element Mueller 
matrix, it’s necessary to do 24 measurements. For every (x,y) point of tissue im-
age, Mueller matrix in this point is a product of diagonal amorphous part (which 
describes absorption) and crystal part (which describes birefringence of single 
element): Mij(x,y) = Aij(x,y)⋅Cij(x,y). In this model Mueller matrix Mij(x,y): 

δαδ−αδ
αδαδ+αδ−αα
αδ−δ−αααδ+α

=
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0001

AM 22

22             (1) 

where: 
 

A=exp(-μd) - describes light absorption in anisotropic environment (-μ - extinc-
tion factor, dthickness); δ - phase displacement made by birefringent element;  
α - angle between birefringent element axes and laboratory system axes. 

 

In our simplified system, measurements time was shortened and only 3 compo-
nents of Stockes vector and 3x3 Mueller matrix were calculated. At first, only im-
ages in the line of M22, M23 and M33 elements (or their normalized equivalents) 
where calculated. Presently, we think, that essential information about spatial dis-
tribution of birefringent elements can be calculated from expression:  

P=(2×M11-M22-M33) = A(1-cosδ)                  (2) 

or for normalized matrix:  

p=(2-m22-m33)=1-cosδ         (3) 

Information about angle distribution can be found after analyzing: 

( ) α=
−−

4sin
2
1

MMM2
M

332211

23          (4) 
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4   Results of Optical Characteristics of Tissue Samples 

The first tested image analysis method was simple statistic analysis of opacity de-
grees of images responding to Mueller matrix elements, Stockes vector or distribu-
tion of opacity degrees on images gained for crossed and parallel polarizer and 
analyzer. Moments distribution of 4th order was calculated. Received results 
proved that statistic analysis of image opacity is too weak and doesn’t allow for 
differencing regular and pathologically changed tissues. Exemplary results for 
mamma sample are shown in Fig.1. 

 

 

Fig. 1. Histograms of M22 Mueller matrix element image points values distribution for two 
mamma sample sets (x for regular and g for pathologic) calculated in 3 different places in 
sample. 

The second method was autocorrelation, which measures signal correlation 
with it’s copy moved with special value. Autocorrelation analysis was calculated 
for images gained with crossed polarizer and analyzer because in this position bi-
refrigent elements are clearly visible. Images of autocorrelation for mamma tissue 
sample are shown in Fig.2 (sample 14856). 

It has been observed during research, that important information, about struc-
tures visible in autocorrelation image, is lost. Using this methods requires then 
presenting full autocorrelation maps. Results received from another methods of 
image analysis (such as Fourier and multirepresentation entropy analysis) are too 
time-consuming to be clinical application. Analysis of curettage uterus shown that 
stained samples does not reveal measurable birefringence. Even images with par-
allel polarizers, images had very good quality and potentially could be used in te-
lemedicine, images for crossed polarizers are completely dark. Specially prepared 
not-stained samples reveals birefringence, but interpretation is strongly hampered 
due to paraffin birefringence. 
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Fig. 2. Autocorrelation images for mamma tissue gained with crossed polarizer and ana-
lyzer (regular tissue – left, pathological tissue – right). 

5   Results and Discussion 

The essence of polarimetric method is visualization of elements in tissue which 
reveals birefringence (for example collagen fibers) and searching for correlation of 
distribution changes with pathological changes. The primary method is to calcu-
late Mueller matrix and analyze it’s elements. In this project the number of neces-
sary measurements were shortened, and only 9 of Mueller matrix elements where 
calculated. Also, it has been pointed out that there is such combination of this ma-
trix elements, which gives: information about distribution of phase displacement 
made by birefringence elements, and about  distribution of angles made between 
axis of birefringence element and axis of laboratory system. Analysis of other 
Mueller elements does not give a clear results.Modified and tested polarimetric 
system used within this work was built as an attachment for optic microscope. It 
includes CCD camera which allows loading images with 1024x1344 resolution 
and 12 bit dynamics. For correction of images  movements with different polarizer 
and analyzer position, special algorithm was written in MatLab. Thanks to this, 
gained precision was better than in earlier publications. For tissue image analysis a 
special program has been written in MatLab environment, which calculated 
Stockes vector and Muller matrix. Built system and proposed software assures ar-
chiving images with quality adequate for clinic diagnoses and may be used in tele-
histopathology.During research couple series of normal and pathologically 
changed tissue samples prepared in standard way was tested. It occurred that im-
age analysis results strongly depends on sample preparation. Best samples would 
be unstained, but it’s hard to get such samples not covered with paraffin. Informa-
tion of using special stains [13-15] or special methods for preparing samples [12] 
can be found in literature.Results shows that polarimetric method may be useful in 
breast cancer diagnosis (in addition to histopathologic tests) and in brittle bone 
disease diagnosis (in both cases if biopsy is done). Analysis of matrix p element 
gave very good results for cervix of the uterus tissue. Confirming this results in 
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medical research, may enable usage of polarimetric method in colposcopy.Wide 
series of endometrium samples analysis shown that in this case birefringence is 
poor. That’s why polarimetric method usage is technically hard and limits practi-
cal application.Other probable areas of using are tele-histopathology and genetic 
engineering. 
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Abstract.  The paper deals with process of realization of one channel strain gauge 
amplifier. The amplifier supposed to be used for deformation measuring of tube 
adaptor of transtibial prosthesis. The aim of measuring is focused on long time 
data recording of deformation in rear-front direction during real load conditions. 
Results of measuring will be used for transtibial prosthesis adjustment for concrete 
patient. This paper describes measuring chain, development of hardware and soft-
ware for long term data acquisition.  

1   Introduction 

There is an force and torque load between a socket of the transtibial prosthesis and 
the residual limb. This load varies during patient motion and depends among other 
on patient weight, speed of  walking, type  of movement and  terrain. The load be-
tween the socket and the residual limb is also influenced by adjustment of prosthesis 
so-called Alignment [1]. Inappropriate  prosthetic alignment can  lead to excessive 
load of the residual limb, instability of prosthesis during movement (loss of safety) 
and can also leads to  gait deviation. Therefore  prosthetic alignment is performed in 
three steps - bench alignment, static alignment and dynamic alignment [2]. The op-
timal  alignment can be  assessed subjectively based on patient feeling during walk 
with prosthesis or objectively based on dynamic or kinematic analysis of gait [3]. 
The dynamic analysis is based on measuring of force interaction between prosthetic 
foot and ground while kinematic analysis is based on video analysis. 
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Fig. 1. Transtibial prosthesis (strain gauges on right leg) 1. Socket, 2. Tube adaptor, 3. Foot 

Torque load of prosthesis can be calculated by combination of kinematic and 
dynamic analysis. Unfortunately, these approaches are linked to measuring and 
analysis in biomechanical laboratory and do not reflect everyday activities of pa-
tient. This fact leads to design of methodology that involves measuring of force and 
torque loads of prosthesis in real time during everyday activities. The methodology 
will be used for optimal  alignment of transtibial prosthesis. The project is realized 
in cooperation with ING corporation, s.r.o. Ortopedická protetika Frýdek-Místek 
and Department of Physiotherapy, Medico-Social Faculty, University of Ostrava. 

2   Objectives 

The aim of the project is to realize long term monitoring of deformation of tube 
adaptor of transtibial prosthesis. It is required to develop monitoring system with 
simple operation, light-weight and small size. The measuring system will be at-
tached to patient, therefore no constrains of movement is required. The connection 
between measuring system a driving computer (carried by patient in bag) will be 
realized by wireless network.  

Goals of project are following: 

1. Design of measuring chain based on required application. 
2. Development of simple measuring amplifier. 
3. Development of measuring software. 
4. Testing of system and verification of functionality. 

3   Realized Measuring 

The need of long term deformation monitoring arises out of previous measuring 
performed in biomechanical laboratory [4]. Those measurements were oriented 
on deformation measurement of tube adaptor of transtibial prosthesis via strain 
gauges, reaction force measurement via force plates and kinematic and dynamic 
analysis via motion capture. The laboratory measurements were realized during 

1 

2

3 
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straight walk, stairs walk and ramp sloping walk of patient. The decision of real 
time monitoring of patient walk was done based on problem detection in labora-
tory environment. 

 

 

Fig. 2. Gait analysis in the laboratory 

4   Measuring Chain 

The measuring chain consists of strain gauges (attached to the tube adaptor of the 
transtibial prosthesis), transtibial prosthesis, wires, measuring amplifier, measur-
ing pc card and measuring software. Strain gauges are used for measuring of de-
formation during bending. Signals form strain gauges are measured by measuring 
amplifier and processed by measuring card NI USB-6009.  

 

 

Fig. 3. Measuring chain 

The special software was developed to manage measuring by subnotebook. 
This software is controlled by second notebook via wireless (wi-fi) connections. 
The measuring amplifier, measuring card and subnotebook is attached to and car-
ried by patient during prosthesis deformation monitoring. 

4.1   Transtibial Prosthesis 

Prosthesis (Fig. 1)  consists of socket, tube adaptor, connection adaptors and foot. 
The socked is designed and manufactured individually for each patient for normal 

NI USB 
6009 

APM01 

USB 

Out 0V-5V 

5V-9V 

Wi-fi 
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life use. The tube adaptor is made from  AlCu4Mg CSN 424201 (EN: AW-2017A 
equivalent) and is adjusted for patient height. The foot is made by Ossur company 
(type of foot is Sure-Flex). 

4.2   Strain Gauge Measuring Amplifier 

It was necessary to developed measuring amplifier for strain gauge measurement. 
The amplifier should be small and light in reason of its carriage by patient during 
long time measurement. The scheme of amplifier is shown on Fig. 4. and comes 
from INA125 datasheet. The INA 125 is a low power, high accuracy instrumenta-
tion amplifier with a precision voltage reference. It provides complete bridge exci-
tation and precision differential input amplification on a single integrated circuit. 

 

 

Fig. 4. Scheme of amplifier 

Power supply of amplifier can be realized by supply output of measuring card 
or by battery. Final amplifier was built in to plastic case. The case was first de-
signed by 3D software Autodesk Inventor and than by rapid prototyping printed to 
real case (Fig. 5) made from ABS plastic. The Stratasys SST 1200 FDM technol-
ogy was used for 3D printing. The case is stiff and light for our purpose suffi-
ciently. The design involves also connection to HBM Spider measuring amplifier 
by 15- pins connector for calibration purpose. 

 

 

Fig. 5. Inside and outside view of amplifier 
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4.3   LabView 

The measuring software was created in NI LabView that supports measuring card 
NI USB-6009 by drivers and tools for card control. Developed software (called 
SAM-1) also involves processing of measured data of tube adaptor deformation. 
The measuring card transforms analog amplified signal to digital form and sends it 
via USB interface to computer. The measured data are proceeded by low pass fil-
ter for further real time visualization. The proceeded data are also recorded to the 
file. The block diagram of developed software is shown on Fig. 6. 

 

 

Fig. 6. Block diagram of measurement 

The SAM-1 software can be used independently of LabView on each PC. In-
stallation contains all necessary drivers and libraries for NI USB-6009 card. The 
software user interface (Fig. 7) is simple to use and can by operate also by patient 
during measurement. The software shows real time natural and also filtered data. 

 

 

Fig. 7. Front panel of SAM-1 
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5   Conclusion 

This paper presented results of measuring chain design and development for mea-
suring of the prosthesis tube adaptor bending. The measuring chain for real time 
measurement was developed and its functionality was proofed by initial measure-
ment. The research will continue by calibration of amplifier by mechanical testing 
machine ZWICK Z020. Then the measuring system will be used to patient meas-
urement and retrieved data will be statistically elaborated by Matlab and Statistica 
software. 
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Abstract. The paper deals with the problems of ceramic head of hip joint endo-
prosthesis destructions in vivo, and with assessing the impact of shape deflections 
of conical surfaces on the tensile stress in the head. There are assumed two mate-
rial characteristics of the stem – the first is linear elastic and the second is bilinear 
elasto-plastic modelled austenitic steel used in the bio-implants. Concerned are 
shape deviations from the ideal conical surfaces of the stem and the head of the 
endoprosthesis. The shape deviations may be modelled at the macro-level - this 
concerns model shape inaccuracies such as deviation from the nominal degree of 
taper, at the micro-level - when the stochastic distribution of unevenness on the 
contact areas is respected. The problem of stress in ceramic heads was solved us-
ing the finite element method – system ANSYS under ISO 7206-5 loading. In the 
paper are presented and analysed the results of solution of the macro shape devia-
tions and micro shape deviations, obtained from measurements made on the cones 
of stems and heads. There are analysed three variants of the sizes of the measured 
micro shape deviations (measured, doubled and halved).  

1   Introduction 

The failure of cohesion of ceramic heads of total hip joint prostheses has been 
stated in a not negligible number of patients in the Czech Republic. The implant’s 
failure of the ceramic head has always traumatic consequences for the patient, 
since a part of or even the whole endoprosthesis has to be re-operated. Hence, it is 
desired to reduce the number of implant re-operations to the minimum. Therefore 
the computational modelling (using FEM) of the stress and the failure probability 
(based on Weibull weakest link theory [1]) of the ceramics head was realised. In 
this case the influence of the material of the stem (elastic and elasto-plastic) and 
value of the micro shape deviations of the stem and the head contact cone were 
analysed. 
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2   Methods 

The computational modelling of stress has been made on a system consisting of a 
testing steel stem and a ceramic head. The head has been put on the cone of the 
testing stem and the load of this system has been in compliance with ISO 7206-5 – 
Figure 1, which is the standard for determining static strength of ceramic heads for 
hip joint endoprostheses. With view to geometrical inputs, the deviations from 
ideal shapes can be divided into two groups - global (macro) deviations, i.e. the 
deviations from the stem's or head's nominal cone-shape - angle α in Fig. 1. 
Maximum allowed difference of the head's and stem's cones is α = 10’ and this 
value is assumed in the computational modelling.  
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Fig. 1. System under ISO 7206-5 loading – macro shape deviation 

The second group is local (micro) deviations which were measured using IMS 
UMPIRE device. These deviations are represented by micro shape deviations from 
the ideal cone are shown in Fig. 2. The deviations from the ideal cone shape are 
represented in the developed section of the cone in Figure 2a – measured head 
cone micro deviations (from -3.9 μm to +4.12 μm), Figure 2b – stem cone micro 
deviations (from -2.27 μm to +2.28 μm). The computational modeling was real-
ised for three values of the micro shape deviations – the measured head and stem 
deviations – VAR. 1, the double of the measured deviations – VAR. 2 and the half 
of the measured deviations – VAR. ½. The micro shape deviations shown in Fig. 2 
is the same for all three variants, only the scale is changed (doubled or halved). 
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Fig. 2. Measured micro shape deviation of the head’s and stem’s cone areas – VAR. 1 

The state of stress of the ceramic head of endoprosthesis can be strongly af-
fected by the process of endoprosthesis implantation, when the surgeon fits the 
head on the cone of the stem. The fitting of the head on the cone of the stem is a 
random process, in view of the mutual position of the head to the stem (in sense of 
the head's slight turning around the axis y, defined by angle β - Fig. 3). Therefore 
a series of computations will be made for each pair and for various positions of the 
head towards the stem. 

 

 

Fig. 3. Representation of various head to stem positions defined by angle β 

The head is modelled as a linear isotropic continuum with the following con-
stants – Eh = 390 GPa and μh = 0.23. The stem is modelled as a linear isotropic 
continuum (elastic) with Es = 210 GPa and μh = 0.3 and as bilinear isotropic con-
tinuum (elasto-plastic) with Es = 210 GPa and μh = 0.3 and Rp0.2 = 196 MPa and 
Rp1.0 = 235 MPa (according to the norm of the austenitic steel). The coefficient of 
friction between the head and the stem is f = 0.15 [2]. FEM ANSYS system has  
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been used for modelling the stress in the system. From the viewpoint of the bonds 
of the system, it may be stated that besides the head - stem contact also the shift 
of the stem's lower part has been prevented. To ensure convergence, the head's 
rotation on the stem has also to be prevented. The load of the system corresponds 
to ISO 7206 - 5 - the force acts as linear load on a on a circle with a radius 
of 10 mm – Fig. 3. 

3   Results 

In a ceramic head a 3D state of stress sets in under loading. In view of the reliabil-
ity of the head, which is made of brittle material, the most important are the tensile 
stresses [3]. For this reason only extreme tensile stresses in the ceramic head will 
further be analysed.  

The distribution of maximum values of tensile stresses in the ceramic head 
(σmax), in dependence on the value of the head' s loading, is shown in Figs. 4 and 5. 
The values σmax for various positions of the head to the stem (various value of angle 
β) and for two types of the stem material (solid lines – elastic steel, dotted lines – 
elasto-plastic steel (austenitic)) form in Fig. 4 a belt of curves. The σmax values for 
the elastic stem are significantly higher than for austenitic steel stem due to the 
plastification of the micro shape deviations of the elasto-plastic stem. The plastifi-
cation caused the reduction of the contact pressure (increasing the contact area) on 
the contact cone and therefore it brings down the tensile stress in the head. The dis-
persion of the σmax for austenitic steel are significantly lower (about 40% reduction) 
than for elastic steel due to the plastification of the stem. The elasto-plastic stem is 
more suitable for bio-implants due to the reduction of the tensile stress in the  
ceramic head. 

 

 

Fig. 4. Maximum head stress during the loading – influence of the material model of the 
stem 
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Fig. 5. Maximum head stress during the loading (elastic material of the stem) – influence of  
the value of the micro shape deviations: a) the micro shape deviations were doubled; (VAR. 2), 
b) the micro shape deviations without the changes (VAR. 1); c) the micro shape deviations 
were halved (VAR. ½) 
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The Fig. 5 shows the influence of the sizes of the head’s and stem’s micro 
shape deviations of the contact cone surface. There are assumed three variants – 
VAR.1 – measured micro shape deviations, VAR. 2 – doubled sizes of the meas-
ured values and VAR. ½ - halved sizes of the measured values. The Fig. 5 shows 
the significant reduction of the values of the σmax in the head and dispersion of the 
σmax curves during the loading for elastic material of the stem (curves in the Fig. 5b 
and solid curves in Fig. 4 are the same). The dispersions of the σmax curves of the 
VAR. 1 and VAR. 2 are nearly same, only the σmax values of the VAR. 2 are 
higher. Micro shape deviations for VAR. ½ caused the reduction of the σmax values 
and dispersion too. 

The reduction of the micro shape deviations (halved – VAR. ½) and using the 
elasto-plastic material for the stem are suitable for the reliability ceramic head of 
the total hip joint endoprosthesis. 

4   Conclusion 

By computational modelling it has been proved that the elasto-plastic stem mate-
rial (for example austenitic steel) can significantly reduce the maximum tensile 
stresses in the ceramic head by the high plastification of the stem cone. Elastic 
material of the stem (elastic steel, titanium and chromium-cobalt alloys, ...) cannot 
reduce negative influence of the micro shape deviation of the contact cones. The 
value of the sizes of the micro shape deviations which are added to the macro 
shape deviation, significantly influence the tensile stress in the head and the value 
of the dispersion the of σmax curves (different position of the head on the stem 
come). The tensile stress in the ceramic head cause the brittle fracture and there-
fore the reduction of the tensile stress (austenitic stem material or halved the micro 
shape deviations) causes the decreasing of the head’s failure probability which is 
based on the Weibull weakest link theory [1]. 
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Abstract.  This study deals with the development of a new method to quantify the 
effect of orthostatic stress on the cardiovascular system. Orthostatic hypotension 
in healthy subjects triggers the baroreflex, which induces increased sympathetic 
activity and decreased parasympathetic activity. We performed a tilt-table test on 
19 healthy subjects while measuring electrocardiogram, galvanic skin resistance 
and blood pressure signals. We developed a method for inverse parameters identi-
fication using artificial neural networks to fit the experimental data and identify 
physiological parameters (sympathetic and parasympathetic level). We imple-
mented a supervised controller in the form of mathematical model of the barore-
flex which was used to estimate the sympathetic and parasympathetic levels for a 
selected set of experimental data. Obtained result was used as training set for our 
artificial neural network. The network was able to estimate the levels of sympa-
thetic and parasympathetic discharge. The estimated values were successfully 
validated against the measured heart rate signal with low least-square error. Addi-
tionally we proposed a classifier, which was able to predict the sex, age, weight 
and health status of the patient based on estimated model parameters. 

1   Introduction 

Postural change from a lying position to an upright posture causes decrease of ar-
terial blood pressure and triggers the baroreflex. Some methods to assess the 
baroreflex sensitivity are presented in [1]. While such simple methods provide in-
teresting information, the contribution of neural pathways involved is not covered. 
The use of mathematical models provides a better insight into the non-linear regu-
lation processes during the orthostatic stress. Artificial neural networks have 
shown good capability for system identification.  They can be trained by adaptive 
learning on chosen measured data. In this work we propose artificial networks 
which are able to predict the sympathetic and parasympathetic tone change during 
the orthostatic stress, as well as predict the age, sex, weight and health status.  
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2   Materials and Methods 

2.1   Measurements 

11 women and 8 men underwent the Tilt-Table Test. Their age varies between 15 
and 46 years. A Biopac MP35 system [2] was used for 3 leads electrocardiogram 
(ECG) and galvanic skin resistance (GSR) signals measurement. A cuff arterial 
blood pressure (BP) signal was measured using an OMRON M10-IT device. The 
ECG and GSR signals were sampled at 500 Hz and the BP signal at 10 Hz.  All 
three signals were processed in Matlab and Statistica Neural Networks. After in-
strumentation, in a lying position on the tilt table, a 60 seconds baseline recording 
was performed on the subjects. The table was then tilt up to 70°, and the recording 
was resumed for additional 60 seconds.    

2.2   Mathematical Model 

Sympathetic and parasympathetic nerve discharge cannot be measured non-
invasively. Therefore the use of mathematical models is required in order to esti-
mate this information from the measurable heart rate, blood pressure and galvanic 
skin resistance. We modeled the change in arterial blood pressure BP during or-
thostatic stress with an adapted guassian function as follow, where BP0 is the 
mean blood pressure, dPmax is the maximum decline in pressure, dPtime is the time-
stamp when the maximum decline occurs, dPduration is the duration of pressure 
change till it returns to normal level, dPbeforerate and dPafterrate are the rate of change 
of pressure before and after the baroreflex is activated: 

2( )

2*
0 max( ) * max( ,0)* max( ,0)*

time duration

duration

t dP dP

dP
time afterrate time beforerateBT t BP dP e t dP dP dP t dP

− −
−

= − + − + −   (1) 

We adapted and extended a non-linear mathematical model for the baroreflex reg-
ulation proposed in [3] with galvanic skin resistance response to the orthostatic 
stress as follow. N is the firing rate of the baroreceptors. N0 is the baseline firing 
rate; M is the maximum firing rate. Ns, NI, NL represent the short, intermediate 
and long term threshold of receptors with corresponding time parameters τS, τI and 

τL.  α, kL, kI and kL are weighting factors.  
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The level of parasympathetic tone is given by Tpar. The sympathetic response is 
modeled by Tsym using β as damping factor.  

 
par

N
T

M
=      (6) 

 1

1 *sym
par

N

MT
Tβ

−
=

+
    (7) 

The concentrations of norepinephrine Cnor and acetylcholine Cach on the  
sinoatrial node depend on Tsym, Tpar and the time constants τnor and τach.  
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The heart rate HR deviation from its mean value HR0 depends on the scaling fac-
tors Ms and Mp on the concentrations of norepinephrine and of acetylcholine.  

 
0 *(1 * * )S nor p achHR HR M C M C= + −    (10) 

The sympathetic tone influences the galvanic skin resistance GSR using the scal-
ing factor kpr. GSRo is the baseline resistance.  

  
0 *(1 * )pr symGSR GSR k T= +     (11) 

The mathematical model contains 23 unknown parameters which were estimated 
from the experimental data using the Systems Biology Toolbox 2 [4].  

Table 1. Model parameters 1 

Ks Ki Kl τS τI τL M No α BPo dPduration dPmax 

9.61 
+/     
- 3 

0.21  
+/-  
0.17 

0.11 
+/- 
0.13 

0.97 
+/- 
0.39 

11.72 
+/-  
3.57 

739.48 
+/- 
218.07 

60.67 
+/-  
73.38 

43.33 
+/-  
12.54 

3.42 
+/- 
0.85 

113.63 
+/-  
4.04 

30.32  
+/-  
5.78 

8.62 
+/- 
2.41 

Table 2. Model parameters 2 

dPtime dPafterrate dPbeforerate Β τnor τach HRo Ms Mp Kpr GSRo 

79.12  
+/-  
25 

-0.01  
+/-  
0.04 

-0.06  
+/-  
0.04 

6.77  
+/- 
 3.74 

0.61 
+/- 
0.89 

0.87 
+/- 
0.77 

67.78 
+/-  
4.07 

2.88 
+/- 
1.25 

16.94 
+/-  
4.12 

0.77 
+/- 
0.16 

8.66  
+/-  
1.97 

2.3   Artificial Neural Networks 

We used Statistica Neural Networks to investigate multi-layer perceptrons (MLP). 
The selected MLP neural network (see Fig. 1) has two hidden layers with 27 and 9 
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nodes, three inputs and three outputs. The inputs to the network are measured 
heart rate in beats/min., measured blood pressure in mmHg and measured galvanic 
skin resistance in µMho. The outputs from the MLP are simulated heart rate in 
beats/min., simulated parasympathetic response and simulated sympathetic re-
sponse (see Fig. 2). Both the inputs and outputs have been normalized to the inter-
val 0-1. Product of inputs and weights has been used as a postsynaptic function in 
both hidden layers. Hyperbolic tangent has been used an activation function in 
both layers as well. The MLP has been trained using training, validation and test-
ing sets. The original data has been split into these sets randomly in the ratio 2:1:1. 
Two-phase training has been used. In the first run well-know backpropagation has 
been employed. In the consequent run the conjugate gradient training algorithm 
has been applied to precisely tune the network. 

 

 

Fig. 1. Multilayer perceptron neural network architecture 

The second task we were facing was a problem of classification patients ac-
cording to the following characteristics: their sex (male or female), their age (15 -
46 years), their weight (50-110 kg) and the health status (1 for young healthy, 2 
for elderly healthy, 3 for hypertensive). We have designed a similar network using 
MLP as well. The inputs to the classifier were the model parameters mentioned in 
Table 1 and 2; and the outputs were the corresponding patient characteristics.  

3   Results 

The 19 subjects were divided into two groups, who underwent the tilt table test in 
two distinct sessions. The first experiment session produced 22 datasets, which 
were used to fit the mathematical model using the downhill simplex method. The 
time course of arterial blood pressure and galvanic skin resistance as response to 
the orthostatic stress are depicted in Fig. 3. The obtained simulated sympathetic 
and parasympathetic tones, as well as heart rate were used as target outputs for the 
artificial neural network during training. The classifier used the age, weight, sex 
and health status information gathered during experiments as target outputs.  
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input

output

 

Fig. 2. Multilayer perceptron neural network training scheme 

After the ANN and the classifier were trained, their efficiency was tested on 
data obtained during the second measurement session. 21 new data sets were re-
corded on 6 subjects. These data were applied as input to the ANN on one side 
and to the mathematical model on the other side. Both models output a simulated 
heart rate signal showing a good fit to the measured data, see Fig. 4. However the 
ANN appeared to include more non-linearity than the mathematical model. The 
ANN estimates sympathetic and parasympathetic tones as well. This output was 
compared to the one generated by the mathematical model. Fig. 5 shows the corre-
sponding decreasing parasympathetic and increasing sympathetic tones with a 
good fit to the mathematical model. 
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Fig. 3. BP and GSR response during orthostatic stress 
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Fig. 4. Mean heart rate response during orthostatic stress 

 
The estimated values of the mathematical model parameters (see Table 1 and 2) 

were applied as input to the classifier. We found out that the parameters contain 
useful information for predicting the health status and sex. The classifier was able 
to assign the right health status to unknown patients based on the corresponding 
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estimated values of model parameters. More difficult task was the prediction of 
age and weight. In both cases the MLP has been employed as a regression model. 
After training the ANN responded correctly from the view of an order of values of 
the output values but incorrectly from the viewpoint of absolute values. Even so 
the network proved importance to give correct trends and interpretable results. 
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Fig. 5. Mean parasympathetic and sympathetic tone  

The least-square error for the ANN and the classifier varies within range 0.11 -
0.06. More important is that the error signal was approximately the same for train-
ing, validation and testing set, what is a good measure of ANNs quality training. 
The mathematical model produced an error within range 0.0022- 0.088. 

4   Conclusion 

We could use the non-linear nature of artificial neural networks to describe some 
mechanism of cardiovascular control. The level of parasympathetic and sympa-
thetic discharge on the sinoatrial node of the heart could be predicted, as well as 
the sympathetic tone on the vasculature and the patient health status. The network 
has been validated against measured data obtained during the tilt table test and the 
results agree with those presented in [3]. The success of the proposed network de-
pends on supervised learning. This requires an accurate model of the cardiovascu-
lar control; otherwise it is not possible to train the ANN. A future research could 
be on unsupervised control during learning, where the controller tries diverse ac-
tions in order to reduce the error signal. Such a network might be more suitable for 
modeling autonomic cardiovascular control.  
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Abstract.  Total knee and hip implants are usually designed for the static load of 
standing man, but the static load is not extreme. The top of research is to search 
extreme values forces and moments at leg and arm joints. The implants can be 
then designed for these extreme dynamics loads. Human fall was observed by 
camera system to record the position data of main points on human body. The 3D 
coordinates of the end of foot, ankle, knee, hip, pelvis, shoulder and wrist were 
stored. The simulation program of human fall was compiled at PC in language 
C++ using simulation system CDCSIS. The program has an input data - length, 
mass and inertia moments for each part of human body. The data are transformed 
according to actual coordinates of points on the body. Then the moving and turn-
ing accelerations are calculated and joint forces and moments are determined ac-
cording to the d’Alembert’s principle. At the conclusion the noise is canceled. 

1   Introduce 

If any implant is put to human joint we must know loading of this implant. Very 
often the load of standing human is used but it is not very predicative. If the im-
plant is designed according to the strength then a downfall search is suitable. If the 
fatigue occurs then it is possible to find the force of human gait in time and if the 
implant is designed on strength then a downfall search is suitable.. The object of 
this article is to determine the joint forces and moments in the course of fall. 

The human body is divided to elements: foot, calf, femur, trunk and arm 
(hume-rus and radius part). The input data for computing algorithm has two types: 
the constant data for all body elements and data for specific movement. The con-
stant data are: 

• Mass and inertia moments of parts of the human body. 
• Lengths and widths of human body part. 

Measured data for actual movement: 

• Coordinates of observed points.  
 

The figurant motion was observed by Lukotronic MCU 200 camera system. The 
observed system and model of the body with the positions of the active markers is 
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demonstrated at fig. 1. The observed points are: end of the foot, ankle, knee, hip 
pelvis, shoulder and wrist. The accelerations of observed points are calculated nu-
merically. The accelerations of gravity centers and rotation acceleration of human 
body parts are calculated from accelerations of individual parts. 

The moments of inertia are determined for femur and tibia plane and/or humerus 
and radius plane; respective perpendicular planes. The equilibrium equations ac-
cording to the d’Alembert’s principle are written for each body parts. Three forces 
and three moments at each joint have to be calculated. The calculation of forces and 
moments starts from leg and/or arm ends. If these points are not in contact with 
floor the forces and moments are zero but they are not unknown. From the equilib-
rium conditions are determined forces and moments on the other side of body. If 
the end of the foot has a contact with floor then the forces and moments are not 
zero and the equilibrium condition for the whole human body must be considered. 

2   Materials and Methods 

The Lukotronic MCU 200 camera capturing system was used for motion captur-
ing. Each camera unit consists of 3 single infrared cameras, that measure special 
move-ments of active infrared-markers in real-time. By means of the three single 
cameras the motions of the markers are determined in three dimensions [2]. 

 

 

Fig. 1. Lukotronic MCU 200 camera system and model of the body with the positions of 
the active markers. 

We placed eight markers on body anatomical landmarks. The system can cap-
ture eight markers at five meter distance from the camera. Capturing frequency 
was set to 25 Hz. The system returns 3 dimensional coordinate of each marker. 
The origin of the coordination system is in the middle camera (see Fig. 1). 
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3   Results 

The input data are 3D coordinates of the points on the body measured with cam-
era system at regular time intervals. The average length of body elements and their 
mass and moments of inertia come into the program as constants.  The length of 
the element is calculated from the measured coordinates. The constant values are 
corrected according to scale of average and measured length values. 

The accelerations of measured points are calculated numerically from 

2
11 2

h

xxx
x iii

i
+− +−

=        (1) 

where h is time step, xi-1, xi, xi+1 are values of coordinates in consecutive time 
points. The acceleration of gravity center is calculated from accelerations of the 
end of body elements. 

 

 

Fig. 2. Part of the human body with end forces and moments. 

The human body element, the end forces and the moments are illustrated on 
Fig.2. The distance of the gravity center from the left side is denoted as ai and 
from the right side is denoted as bi.  

The equilibrium condition of external and inertia forces is 

01 =−− + iiii maFF                                                   (2) 

The moment equilibrium conditions are written for femur and tibia plane of the 

leg and for humerus and radius plane of the arm. The unit vector 1r  is perpendicu-

lar to this plane and it is result of vector multiplication of vectors in direction of 
femur and tibie and/or humerus and radius. The 2r  is a unit vector at the axis di-

rection of the body element. 
The 3r  is a unit vector perpendicular to the femur – tibia plane and/or humerus 

– radius plane 
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213 rrr ×= .                                                         (3) 

The rotate acceleration vector has the following coordinates 
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The rotate acceleration ε1 according to vector  1r  and the rotate acceleration ε2 ac-

cording to vector 3r  are 

11 .rεε = , 32 .rεε = .                                                  (5) 

The inertia moments at the directions mentioned above are I1ε1,  I2ε2. The moment 
of inertia is defined as 

222111 rIrIMi εε +=∗
.                                       (6) 

The moment equilibrium conditions are 

01211 =−−+Δ×−Δ× ∗
++ iiiii MMMFF ,                       (7) 

where 11 ,,, ++ iiii MMFF  are force and moment vectors at the start and the end of 

the element. Vectors 21 , ΔΔ have the following coordinates 
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The distances between the center of gravity and the forepart (index 1) and/or the 
end of the element (index 2) are a, b. 

The forces and moments are calculated from the end of the leg (point 3 – the 
end of foot) and/or the end of the arm (point 6 – wrist). In the case, when the arm 
is not in contact with the floor, then 

0   ,0 66 == MF .              (10) 

If the leg is not in contact with the floor (point 1 – end of fuss) then  

0   ,0 11 == MF . 

If the leg is in contact with floor (point 3 – fuss under the ancle) and the 2nd leg is 
not, then 
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∑−= iciamF ,3 ,                                                          (8) 

∑ ∑ ×−−= ∗
iciii amrMM ,,33 ,                                   (9) 

where ica ,  is acceleration of center of gravity, ∗
iM can be calculated from (6) and 

3,1,3 XXr iii −Δ+= , 

where iX are coordinates of point i. 

If both of the legs and/or leg and wrist are in contact with floor (points 3 and 8) 

then it is supposed that 03 =M  and 3F  is nonzero; at point 8 only moment M8 is 

non zero, on the axis connecting points 3 and 8 and Fy8, Fz8. The moment equilib-
rium condition for point 3 is 

∑ ∑ =+−×−×− ∗ 0)( 388,,8,838 rMMamrFXX iiciic ,                      (10) 

where 83, XX are coordinates of the points 3, 8. The vector  

8,8, XXr iiic −Δ+=  

is coordinates of element centers of gravity, where iX are coordinates of element 

starts and iΔ are local coordinates of gravity centers. The unit vector at direction 

from the point 3 to the point 8 is 

( )3838
1

XX
l

r −=  , 

where l is distance between points 3 and 8. The vector equation (10) (3 scalar equ-

ations) has 4 unknowns – the vector 8F  and the scalar M8, but we set F8x = 0. 

The force 3F  can be calculated from the force equilibrium condition 

∑ =−+ 0,83 iciamFF .                                          (11) 

4   Conclusion 

The computer simulation according to the previous algorithm was done. The pro-
gram uses the simulation system CDCSIS having two parts: fall animation and joint 
forces and moments calculation. The outputs of the second part of simulation are 
the time course of signals of joint forces and moments. The examples of results: the 
graphs of vertical forces in time during the falls to knee are shown in the Fig. 3. 
The upper signals at the graphs are the forces at the ankle, the middle one at the 
knee and the bottom at the hip (the time in seconds is from zero to value displayed 
above, the forces are in Newton, tensile is positive and push is negative). The jump 
in the signal is in time moment when the knee has gone in contact or passed the 
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contact with floor. The minimum and maximum of signals is written under the 
each graph. 

The occurrence of results depended on the time step of measurement. The ori-
gin of inaccuracy is too large time step, numerical calculation of the 2nd deriva-
tion and signal noise.  The high-speed camera using is planned to follow research 
program. The body point acceleration will be measure with accelerometers.  

The used camera capturing system and the calculation algorithm will be used 
for human downfall simulation. The goal of next research will be determination of 
extremes of joint forces; the extremely forces will be used for implant design. The 
knowledge of the knee, hip and finger joints forces are very important in the men-
tioned cases. 

 

 

Fig. 3. Vertical forces of the ankle, knee and hip during the fall on knee. 
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1   Introduction 

Movement is used to achieve the optimal position to acquire the desired impulse 
or perform an activity. The basic condition of gait development is a reliable nerve-
muscle controlling system, which begins in the brain, traverses the spinal move-
ment center, and ends in the motion receptors, in the muscles and hamstrings. This 
allows to preserve balance and perform complex movements. 

Gait pattern may change depending on many factors as the patient’s age, mus-
cle weakening or pain. The ageing of a patient’s organism results in degenerative 
changes, balance movement coordination disorders, which persistently change the 
patient’s gait characteristics. Pain is also a very significant factor changing gait 
pattern because the patient adapts gait in order to minimize pain during move-
ment. The problem is when pain withdraws while the old gait pattern remains [3]. 

Every abnormality in gait sequence results in larger energetic consumption 
which leads to the overloading of the cardiac and respiratory systems. Therefore 
the process of classification of the walking pattern has key meaning for the 
length of life In analysing pathological gait, normal function is the model 
against which disability is judged. Deviations from the normal pattern define the 
functional error. 

These errors include all segments from toes to trunk and are applicable to all 
types of pathology. 

The walking cycle (stride), described as successive motion phases, is divided 
into two basic periods: stance and swing, which are further divided depending on 
their functional tasks into eight phases (Fig. 1). 
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Fig. 1. Gait systematics 

Analysing human walk consists not only of observing motion, but also of other 
relevant techniques which are involved in this process and make analysis complete. 

2   Methods 

Methods of gait analyzing: 
 

• motion analysis 
• electromyography 
• ground reaction force  
• energy expenditure  

2.1   Motion Analysis 

Motion is much easier to observe than to measure. While the major arcs of joint 
motion occur in the sagittal plane, there are also subtle actions occurring in the 
coronal and transverse planes. These deviations in the sagittal plane during move-
ment are often much greater in the disabled walker and they may have great im-
portance for drawing conclusions. Motion can be measured by 2 different means: 
electrogoniometers which are attached to limb joints and measure joint flexion. 

2.2   Electromyography 

Electrical signals, which accompany the chemical stimulation of muscle fibers, 
travel through the muscles and adjacent soft tissues. With appropriate instrumenta-
tion, these myoelectrical signals can be recorded and analysed to determine the 
timing and relative intensity of the muscular effort.[1]The purpose is to enable the 
clinician to sense the relative intensity of a muscle's action during the stride. 

A sampling rate of 2500 Hz captures all the significant data. To simplify data 
storage, many investigators use sampling rates of 500Hz. There is a corresponding 
loss of data that may be significant, but in general purpose application of gait ana-
lysing it is sufficient. As a result information about the muscle stimulation pattern 
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is gathered and correlated with the gait cycle to determine whether the muscles are 
activated in the appropriate moment. 

2.3   Ground Reaction Force 

As body weight drops onto and moves across the supporting foot, vertical, hori-
zontal and rotatory forces are generated on the floor that can be measured with ap-
propriate instrumentation. These ground reaction forces are equal in intensity and 
opposite in direction to those being experienced by the weight-bearing limb. The 
ground reaction forces can be represented as a single vector that combines the si-
multaneous vertical, sagittal and coronal forces. The graph is scaled in the per-
centage  of total body weight and the percentage of ground contact time (GC) 
(Fig. 2). 

 

 

Fig. 2. Pattern of sagittal vectors during a stride 

3   Discussion 

While using all of those methods, a clinician gets significant amount of data. It 
considers sagittal, hip, knee and tarsal joint rotation angles, rotation moments, and 
generated power, ground reaction force, muscle group activation pattern. Each 
spatial parameter is described in 3D, as a result of analysis obtains set of graph 
(Fig. 3) which have to be interpreted correctly and as a result a diagnosis should 
be given. Correlation of such amount of data and influence of one to another, 
knowledge which is more significant than others requires experience and skills 
from scientific staff. Such abilities are to be gained only by long practice and still 
diagnosis can be influenced by various factors e.g. psychical condition, bad 
weather health disturbances, so diagnosis is highly subjective, It is common prob-
lem that the same patient has two different diagnosis.  

Natural effect of such problems in diagnostics of gait disturbances is searching 
for more reliable and quantitative methods than subjective human assessment.  
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Fig. 3. Example of gait parameters graphs for left and right limb 

A solution seems to be a computer analysis (based on heuristic methods) and lim-
iting amount of input data using data processing. These methods are: 

 
− Normalization in time – reduction of sample quantity, resampling – 

equal amount of samples for each parameter. 
− Fast Fourier Transformation (FFT) reflects the frequency distribution of 

temporal signals and is another method of reducing amount of input 
data. 

− Extracting parameters e.g. peak values of parameters (commonly used) 
 

Different methods are used for automatic recognition of movement patterns. One 
of them is support vector machines based on finding optimal separating hyper 
planes of data sets [2]. Other is waveform data reducing technique to a statistical 
measures of distance which indicate whether a patient has a similar gait pattern to 
a normal one [4]. Fuzzy logic techniques were used based on determining to 
which data set certain gait pattern is assigned. What seems most promising for 
automatic gait pattern recognition is application of artificial neural network 
(ANN) combined with input data limiting techniques, but effect strongly depends 
on type of input data used during analysis. If only temporal data are used (time of 
double support and right and left single support phases) a result is limited to abil-
ity of assigning whether gait pattern is close to normal one or not, or determining 
seed of walking measured in statures s-1 [5]. However, if taking into consideration  
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other gait parameters (hip and knee joint angles) this method could determine dif-
ferent types of gait characteristics [3] and even types of malfunctions causing spe-
cific gait pattern. The problem that seems to be relevant is proper selection of gait 
parameters that can describe gait characteristic and methods that limit the amount 
of input data to be analyzed by ANN. The problem of parameter selection is also 
relevant for reason of result comparison between different gait assessment centers.  

4   Methods 

To achieve such a set of representative parameters an artificial neural network 
would be used. First step is reducing number of input data, as previously men-
tioned, it is significant quantity and it has to be strongly reduced to be able to use 
it further research exploiting heuristic methods. Each dynamic parameter (shown 
on Fig. 3) consisting of 50 samples was reduced to 1 or 2 values e.g. mean, max 
value or local minimum, of a waveform. Such drastic data reduction was neces-
sary for further analysis utilizing heuristic methods. Next step is to train and test 
ANN using all available data, and then follow the same procedure with different 
sets of input data. For this purpose a basic, back propagation neural network and 
self organising. 

 

 

Fig. 4. Artificial Neural Network structure (not all connections shown) 

A self-organizing map consists of components called nodes or neurons. Associ-
ated with each node is a weight vector of the same dimension as the input data 
vectors and a position in the map space. The usual arrangement of nodes is a regu-
lar spacing in a hexagonal or rectangular grid. The self-organizing map describes a 
mapping from a higher dimensional input space to a lower dimensional map 
space. The procedure for placing a vector from data space onto the map is to find 
the node with the closest weight vector to the vector taken from data space and to 
assign the map coordinates of this node to our vector. 

As a result ANN would classify gait patterns into several categories. All results 
will be compared with clinician’s diagnosis to verify how a certain set of data is 
reliable. As a conclusion would be a selection of best set of input data. 
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Fig. 5. Graphical representation of self organizing map 
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Jevický, J. 79
Jǐrina, M. 431
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Panćık, M. 79
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Ṕı̌stěk, V. 25, 31, 317, 323
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