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Preface 

The idea of living, working or relaxing in fully sensitive and connected environ-
ments led at the end of the eighties to the exploration of technologies to design 
ubiquitous ‘user-centric’ applications. Later, Schilit and Theimer in 1994 coined 
the term ‘context-awareness’ (sensibility or adaptation to the context) to describe 
how ubiquitous applications could react and adapt themselves to the changes of 
the environment and the user’s situation. Context was then defined as ‘any infor-
mation that can be used to characterize the situation of an entity’ (A. Dey, 1999).  

Nowadays, the increasing availability of sensor networks, the miniaturization 
and the progressive reduction of sensors’ price and the penetration of advanced 
mobile personal devices make possible to collect and process data from multiple 
sources and combine them in order to provide the applications with a sufficiently 
good Quality of Information about the user’s context.  

Thus, the CONTEXTS Workshop aims at gathering advances on key elements 
that enable the design and deployment of personalized and ubiquitous context-
aware services and uses natural non-intrusive methods for interaction. In this  
Volume, the reader will find contributions on the following topics: 

 

1. Tools to facilitated the design, deployment and operation of the context 
measurement elements and networks.  

2. Sensor fusion methods to intelligently process context data: techniques for 
positioning with emerging technologies, cooperative management of the 
user-mobile-environment interaction and distributed context inference.  

3. Context representation and management: data models to represent context 
information, methods to reason with uncertain information and techniques 
to manage the quality of service of context-aware systems.  

4. Techniques oriented to identification and personalization, including biome-
try and other techniques with no-cooperative sensors like cameras or RF 
measurement devices.  

 

The Workshop is organized and funded by the CONTEXTS Programme, one of the 
largest cooperative research initiatives in Madrid, with the participation of institu-
tions from all over Spain and with the support of international experts. This pro-
gramme focuses on advancing the key elements in frontier communications and 
location technologies, data processing and multisensor fusion and the paradigms for 
intelligent/adaptative management, which will make ‘feasible’ the development of 
advanced applications for ambient intelligence. On one hand, the concept of ‘feasi-
bility’ gathers together technology and service requirements and business model 
viability. On the other hand, the broad concept of ‘ambient intelligence’ should be 
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here understood as one where mobile services, whichever they are, are provided to 
the final user in a transparent, ubiquitous, continuous and personalized way. 

From the conceptual point of view, this programme intends to contribute to the 
‘user-centric’ approach associated to ambient intelligence, from the ‘network-
centric’ approach of cooperation and resource-sharing on which distributed systems 
are based (‘shared situational awareness’, networks of users and ad-hoc networks). 

From the application point of view, the programme intends to contribute to the 
development of context-aware services in security, crisis management and disaster 
recovery (civil defence, security forces, etc.), air traffic and airports (enhanced 
surface mobility, intelligent management), tourism and natural environment, tele-
medicine and telecare (hospitals and smart homes) and e-mobility applications 
(large scope applications). Technologies developed in the CONTEXTS project 
will be validated in these challenging scenarios, which offer wide possibilities to 
deliver advanced applications based on new interaction and fusion technologies. 
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Evaluating Manifold Learning Methods and Discriminative
Sequence Classifiers in View-Invariant Action Recognition . . . 11
Rodrigo Cilla, Miguel A. Patricio, Antonio Berlanga, José M. Molina
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Integrating Multicamera Surveillance Systems 
into Multiagent Location Systems 

José Luis Guerrero, Antonio Berlanga, and José M. Molina* 

Abstract. Users are increasingly demanding personalized services based on their 
context, being one of the key features of that context the user’s position. There are 
a wide number of possible solutions to deal with the positioning issue, which, for 
different situations, may have different accuracy requirements. This paper presents 
this issue from the point of view of an existing multicamera surveillance system 
which requires to be integrated into a multiagent positioning system, including a 
tracking example with the presented architecture. 

Keywords: Multicamera systems, PTZ cameras, multiagent systems, tracking. 

1   Introduction 

A well known trend in nowadays computing is the requirement of users to obtain 
different ranges of services according to their position, preferences, past actions, 
etc, which is usually known as context aware computing. Pioneer works in this 
field in the early nineties [1], [2] introduced and used concepts like ubiquous or 
pervasive computing [3], dealing with the automatic availability of different com-
puters in an invisible way to the user. 

The definition of context can be divided into different categories, regarding the 
information processed. In [4] the three main categories considered were comput-
ing context (accessible services and communication issues), user context (user 
location and profile) and physical context (external conditions). In [5] an addi-
tional important category is included, the time context (current date and time). The 
definition included at the beginning of this introduction deals with the most sensi-
ble category for the final user, its own context. 

Among the user context responsibilities, one of the key processes is to be able to 
successfully determine the user location. Location systems [6] have been designed 
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for this task, both for indoor and outdoor locations. Probably the best known loca-
tion system for outdoor positioning is GPS [7], whereas indoor location systems 
may range from radio frequency locating systems [8] to active bats approaches [9]. 
An important feature to compare the different available systems is the infrastructure 
requirements which the different locating systems require in order to perform their 
location procedures. In surveillance scenarios the most common infrastructure 
found is a set of cameras (currently commonly used for human guided surveillance) 
leading to the possibility of positioning using that already installed set of cameras 
in order to automate and improve the surveillance task [10].  

Along with the positioning system, context aware systems may require a track-
ing procedure to determine the user’s current position, according to the current 
information provided by the sensing device and the previous positions obtained. 
This need leads to the use of methods which can handle the inaccuracies of the 
positioning system and predict the user position according to certain mathematical 
models. Kalman filter [11] is one of the most extended techniques used for this 
task, even though (at least in its basic version) it is only suited for linear move-
ment tracking. 

As previously overviewed, different locating systems may provide the system 
with different information sources with different accuracies and different charac-
teristics. When choosing a single one of those systems does not provide us the 
location quality required by our system, we may resort to a joint use of different 
systems, trying to keep their different benefits while minimizing their handicaps. 
This is performed by information fusion systems [12], which combine the infor-
mation of these different systems in a variety of ways depending on the require-
ments of the final locating system. These systems frequently use some tracking 
function as an intermediate step in their fusion cycle. 

The operation of the context aware system will require different services 
(which may or may not have dependencies among them) to be run at the same 
time, which, along with the ubiquous computing statements, requires to set up a 
distributed computing architecture. For this particular task, multi-agent systems 
[13] are particularly well designed, since they allow an easier automatic adaptation 
to the different environment situations which systems may develop. In [14], the 
benefits of developing multi agent systems as an information fusion system to 
guide Unmanned Aerial Vehicles (UAV) [15] are discussed, while in [16] a multi 
agent based system for location is presented. 

The objective of this paper is to present the required architecture and functions to 
include multi-camera based surveillance system into a context-aware architecture. 
This architecture will deal with the control requirements for the different cameras, 
the access interfaces, both locally and remotely, and finally present an example 
regarding a tracking system for an object based on its color print.  

The structure of the paper will be divided in the following sections: initially a 
system overview will be presented, detailing the components of the built system 
and detailing the architecture presented. The general architecture will be followed 
by a section containing the detailed proposal for the automated handling of the 
different cameras, leading to a final example showing the overall function of the 
presented system and the conclusions which the previous sections lead to.  
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2   System Overview 

The concrete system used may add or remove certain requirements regarding the 
inclusion of a surveillance based system into a multi agent context aware system. 
This section will detail the concrete components used in the built system, along 
with their introduced restrictions and the general architecture design. 

The cameras used are a set of Pan-Tilt-Zoom (PTZ) cameras which are Sony’s 
VISCA protocol [17] compliant, such as the one showed in figure 1. The concrete 
models used where not able to provide the system with digital captures of their 
images, so digitalizer cards where used for this process, in particular Matrox Mor-
this frame grabbers. This introduces a handicap in the system, since the image 
provided by those cards may be required both by processes being run in the cam-
era control and by agents external to it, and these cards can provide the image only 
to a single process. To enable a good scalability of the system regarding the im-
ages handling, a provider agent for each of the cards is built, being the images 
obtained by this intermediate provider, and thus preventing the direct access to the 
card’s library. 

 

Fig. 1 VISCA protocol compliant PTZ camera 

The access to the camera’s library was distributed into three different levels, 
regarding the processes performed at each level: the first level basically tran-
scribes the function information to sets of bytes and sends it through the connected 
port. The second level provides an easy interface to access those low level func-
tions, while the third is responsible of higher level control functions (such as zone 
limits and management). 

The access to the controlling library may be performed on a local or remote way. 
To allow this, we have included a server wrapper which allows any process to send 
the required command and receive its response remotely, while, at the same time, 
the server itself operates as any other local process in its calls to the library. This 
implies the definition of a communication protocol between the server and the 
clients. The defined protocol is a simple alternative consisting in the command 
performed, the result (three digits) and the possibly required data (according  
to different commands). The different parts of this message are separated with  
the proper tokens to allow the parsing in the client. The message structure is over-
viewed in figure 2. 
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{Command performed} {Command result} {Required data}{ , , }

1 0 0

Success / Failure Error code  

Fig. 2 Remote communication protocol 

An important feature is that the calls performed to the library are, by definition 
of the protocol, blocking, which means that no additional command may be per-
formed by the camera until its previous one has been completed. The architecture 
presented is summarized in figure 3 

Basic Access Library (COM port 
communication)

Intermediate Access Library (function 
interfaces)

Higher Access Library (control 
procedures)

Image provider
agent

Remote access
interface

Local access
interface

Controlling
agent

Digital Card
Library

 

Fig. 3 Architecture overview 

3   PTZ Cameras Control Library 

Building a library for the control of the different cameras implies both general  
and particular requirements, which at the same time may be closer to the actual 
functions which the camera may perform directly or require more intermediate 
computations apart from the actual device. To account for these different charac-
teristics, the designed library has been divided into three different levels: basic, 
intermediate and higher access levels. 

The basic level offers to the intermediate one the functions which the device 
can perform directly (such as moving to a specific position), converts them to its 
equivalent byte string, sends them over the port, receives the response from the 
device and converts it to a set of possible responses which are interpreted by the 
intermediate level library. The actual packets sent may have a length varying from 
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three to sixteen bytes, with the structure shown in figure 4. The actual implemen-
tation of this basic library level has used the open source library libvisca1. 

The intermediate library level offers friendly interfaces to the low level func-
tions, handling of the responses from the device and the required actions according 
to them and some basic device specific control. An example of this control may be 
to determine the real movement bounds of the controlled device (something which 
cannot be performed by the basic library). If an order to move beyond the camera’s 
boundaries in either of its axis is commanded, this intermediate level will detect it, 
move the camera as far as possible and response its caller with the proper informa-
tion (indicating the wrong movement command and the action taken).  

FF

1 0

header terminator
Message (1-14 bytes)

Packet (3-16 bytes)

. . . . . . . . . 

sender’s address receiver’s address  

Fig. 4 VISCA packet format 

The higher access library introduces some not strictly device related actions into 
the library, allowing useful functions such as zone processing. Zone processing 
makes the system able to switch to previously established zones without requiring 
the caller to remember their coordinates. This also helps to develop surveillance 
routines moving through different zones of interest by a set of waypoints. These 
procedures may be very domain specific, according to the purpose of the system in 
which the library will be included, so they have been implemented at a different 
level to promote the reusability of the previous levels not including possibly unnec-
essary code. Another example of these higher routines may be the one performed 
by the agent in the example included in the following section. 

4   A Color Based Object Tracker 

Previous sections presented the architecture design and library details of the  
proposed system. In this section we will apply the explained to the task of follow-
ing an object according to its color print. The color print of an object is the color 

                                                           
1 Available online at http://damien.douxchamps.net/libvisca/ 
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components which the object has when it enters into our system. This approach 
can be useful in environments where the background of the image is prone to 
change (such as non-static cameras as the ones used in this paper). Depending on 
the application, it can be based on pre-established color prints or register the ob-
ject color print and determine whether it is relevant or not once it enters the vision 
range of the given camera.  

This function, even though here is presented as an agent procedure, can be con-
sidered as a higher level function of the camera library, since it can be useful in a 
multi agent surveillance system to coordinate the coverage of different cameras 
while one of them is performing the tracking of a certain object of interest. 

The first level of this function performs the required image processing [18], ob-
taining the image to analyze and determining whether the interest color print is 
present in the image. The open computer vision library (OpenCV) [19] has been 
used to simplify this task. A color based filtering is performed, according to the 
histogram obtained from the color print, and then a linear filtering is performed 
according to the zone of interest’s position, obtaining both the expected position 
of the object and the zone where the function musk look for it in the next iteration. 
Figure 5 shows an example of the color print filtering performed. 

 

Fig. 5 Example of the color print image filtering 

The next action involves determining the amount of movement required by the 
camera in order to follow the object. Alternatives based on fuzzy logic [20] were 
tested, allowing a smooth control over the camera movement when the object was 
static, but they did not achieve good results tracking movement over a certain 
speed (probably due to the introduced delay which their calculations required). 
The final implemented solution performs a simpler and faster approach based only 
on the boundaries of the object, its center and the center of the image (moving the 
camera the required amount so that the boundaries of the object would include the 
center of the image). 

The linear filtering is suitable for the task due to its low complexity, but it leads 
to what is usually called “disengagement”: sudden movement changes make the 
filter predicted position wrong and thus it cannot find the object in its delimited 
zone of interest. To deal with this problem, a response based on two steps has  
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Fig. 6 Example of a tracking situation. From the top image on the left, the object of interest 
starts to be tracker, on the following one it has been centered, followed by a zoom on it 
when its size is reduced and a final zoom out when it is lost 

been implemented: once the object of interest has not been found in the delimited 
zone, the whole image is searched for it, resetting the tracker state. If it cannot be 
found in the whole image, the camera resets its zoom status and goes back to its 
normal procedure (which might be to start a surveillance through different zones 
or stay in that position until another object matching the introduced color print is 
found). 

5   Conclusions 

Reusing available resources is always a complex situation, especially when that 
reuse involves the inclusion of an automation process. Even so, this is the com-
mon trend for many currently human controlled systems. In this paper we have 
highlighted the versatility requirements for a surveillance system in order to inte-
grate it into a multiagent positioning system, proposed an architecture based on 
three different library levels to cope with those requirements and shown an exam-
ple of the results by means of a color print tracking system. Future lines cover the 
analysis of the whole positioning system performance, including quantitative 
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measurements of the benefits of including the different information sources, in 
particular the ones provided by the integrated multicamera system. 
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Evaluating Manifold Learning Methods and
Discriminative Sequence Classifiers in
View-Invariant Action Recognition

Rodrigo Cilla, Miguel A. Patricio, Antonio Berlanga, and José M. Molina

Abstract. This paper evaluates the accuracy of Isometric Projections and Hidden
Conditional Random Fields in the view invariant Recognition of Human Actions.
Silhouette sequences captured from different viewpoints are projected into a low di-
mensional manifold using Isometric Projections. The projected sequences are used
to train a hidden conditional random field for action classification. The system is
evaluated using sequences captured by a camera not used during training. The ac-
curacy of the system is measured using the IXMAS dataset on the experiments.

1 Introduction

Human Action Recognition from video has been one of the most important research
topics studied by the computer vision community during the last two decades. Video
Surveillance, Ambient Intelligence, Multimedia Annotation or Human Computer
Interaction are some of the applications that have been benefited from the advances
in the field. Different surveys recently published give an idea of the current state
of the art methods [7, 21, 14]. These surveys also identify some of the issues that
must be solved in order to obtain general human action recognition systems. How
to achieve viewpoint invariant systems is one of them, as scene viewpoint is one of
the greatest factors of variation of the visual features used to detect human actions.
Different actions could even appear to be the same if observed from the wrong
viewpoint.

The main benefit of a view independent human action recognition system is that
it allows the transferability of models between cameras: it can use images grabbed
from a camera whose viewpoint was not used during training without degrading its
performance. This makes the deployment of the systems easier, as they not have to
be retrained for the new views.

Rodrigo Cilla · Miguel A. Patricio · Antonio Berlanga · José M. Molina
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Graph Based Manifold learning methods[19, 1] have arisen as a powerful tool
for the analysis and visualization of high dimensional data. They have been used
as part of human action recognition systems [17, 8]. The main drawback of these
techniques is that they do not provide a projection function from the original space
to the reduced space. To overcome that limitation linear extensions of the methods
have been proposed [3, 5].

Hidden Conditional Random Fields (HCRF) [15] have been introduced as a se-
quence classification technique, outperforming Hidden Markov Models (HMM).
The main advantage of this models is that directly model the posterior distribution
of the sequence class, using less parameters than HMM, allowing faster and more
accurate parameter estimation. Its use on the recognition of Human Action has been
very popular since its introduction[25, 11].

In this paper we evaluate the accuracy of graph based manifold learning and
HCRF in the view invariant recognition of human actions. Human silhouettes are
projected into a low dimensional space learned using Isometric Projections [3].
HCRF are trained using the projected sequences. The accuracy of the system is
evaluated using action sequences coming from a new camera not used during sys-
tem training.

Paper is organized as follows: in section 2 we discuss the state of the art on
view-invariant action recognition; the graph based manifold learning framework is
presented in section 3; section 4 presents the Hidden Conditional Random Field for
sequence classification; section 5 presents the results of applying the proposed meth-
ods for the classification of the IXMAS dataset: finally, in section 6, the conclusions
of this work and future research lines are presented.

2 Related Work

The problem of viewpoint action recognition has been studied from the geometrical
perspective. Rao et al. [16] introduce a 2D view- invariant descriptor for 3D point
trajectories projected in the affine plane. They search the spatio-temporal trajectory
curvature to find instants of change. Parameswaran and Chellappa [12] present 2D
and 3D invariants for body pose configurations. Gritai et al. [4] propose a metric
to compare the trajectories of body parts under anthropometric, temporal and view-
point transforms. Sheikh et al. [18] approximate the variability in action data as
a linear combination of different action bases in spatio-temporal space. The main
drawback of these approaches is that they assume that an accurate 3D tracking of
the body parts is available, and this is very difficult to achieve in a real scenario.

The 3D visual hull offers an inherent view-invariant representation of human
actions and has been used on multiple works. Weinland et al. [24] extend Motion
History Images to 3D, using visual hulls instead of silhouettes to create Motion
History Volumes. Peng et al. [13] perform multilinear analysis of visual hull voxels.
Turaga et al. [22] analyzes visual hulls in Stieffel and Grassman manifolds.The main
problem associated with visual hulls is that its computation requires from multiple
camera views of the analyzed subject. Some authors have tried to relax this assump-
tion for the prediction of new action sequences, associating observed silhouettes
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with the corresponding hidden visual hull. Lv and Nevatia [9] propose Action Nets,
modeling in a space state the variation on silhouette appearance and viewpoint with
respect to temporal evolution. Weinland et al. [23] propose a graphical model to
associate observed silhouettes with the respective hidden visual hulls, incorporating
camera parameters into the model.

Other authors have relied on machine learning techniques to output view- in-
variant action models. Martinez-Contreras et al.[10] project motion history images
(MHI) [2] into a subspace that groups viewpoint and movement in a principal man-
ifold using Kohonen self-organizing feature maps. The winner neuron is used to
classify the action being performed using HMM smoothing. Tran et al.[20] pro-
posed another approach to achieve view invariance, where view-invariant models
are learned using non-parametric classification from a frame descriptor extracted
from multiple views including appearance and local motion information.

Graph based manifold learning techniques have been used to learn view-invariant
models. Souvenir and Babbs [17] propose a new silhouette based temporal action
descriptor and embed them into a low dimensional space using Isomap [19]. The
main drawback of their method is the assumption that target action sequences are
already segmented. Lewandowski et al. [8] use temporal laplacian eigenmaps to
obtain an embedding for each view. Then, the different embeddings are combined
into a single one. While all these methods use visual hulls or camera configuration
at some point, the proposed here only uses silhouette sequences. Besides, the pro-
posed method provides a mapping function as output, without needing an additional
method to compute it.

3 Isometric Projection

Given a set of N input points X = {xi}N
i=1, xi ∈ Rn, Isometric projection (IsoP) [3]

aims to find a function f that maps these N points to a set of points Y = {yi}N
i=1 in

Rd (d << n), such yi = f (xi). The method is of special applicability when the points
X ∈ M, where M is a nonlinear manifold embedded in Rn.

Let dM be the geodesic distance measure on M and d the standard Euclidean dis-
tance measure in Rd . IsoP aims to find an embedding function f such that Euclidean
distances in Rd can provide a good approximation to the geodesic distances on M.
Thus, the function to obtain is the one that minimizes:

∑
i j

(dM (xi,x j)−d ( f (xi) ,d (x j)))2 (1)

As the underlying manifold M where real dataset are defined is unknown, the geo-
metric distance measure dM is also unknown. To discover the intrinsic geometrical
structure of M, a neighborhood graph G containing all the points in X is constructed.
There is two standard ways to construct this graph:

1. ε-graph: A link is established between xi and x j if d (xi,x j) < ε
2. kNN-graph: A link is established between each point xi and its k nearest

neighbors.
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Once the neighborhood graph G has been obtained, the geodesic distance on the
manifold dM between two points xi,x j is approximated as the distance on the graph
between the points, dG (xi,x j). Thus, the matrix DG = dG (xi,x j) , containing the
distances between all the points on X needs to be computed. The standard pro-
cedure to obtain DG is to use Floyd-Warshall algorithm, with complexity O

(
N3

)
.

As the graph G is usually sparse, Johnson’s algorithm can reduce the problem to
O(NV logV ), where V is the number of edges in G.

If the projection function f is restricted to be a linear function of the form f (x) =
AT x, the columns of the matrix A = [a1 . . .ad ] are given by the solutions of the
generalized eigenvalue problem:

X [τ (DG)]XT a = λ XXT a (2)

where the matrix τ (DG) = −HSH/2 is an inner product matrix, being H = I −
1
N eeT , I the identity matrix and e a vector of all ones; and S a matrix such Si j = D2

i j.
Readers are referred to the original publication [3] for additional derivation and

implementation details.

4 Hidden Conditional Random Fields

Hidden Conditional Random Fields (HCRF) [15] extend Conditional Random Fields
[6] introducing hidden state variables into the model. A HCRF is an undirected
graphical model composed of three different set of nodes, as figure 1 shows. The
node y represents the labelling of the input sequencer. X = x1, . . . ,xt is the set of
nodes corresponding to the sequence observations H = h1, . . . ,ht is the set of hid-
den variables modelling the relationship between the observations xi and the class
label y and the temporal evolution of the sequence.

The conditional probability of a sequence label y and a set of hidden part as-
signments h given a sequence of observations X is defined using the Hammersley-
Clifford theorem of Markov Random Fields:

P(y,h | x,θ ) =
eΨ(y,h,x;θ)

∑y′ ∑h eΨ(y,h,x;θ) (3)

where θ is the vector of model parameters. The conditional probability of the class
label y given the observation sequence X is obtained marginalizing over all the pos-
sible assignments of hidden parts h:

P(y | x,θ ) = ∑h eΨ(y,h,x;θ)

∑y′ ∑h eΨ(y′,h,x;θ) (4)

The potential function Ψ (y,h,x;θ ) is a linear function of the input:

Ψ (y,h,x;θ ) = ∑
i

φ (xi) ·θ (hi)+∑
i

θ (y,hi)

+ ∑
( j,k)∈E

θ (y,h j,hk)
(5)
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Fig. 1 Graphical model representation of the Hidden Conditional Random Field

The first term, parameterised by θ (hi) meassures the compatiblity of each obser-
vation xi with the hidden variable hi. The second term measures the compatiblity
of the hidden part hi with the class label and is parameterised by θ ((y,hi). Finally,
the third term models sequence dynamics, meassuring the compatibility of adjacent
hidden parts hi and h j with the class y.

Given a set of training samples {xi,yi}, model parameters are adjusted maximiz-
ing the L2 regularized conditional likelihood function of the model:

L(θ ) =
n

∑
i=1

logP(yi | xi,θ )+
||θ ||2
2σ

(6)

The optimal parameters θ ∗ maximizing the conditional likelihood function are
found using Quasi-Newton gradient based methods. Both the computation of the
posterior probability on equation 4 and the auxiliary distributions that appear on the
gradient of 6 can be efficiently made using belief propagation,as proposed in [15].

5 Results

5.1 Experimental Setup

The proposed algorithms are going to be tested in the classification of IXMAS
dataset [24]. This dataset contains 11 actions performed by 12 different actors at
least 3 times each. The actions are recorded from 5 different viewpoints. In our ex-
periments we are going to discard the camera 5 viewpoint, as it shows a top view
of the action completely different from the others. The algorithms are going to be
trained using Leave-One-View-Out Cross Validation (LOVO-CV): The algorithms
are trained with all the views unless one, used for validation. With this method the
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robustness of classification algorithm is evaluated with respect to changes on the
viewpoint.

(a) Camera 1 (b) Camera 2 (c) Camera 3 (d) Camera 4

The silhouettes on the dataset are resized to fit a bounding box of 35x20 pixels.
They are going to be projected into 10, 20 and 30 dimensions using Isometric Pro-
jections. The neighbourhood graph is going to be built using a neighborhood size
of k = 20. PCA projections of the same size are going to be used as baseline. The
HCRF is going to be trained with 22 and 33 hidden state variables.

5.2 Results and Discussion

Table 1 shows the accuracy of the trained classifiers. IsoP achieves better results
than PCA for most of the configurations. It is worth pointing that the best accuracy
is obtained by IsoP for the smaller dimension configuration, being a bit superior to
the best found for PCA, but using one third of the dimensions. We also want to point
that the use of more hidden nodes in the HCRF has increased the predictive power
of the final result.

Table 1 Results obtained in the LOVO-CV evaluation of the proposed methods on IXMAS
dataset

PCA IsoP
�����‖H‖

d
10 20 30 10 20 30

22 39.42 49.26 46.47 49.81 53.34 52.41
33 48.76 53.77 55.88 56.00 55.94 53.03

In any case, the results presented here are inferior to those reported on other
works [23]. IsoP algorithm imposes a restriction on the projection function to be
linear, and the kind of transform need to achieve view invariance is likely not to be.
Probably the use of other algorithms providing non linear projections will improve
the results.

6 Conclusions

In this work we have evaluated the use of Isometric Projections and Hidden
Conditional Random Fields in the view invariant recognition of human actions.
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Human silhouette sequences have been projected into a low dimensional space using
Isometric Projections. Then, a Hidden Conditional Random Field has been trained
using that sequences. The accuracy of the system has been obtained using action
sequence taken from viewpoints not used during training.

Future works will have to test other manifold learning algorithms, as the predic-
tive power of the proposed system has not been very high. Kernelized versions of
the proposed algorithms can be one way to explore.
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Physical Actions Architecture:
Context-Aware Activity Recognition
in Mobile Devices

Gonzalo Blázquez Gil, Antonio Berlanga,
and José M. Molina

Abstract. Mobile phones are becoming the main computer and communica-
tion device in peoples lives and thanks to the embedded sensors providing in
it will revolutionize the way to carry out with mobile devices. Another impor-
tant point is that mobile devices are programmable and they provide a set of
embedded sensors, such as accelerometer, digital compass, gyroscope, GPS,
microphone, and camera. Activity recognition aims to recognize actions and
goals of one or more individual from a series of observations of themselves.
This paper aims to provide an distributed architecture to recognize physical
actions taken by users such us walking, running, being stand, sitting. Sensory
data is collected by a mobile application made in Android and it sends to a
server where prelearnt activities are recognized in real-time.

1 Introduction

Daily, human beings make ordinary actions such us: cooking, reading or
watching TV, chatting with other people or on the phone , driving. The
ability of activity recognition seems so natural and simple for us, however,
actually requires complicated functions of sensing, learning, and inference for
computers [7].

In activity recognition applications, high classification accuracy is always
desired. However, it implies the use of a large number of sensors distributed
over the body and enviroment, depending on the activities to detect. At the
same time a wearable system must be inconspicuous and operate during long
periods of time. This implies minimizing sensor size, and especially low energy
consumption.
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Pattern recognition answer to the description and classification of mea-
surements taken from physical or mental processes [9] [11]. In order to pro-
vide an effective and efficient description of patterns, preprocessing is often
required improve performance, removing noise and redundancy in measure-
ments. Then a set of characteristic measurements, which could be numerical
or not, and relations between them, are extracted representing the patterns.

Thanks to the newest mobile devices use this kind of sensor could be a
good solution to face with activity recognition problem [2]. Mobile devices
may obtain and process physical phenomena from embedded sensors and send
sensory data to remote locations without any human intervention. GPS, Wi-
Fi, Bluetooth and microphone are the most known sensors. However, recently,
new kind sensors have been added: accelerometer, gyroscope, compass (mag-
netometer), proximity sensor, light sensor, etc.

Sensor networks have contributed to numerous attractive applications in
areas such as military applications, environmental monitoring, human ac-
tivity, medical applications, ambient assistant living, smart factories, civil
security [8] [10] [1]. Applications for a mobile devices should take advantage
of contextual information, such as position, user profile or device features; to
offer greater services to the user.

In [5], it is presented a mobile sensing architecture to obtain user physical
activities and to share it on social network called Cenceme. The proposed
architecture is split in three layer: Sense, learn and share. Sense layer aims
to collect raw sensor data from sensors embedded in the phone. However,
Cenceme does not use other information (Context information) to complete
the taken actions.

Context-aware Systems allow to develop a new kind of mobile applications
which may be represented as a context based scenario where there are indi-
viduals who require a satisfaction of their needs and there are providers who
could solve these lacks. In context-aware computing, context is any informa-
tion that can be used to characterize the situation of an entity.

Context-aware in general describes applications, which change their behav-
ior according to the conditions around them. Positioning, also called Location
context, could be the main factor in the development of context applications.
Nevertheless, Location-aware is only one aspect of context aware as a whole.
Profile Context which include social networking, Calendar scheduling, tastes,
moods; and device context which represents the actions taken by the user
carrying the device, are becoming essential to describe the user’s context.

According to the three described context (Profile, Location and Device), it
is defined three kind of actions (Social, Location and Physical). Initially, this
paper is concerned with one part of user’s context, device context and Phys-
ical actions. The actions to take into account are walking, running, standing,
sitting (using Accelerometer and compass) and audio actions such us listening
to music and talking.

This paper is focused on describe an mobile-server architecture to identify
physical actions (e.g., running, walking, standing, talking, ...) taken by the
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user. Besides, it is developed the feature selection for physical actions. This
paper is organized as follows: Section 2 describes how to obtain the context
from different sensors. Section 3 presents the proposal architecture and finally,
Section 4 shows the conclusions and futures works.

2 Context-Aware Description

First of all, in order to use context correctly, it is mainly to define what
researchers think context is. According to Lee [6] there are three kind of
context (Figure 1):

Fig. 1 Three sort of context (Profile, Device, Location).

1. Location context, which can be described as an application dependent on
a geographical location. Probably, location context is the most important
factor to develop useless Context-aware applications. In outdoor environ-
ments GPS provides a good solution to determine the location of mobile
devices however in GPS-denied areas such as urban, indoor, and subter-
ranean environments, unfortunately, an effective solution does not exist.
Besides, every location system provides in its own way location data. Re-
cently, W3C releases a Geolocation API [4] to standardize an interface to
get back the geographical location information for a client device.

2. User context is the relevant information about the user, normally, it is
included in the user profile as an instance. Social networks play impor-
tant roles in our daily lives. People share their own information through
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social networks with relatives. It is possible to leverage social media such
as Facebook, Buzz, Twitter, and Flickr as ways to not only disseminate
information but obtain user activity information.

3. Device context shows the need to adapt services and content to different
devices due to their limitations on screen size, memory, wireless connection
and the mobile devices movements. For example, The proximity and light
sensors allow the phone to perform context recognition associated with the
display.

• User behavior: Active applications, installed application, idle/active sta-
tus, phone alarm, charger status.

• User surroundings: In this case it is talked about physical surrounding,
Bluetooth/Wi-Fi devices online near user or sociologic surroundings
such as friends, family, colleagues, collaborators, and business partners.

• Communication behavior: Calls and call attempts, sent and received
SMS, and SMS content, social network communication.

• Device actions: Due to embedded sensors attached to the mobile device
it is possible to obtain the movement. The information generated can
be used to identify the activity (e.g., running, walking, standing, and
so on) that the user is performing.

3 General Architecture

According to the three kind of context described in the last section (Profile,
Device and location Context), it is possible to distinguish three actions (So-
cial, Physical and Location actions), each action is represented by a kind of
context. (Figure 2):

• Physical actions are the basic actions taken by the user such us: running,
walking, standing, talking, listening music, etc. These kind of actions are
obtained by low level sensors provided by the mobile phone (Accelerome-
ter, Gyroscope, light sensor, microphone, etc.). For example, accelerometer
is able to describe the physical movements of the user carrying the phone.

• Location actions: These kind of actions answer the question where is the
action taking place?. For example, it is possible to define a running action,
however, it could be interested to define where is he/she running? and
where is he/she running to?.

• Social actions: Finally Social actions describe relationships between people
and also it describes the user preferences Thanks to these actions it could
be possible to complete Context activity describing the people with you
are taking the action.

Context activity is the result of combining the three actions. As well as user
context, it describes the general action, it is not only if the user is walking or
he/she is in one place. For example, consider the following scenario, someone
is sitting in her/his living-room watching TV.
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Fig. 2 Matching between context and actions.

The accelerometer and the microphone may detect whether the user is
sitting (Physical action) or the user is near a sound source (Physical action).
If you use the both actions and it is able to locate the action (living room)
it could figure out that the person is sitting in the living room watching TV
(Location action).

3.1 Pyshical Actions Architecture

Mobile phone sensing is still in its infancy, it is not clear what architectural
components should run on the device and what should run on the cloud. This
approximation split the architecture in three component according to main
components of activity recognition (Figure 3).

Data Acquisition and Features extraction are developed in the mobile
phone and Activity Recognition is located on the server. Due to the com-
munication process between them it is developed a Web service in the server
and another component in the mobile phone to send the extracted features
to the web service.

3.1.1 Data Acquisition

A low-level sensing module continuously gathers relevant information about
the user activities using sensors. The proposed architecture this component
is located on the mobile device. In this approximation the architecture just
acquire data from Compass and Accelerometer. The accelerometer provides
the forces (static and non-static) acting on the device. It returns a three
component (x ,y ,z) vector that represent the three-axis forces acting on
the device Cartesian reference system. Note that the accelerometer reference
system is also constantly changing due to device’s position.
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Fig. 3 High-level architecture input/output.

However, it is necessary to obtain that forces according to the real world,
for that reason it is used the compass which provide us the I matrix (Incli-
nation matrix). I matrix transform the coordinates from the device reference
to the real world reference.

The first graph (Figure 4) represents the device accelerations and shows
change the three forces depending on the movement take it by the user. The
second one represents the transformation from the mobile device reference to
the real world reference.

3.1.2 Features Extraction

The features extraction level is also implemented in the mobile phone. The
module processes the raw sensor data into features that help discriminate
between activities. This level aims to process and select which features are
better to identified an action.

It is used the spectrogram (Figure 5) to define Physical actions. A spectro-
gram is a a time-varying spectral representation that shows how the spectral
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Fig. 4 Device and real world accelerations.

density of a signal varies with time. Spectrograms was calculated from the
time signal (Figure 4) using the short-time Fourier transform (STFT).

The active frequencies (Red and yellow bars) depending on the action took
it are clearly different between running and walking actions. Non active fre-
quencies are colored in blue and normally it represents when the frequencies
are not active. If the whole spectrogram is blue represent when users is doing
a sedentary action (Standing, sitting, etc).

3.1.3 Mobile Server, Web Service and Device Manager

The both components aims to communicate the mobile device with the server.
One of both(Mobile server) is implemented in the mobile devices and the
other one (Web service) is on the server.

The Web service module is developed such as web service which is designed
to support interoperable machine-to-machine communication over a network.
Web services provide an interface which describe message the format, specif-
ically, Web Services Description Language WSDL [3].

Device manager allows web-service to view and control the devices at-
tached to the service. When a device is not online, the web-server keep the
last device’s IP address for a while, waiting for a new connection.
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Fig. 5 Complete and parcial spectogram (Features selection).

3.1.4 Activity Recognition

The last layer is classification module that uses the features selected in the
mobile phone to infer what activity an individual or group of individuals is
engaged in, for example: Walking, running, sitting, standing. In this compo-
nent, it will be implemented the algorithms (Supervised learning, Probabilis-
tic classification, Model-based or instance-based learning) to figure out the
taken action.

4 Conclusions

The activity recognition system identifies and record in real-time the selected
features related on user activity using a mobile device. The paper describes
how to face with the sensing module, that is one of the major components in
activity recognition systems.

Considered future works include the development of the server module
and also it will extend activity classifier to more complex activities (Group
activities, Interaction activities). Using Context activity (Physical, Social and
Location) will be use to infer the user’s emotional state. To infer human
emotional state from user context and the taken activities is a novel line of
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research. According to the social network state, the music which is listening
at the moment, the place where the user is and using another hard and low
sensor, it is possible to infer the emotional state.
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Context-Aware Conversational Agents Using
POMDPs and Agenda-Based Simulation�

David Griol and José M. Molina

Abstract. Context-aware systems in combination with mobile devices offer new
opportunities in the areas of knowledge representation, natural language processing
and intelligent information retrieval. Our vision is that natural spoken conversation
with these devices can eventually become the preferred mode for managing their
services by means of conversational agents. In this paper, we describe the applica-
tion of POMDPs and agenda-based user simulation to learn optimal dialog policies
for the dialog manager in a conversational agent. We have applied this approach to
develop a statistical dialog manager for a conversational agent which acts as a voice
logbook to collect home monitored data from patients suffering from diabetes.

1 Introduction

Ambient Intelligence (AmI) systems usually consist of a set of interconnected com-
puting and sensing devices which surround the user pervasively in his environment
and are invisible to him, providing a service that is dynamically adapted to the inter-
action context. In this framework, spoken interaction can be the only way to access
information in some cases, like for example when the screen is too small to dis-
play information (e.g. hand-held devices) or when the eyes of the user are busy in
other tasks (e.g. driving). It is also useful for remote control of devices and robots,
specially in smart environments. Finally, one of the most demanding applications
for fully natural and understandable dialogs, are embodied conversational agents
and companions. This way, conversational agents have became a strong alterna-
tive to provide computers with intelligent and natural communicative capabilities.
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A conversational agent is a software that accepts natural language as input and gen-
erates natural language as output, engaging in a conversation with the user. To suc-
cessfully manage the interaction with the users, conversational agents usually carry
out five main tasks: automatic speech recognition (ASR), natural language under-
standing (NLU), dialog management (DM), natural language generation (NLG) and
text-to-speech synthesis (TTS).

Learning statistical approaches to model the different modules that compose a
conversational agent has been of growing interest during the last decade [7, 2]. The
motivations for automating dialog learning are focused on the time-consuming pro-
cess that hand-crafted design involves and the ever-increasing problem of dialog
complexity. The most extended methodology for machine-learning of dialog strate-
gies consists of modeling human-computer interaction as an optimization problem
using Partially Observable Markov Decision Process (POMDPs) and reinforcement
methods [5]. The main drawback of this approach is due to the large state space of
practical spoken dialog systems, whose representation is intractable if represented
directly. An approach that scales the POMDP framework for implementing practical
spoken dialog systems by the definition of two state spaces and the use of an agent
is presented in [6].

In this paper, we apply this approach to develop a conversational agent which
acts as a voice logbook to collect home monitored data from patients suffering from
Type-2 diabetes [1], integrated in a context-aware multiagent architecture [3]. In this
architecture, a Context Manager in the conversational agents deals with loading the
context information provided by the User and Positioning Agents, and communi-
cates it to the different modules of the Conversational Agent during the interaction.
Context information is managed by means of a data structure called user profile.
The conversational agent developed using the POMDP and agenda-based user sim-
ulation has been compared with a dialog management technique based on a rule-
based model. The results of this comparison show how the POMDP methodology
achieves satisfactory task completion rates and improves the selection process of
goal directed actions.

2 The DI@L-Log System

DI@L-log is a spoken dialog system which acts as a voice logbook to collect home
monitored data from patients suffering from Type-2 diabetes [1]. The data collected
by the system are the patient’s weight, blood pressure (systolic and diastolic val-
ues) and sugar levels. The system validates and analyses the data, providing some
immediate feedback to the patients regarding their current progress as well as com-
municating the results to doctors at the hospital who are able to review the patient’s
progress graphically and deal with any alerts generated by the system concerning
abnormal developments.

To apply our methodology to this task, the definition of the semantics was carried
out considering the information that is required to monitor the patients and inform
them about their condition. Taking into account the requirements of the task, an
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S1: Welcome to the DI@L-log System. Please say or enter your four digit pin.
U1: 1356.
S2: Are you ready to give your measurements?
U2: Yes.
S3: Let’s begin with your weight. How many stones?
U3: 12.
S4: I have understood 12 stones. Is it correct?
U4: Yes.
S5: What is your blood sugar?
U5: 11.
S6: I have understood 11. Is it correct?
U6: Yes.
S7: And finally, for your blood pressure you will be asked for the top number and then the
lower number. What is the top number of your blood pressure?
U7: 160.
S8: I have understood 160. Is it correct?
U8: Yes.
S9: And what is the lower number?
U9: 86.
S10: I have understood 86. Is it correct?
U10: Yes.
S11: Your readings have been successfully updated. According to them, your weight is
higher than last week, be very careful. Thanks for contacting DI@L-log. Goodbye.

Fig. 1 An example of a dialog for the DI@L-log task

initial strategy was designed for the DM. Figure 1 shows an example of a dialog
acquired using this strategy.

As can be observed, three different phases are present in every dialog. Firstly,
there is an identification phase in which the system asks the user about his login
and password and then waits until the user says that he is ready to provide the
control data (S1 and S2 system turns). Secondly, the system analyzes which data is
required for the current user, taking into account that the weight and sugar values
are mandatory and the blood control is only carried out for specific patients (S3 to
S10 system turns). In this phase, the system requires the user to provide this data.
Every item is confirmed after the user has provided its value. The user can only
provide one item at a time. In the last phase, the system consults the information
that the patient has provided during the current dialog and compares it with the data
that is present in a database that contains the values that he provided in previous
dialogs. By means of this comparison, the system is able to inform the user about
his condition and provide him with instructions that take this into account (S11
system turn).

A corpus of 100 dialogs was acquired using this strategy. In order to learn statisti-
cal models, the dialogs of the corpus were labeled in terms of dialog acts. In the case
of user turns, the dialog acts correspond to the classical frame representation of the
meaning of the utterance. For the DI@L-log task, we defined three task-independent
concepts (Affirmation, Negation, and Not-Understood) and four attributes (Weight,
Sugar, Systolic-Pressure, and Diastolic-Pressure).

The labeling of the system turns is similar to the labeling defined for the user
turns. A total of 12 task-dependent concepts was defined, corresponding to the
set of concepts used by the system to acquire each of the user variables (Weight,
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Sugar, Systolic-Pressure, and Diastolic-Pressure), concepts used to confirm the val-
ues provided by the user (Confirmation-Weight, Confirmation-Sugar, Confirmation-
Systolic, and Confirmation-Diastolic), concepts used to inform the patient about his
condition (Inform), and three task-independent concepts (Not-Understood, Open-
ing, and Closing).

3 POMDPs and Agenda-Based User Simulation

Formally, a POMDP is defined as a tuple {S,A,T,R,O,Z,λ ,b0} where:

• S is a set of the agent states.
• A is a set of actions that the agent may take.
• T defines the transition probability P(s′|s,a).
• R defines the immediate reward obtained from taking a particular action in a

particular state r(s,a).
• O is a set of possible observations that the agent can receive.
• Z defines the probability of a particular observation given the state and machine

action P(o′|s′,a).
• λ is a geometric discount factor 0 ≤ λ ≤ 1.
• b0 is an initial belief state b0(s).

The operation of a POMDP is as follows. In each moment, the agent is in an un-
observed state s. The agent selects an action am, receives a reward r, and transits
to a state (unobserved) s′, where s′ only depends on s and am. The agent receives
an observation o′ which depends on s and am. Although the observation allows the
agent to have some evidences about the state s in which the agent is now, s is not
exactly known, and b(s) (belief state) is defined to indicate the probability of the
agent being in the state s. In each moment, this probability is updated taking into
account o′ and am:

b′(s′) = P(s′
∣
∣o′,am,b) = k ·P(o′

∣
∣s′,am) ∑

s∈S

P(s′ |am,s)b(s) (1)

where k = P(o′|am,b) is a normalization constant [4].
At each time t the agent receives a reward r(bt ,am,t) which depends on bt and

the selected action am,t . The reward accumulated during the dialog (return) can be
calculated by means of:

R =
∞

∑
t=0

λ tR(bt ,am,t) =
∞

∑
t=0

λ t ∑
s∈S

bt(s)r(s,am,t ) (2)

Each action am,t is determined by the policy π(bt) and the construction of the
POMDP model implies to find the strategy π∗ which maximizes return. The goal of
POMDP policy optimization is to find the policy that maximizes the value function
at every point b. Due to the vast space of possible belief states, however, the use of
POMDPs for any practical system is far from straightforward. Exact algorithms for



Context-Aware Conversational Agents 33

solving POMDPs do exist, but have been shown to be intractable except for domains
limited to a few states. Instead, the belief state and actions are mapped down to a
summarized form where optimization becomes tractable. In this context, the orig-
inal belief space and actions are called master space and master actions, while the
summarized versions are called summary space and summary actions. The summa-
rized space consists of the N-best states (su) from the original space (N is usually
1 or 2) and a simplified codification of the user’s action au and the dialog history
sd . The main idea of this summarized space is to explore only the actions that has
sense for the current situation in the dialog (e.g. do not begin the conversation with
a confirmation, do not say Welcome except at the start, etc.).

The optimization of the policy in these two spaces is usually carried out by using
techniques like the Point-based Value Iteration or Q-learning, in combination with a
user simulator. Q-learning is a technique for online learning traditionally used in an
MDP framework. It is an iterative Monte-Carlo style algorithm where a sequence of
sample dialogs are used to estimate the Q functions for each state and action. This
way, the summarized Q-learning algorithm discretizes summary space and uses Q-
learning on the resulting MDP-like grid. Using this algorithm, at each point, the
master belief space is mapped down to the summary level as described and the
nearest summary point in the grid is found and the optimal summary action given
by that point is chosen. This optimal action for each point p is given by

āp = argmax
ā

Q̄(a, p)

After a set of dialogs has been completed, the estimates of the Q-functions are up-
dated with the new dialog scores. At the end of the dialog, the discounted future
reward is known for each stage where a choice was taken (i.e., the Q-function eval-
uated at this grid point). A good estimate of the true Q-value is obtained if suffi-
cient dialogs are done. User simulation is then introduced to reduce the too time-
consuming and expensive task to obtain these dialogs with real users. Simulation is
usually done at a semantic dialog act level to avoid having to reproduce the variety
of user utterances at the word or acoustic levels. At the semantic level, at any time
t, the user is in a state su, takes action au, transitions into the intermediate state s′u,
receives machine action am, and transitions into the next state s′′u .

Agenda-Based state representations, like the one described in [6], factors the user
state into an agenda A and a goal G. The goal G consists of constraints C which
specify the detailed venue of the dialog, and requests R which specify the desired
pieces of information.

su = (A;G) G = (C;R)

The user agenda A is a stack-like structure containing the pending user dialog acts
that are needed to elicit the information specified in the goal. At the beginning of
each dialog, a new goal G is randomly selected. Then, the goal constraints C are
converted into user and system inform acts (au and am acts) and the requests R into
request acts. A bye act is added at the bottom of the agenda to close the dialog once
the goal has been fulfilled. The agenda is ordered according to priority, with A[N]
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denoting the top and A[1] denoting the bottom item. This way, au[i] denotes the ith
item in the user act au:

au[i] := A[N −n + i] ∀i ∈ [1..n]; 1 ≤ n ≤ N

P(au|su) = P(au|A,G) = δ (au,A[N −n + 1..N])

By denoting A′ to the agenda after selecting the act au, the first state transition
depending on au and the second state transition based on am can be respectively
expressed by means of the following equations [6]:

P(s′u|au,su) = P(A′,G′|A,G) = δ (A′,A[1..N′])δ (G′,G)

P(s′′u |am,s′u) = P(am|A′,G′′)P(G′′|am,G′)

The first probability in the latter equation denotes the agenda update model. By
assuming that every dialog act am triggers one push-operation from the agenda, this
probability can be expressed as follows:

P(am|A′,G′′) =
i=1

∏
M

P(A′′[N′ + i]|am[i],G′′) δ (A′′[1..N′],A′[1..N′])

The second probability denotes the goal update model. Assuming that R′′ is condi-
tionally independent of C′ given C′′, it can be expressed as follows:

G′′|am,G′) = P(R′′|am,R′,C′′)P(C′′|am,R′,C′)

where the first probability can be approximated as follows:

P(R′′|am,R′,C′′) = ∏
k

P(R′′[k]|am,R′[k],M (am,C′′))

4 Evaluation

The summary Q-learning algorithm and agenda-based user simulation described in
the previous section were used to develop a POMDP-based conversational agent for
the Di@L-log task. To do this, we took into account the benefits of using standards
like VoiceXML and also include a specific module for the statistical dialog model
to avoid the effort of manually defining the dialog strategy. This module selects
the following system response using the dialog policy obtained by means of the
POMDP. By means of the incorporation of this module, developers only have to
define a set of VXML files, each one including a system prompt and the associated
grammar to capture users answers for it. This way, the statistical dialog manager
automatically decides the following file (i.e. system prompt) that has to be selected.

A total of 25 dialogs were recorded from interactions of six users employing
the initial dialog strategy defined for the DI@L-log system and the POMDP-based
systems presented in this paper. Rewards in this system were given based on the
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task completion rate and the number of turns in the dialog. Using the definitions
described in [6], the POMDP system was given 20 points for a successful dialog
and 0 for an unsuccessful one, One point was subtracted for each dialog turn. We
considered the following measures for the evaluation:

1. Dialog success rate (%success). This is the percentage of successfully completed
tasks. In each scenario, the user has to obtain one or several items of informa-
tion, and the dialog success depends on whether the system provides correct data
(according to the aims of the scenario) or incorrect data to the user.

2. Average number of turns per dialog (nT).
3. Confirmation rate (%confirm). It was computed as the ratio between the num-

ber of explicit confirmations turns (nCT) and the number of turns in the dialog
(nCT/nT).

4. Average number of corrected errors per dialog (nCE). This is the average of errors
detected and corrected by the dialog manager. We have considered only those
errors that modify the values of the attributes and that could cause the failure of
the dialog.

5. Average number of uncorrected errors per dialog (nNCE). This is the average of
errors not corrected by the dialog manager. Again, only errors that modify the
values of the attributes are considered.

6. Error correction rate (%ECR). The percentage of corrected errors, computed as
nCE/ (nCE + nNCE).

The results presented in Table 1 show that the initially defined rule-based conver-
sational agent and the POMDP-based conversational agent could interact correctly
with the users in most cases. The success rate in the POMDP system is reduced
with regard to the initial rule-based system. This is due to the introduction in this
system of confidence scores to indicate the cases for which a confirmation must
be done. This means that it is possible for the system to assign a high level confi-
dence to an incorrectly recognized value. For this reason, the error correction rate
in this system is also slightly lower. The average number of required turns is re-
duced in the POMDP-based system from 10.4 to 7.0. This is again due to the initial
rule-based strategy is based on confirming every item provided by the user in the
following system turn. The POMDP-based system reduces the number of required
dialog turns by reducing the number of confirmations, as it can be observed in the
lower confirmation rate achieved for this system.

Table 1 Results of the evaluation of the rule-based and POMDP-based conversational agents

%success nT %confirm %ECR nCE nNCE
Rule-based Conversational Agent 97% 10.4 41% 92% 0.81 0.07

POMDP-based Conversational Agent 93% 7.0 28% 89% 0.86 0.11
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5 Conclusions

Modeling human-computer interaction by means of POMDPs and reinforcement
methods are the most extended methodology for machine-learning of dialog strate-
gies in conversational agents. Due to the main drawback of this approach is the large
state space of practical spoken dialog systems, whose representation is intractable
if represented directly, we have applied the proposal described in [6] to deal with
this and also introduce an agenda-based model user simulation technique to learn
the dialog model. The application of this approach to develop a conversational agent
which collects home monitored data from patients suffering from diabetes show how
it allows the dialog manager to tackle new situations and generate new coherent an-
swers for the situations already present in the initial corpus. Due to the new learning
process, the dialog manager can now ask for the required information using different
orders, confirm these information items taking into account the confidence scores,
reduce the number of system turns for the different kinds of dialogs, automatically
detect different valid paths to achieve each of the required objectives, etc. As a fu-
ture work, we want to compare this approach with other statistical and corpus-based
methodologies for dialog management.
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Multi-camera Control and Video Transmission
Architecture for Distributed Systems

Alvaro Luis Bustamante, José M. Molina, and Miguel A. Patricio

Abstract. The increasing number of autonomous systems monitoring and con-
trolling visual sensor networks, make it necessary an homogeneous (device-
independent), flexible (accessible from various places), and efficient (real-time)
access to all their underlying video devices. This paper describes an architecture
for camera control and video transmission in a distributed system like existing in a
cooperative multi-agent video surveillance scenario. The proposed system enables
the access to a limited-access resource (video sensors) in an easy, transparent and
efficient way both for local and remote processes. It is particularly suitable for Pan-
Tilt-Zoom (PTZ) cameras in which a remote control is essential.

Keywords: multi-camera systems, visual sensor network, video transmission, ptz
cameras.

1 Introduction

At the moment, the majority of the people still conceives video surveillance systems
as synonymous of CCTV systems: people imagine tens of old cameras connected
to tens of remote monitors, controlled by tens of bored and unheeding security em-
ployers which should pay attention to restricted areas, access doors, people, vehi-
cles, objects and suspicious situations to prevent crimes or disasters. In alternative,
many believe that surveillance systems are storage platforms to memorize multime-
dia data on the environment, video, photos, wiretapped speech, available for human
forensic experts to support investigations. This is partially true, and the value of
these systems is undoubted.
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However, latest advances in hardware technology and state of the art of computer
vision and artificial intelligence research can be employed to develop autonomous
and distributed monitoring systems. They are possible and necessary since the enor-
mous improvement and afordability of hardware and the availability of distributed
computing technologies have encouraged an increasing use of distributed and par-
allel systems in monitoring applications [4, 5]. So the growing amount of sensors
sometimes makes unaffordable a human monitoring.

In addition, sensors are increasing their uses and capabilities with characteristics
like on-board processing, Pan-Tilt-Zoom control, thermal and infrared vision, and
so on [14]. It is valuable since it provides more features to the user, but it adds
an extra control problem. For instance, the control of PTZ cameras can be easy to
achieve in a small scale, but it can become a really tedious task when you have
a large vision sensor network, which may lead in a poor usage of the available
resources. A sample scenario may be one security employer attempting to monitor
a specific moving target from several PTZ cameras simultaneously. The operator
should reorientate the cameras in real-time according to the moving object, which
result in a hard task to achieve.

This way, it would be useful that all these tedious operations were able to be
managed by an autonomous system. It will help the operator who is working with
the visual sensor network to exploit efficiently all the resources. Thereby a operator
may set a new goal like ’find someone with a red bag’, and the autonomous system
should help in the different devices coordination, in order to meet the established
goal.

Many researches has been focused in solve this and similar issues using multi-
agent systems [11, 12], in where each agent is the responsible of control and manage
one camera. This distributed solution is a good option for the problem of coordinat-
ing multi-camera systems, taking the advantages of scalability and fault-tolerance
over centralization.

However, many of the proposed theoretical architectures uses to miss the under-
lying complex task of controlling the video sensors, like the image acquisition and
transmission process [12, 8, 13]. They assume that in some way there is a video
flow and a control flow for PTZ cameras which can be used in their architectures.
However when dealing with a real implementation of a distributed multi-agent ar-
chitecture with a real visual sensor network the problems arrives.

In order to support this kind of distributed systems, in this this paper is described
the required architecture for manage the video devices present in a visual sensor
network. This architecture will deal with the PTZ control and the video transmis-
sion for each video sensor connected, both for local and remote processes. This way,
any camera will have their control and video accessible from any place. It is suit-
able for multi-agent systems since they really are distributed process and require
remote control of the sensors. This kind of architecture involves many disciplines
like video compression and transmission, advanced memory management, frame
grabbers controllers, etc, thus, an overview and some test of the system designed is
presented.
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The rest of the paper is organized as follow. In section 2 we describes the envi-
ronment in which the presented system may work. In section 3 is described the ar-
chitecture supporting any distributed system. Section 4 contains some performance
test, and finally in section 5 some conclusions are presented.

2 Environment Overview

Multimedia surveillance systems are an emerging application field requiring mul-
tidisciplinary expertise spanning from Signal and Image Processing to Communi-
cations and Computer Vision [4]. However, in this paper we focus on the problem
of communication between the cameras and the different systems that control them,
since cameras are limited-access resources.

Our initial working scenario consists in a visual sensor network in which each
video device provides Pant-Tilt-Zoom (PTZ) control. It is intended to be used with
a multi-agent system, so we want to provide an homogeneous access between dif-
ferent entities controlling this network.

In this scenario a priori may operate over the cameras two different entities.
We define a operator which may be the personnel security monitoring the video
streamed by different cameras and controlling their orientation. In a multi-agent
architecture also exists the agents that generally perform an autonomous control
depending on the restrictions/goals imposed by the operator.

Autonomous Control

Agent2
T

T

Operator

Agent1

Sensor

Manager

Sensor

Manager

Supervisor

Camera1 Camera2

Control

Flow

Control

Flow

Control

Flow

Control

Flow

Goals or

restrictions

Fig. 1 Example of the environment overview. The camera devices are controlled both by an
operator and a distributed system.
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This kind of control over the cameras is shown in figure 1, where all the control
flow presented in the architecture is described. It is created both from the opera-
tor and the multi-agent distributed system, so the devices must be able to handle
requests from different sources.

T
Video Storage

Sensor

Manager

C
a
m
e
ra

Operator

Video Flow

Local/Remote

Service

Fig. 2 Camera video transmission to different local and remote systems.

Figure 1 only presents the control flows, but in the architecture also exists video
flows, since each camera device must be able to stream the video to different desti-
nations. It may be necessary for remote monitoring, for storage platforms to mem-
orize multimedia data on the environment, or simply for local or remote systems to
perform advanced processing like video tracking [2], activity recognition [3], intru-
sion detection, etc. This is shown in figure 2. In this case all the flows out from the
camera to the different local and remote processes.

3 Sensor Manager

In the previous section we have described the different roles of the architecture that
will operate over the camera devices and their associated control/video flows. In
the pictures describing the architecture is introduced a Sensor Manager which is
the responsible of attending the control flows, allowing the positioning of the PTZ
cameras, and stream the video sequences to all locally-attached process and remote
systems.

Therefore the Sensor Manager is not a trivial component of the architecture, as
almost all the multi-agent systems suppose. It involves many disciplines like video
acquisition, compression and transmission; control the protocols of the PTZ device
and expose it to remote controlling processes, and so on.

So, in this section is described the Sensor Manager designed for this task. We
have taken special care to the real-time restriction of the video surveillance systems,
in which the video stream should by delivered with the minimum delay. The overall
architecture of this controller is presented in figure 3.

This design let multiple access to a limited-access PTZ camera device, what
usually only provides one serial communication port for control the orientation of
the camera, and a coaxial video interface with the analog video signal. The sensor
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Fig. 3 Sensor manager for local/remote camera control

manager designed presents three different main functionalities which are described
in more detail in the following subsections:

3.1 PTZ Controller

The PTZ controller designed allow us to provide an standard interface through the
PTZ Server module to control homogeneously any underlying device. We have de-
fined some high-level operating primitives like goTo X Y, zoom amount, etc, com-
mon in almost all PTZ devices. This commands will be interpreted by the proper
controller (Visca Controller in the figure) and transmitted in the correct protocol to
the device through the serial COM port.

High-level primitives are exposed by a non-connection oriented UDP Server,
with a simple request-response protocol in the client-server computing mode. In
our case we translate the high-level primitives incoming from the PTZ Server to the
VISCA protocol [1], since all the cameras in our visual sensor network are com-
pliant with this protocol. Moreover, any other device protocol may be used easily
adapting a controller to our high-level interface.

3.2 Video Acquisition

Video acquisition from the device is a critical point of the sensor manager designed.
In general, the image provided by present sensor devices comes in a analog format.
This way is needed use digitizer cards to convert the signal to digital frames, in
particular Matrox Morphis frame grabbers are used in our system. This introduces
a handicap in the system, since the image provided by those cards is required by
both local and external processes, while these cards can be handled only by a single
process.

To solve this issue we have defined two different strategies depending on the im-
age destination. For local processes we have shared a region of non-paged memory
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which can be accessed by different processes of the local machine. So local pro-
cesses can read the latest acquired frame directly from memory without any delay.
Other local processes that needs to be notified when a new image is available could
be attached directly (with a dynamic link library) to the sensor manager, as we do
with a color-based object recognition implemented in the system.

For remote process we use other efficient way to provide frames with the mini-
mum delay. In this case, Matrox Morphis boards allows JPEG2000 [7] compression
in real-time, so we can obtain a compressed image version at the same time we ac-
quire uncompressed frames (used for local processes or display). These JPEG2000
compressed frames are later transmitted (as described in following subsection) by a
efficient and real-time streaming protocol [10].

3.3 Video Transmission

In order to transmit real-time video sequences to remote process like operators,
agents, backup systems, etc, we have opted to implement a Real-time Transport
Protocol (RTP) server based on JPEG2000 image sequences, described in the newly
RFC5371 [6], inside the sensor manager.

The RTP defines a standardized packet format for delivering audio and video over
IP networks. RTP is used extensively in communication and entertainment systems
that involve streaming media, such as telephony, video conference applications and
in general all those applications what needs a real-time communication.

In the design of the sensor manager architecture a RTP payload header exten-
sion has been implemented following the RFC5371. This standard defines a new
RTP extension allowing transmit JPEG2000 frames (provided by Matrox Morphis
boards) over RTP packets. Moreover in our implementation of the standard we have
introduced a real-time motion compensation technique which is still patent pending
(Spanish patent number P200900260) and still complaints with RFC5371. Hence,
our RTP server is able to transmit real-time JPEG2000 frames to many clients, both
in a unicast and multicast way.

4 Architecture Evaluation

To evaluate the usability and performance of the architecture we have developed a
functional prototype. It is divided in two different layers. The first layer is the sensor
manager core, developed in different C++ modules (as described in the architecture)
in order to meet real-time performance. The second one is the interface for config-
uring the core, as shown in figure 4. It provides both the RTP and PTZ servers, so
any remote or local service may interact with the device concurrently. The presented
Graphical User Interface (GUI) allows the user to select the capture device, camera
channel, server ports, and some other parameters related with the JPEG2000 codec.
It also enables a local PTZ controller for change the camera device orientation.

The sensor manager performance has been tested in two ways. In one hand we
have measured the frames per second that the architecture is able to transmit both
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Fig. 4 Sensor Manager interface, providing controls over different aspects like RTP and PTZ
servers

to local and remote processes. Each sensor manager controls one Matrox Morphis
board (as the device only can be accessed by a single process at a time), and each
board contains two hardware digitizers. It is possible to acquire video from 16 dif-
ferent sources, but in this case, it is necessary to share digitizers between all sources,
hence the performance decreases. So we will use two sources for each board in order
to find the real sensor manager performance, and not the limited by the underlying
hardware.

Table 1 Transmission rate reached with the sensor manager architecture both for local and
local/remote processes

Cameras Local Process Local/Remote Processes

One Camera 25 fps 25 fps
Two Cameras 25 fps 24-25 fps

Table 1 shows the different values obtained by the sensor manager in various
operation modes, with one and two cameras transmitting video frames to local and
remote processes. In both situations the frame-rate obtained is the same as the video
sensor provides (25 FPS), so the architecture is working efficiently and in real-time
when transmitting the video frames. If the architecture not were able to process all
the frames or send it across the network, the digitizer board will start do drop frames
and the frame-rate will significantly be reduced.

We have also measured the Matrox Morphis board usage in order to confirm
that the architecture is not adding extra lag in process frames. Figure 5 shows
the usage of one digitizer when sharing frames with local processes and when
sharing/transmitting frames to local/remote processes. In both cases the grab unit is
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Fig. 5 Matrox Morphis unit usage under local and local/remote image transmission

always at 96%, meaning that all the video frames are being procsesed by the sen-
sor manager. Notice also how the J2K unit start working only when is necessary
transmitt frames to remote process.

In the other hand we have measured the total amount of time that the JPEG2000
streaming systems takes from when the image is captured in the server to when the
image is displayed in the client. So it involves all the processes of acquisition, com-
pression, transmission, decoding and displaying. The total latency obtained is about
180 milliseconds, which is adequate for real-time purposes like video surveillance,
as discussed in [9].

Finally the PTZ server could not be evaluated since it process and execute all
the high-level concurrent commands in sequence, so it depends on the commands
executed, the camera movement speed, etc.

5 Conclusions

As outlined along this paper, the communication between local/remote processes
with video sensor devices is so useful in the current growing visual sensor net-
works. It allows, among other things, to develop versatile architectures from coop-
erative multi-agent platforms, to sophisticated video surveillance systems. However
the communication with a video device may be a unsatisfactory job since they used
to have a limited-access and not always are accessible from remote places. An archi-
tecture for controlling video devices from local and remote processes in a transpar-
ent way has been proposed in this paper to solve this issue. The test performed show
that the architecture is able to efficiently share video frames to several destinations.

In future works we will include some high-level commands in the PTZ control,
like ’follow the red bag’. In this case, the image processing like color tracking will
be addressed locally.
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A Structured Representation to the Group 
Behavior Recognition Issue 

Alberto Pozo, Jesús Gracía, Miguel A. Patricio, and José M. Molina* 

Abstract. The behavior recognition is one of the most prolific lines of research in 
recent decades in the field of computer vision. Within this field, the majority of 
researches have focused on the recognition of the activities carried out by a single 
individual, however this paper deals with the problem of recognizing the behavior 
of a group of individuals, in which relations between the component elements are 
of great importance. For this purpose it is exposed a new representation that con-
centrates all necessary information concerning relations peer to peer present in the 
group, and the semantics of the different groups formed by individuals and train-
ing (or structure) of each one of them. The work is presented with the dataset 
created in CVBASE06 dealing the European handball. 

Keywords: Group behavior recognition, activity representation, computer vision. 

1   Introduction 

Human activity analysis and behavior recognition has received an enormous atten-
tion in the last two decades of computer vision community. A significant amount 
of research has addressed to behavior recognition of one element in the scene. 

Instead of modeling the activities of one single element, group behavior recog-
nition deals with multiple objects and/or people, who are part of groups. 

Group behavior recognition represents a relatively new interesting direction of 
research, which has many possible applications in different situations like group 
sports, surveillance, defense, ethology, etc. 

In behavior recognition there are two distinct philosophies for modeling a 
group; the group could be dealtas a single group (crowd) or as a composition of 
individuals with some shared objectives. In this paper we focus the investigation 
in the second philosophy, where take place many distinguishable agents. 
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Individual behavior recognition and group behavior recognition have differenc-
es we should consider. Group behavior is not the addition of multiples individual’s 
behaviors, instead of, group behavior depends on individual’s activities, relations 
between the elements and roles played by each element. 

The recognition of the dynamic of the groups can be applied in many complex 
areas, such as sports, security, ethology and defence. This recognition also can be 
extrapolated to any field of research, composed by autonomy agents which behav-
iour needs to be studied. 

The present paper shows a new representation of the possible variables existed 
in the problem. This had been designed to put in order briefly the essential infor-
mation of the system. 

With the aim of achieve our project, it will rely on three levels of abstraction. 
Firstly, a matrix will be established to store away the polar coordinates position 

at the system and the binary relationship existed between them. They will be rep-
resented by the free vectors which connect both individual. 

In these terms and conditions, for each frame in the video, the geometrical in-
formation has being kept in two or three dimensions.  

Once being contained all the geometrical information, the process continues in 
a second abstraction’s level where the challenge is capturing the logical informa-
tion implicated between the communication of individual and groups. For this 
reason it is necessary to make different combinations for representing every group 
of the system. 

It is a relevant detail to remark that each individual can belong to a several 
groups at the same time, and the groups have the possibility to incorporate an 
undefined number of other groups or individual. 

In the third level, a new representation is created to reduce the dimension of the 
problem. One of the important key in this type of domains is that the number of 
relations between the elements of the scene growth exponential in relation with the 
number of elements. For this reason, a new representation is created to save the 
formation information of each group without saving all the relations between each 
element.Instead of save all the possible edges in a graph, this approach only save 
important graph that can provide all the formation information wasting less space. 

The paper is organized as follows. Section 2 reviews related work. Section 3 
describes the problem. Section 4 introduces our description. Conclusions are 
drawn in section 5. 

2   Related Work 

Despite the fact thatthere is plenty of work on single object activities(1), (2), (3), 
the field of group activities recognition is relatively unexplored. 

Group behavior recognition is a complex task that can be observed under dif-
ferent points of view. 
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There are two big families of approaches, one logical and one geometrical. 
The logical approaches (4) are focused in construct a context-free grammar  

to describe the group activity based in the individual activities of the group’s 
member. 

The main characteristic of this point of view is the important of the first level, 
the features extraction. They need a previous system that recognizes the activity of 
each element of the scene. 

The geometrical approaches (5), (6) have a different point of view. The features 
extracted in this case are based on the coordinates of the elements of the scene. 

This approaches use to have higher computational complexity and the number 
of the elements in the scene could become very important. 

There are also approaches than combine both perspective, like (7) whose work 
recognize key elements of a sport (basketball) using the positions of the players. 
This approach needs to identify the key elements of the domain dealt, and these 
key elements could be different in many different situations. 

One more general approach could be read in (8) where the trajectories of the 
players (in a Robocup mach) are coded to create set of patterns that identify each 
type of action. 

3   Group Behavior Recognition Issue: A General Overview 

Group behavior recognition is composed by two steps: in the first one the feature-
sof the system should be extracted, and in the second one the features are used to 
recognize the behavior. 

The system could have a lot of types of features like position, individual action, 
trajectory, speed, color, etc. 

In this paper we are going to focus in the second step, we use the extracted fea-
tures by other system to make the inference of the behavior. 

3.1   General Description 

In a general scene exist one area composed by many sub-areas and a number of 
elements (which could be fixed or not). 

Each element of the system has a set of features (like positioning, color, shape, 
etc.) The element’s features could suffer changes in time. 

Each element of the system should belong to a group, and could belong to 
many groups at the same time. 

It is important to emphasize that any element of the system must be in a group, 
so there are not isolated elements. 

Each group has an internal and an external attitude. Each attitude could be co-
operative or competitive. Internal attitude defines the attitude between the mem-
bers of a group, and external attitude defines the attitude of the group respecting of 
the rest of the groups. 
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Fig. 1 General scene 

Fig. 1 shows the general scene described above. 

3.2   Problem Description 

Some of the general axioms of the problem describe above have been eliminated 
for more practical approach of the problem. 

In our approach there is one sequence of video composed by a number of T 
frames, where are included a number of N elements (this number cannot change in 
time). The elements of the scene are distributed in a number of G groups, and each 
group is represented by a graph. (Group could be composed by two or more ele-
ments, and one element could be part of one or more groups). 

Each node constitute an agent of the group, and each graph is represented by 
his edges. 

One edge is represented by free vector expressed in polar coordinate system. 
Fig. 2 shows a scene with six elements conforming three groups. The definition 

of the groups is the semantic representation of the relations between the elements 
of the system. 

The features selected to describe the elements of the scene are its coordinates 
(in polar coordinate system or spherical coordinate system in case of 3-D position-
ing) and the coordinates of the free vectors that represents the edges of the graphs. 

For each element and each possible edge we save the coordinates of the vector 
for each frame of the scene. One position vector for each element and M free vec-

tors for the edges, where  . 

To describe the spatial relation between elements j and j in the frame t,  

there is a vector called vi,j,t where , ,  , , , , , with 

, ,  , , , ,  and , , tan , ,, , . 



A Structured Representation to the Group Behavior Recognition Issue 51
 

 

Fig. 2 Graphic representation of a system with six elements and three groups 

4   A Structured Representation to the Group Behavior 
Recognition Issue 

In most the case of group behavior recognition it is difficult to identify any indi-
vidual action and role played by each element of the group. Otherwise, tracking a 
group of elements in computer video analysis could provide the positioning of the 
elements in the scene. 

There are a lot of systems providing the location of elements of a group, like 
GPS (outdoor), UWB (indoor), tracking, etc. 

Behavior recognition based on the positioning of each element of the group 
could provide results without knowing the activity carried out by the elements of 
the group. 

We propose a structured representation composed by three matrix called R,A 
and S.The first one save the geometrical data of the elements in time (the position 
vectors and free vectors),while the second one represents the information about 
the semantic of the scene, composed by the number of groups founded and their 
makeup, and the third one represents the shape of each graph of the scene. 

This structured representation contains the information about the position of 
each element of the scene, the information about the spatial relations between the 
elements, and the groups shape information. It is importance to notice that the last 
one information could be representative of the behavior of the group in many 
different domains, like group sports, surveillance, defense, ethology, etc. 

4.1   Geometrical Information 

All the geometrical information about the elements in the scene, and its relations is 
saved on matrix R, this information is used to construct the shape matrix. 

Matrix R is a three dimensional matrix with the information of the location  
of each agent and the free vector that represent each possible edge presented at  
the scene. 

A scene with N elements has   possible edges that must be saved, 

and N position vectors. 
Each vector of the matrix has two or three components (it is depending on at 

the casesa 3-D scene or 2-D scene). 
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The first ones N vectors represent the location of the N elements, and the next 
M vectors represent the edge of the graphs. 

The R matrix has one row for each frame of the scene and N + M columns. | | | | , , , ,
| | | | , , , ,  

4.2   Semantics Information 

The semantics information represents the associations between the elements of the 
scene to perform groups. One element could be part of many groups, and could be 
many groups. 

This information makes it possible to create different associations between 
elements to grasp better the semantics context. 

This semantics information is saved in a binary matrix with one row for each 
group, and one column for each element. 

The matrix can only contain zeros or ones, which represent if this element 
forms part of the graph. 

For example, in a scene with nine elements, and two groups, the matrix A could 

be like this:  1 1 1 1 1 0 0 0 00 0 0 0 1 1 1 1 1 . This matrix shows that there 

are two graphs, the first one composed by the elements: 1, 2, 3, 4, and 5; and the 
second one composed by the elements: 5, 6, 7, 8 and 9. 

4.3   Shape Information 

Matrices S define the shape of the graphs, there are one matrix for each graph 
(row of the A matrix). 

Each S matrix has a number of T rows, and one column for each possible edge 
of the graph. The number of possible edge depends on the number of elements that 

composed the graph (   
). 

Elements of S have two components: relative distance (d) and direction (γ). 

Relative distance is calculated by the formula  | | . Where rij is the dis-

tance between the elements i and j, and rmax is the maximum distance between any 
elements of the graph. By definition d is a natural number between 1 and 8. 

Direction between two elements of the graph is defined by the formula γ  . Where ij is the angle between the elements i and j, and. By defini-

tion γ is a natural number between 1 and 8. It is important to perceive that in spite 
of the graphs are not directed, to construct the reduced graph we have to distin-
guish between the same directions with different sense. So the possible directions 
arecovered between -π and π radians. 
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Fig. 3 Directions code 

Each S matrix has the edges of the graph that defines its shape. If some edge of 
the element ihave the same direction that another one and it is longer than the 
previous one, then this edge is not added to the matrix. One negative value (-1) is 
added in this position. 

Figure 4 shows the construction process: the shortest edge of the first element is 
added in (a). Then the second shortest is also added in (b). In (c) there is a shorter  
edge with the same direction (2) and the edge is not added. The process is repeated 
until all the elements are checked (d), (e) and (f). 

 

Fig. 4 Construction process 

The matrix below shows the S matrix of the graph in the Fig. 4. First row 
represents the graph at the instant t = 0, and last row shows the graph at the instant  
t = T. 
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Fig. 4 shows an example of a graph with five elements. In the first frame the 
edges between the nodes 1-5, 3-4 and 3-5 are not defined because they have the 
same directions (and they are longer) than the edges 1-5, 3-2 and 5-2. 

Then, in the frame T the graph’s shape has changed, there are new relevant 
edges (like 3-5 and 3-4) and some relative distance have also changed. 4 6 3 1 3 4 5 1 1 46 5 4 1 4 6 5 6 7 5  

 

Fig. 5 Example graph 

5   CVBASE06 Dataset 

In the previous section, we define a structured representation for group behavior 
recognition. These paragraphs are going to show a practice application for the 
European handball domain. 

We have used a dataset called CVBASE06 dataset, from: http://vision.fe.uni-
lj.si/cvbase06/downloads.html. 

CVBASE06 dataset (9)has three sports: squash, basketball and European hand-
ball. We have selected the handball dataset because it has the positioning of the 
player and the action played by the team at each moment. 

5.1   European Handball CVBASE06 Dataset 

The handball CVBASE06 dataset part has information about the players (their 
position) and about the teams (the action played), distributed in six files. 

There are ten minutes of video recorded with three cameras (A, B and C), all of 
them synchronized. Cameras A and B record the match from the top of the sports 
hall, and camera C record from the typically TV view. 

The video has 25 fps, so there are 15000 frames. Each frame has the position of 
each player of a team, and the group action played by this team. All of this infor-
mation is structured on plain text files. 
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Each group action start when finish the previous one, so in each frame there is 
one, and only one, group action, and all the frames have one defined group action. 

A European handball team is composed by seven players, one of them is a spe-
cial player called goalkeeper, whose only can run around from his own goal area. 

5.2   Active Attack and Passive Attack 

There are two different types of attack in European handball, one of them aims to 
score quickly, and the other one tries to keep the ball. The first one is called an 
active attack, and the second one is called passive attack. Normally one attack 
starts with a passive attack, and end with an active attack in the same move. 

The two different types of attack are labeling with: “nfan” and “nfpn” respectively. 
For this domain we have define the A matrix to create a group with four players 

of the attacking team. 
The figure 6 shows the S matrix for two sequences of the video, in the first  

one (a) we can see a passive attack, and in the second one we can see a active 
attack (b). 

The “frame” axis represents the evolution of time, in frames. The “edge” axis 
represents each edge of the graph, numbered on (c). The (d) shows a frame of the 
scene, with the elements of the graph colorized. 

 

Fig. 6 Passive/Active attack 

Different dynamism of the two types of attack is reflected on the “frame” axis. 
In the first attack, there are few changes, but in the second one there are a lot of 
changes. 
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In the fig. 6 (a) and (b) also we can see that the graph constructed with the S 
matrix. In this graph the algorithm has deleted the edges 5 and 6, edges 1, 2, 3 and 
4 have all the information about the formation of the group. 

The different dynamism of the two types of attacks is also showed in the prob-
ability of change of the S matrix throughout the time. 

Fig. 7 shows the probability of two different values consecutive in S matrix. 
Probability of change angle or distance in active attack (nfan) is generally greater 
than probability of change in passive attack. 

So there are reasons to think that the matrix representation keeps the essential 
information and it is more compressed model. 

 

Fig. 7 Changing Probability 

6   Conclusions 

There are a lot of papers related with the behavior recognition, but most of  
them are related with one single element. This paper had focused on the group 
behavior recognition, where a group of elements compose a group and have a 
group behavior. 

In the group behavior recognition the researches have followed two ways ap-
proach: logical and geometrical. Because there are a lot of systems providing the 
location and tracking of elements of a group, this paper had focused on the geome-
trical approach. 
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This approach had reduced the number of relations without loss information 
about the formation to realize the rezoning process. This approach is based in a 
novel structured representation of the important relations between the elements of 
the graphs. 

This structured representation save the information about the formation of the 
group, wasting less space.  

One of the assumption makes is that the formation information of the group 
(and its dynamics) is representative of the group behavior. This assumption could 
be applied to many different domains like: defense, etholy, group sports, etc. 
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Opportunistic Multi-sensor Fusion for Robust 
Navigation in Smart Environments 

Enrique Martí, Jesús García, and José M. Molina* 

Abstract. This paper presents the design of a navigation system for multiple auto-
nomous robotic platforms. It performs multisensor fusion using a Monte Carlo 
Bayesian filter, and has been designed to maximize information acquisition. Apart 
from sensors equipped in the mobile platform, the system can dynamically inte-
grate observations from friendly external sensing entities, increasing robustness 
and making it suitable for both indoor and outdoor operation. A multi-agent layer 
manages the information acquisition process, making it transparent for the core fil-
tering solution. As a proof of concept, some preliminary results are presented over 
a real platform using the part of the system specialized in outdoor navigation. 

Keywords: multi agent, sensor fusion, positioning, indoor/outdoor navigation, 
particle filter. 

1   Introduction 

In the last years we have seen several implementations of autonomous robotic 
platforms doing simple works or assisting humans in theirs. These realizations 
have taken place in environments as disparate as hospitals [1] or factories[2], and, 
in spite of their relative simplicity, they can be seen as an advance of a future in 
which robotic workers will be massively used in more complex tasks. In view of 
such potential scenario, both self-location and navigation are problems of the ut-
termost importance for achieving continued, fail-proof operation. 

This work aims to introduce a simple but robust architecture for combined in-
door/outdoor navigation through sensor fusion technology, where the information 
provided by on-board sensors is aligned with heterogeneous external references 
[3] coming from different sources. 

The core of the navigation solution is implemented as a Sampling Importance 
Resampling (SIR) Particle Filter (PF) [4] with loose coupling integration of  
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received information. Apart from being capable of dealing with the non-linear  
relation between internal sensors and absolute external references, this Bayesian 
inference tool requires minimal efforts for integrating new types of sensor meas-
ures –to the point of not needing previous knowledge about the sensor: just the 
type of data it is providing and a description of the associated uncertainty. 

Our proposal achieves accuracy and reliability through redundancy, considering 
the set of sensors to be fused as a changing entity. Apart from the typical internal 
devices –IMU, laser, GPS, odometry–, the robotic platform is able to obtain addi-
tional information from external entities, such as Ultra Wide Band sensor net-
works or external video-based trackers. 

Works on navigation through multisensor fusion usually define architectures 
and algorithms specifically tailored for a selected set of sensors, as in the cases of 
tight coupling or feature based navigation[5].Those specialized approaches can 
take advantage of the existing synergies between different sensing technologies, 
so that the final result is more stable, accurate or computationally affordable. Non-
etheless, it is more sensitive against changes in the set of sensors: integrating new 
technologies can be a difficult task, and if an existing device suffers a temporal 
outage, the system could even be unable to continue its normal function.  

Regarding the decision of integrating external sensors, some researchers point 
to the convenience of pure standalone robots arguing that ad-hoc sensor networks 
are expensive, could be unavailable, and same or better results can be obtained  
using internal devices [6]. Our proposal is, however, based in the fact that com-
munication and sensor networks are more common every day. Moreover, multiple 
robotic platforms coexisting in an environment can be simultaneously benefited 
from them. This means that the proportional cost of such installation has to be  
divided and the amount of internal sensors on each mobile unit can be cut back –
with the subsequent expenses reduction. 

The central part of this document contains a detailed description of the pro-
posed system, while the last sections report the results obtained with a first partial 
implementation capable of outdoor navigation using an Inertial Measure Unit 
(IMU) and a GPS device. A section with some conclusions and projected future 
work closes the document. 

2   Description of the Proposed System 

The system can be split into two parts: the sensor fusion process inside a single 
robotic mobile platform, and the cooperative network formed by several of these 
devices together with an intelligent environment. Let us begin with the internals of 
autonomous mobile platforms. 

2.1   Fusion Architecture for a Single Platform 

From the architectural point of view, the navigation system of each robot is  
organized in layers. Each tier plays a different role in the process of acquiring  
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Fig. 1 Architecture of the proposed navigation system for an individual mobile platform 

information, and transforming it into something useful for the sink of final data: 
the filtering algorithm. Figure 1. contains a schematic view of the system. 

Our solution follows the design principle stated in the introduction of being  
robust against sensor outages. The selected architecture includes mechanisms for 
this purpose from the very beginning of the fusion process –data acquisition–to the 
filtering solution.  

Right at the top of the architecture is the Sensor abstraction layer. This level 
manages communication with both internal (on-board) and external real sensing 
devices, providing lower levels with a view of logical data sources with unified 
access interface. Thus, this abstraction level supports online sensor addition and 
removal, while isolating inferior processes from nasty details and the conse-
quences associated to such changes. 

The Intermediate reasoning layer receives bare measures from sensor abstrac-
tion level and adapts it to the filter various necessities. Our first implementation is 
restricted to basic operations required by lower layers, assorting sensor readings 
according to the time when they were generated. However, it is intended to sup-
port advanced processes of high-level reasoning, as the application of fuzzy rea-
soning to detect sensor malfunction. 

In the bottom layer, the Filtering solution has been chosen to have a reactive 
working profile: incoming sensor data is integrated as it is fed by the superior 
layer. It does not impose the presence of specific sensors nor a predefined sche-
dule/order for data arrival. 

Following subsections cover the multi-agent system proposed for exchanging 
sensory information, and the selected filtering solution. Sensor abstraction and  
intermediate reasoning layers do not have dedicated sections because of their sim-
plicity at current development stage. 
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2.2   Multi-agent System for Sensory Information Exchange 

Being the target of our system combined indoor/outdoor navigation, the mobile 
platforms implementing it must be autonomous and independent: the presence of 
external entities is not guaranteed, so they can have to operate in standalone mode. 

Central data fusion in the own platform is a simple and effective solution. Non-
etheless, in the event of finding other entities capable of providing useful informa-
tion, we are interested in enabling a collaborative behavior to extend navigation 
capabilities. 

Putting these ideas together brings a simple collaboration scenario, where indi-
viduals (each Agent) have compatible goals (self-location, navigation) but lack the 
ability to accomplish them (information about their state). Information is inter-
preted here as an ability to reach a goal rather than as a resource, because it can be 
used simultaneously by several agents and do not lose its value when used. 

Figure 2. outlines the proposed system as a heterarchical scheme where agents 
can be information producers, consumers or both. This architecture has been pre-
ferred over any type of hierarchy because it gives the system the desired flexibility 
and robustness.  

 

Fig. 2 Schematic example of Multi Agent system for enabling external sensor fusion 

Consumers are in charge of asking for new services and requesting sensor 
measures, to which producer agents can respond or not. In spite of the relative in-
efficiency of the approach, it offers many advantages in this dynamic scenario: in 
first place it does not require the existence (and persistent accessibility) of infra-
structures as service directories or mediation agents. The second main advantage 
is that each agent concentrates all the information about its own location/state, so 
it is the best suited entity for deciding which type information it needs and when 
to ask it. 

Agents will use a simple ontology based in GONZ[7] for information exchange. 
This ontology has been modified and extended so that it can be used with arbitrary  
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Fig. 3 Interaction diagram showing the caracteristical life cycle of a relation betweena 
consumer agent (mobile platform) and a producer (external sensor) 

types of sensors –not restricted to location services–and includes the additional in-
formation required by the fusion algorithm employed in the mobile platforms. 

Four pairs of messages are defined for the three types of interaction between 
agents: service discovery, data exchange and service status check. Almost all 
communication processes follow a client-server model. 

Each action involves the transmission of two messages, the first one making a 
request (information consumers) and the other responding the petition (informa-
tion producers). Figure 3. contains all the type of messages available, that we pro-
ceed to enumerate and describe. By default (not in the tables) all messages include 
the unique ID of the sender, the unique ID of the recipient if it is a directed mes-
sage, and a timestamp. 

 

discoveryRequest Field Description Sample values 
(type: broadcast)    

 

serviceOffer Field Description Sample values 
(type: directed) measureType Measureable physical magnitudes PositionXYZ, 

SpeedXY 
 

dataDetailRequest Field Description Sample values 
(type: directed)    

 

dataDetails Field Description Sample values 
(type:  

directed/broadcast) 
error Description of error distribution  

 samplingFreq Maximum frequency with which 

the external sensor can return 

measures, in Hz 

0.01, 5 
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dataRequest Field Description Sample values 
(type: directed) mode How the consumer wants to receive 

measures: only under request, or 

periodically 

{request, stream} 

 freq Desiredupdate frequency for stream 

of measures. Ignored if “request” 

was specified in previous field 

3 

 

dataResponse Field Description Sample values 
(type: directed) value Array of values according to the 

field measureType in the 

serviceOffer message 

[0.5, 3, -1.2] 

 

isAlive Field Description Sample values 
(type: directed)    

 

aliveIs Field Description Sample values 
(type: directed) status Availability of the external sensor 

to attend requests at this moment 

{ready, busy} 

 
The communication scheme has a very simple design, avoiding intricate inte-

raction patterns. Nonetheless, there are two important remarks to be made:  

• dataDetails message is the only one that can be sent by information pro-
ducers without direct request. Changes in the maximum update frequency 
or in the measure uncertainty can trigger its broadcasting 

• The error distribution description in dataDetails message follows its own 
syntax. Its contents can vary from analytical (multivariate Gaussian dis-
tribution: mean and covariance matrix) to sample-based descriptions as 
that used in [8]. 

2.3   Monte Carlo Based Bayesian Filter 

For tracking a mobile platform and integrating all the available information about 
it, we need a filtering algorithm capable of dealing with non linear models –
prediction and errors–. The algorithm must also be flexible enough to overcome 
the difficulty of unstructured data presentation. 

The most common filtering algorithms use Bayesian inference to estimate the 
state of a partially observed system (in our case, position and dynamics of a mo-
bile target). The uncertainty about true state makes necessary to store the belief as 
a probability distribution, so that at each time the filter can estimate which is  
the most probable state according to the available information. This probability 
distribution changes with time. It can be adapted using a prediction model that  
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describes system dynamics, and incorporating some occasional measurements 
providing information about the real state.  

Some techniques, as the Kalman Filter (KF) or the Extended Kalman Filter 
(EKF) [9] assume that all uncertainties have Gaussian distribution, and store the 
state probability distribution as another Gaussian. Thanks to that simplification, 
they obtain a matrix-based analytical formulation of the filtering process that can 
be calculated fast (and is optimal if the assumptions are true). 

Nonetheless, if system dynamics obey a highly non-linear model or uncertain-
ties are far from being Gaussian, then these techniques deliver poor performance. 
A PF[4][10] is a Monte Carlo algorithm capable of dealing with such non-linear 
non-gaussian scenarios. 

Some techniques as the Rao-Blackwellized [11] or the Unscented Particle Filter 
[12] are known to be more effective than plain PF, but their formulations have 
subtle details that make more difficult the dynamic integration of heterogeneous 
sensors. Instead, enabling a Particle Filter for working with a new sensor is as 
simple as specifying: (a) the sensor error model, (b) function relating state vector 
with sensor measures (only for sensors providing direct evidences of state),  
and (c) integration with the prediction model (only if the sensor provides control 
inputs). 

The critical part of our system lays in the procedure for integrating external 
sensors, about which the mobile platform does not have prior information. None-
theless, PF can obtain the required data elements as follows: (a) is provided by the 
own sensor through dataDetails message; (b) is specified by measureType field in 
serviceOffer message. (c) is not contemplated in our scheme, meaning that exter-
nal sensors are restricted to provide absolute references. 

3   Outdoor Navigation Experiments 

This last section contains some results implemented over a real platform, intended 
to assess the suitability of the proposed system under different conditions.  

The experiments of this work are based in a GUARDIAN rover from Robotnik 
corporation [13]. It features a wide range of sensors, including but not limited to 
odometry, laser ranging, inertial navigation and a video camera. However, the ex-
periments are focused in outdoor navigation and are based in the data obtained by 
an Inertial Measure Unit (IMU) and a GPS device. 

The IMU is a InertiaLink 3DM-GX2 unit [14] containing triaxial accelerome-
ter, gyro and magnetometer. Only accelerometer and gyroscope readings will be 
used. The global position sensor is a Novatel® OEMV-1G differential GPS [15]. 
It is compatible with Satellite Based Augmentation Systems as EGNOS, though it 
has been operating on single point L1 mode for these experiments –accuracy of 
1.5 m (RMS) in ground positioning. 

The robotic platform is equipped with an embedded computer for high-
demanding computing tasks. It also allows the integration of sensing and control 
hardware through the Player/Stage architecture [16]. 
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External references are obtained only by means of a GPS –internal sensor–, so 
the platform will be subject to impoverished sampling frequencies and outage pe-
riods to mimic adverse conditions that can arise using external sensors. 

3.1   Fusion Performance 

This section presents the results of executing the proposed experiments with simu-
lated and real trajectories. Special attention will be put in unexpected behaviors 
and other unusual effects, to help refining the system in future developments.   

A stadium-shaped trajectory was used to calculate a general view of the overall 
filter performance. Receiving GPS measures at 1 Hz, the PF can easily obtain an 
average 40% improvement over bare observations, as shown in Figure 4.  

The last test use a circular trajectory to see how the system performs when only 
low-accuracy positioning is available in reduced spaces and the availability of ex-
ternal references is restricted. Figure 5. shows the obtained filtered trajectory. In  
 

 

Fig. 4 In a stadium-shaped trajectory the PF improves GPS accuracy an average 40% (from 
meter-precision to 0.6 m). 

 

Fig. 5 Filter results using low accuracy 
positioning in reduced spaces 

 

Fig. 6 Same experiment using a 0.1Hz 
GPS signal 
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spite of its positioning error below 0.55 m –even better than the stadium case–,the 
motion pattern is erratic, with large orientation errors. Figure 6. Shows that the 
prediction is much worse when GPS measures arrive each 10 seconds. Particle 
population is largely scattered through state space, but the filter do not diverge. 

4   Conclusions and Future Work 

A system for robust navigation in both indoor and outdoor environments has been 
presented. Apart from being able to operate in standalone mode, it can interact 
with smart environments to take advantage of an extended sensory capability. 

The architecture of the interaction system has been defined to support the si-
multaneous load of many robotic platforms, while being capable of dealing with 
any kind of failure. Moreover, mobile platforms using the proposed navigation 
system can integrate external sensors straightforwardly, without requiring any 
kind of configuration. 

Smart environments including this system into their functionality only have to 
implement the multiagent system as an independent module. Its design is focused 
in not being intrusive and making a rationale use of resources, so that early func-
tionality is not affected by the execution of the sensory services. 

The platform has been subject to some preliminary tests, resulting in acceptable 
results even under conditions of reduced sensor availability. Future work include 
the integration of magnetometer, odometer and laser sensor as internal devices, 
and two external positioning systems: Ultra Wide Band and video tracking.  

Some of these sensors have been included in other works [17] to achieve excep-
tional accuracy levels that we should be able to reproduce with reduced effort. 
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Automatically Updating a Dynamic Region 
Connection Calculus for Topological Reasoning 

Miguel A. Serrano, Miguel A. Patricio, Jesús García, and José M. Molina* 

Abstract. During the last years ontology-based applications have been thought 
without taking in account their limitations in terms of upgradeability. In parallel, 
new capabilities such as topological sorting of instances with spatial characteris-
tics have been developed. Both facts may lead to a collapse in the operational 
capacity of this kind of applications. This paper presents an ontology-centric ar-
chitecture to solve the topological relationships between spatial objects automati-
cally. The capability for automatic assertion is given by an object model based on 
geometries. The object model seeks to prioritize the optimization using a dynamic 
data structure of spatial data. The ultimate goal of this architecture is the automatic 
storage of the spatial relationships without a noticeable loss of efficiency.  

Keywords: RCC Automatic Assertion, Dynamic Topological Relationships,  
Ontology-based Application, Ontology-centric Application. 

1   Introduction 

Knowledge approaches have always used ontologies to conceptualize and organ-
ize interpretations of the real world. Since its conception ontologies were designed 
for reasoning with preset information. This information also had the condition that 
must not undergo intensive updates. In the last years, researchers have been devel-
oping ideas which assumes that ontology applications are prepared to automati-
cally populate a knowledge base or to bring about changes in a large amount of 
data at the same time. Nowadays none of these functions can be done maintaining 
an acceptable performance from a given number of updates. 

Lately, interest and necessity to carry out the semantics of the representation 
between domain objects with spatial characteristics is taking a greater presence in 
knowledge applications. Spatial representations are limited by the description 
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logic standard used in ontologies because the definition of the spatial logic is very 
wide and complex and also is a not very efficient alternative in terms of calcula-
tion time. To overcome this limitation spatial representations are achieved through 
the Region Connection Calculus (RCC) logic formalism. RCC is a theory [1] for 
qualitative spatial representation and reasoning. This theory provides a formalism 
which allows inferring implicit knowledge which is hidden but is deductible from 
explicit knowledge declared in concrete statements and a set of qualitative spatial 
relationships to describe the relative location of spatial objects to one another. 

The loss of performance when updates occur intensively and the increased use 
of RCC could result in a collapse in ontology applications. This paper presents an 
architectural model for solutions which combines dynamic spatial relations with 
the need of automated RCC assertions and updates. As was previously introduce 
this kind of approach needs a compromise between the automatic storage of dy-
namic RCC data with the minimal loss of performance in terms of time. 

To obtain automatic functionality the spatial individuals represented as geomet-
ric entities have to be instantiated in a Euclidean planar linear geometry model. 
This model must discover, maintain and provide the relationships between these 
geometries. All these tasks are carried out through an analysis performed after 
each update of the geometries in the model. Spatial relationships are only updated 
when the geospatial situation of the objects causes changes in the general object 
organization.  

To keep the spatial relationships updated is necessary to check all the instanti-
ated objects pairwise. To accomplish this, it would have to perform a comparison 
of quadratic complexity at every moment. This task may cast down a good overall 
performance. For example in a video tracking system could be necessary check, at 
every frame, the number of tracked and static geometries relationships. To resolve 
this kind of situations we will show an approach which uses an auxiliary data 
structure capable to reduce the difficulty of the search to logarithmic complexity. 

Spatial relationships from the geometric model are finally stored to a RCC 
module as qualitative spatial relationships. Knowledge is shared between the 
knowledge base and the RCC. RCC module contains the topology relationships of 
the spatial individuals who belong to the knowledge base. Access to knowledge is 
guaranteed since knowledge base individuals can be easily identified in the RCC 
module. 

The paper is organized as follows. In Section 2 approaches related with the 
RCC are studied briefly; Section 3 the dynamic RCC automatically update overall 
architecture is presented; Section 4 shows an application example to solve a typi-
cal tracking problem applying our solution; Section 5 explains the conclusions 
obtained and the future work. 

2   Spatial, Temporal and Topological Approaches 

The problem of the spatial relationships between objects is very common in the 
spatial databases field. Unfortunately, there are no designed architectures for the 
automatic and optimized assertion of spatial information in the knowledge bases 
field. 
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Spatial databases follow a similar approach; receive and store spatial data in a 
tree trying to optimize the objects searches. Spatial databases have the disadvan-
tage that they cannot do reasoning with objects; however knowledge approaches 
are thought to do it.  

In recent years the joint use of the spatial and temporal dimensions combined 
with ontology reasoning is growing. Nowadays there are ontology-based proposals 
which include spatial reasoning with dynamic geometries [2]. There are also 
trends which combines knowledge system architecture with a representation of the 
RCC family tree in the Ontology Web Language (OWL) [3]. Even there are archi-
tectures with reasoning systems for visual information fusion [7]. 

The most remarkable standards in the topology field are developed by the Open 
Geospatial Consortium previously known as the Open GIS Consortium. These are 
the result of an agreement process to develop publicity available interface stan-
dards. OpenGIS standards support interoperable solution ranging from web wire-
less to the location-based services and mainstream IT [12].  

RCC theory can be seen as a topology standard in the knowledge bases field. 
RCC spatial representation uses topological relations which are compliant with the 
OpenGIS standard [4]. There are publications dealing with the mapping of exist-
ing relationships in the OpenGIS standard to the RCC theory [1]. The RCC is an 
axiomatization of certain spatial concepts and relations in first order logic. The 
basic theory assumes just one primitive dyadic relation: C(x, y) read as “x connects 
with y”. Individuals (x, y) can be interpreted as denoting spatial regions. The rela-
tion C(x, y) is reflexive and symmetric. 

Of the defined relations, Disconnected (DC), Externally Connected (EC), Par-
tially Overlaps (PO), Equal (EQ), Tangential Proper Part (TPP), Non Tangential 
Proper Part (NTPP), Tangential Proper Part Inverse (TPPi) and Non Tangential 
Proper Part Inverse (NTPPi) have been proven to form a jointly exhaustive and 
pairwise disjoint set, which is known as RCC-8. Similar sets of one, two, three and 
five relations are known as RCC-1, RCC-2, RCC-3 and RCC-5. 

 

Fig. 1 RCC-8 relations. 

Currently there are implementations of this theory for two of the most powerful 
systems of reasoning based on ontologies, Pellet [5] and RACER. 

3   Overall Architecture 

Dynamic RCC system presented in this paper is based on three modules; a con-
tainer with individuals with geometric features which provides the entry data to the 
main module, a synergistic module composed of an object model and an auxiliary 
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data structure, and a Region Connection Calculus where the qualitative spatial 
relationships between the objects are stored. The overall architecture of the pro-
posed framework is illustrated in Fig. 1. 

Since this architecture is thought for ontology-based systems, geometric indi-
viduals are initially stored in a knowledge base. This knowledge base contains 
static objects whose position does not change and dynamic objects whose position 
is altered over time. All the geometric representations of these objects are used as 
input to the main module and more specifically to the sub-module that contains 
the object model. The geometric representations are instantiated in the object 
model in two cases; if they do not exist previously in the model or if they were 
already instantiated but its position or size has been modified regarding the last 
update. As a result of these changes it is necessary to perform a full topological 
analysis of the relations between the new instantiated geometries with the existing 
geometries. This type of analysis has a quadratic complexity, since it is necessary 
to compare each geometry with the others. 

 

Fig. 2 Overall Architecture. 

This difficulty can be translated into a decrease of the system efficiency. To 
avoid this problem, the number of checks between geometries has to be reduced. 
To achieve this is necessary to reduce the number of geometries selecting only 
those are candidates to modify the spatial relations of each geometry. By applying 
an auxiliary data structure, these candidates, who make up a subgroup inside of 
the geometries total group, can be determined.  

Once the auxiliary data structure returns the candidates, the object model can be 
fully updated. The qualitative spatial relationships which have changed from the 
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previous state are then updated on the RCC system. The RCC characteristics of 
the objects are independent of the knowledge base therefore it is not necessary to 
make changes in the instances of the ontologies.  

3.1   Object Model 

Synergistic approach is composed of two sub-modules that work in a complemen-
tary way; an object model and an auxiliary data structure. The object model is a 
system that represents spatial objects in a Euclidean plane and is capable of ob-
taining quickly 2D spatial relationships between objects. Besides implementing 
the geometric model its operations could define the OpenGIS Simple Features 
standard [13]. This standard specifies digital storage of geographical data with 
spatial and non spatial attributes and defines a set of spatial operators. 

Sometimes, building spatial data structures is necessary to know the objects 
speed and the smallest enclosing rectangle for their geometric representations. 
Object speed data can come from the knowledge base or from the object model. 
Although the speed may not be considered a spatial data, the OpenGIS standard 
implemented by the object model ensures the possibility of include non-spatial 
attributes in its model. To find the smallest rectangle enclosing just need to find 
the minimum area which limit points of the geometry. 

OpenGIS spatial representations and RCC are not compatible. The output from 
the object model must be mapped from the standard features of the OpenGIS to the 
RCC-8 base relations. This kind of translation has been previously proposed in [8]. 

As mentioned earlier the object model automatically instantiate all the new or 
updated geometries corresponding to the spatial representations of objects from 
the knowledge base. To discover the spatial relationships between geometries 
should be carried out a topological analysis of these new instances. This analysis 
leads to a quadratic order check because it is necessary to check the new items 
with everyone else in every moment of time. The exactly number of total checks is 
N*(N-1)/2. 

In a scenario in which mobile objects move in a consistent manner, spatial rela-
tionships change between objects that are close in consecutive time instants. For 
this reason, it is necessary to do the topological analysis to geometries that are 
physically close to the geometry whose relationships are being analyzed. A struc-
tured topological hierarchy that can change over time may therefore improve the 
performance of this approach. Starting from basic information on the situation of 
the geometries it is possible to build a spatial data structure that maintains a hier-
archical topological sort on the Euclidean space and supports spatial queries.  
Performing spatial queries on this structure is possible to reduce the amount of 
geometries involved in the object model analysis. To do so each query has to  
return for each geometry which candidate geometries can change their spatial 
relationships. The results of the queries to the spatial data structure are the candi-
date geometries who were next to the geometry whose relations were evaluated in 
time when the query was performed. 



74 M.A. Serrano et al.
 

3.2   Auxiliary Spatial Data Structure 

This spatial data structure is not predefined by the architecture, however it is rec-
ommended that follow several conditions; must be capable of defining a spatial 
hierarchy throughout the time, should be able to handle the overlap between ob-
jects and its operations must have a complexity lower than the quadratic. 

It is strongly recommend that search, deletion, insertion and update operations 
do not carry a high overhead because the spatial data structure will have to be 
updated every time an object is created or its position is changed. Unfortunately 
spatial data structure approaches without quadratic complexity in their operations 
do not make an optimal sort of the space. 

The spatial data structure is created and updated while the object model is being 
updated by the knowledge base. Ideally, the smallest rectangle which enclose each 
geometry are included in different areas in which the plane is divided. Assuming 
that consistency between objects exists, the spatial relationships can only change 
from one to another instant only with the object belonging to the same areas or 
adjacent areas. With this type of management is very simple and quick to refer the 
candidate geometries which reduce the number of test in the object model. 

Many structures can be used depending on the conditions of each application. 
Applications with few dynamic objects that are not changing constantly its area 
may use tree structures. R-Tree [11] or R* [10] approaches could be very proper. 
In the same way there are also previous and well known structures, like quad trees 
and k-dimensional trees, these structures are very useful for static object applica-
tions. kd-tree approaches can be combined with dynamic objects, however if the  
 

 

Fig. 3 Example of structured spatial information. 
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number of dynamic objects grows too this would force to rebuild the tree at every 
moment and this would not be efficient. If a big quantity of dynamic and static 
objects is needed, it would be interesting to have another type of structure. [9] is 
an example of approach with logarithmic complexity search and non-quadratic 
complexity insertion operations with suboptimal solutions. 

4   Case Study: Video Tracking 

This type of architecture has multiple areas of application. A direct application 
area is tracking systems. This type of systems have many needs that this architec-
ture can cover, such as, moving objects over the time, tasks which include spatial 
and semantic interpretation, good prospects for processing time performance, etc.   

Imagine that exist a tracking system which stores all its information on a 
knowledge base to carry out semantic and spatial tasks for error corrections. These 
semantic tasks can treat, for example, the problem of loss of consistency in the 
size of a track when it crosses with another track. The aim of this error correction 
is to keep the size of the tracks constant during the overlap. 

 

 
  

 

Fig. 4 Error correction in a tracking system. 4A shows the beginning of the error treatment. 
4B shows no changes in the size of the tracks during the time of overlap. 4C shows the end 
of the error treatment when the tracks can change its size. 
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Table 1 Relationship between events and actions during an example of execution of the 
system. 

Fig Event Actions per frame Topology 
Relationships 

- Track1 and Track2 are in an 
approximation state. 

1) Track1 and Track2 positions are 
updated at the spatial data structure. 
2) Object model does not detect changes 
between the geometric relationships. 

DC(Track1, Track2) 

3A Track1 and Track2 intersect. 1) Track 1 and Track 2 positions are        
updated at the spatial data structure. 
2) Object model automatically detect the 
intersection between Track1 and Track2. 
3) RCC topology relations change from 
Disconnected to Externally Connected. 

EC(Track1, Track2) 

3B Track1 and Track2 overlap. 1) Track 1 and Track 2 positions are 
updated at the spatial data structure. 
2) Object model automatically detect the 
overlap between Track1 and Track2. 
3) RCC topology relations change from 
Externally Connected to Partially 
Overlaps. 

PO(Track1, Track2) 

3C Track1 and Track2 are in a 
withdrawal state. 

1) Track 1 and Track 2 positions are 
updated at the spatial data structure. 
2) Object model automatically detect the 
absence of relationship between Track1 
and Track2. 
3) RCC topology relations change from 
Partially Overlaps to Disconnected. 

DC(Track1, Track2) 

To make this control is necessary to complete the task in several phases; one 
must first know the positioning of the tracks at time. According to what has been 
specified, that information must be provided by the knowledge base. Secondly the 
system has to know when tracks enter in an overlap state. This task is carried out 
jointly by the two modules belonging to the synergistic approach. The object 
model automatically discovers this new spatial relationship between the tracks and 
stores it in as a RCC relationship. Finally the system should keep the size of both 
fixed during the overlap duration. This condition must be sent from the knowledge 
base to the tracking system as a recommendation. In the same way, when the 
tracks are no longer overlapping, the object model has to modify the RCC rela-
tionship between them and the submission of recommendations has to be stopped. 
Figure 3 shows a sequence of three pictures illustrating an example case of auto-
matic error correction with a tracking tool. Table 1 shows the event-action re-
sponse of the system to the sequence in Figure 4. 

5   Conclusion and Future Work 

We have presented a novel architecture to address a dual problem; the automatic 
assertion of dynamic spatial objects and the overhead that these updates may cause 
on a knowledge base. The architecture has been designed to be embedded in any 
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ontology-based application but some recommendations about possible standards to 
implement it in a real system have been done. 

Future works will include the use of the temporal properties of RCC taking ad-
vantage of space operations as operations between intervals. Thus a time interval 
can be asserted to be included in another one, consecutive, partially coincident, 
etc.  [6] This architecture will be implemented in a semantic activity recognition 
system similar to that have been proposed in the example application. 
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A Bayesian Strategy to Enhance the 
Performance of Indoor Localization Systems 

Josué Iglesias, Ana M. Bernardos, and José R. Casar* 

Abstract. This work describes the probabilistic modelling of a Bayesian-based 
mechanism to improve location estimates of an already deployed location system 
by fusing its outputs with low-cost binary sensors. This mechanism takes advantage 
of the localization capabilities of different technologies usually present in smart 
environments deployments. The performance of the proposed algorithm over a real 
sensor deployment is evaluated using simulated and real experimental data. 

Keywords: location management, sensor data fusion, Bayesian inference, perva-
sive computing, Wireless Sensor Networks. 

1   Introduction 

The localization problem has received considerable attention in the areas of Am-
bient Intelligence (AmI) and context-aware services, as many applications need to 
know where certain objects (or people) are located. Many technologies, such as 
infrared, ultrasounds and video cameras, may enable solutions (with their own 
limitation and constraints). In recent years, with the development of Wireless 
Sensor Networks (WSNs) and wireless communication protocols (WiFi, Blue-
tooth, ZigBee, UWB, etc.), Radio Frequency-based localization approaches pro-
vide another interesting perspective to be considered. Achieving accurate localiza-
tion using these technologies is a very difficult and often costly operation, being 
still an open challenge. In these kinds of technological scenarios, one possible 
alternative is to calculate symbolic locations instead of geographic coordinates; 
examples of such symbolic locations are room numbers in a building or street 
addresses in a city. 

Moreover, in AmI environments is not unusual to find (direct or indirect) prox-
imity detection mechanisms used, for example, to detect objects usage patterns. 
These mechanisms are usually supported by a number of binary sensors, those 
returning a logic ‘1’ if human presence is detected within a certain sensing area, 
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otherwise returning a logic ‘0’.The modality of binary sensors includes sensors 
such as break-beam, contact, PIR (Passive InfraRed)or binary Doppler-shift sen-
sors; in general, these are low-cost technologies, being currently used in resource-
constrained scenarios [1]. The flexibility of WSNs based on programmable nodes 
allows using them as binary sensors detecting proximity of objects or people. 
Radio Frequency IDentification (RFID) technology can be also seen as a binary 
sensor technology.  

WSN and non-expensive binary sensors opens up new application fields, intro-
ducing a new paradigm of sensing where, instead of having a few set of expensive 
sensors with advanced functions and high performance, many sensors with diverse 
functions and performance can be distributed in order to collaborate to enhance 
location estimation. Data fusion techniques can combine data gathered from multi-
ple sensing sources. These techniques include e.g. Bayesian and Dempster-Shafer 
inference, aggregation functions, interval combination functions or classification 
methods [2].  

In particular, Bayesian techniques are used to manage data coming from unreli-
able sources, as they cope with uncertainty and sensor errors. Bayesian methods 
offer a formal way to update existing knowledge from new evidences, providing 
an adaptive learning tool that offers more accurate estimates as the number of 
processed measurements increases. Bayesian techniques can be used to develop 
adaptive systems that respond to real-time data input and improve their perform-
ance over time. 

This paper proposes to apply a Bayesian algorithm to fuse information from a 
symbolic localization system working over a ZigBee WSN with data from binary 
sensors (short-range motes and RFID sensors), in order to enhance the accuracy 
and stability of the location estimates. Simulated results, built on different distri-
butions of sensors offering variable sensing quality, show the feasibility of the 
proposed approach.  

Next section surveys relevant related work concerning localization estimation 
improvement with probabilistic fusion techniques. Section 3 exemplifies the type 
of technologies and infrastructure on top of which the algorithm works with the 
deployment that has been built in our lab for testing purposes. The Bayesian algo-
rithm used is detailed in Section 4; simulated experiments and results are gathered 
in Section 5. Finally, Section 6 discusses on the obtained data and presents our 
ongoing works. 

2   Related Works 

Although other approaches exist, RF-based location technologies often process 
received signal strength measurements (RSS) to determine the position of a target 
moving around in the coverage area of an infrastructure composed of several an-
chor nodes. Channel modelling, fingerprinting and proximity (also known as cell-
identification) techniques are the main methods working on RSS. Model-based 
techniques use a channel model to describe the propagation between the mobile 
target and the anchor nodes, providing a direct relationship between the RSS and 
the distance between a pairs of nodes ([3, 4, 5]). Fingerprinting-based methods 
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consist of creating a ‘radio map’ with the observed RSS from different anchor 
nodes at different positions ([5, 6]); this off-line calibrated map is used during the 
on-line localization phase to identify the spatial point(s)which minimizes a defined 
‘distance’ function between the on-line RSS sample and the stored fingerprint. 
The main limitation of signal-strength based techniques is that RSS has a fluctuat-
ing nature, especially when indoors, due to propagation effects like shadowing, 
multipath, etc. This is why achieving accurate localization based on RSS is still an 
open challenge, being the accuracy of these kinds of methods only around 2 or 3 
meters [7]. Proximity-based approaches [8, 9, 10, 11] estimate locations from 
connectivity or visibility information. In WSNs, mobile devices are typically con-
nected to the anchor node they are closest to, so the location of the node can be 
estimated as the same as the location of the anchor node to which it is connected 
[9, 10]. In [8, 11], the unknown location is estimated using connectivity informa-
tion to several nodes. The strength of ‘cell-ID’ techniques is their fairly simple 
implementation and modest HW requirements. Nevertheless, only a very coarse-
grained location can be estimated, requiring a very dense grid of fixed nodes in 
order to reach small granularities [12]. 

These indoor location systems are usually providing a horizontal functionality 
enabling different types of vertical services. These services may have different 
needs for location accuracy and granularity [3], then being also service-dependant 
the decision about which localization system to use. Apart from traditional RF 
technologies (such as WiFi or Bluetooth), RFID may be used to support localiza-
tion. For example, inexpensive passive RFID sensors may work as ‘proximity’ 
sensors, delivering information about whether the user is close to a certain posi-
tion or not (due to the short-range –cms.– of the technology).A review of active 
and passive RFID-based location algorithms can be found in [13] (including mul-
tilateration, Bayesian inference, nearest neighbour, proximity and kernel-based 
learning methods). From a general perspective, ideal, real (imperfect) and direc-
tive binary proximity sensors are deeply modelled in [14, 15,16], respectively. 
Although in these cases binary sensors are used for target detection to offer track-
ing services, these models could be applied when proposing strategies to improve 
localization estimation. 

Data fusion techniques may be used to integrate the information obtained from 
different sensor sources ([1, 2, 17] for information fusion surveys in WSNs).Fox 
et al. survey Bayesian filtering techniques for multi sensor fusion [1], arguing that 
probabilistic fusion methods are heavy in terms of computational load, requiring a 
centralized infrastructure to run the algorithms. A symbolic wireless localization 
device using a Bayesian network to infer the location of objects covered by IEEE 
802.11 wireless network is developed in [18], where RSS signal-to-noise ratios 
received from different access points are quantified (also modelling a variable 
‘noise’ that could affect the measures). Simple binary sensors in a Bayesian 
framework are also used in [19] to provide room-level location estimation and 
rudimentary activity recognition. In [20] a HMM (Hidden Markov Model)  
is used to stabilize a Bayesian-based location inference output in a WiFi-based 
localization system. In the domain of mobile robotics, RFID and Bayesian infer-
ence is used to perform obstacle detection, mitigating multipath effects [21, 22].  
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A recursive Bayesian estimator, integrating WSN-based location data and kine-
matic information, is presented in [23]. 

Most of the proposals above employ Bayesian inference concepts in the design 
stage of the localization system and infrastructure. Moreover, they work on a sin-
gle technology, not combining different ones. Our approach makes possible to 
improve a previously existing localization system by adding low-cost sensors, and 
takes advantage of the localization capabilities of different technologies usually 
present in smart environments. 

3   Problem Statement 

The particular sensing characteristics of the deployment where our improvement 
mechanism has been applied are probabilistically described in this section. 

3.1   Description of the Technological Scenario 

The Bayesian algorithm described in this paper is thought to work on a previously 
deployed localization system providing symbolic (zone-based) localization. This 
system is characterized by its accuracy, modelled as the error rate that determines 
the percentage of successful estimates it provides in every potential localization 
scenario. 

In practice, in our laboratory we have deployed a WSN (ZigBee) localization 
infrastructure composed by twelve anchor nodes (MicaZ motes), two for each of 
the rooms available in our particular deployment (Figure1). A simple proximity-
based location algorithm is used to estimate the zone in which a mobile node is at 
a time: 0,1, … , 1 .In brief, the mobile node is assumed to be in the 
zone where the anchor node emitting the strongest detected RSS is located [9, 10].  

As previously stated, indoor environments such as the one described here are 
electromagnetically unstable due to the continuous ‘reconfiguration’ of obstacles 
causing multipath and fading (people randomly moving around, periodic refur-
bishment and re-collocation of objects, people’s clustering, etc.) and also due to 
humidity and temperature variability. This situation provokes adverse effects in 
RSS-based localization systems’ accuracy. For example, our simple localization 
system is capable of locating a mobile target with an average error of 28.79%; this 
error varies between 3.4% and 75.62% depending on the area of work. 

In these circumstances, the performance of the localization system may be mod-
elled as the probability for the mobile target of being detected in  when actually 
being in ; that’s to say:  | , being 0,1, … , 1  a 
variable representing the actual mobile target’s location over time. 

Then, our objective is to enhance the localization system’s accuracy with a fu-
sion strategy that will integrate: 1) additional information about the deployment 
facilities(i.e., possible and impossible transitions between zones),2) proximity 
detection to reference points and 3) transition detections between zones. Both  
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Fig. 1 Technological scenario in our laboratory(adapted from [24]). 

proximity and transitions will be detected by using binary sensors, as explained in 
the next subsection. 

In our prototype, users will need to carry a mobile mote to be detected as part 
of the WSN. They will also carry a RFID reader attached to their PDAs that will 
also identify them when interacting with any RFID-tagged location or object. As 
the user can be easily identified, our approach could support multiusers without 
being redesigned. 

3.2   A Probabilistic Model for Proximity Binary Sensors 

Proximity binary sensors are those that output a ‘1’ when the target of interest is 
within its sensing range and ‘0’ otherwise. Three types of proximity binary sen-
sors have been selected to be deployed in the above deployment: passive RFID 
sensors, pressure mats and Zigbee motes(which emitting power has been tuned to 
reduce their coverage area). Pressure mats and passive RFID provide information 
about the user’s proximity with high accuracy, due to their very short range, while 
low-coverage motes will serve to accurately detect presence around established 
points of interest. Of course, other type of sensors (even logical ones – those de-
tecting computers or appliances’ connectivity) and technologies may be addition-
ally considered as binary detectors of proximity in smart environments. 

In practice, in our lab deployment, the basic proximity binary sensor infrastruc-
ture is composed of two motes: an anchor node, to be settled in the zone where 
proximity needs to be detected, and a mobile node configured to work at minimum 
power (-25dBm.) in order to restrict its coverage area to, approximately, 1.5 me-
ters. The mobile node is constantly sending proximity beacons that are received by 
those in the infrastructure when in their coverage area. 

Pressure mats are placed on chairs, sofas, carpets, waypoints, etc., in order to 
detect users sitting or standing on them. Each pressure mat has a mote attached, 
being able to transmit the sensed data through the WSN. 
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With respect to RFID, on one hand several passive tags (Mifare Ultralight tags 
and Mifare Classic passive cards) are attached to objects (access doors, printers 
and scanners, screens, tables, etc.). The tags may be read using a RFID reader 
(SDiD 1010 NFC) suitable to be inserted in the user’s PDA. On the other hand, 
several RFID readers (ACR122U NFC readers) have been connected to some 
touch interfaces and mini-computers; this approach enables reading tagged objects 
from fixed locations without having a PDA, being useful for example to support 
content access services.To identify who is performing a reading event, each RFID 
reader has a proximity mote in its vicinity. Figure 2 represents all these devices. 

 

Fig. 2 Binary proximity sensors used in our lab deployment: A), B) passive RFID tags, C) 
RFID reader with USB interface, D) embedded RFID reader and E) MicaZ mote. 

Probabilistically, the set of proximity binary sensors estimations are defined  
by , , , using M index for power-tuned motes, P for 
pressure mats and R for RFID-based sensors. Being  the total number of prox-

imity sensors of type , , , then , , … ,  

and 0,1  0 1. 
Proximity binary sensors’ detection events are modelled as , be-

ing 0,1  the variable that states if the mobile target (the user) is actually 
within the sensor range. 

3.3   A Probabilistic Model for Transition Binary Sensors 

Transition binary sensors detect user’s transfer between adjacent zones (returning 
‘0’ when no transition occurs and ‘1’ otherwise). Although other practical ap-
proaches are possible, in our deployment the transition binary sensor is a virtual 
sensor which process data coming from a pair of pressure mats, each of them 
placed on both sides of selected waypoints (not every waypoint has a transition 
sensor installed). Transition sensors estimate the direction of the movement de-
pending on the sequence of activation of the pressure mats. Each pair of pressure 
mats has a mote attached for communication purposes. 

The set of transition binary sensors estimations are defined by , , … , , being  the number of transition sensors deployed and t 0,1  0 1. 
Transition binary events are probabilistically modelled as | , being 0,1  the variable that states if the mobile target (the user) actually transits 

or not between the areas where sensor  is deployed (i.e., between areas p and q). 
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Future extensions of the deployment may consider using contact sensors (moni-
toring the use of doors, cabinets, etc.) and/or sets of motes configured as transition 
binary sensors. 

4   A Bayesian Strategy to Enhance an Indoor RSS Zone-Based 
Localization System 

Once modelled our system inputs (location system and binary sensors), this sec-
tion formalizes the probabilistic relationships between them (4.1) and describes 
the inference algorithm used to exploit them (4.2). 

4.1   Stage 1: Formulating the Problem through a Dynamic 
Bayesian Network 

The dynamic Bayesian network (DBN) structure in Figure 3 is proposed to estab-
lish relationships between sensor events coming from the three sources of local-
ization information: ,   and  (localization events, proximity events and 
transition events), which are from now on handled as random variables. DBNs 
characteristics perfectly fit in the fusion problem here described as they model 
systems that are dynamically changing or evolving over time, enabling to monitor 
and update the system as time proceeds (and even predict further behaviours). 
Accordingly to this DBN structure, each sensor estimation is considered probabil-
istically independent from any other estimation. 

It has to be reminded that random variable ( 0,1, … , 1 ) is de-
fined to represent the real user location over time. 

 

Fig. 3 Dynamic Bayesian network structure 

4.2   Stage 2: Applying Bayesian Estimation to Enhance 
Localization Estimates 

Sensors estimations are fused using a recursive Bayesian filter (RBF). The RBF is 
a general probabilistic technique to recursively estimate an unknown state using 
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incoming measurements [25]. In our particular problem,  is the unknown state 
and ,   and  are the incoming measurements. 

Being , ,  and , 1 , … , 1  respec-
tively the whole set of measurements in t and the whole set of measurements since 
the system is started, the improved location estimation ( ) can be determined 
by calculating the area (argument k) that maximizes the probability of being there 
when taking into account the sensing history: max |  (1) 

In order to be able to develop (1), it is necessary to consider that: 

• temporal transitions between states follows a Markovian evolution; 
• for localization and proximity events, the measurements observed at a time 

are independent from previous states (see causal relations in Figure3’s 
DBN); 

• for transition sensors, the measurements observed at a time depend on the 
state in that particular instant but on the previous instant too (see causal rela-
tions in Figure3’s DBN). 

Then, having into account that: | | 1 ,  (2) 

and applying Bayes theorem to (2): | | 1 , | 1| 1 (3) 

The first term in the numerator of equation (3) corresponds to the sensors’ event 
models, existing some differences between proximity and transition sensors: 

• for proximity binary sensors, as they are independent over time: 1 ,  (3.1a) 

• for transition binary sensors: 1 , , 1 1 1  (3.1b) 

According to the DBN structure, the second term in equation (3) can be also de-
veloped as: 1 | 1 1 1  (3.2) 

Summarizing, the RBF algorithm requires defining 1) a probabilistic model  
for every kind of sensor and 2) a probabilistic user transition model representing 
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possible movements between zones. Following, the implications of this need are 
explained. 

4.3   Sensor Model 

RBF algorithm requires having the sensors modelled as stated in equations (3.1). 
Regarding proximity sensors, equation (3.1a) probabilistically relates the sensor 
estimation ( 0,1 ) to the real area where the user is placed 
( ). However, the proximity binary sensors are modelled as defined in Sec-
tion 3.2. These two expressions can be related as follows: |,  (4) 

So it is necessary to model |  in order to be able to apply RBF algo-
rithm. That means that we need to know certain a priori user behaviours patterns 
(i.e., how often is the user in the coverage of each sensor, knowing that he/she is in a 
particular area). In this very first implementation, this issue is approached having 
into account the sensors’ coverage, so | /

. Each sensor is also supposed to just have coverage in only one area. 
For the localization system and the transition sensors the same reasoning  

may be applied. In these cases quality models presented in Sections 3.1 and 3.3 
perfectly fits in the RBF algorithm, not requiring extra information about user 
behavioural patterns. 

4.4   Transition Model 

RBF algorithm also requires having a transition model (determined by | 1 . As a simple approach to model the transition, our transition 
model now only states impossible transitions, depending on the physical map of 
the environment, and equidistributes the possible ones (i.e., the probability of 
staying in a particular area is the same as transiting to any of the areas with direct 
access). 

5   Simulation Results 

This section gathers some simulations that illustrate the algorithm’s performance. 
With respect to sensors’ event modelling, we have configured experimental mod-
els from the real detection error rates both for proximity sensors (only those based 
on motes) and for the localization system. However, transition sensors’ quality has 
not been empirically estimated yet, so its influence over the algorithm output has 
been evaluated for different ranges of qualities. 
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5.1   Analysing the Effects of the Sensor Deployment Strategies 

In order to roughly determine the overall capabilities of the improvement algo-
rithm some preliminary simulation tests have been run. Table 1 shows the simula-
tion parameters and Figure4 the results. Areas distribution, location system and 
proximity sensors characteristic have been modelled according real laboratory 
conditions and measurements; however, for these simulations, location of each 
proximity and transition sensors is randomly settled. This process is repeated sev-
eral times in order to obtain average results. 

These preliminary tests will help in evaluating how the number of proximity 
and transition sensors and the features (quality) of the transition sensors may af-
fect the location improvement algorithm output. 

Table 1 Preliminary simulation tests parameters 

Transition model 
| 1 0

 

Location system quality 
Real data from a WSN-based location system (proximity-based) 
Experimental average hit rate = 71.21% 

#proximity sensors 
From 1 to 46 (1 sensor → only 1 area of coverage) 
Randomly allocated (in each scenario) 

Proximity sensors quality 
Every sensor modelled as low powered motes proximity sensors 

Experimental sensor quality: 
0| 0 11| 1 0.978926 

#transition sensors 
From 1 to 12 (maximum according real area distribution, Figure1) 
Randomly allocated (in each scenario) 

Transition sensors quality 
Ranging from 90 to 100% in positive hit rate 
[100% in negative hit rate] 

#random scenarios = 1,000 #trajectories per scenario = 1,000 #transitions per trajectory = 1,000 

Figure 4.a depicts the hit rate depending on the number of proximity sensors, 
showing also the introduced improvement with respect to the location system 
quality. The improvement introduced by the Bayesian algorithm reaches 99.0, 
99.5 and 99.9 hit rate % with 48, 58and 87proximity sensors respectively. Consid-
ering the real scenario presented in Figure1, using 11 proximity sensors would 
lead to 89.96% of hit rate and an improvement of +18.75% with respect to the 
original location system quality. 

It can be noticed that with no sensors the improvement algorithm obtains 
around 78.35% of hits; this improvement (~ +7%) is due to the transition model 
effects that corrects impossible transitions estimated by the location system. 

Hit rate and improvement are also shown in the second figure, now depending 
in the number and quality of the transition sensors. Figure 4.b also confirms that 
the more transition sensors and the more quality they have, the more improvement 
is achieved in the localization estimation. Anyway, this test also reveals a lower 
threshold regarding the quality of transition sensors: no significant improvements 
are achieved employing transition sensors of lower quality than around 85%. This 
issue must be taken into account when developing real binary transition sensors. 
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Fig. 4 a) Proximity and b) transition sensors influence over location estimation 

5.2   Evaluation of the Bayesian Location Improvement Algorithm 
in a Real Scenario 

Finally, in Figure 5 the results of a simulation employing together both proximity 
and transition sensors are presented. This test has been set to be run using our real 
deployment configuration (Figure1). The number of proximity sensors has been set 
to 11 for this simulation (matching the number of sensors nowadays available for 
our real deployment). Only 4 transition sensors have been employed, placed in the 
‘crossroads’ of areas 3, 4, 5 and 6. These four areas share a common transition zone, 
so it was decided to place there several transition sensors, trying to reduce location 
system errors. As we are still working in the configuration of the transition sensors, 
the obtained improvement is shown over several transition sensors qualities. 

 

Fig. 5 Real deployment influence over location estimation 

When only using 11 proximity sensors to enhance the location system (no tran-
sition sensors), an improvement of +15.29% is obtained (86.5% of global hit rate) 
being these results slightly lower than in the previous test (Figure4.a). The fact 
that in the tests of previous subsection sensors are randomly placed over any of the 
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areas may have influenced these results. It has to be noticed that in Figure 5 re-
sults, all the 11 proximity sensors are placed in only four of the total seven areas 
available. The same effect applies to the transition sensors. 

6   Discussion and Further Work 

In this paper we have proposed a probabilistic Bayesian-based model to be applied 
to an already deployed location system in order to enhance its quality by means of 
adding new information coming from low-cost binary sensors, thus taking advan-
tage of the localization capabilities of different technologies usually present in 
smart environments (programmable mote-based WSN nodes, RFID tags and read-
ers, etc.). The set of sensors used (location system and proximity / transition bi-
nary sensors) and its relations are also probabilistically modelled. The perform-
ance of the proposed algorithm over a real sensor deployment is evaluated simu-
lating the enhancement mechanism using real experimental data (specifically 
regarding location system and proximity sensors events model). 

Several simulations have been performed, taking into account random binary 
sensors deployment but also a fixed one based on the particular resources available 
in our laboratory. For the fixed deployment, these simulations offer improvements 
in location hit rate ranging from around +16.3% and +17.7% (depending on spe-
cific sensors qualities), increasing location system quality from a 71.21% of hit rate 
to around 88%.These simulations are also a good starting point for quantifying and 
qualifying future real implementations of this improvement mechanism. In this 
sense, simulations performed in a fixed deployment should be extended in order to 
further analyse the influence of particular placements of binary sensors. The results 
regarding transition sensors have also to be taken into account when actually con-
figuring these kinds of sensors. 

The improvement mechanism also can be further enhanced. For example, cur-
rently it is assumed that the location system generates a deterministic estimate but 
it may be generalized to allow the use of a probability distribution. 

We are working on a real implementation of this mechanism, which would re-
quire 1) to actually configure a set of transition binary sensors, 2) to probabilisti-
cally model different transition and proximity sensors (i.e., RFID-based) and 3) to 
design the infrastructure processing the data coming from the different sensors. 

Having all these issues in mind, a real implementation of these improvement 
mechanisms appears to be quite promising. 
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A Low Power Routing Algorithm for 
Localization in IEEE 802.15.4 Networks* 

Luca Bergesio, Paula Tarrío, Ana M. Bernardos, and José R. Casar 

Abstract. Many context-aware applications rely on the knowledge of the position 
of the user and the surrounding objects to provide advanced, personalized and 
real-time services. In wide-area deployments, a routing protocol is needed to col-
lect the location information from distant nodes. In this paper, we propose a new 
source-initiated (on demand) routing protocol for location-aware applications in 
IEEE 802.15.4 wireless sensor networks. This protocol uses a low power MAC 
layer to maximize the lifetime of the network while maintaining the communica-
tion delay to a low value. Its performance is assessed through experimental tests 
that show a good trade-off between power consumption and time delay in the lo-
calization of a mobile device. 

Keywords: Routing, wireless sensor networks, low power listening, localization. 

1   Introduction 

User's location is a valuable source of information in many applications, including 
augmented reality, location-based services or interactive user experience [1-2].A 
common approach to determine the position of a user in an outdoor environment is 
to use a GPS device. However, GPS is not so effective in indoor environments, 
and other technologies, such as Wi-Fi, Bluetooth or ZigBee can be used instead. In 
this paper we consider ZigBee and, in particular, the lower layers of its communi-
cation stack (IEEE 802.15.4 [3]). This technology was designed for Low-Rate 
Wireless Personal Area Networks (LR-WPANs) and has become very popular for 
wireless sensor networks (WSN). It is characterized by low data rate, low radio-
frequency (RF) power, long battery life and low cost of the devices. 

A typical location-aware IEEE 802.15.4 network is composed of several static 
nodes with known positions and one or several mobile nodes whose positions need 
to be calculated at different time instants. In order to estimate a mobile node’s  
position, the static nodes measure the RSS of the messages sent by the mobile 
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node (or vice versa). From a set of RSS measurements the position of the mobile 
node can be calculated using a localization method based on fingerprinting [4] or 
channel modeling [5]. Due to the limited transmission range of IEEE 802.15.4 de-
vices, covering a large deployment area requires the use of a multi-hop routing al-
gorithm to collect the RSS data in a central server or to disseminate location in-
formation over the network.  

In this paper we consider the problem of providing a routing mechanism to per-
form centralized RSS-based localization in an IEEE 802.15.4 network covering a 
large deployment area. Since the nodes may be battery powered, our main objec-
tive is to minimize power consumption and maximize the lifetime of the network. 
We also consider the time delay in getting the location information as another  
important aspect. The structure of the rest of the paper is as follows. Section 2 
provides some background on energy saving techniques for wireless networks. 
Section 3 describes a method to perform the RSS data collection using a low pow-
er multi-hop routing algorithm, which is evaluated in Section 4. Section 5 presents 
some conclusions and future research work. 

2   Background 

One of the most common and effective techniques to reduce power consumption in 
wireless networks consists in switching off the radio transceiver as much as possi-
ble, because it is the most energy consuming hardware component of a node [6]. 
Since the RF transceiver is usually controlled by the MAC layer, numerous MAC 
protocols have been proposed in the literature to reduce energy consumption. 

Some MAC protocols use time slots to synchronize the communications be-
tween the nodes (e.g. S-MAC, T-MAC, etc.) [7]. These algorithms are quite com-
plex and require precise timers, a resource that is not usually available in WSN 
devices. Another class of MAC protocols is based on CSMA-CA: they do not re-
quire synchronization, but they listen to the channel before transmitting, and only 
transmit if it is clear. Since this approach does not require synchronization, it is 
quite easy to implement on simple devices. 

TinyOS [8],an open source operating system developed by the University of 
California at Berkeley and widely used in WSN research, supports some not-
synchronized protocols, namely, Berkeley MAC (BMAC) [9] and low power  
listening (LPL) [10]. BMAC is a beta version and will be probably replaced  
by XMAC [11] on the next version of TinyOS. LPL is stable and available on  
TinyOS 1.x and 2.x. 

In the contributing code to TinyOS 2.x repository [12], there are some exam-
ples of routing protocols based on low power listening MAC. One of those is the 
Ad hoc On-Demand Distance Vector (AODV) routing protocol [13], one of the 
most popular algorithms for WSNs. This algorithm finds the shortest routes be-
tween the nodes and the base station, but leaves the management of acknowled-
gements and retransmissions to higher levels of the communication stack.  
The routing algorithm proposed in this paper is also based on a low-power MAC, 
but tries to find the quickest route from the base station to the other nodes, in order 
to introduce shorter delays in the communications. Furthermore, it handles  
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acknowledgments and retransmissions in order to guarantee the reception of the 
RSS measurements collected by the nodes. 

3   Proposed Algorithm 

In this section we describe a routing mechanism specifically designed to collect 
RSS measurements in an IEEE 802.15.4 network covering a large deployment 
area. The proposed algorithm aims at collecting the measurements that are re-
quired to perform the localization of a node using multi-hop communications (to 
cover the whole deployment area) and low-power mechanisms (to extend the life-
time of the network as much as possible).  

Our routing algorithm is based on the LPL MAC layer of TinyOS and opportu-
nistic routing[14]. The opportunistic routing is based on the availability of broad-
cast transmissions in wireless networks: a node can communicate simultaneously 
with all the nodes within its communication range. 

Using the idea of opportunistic routing and the LPL MAC protocol, our algo-
rithm traces the paths between each node and the root on an on-demand basis. 
Then, the nodes use these paths to report the RSS measurements to the base sta-
tion. We next describe the MAC and routing layers of the proposed algorithm. 

3.1   MAC Layer 

Our routing algorithm works on top of the LPL MAC algorithm offered by  
TinyOS, which does not need synchronization and is quite easy to configure and 
control. The LPL algorithm uses a duty cycle mechanism to put the node into 
sleep mode periodically and save energy. The only parameter that needs to be set 
is the duration of a cycle, which determines the duty cycle (active listening time 
cannot be configured and it is set by default to the minimum value permitted by 
the RF transceiver). With LPL each device listens to the channel periodically and 
go back to sleep. 

If a node wants to transmit a message to another node, it must transmit during a 
full cycle to ensure that the receiver is listening to the channel while the packet is 
being sent. 

In TinyOS this long transmission is made by sending many small packets cov-
ering the whole cycle. Each of these packets may contain either useful data or 
simply preamble information. In our implementation we have chosen to send these 
packets with useful information (data packets). 

3.2   Routing Protocol 

The routing protocol consists of two phases. The first one is the discovery phase, 
in which the routing algorithm finds the routes between the nodes of the network 
(in particular, the routes to reach the base station from any other node). These 
routes are then used in the second phase, the reply phase, when a node needs to 
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packet, but due to the broadcast nature of the channel, A receives it too. If the ti-
mer of A has not yet expired, it checks if the intermediate address field is equal to 
its next hop neighbor (in this case B=B), in order to know whether the packet was 
generated by itself. Then it checks the uniqueID: if it is the one it generated before 
the transmission is considered successful. This uniqueID prevents possible colli-
sions that could happen otherwise if two or more routes pass through the same 
node (imagine, for instance, a packet generated by a node E, following the route 
E-B-C, that is received by A). 

 

 

Fig. 3 Example of a small network 

With this technique we consider a data packet as an acknowledgement. If a 
packet is not received before the timer expiration, we consider that the link has 
failed. Note that the base station has to send a packet too when it receives a mes-
sage to avoid that the node sent the packet falling into the link failure case. 

3.2.3   Link Failure 

If a timer expires before the node receives the acknowledgement, we consider that 
the transmission has failed and that the link is unavailable. The node passes then 
into a recovery mode. In this case the node re-sends the packet, but introducing  
the broadcast address into the next-hop field. In this manner each node that rece-
ives the message will try to forward it to the base station using its own next-hop 
neighbor. 

In this recovery mode the behavior can be configured to achieve a higher deli-
very rate. The node can restart its timer and repeat the retransmission several 
times. However one packet can be enough, especially if the network is dense and 
each node has several neighbors. 

4   Experimental Evaluation 

In this section we present the results of some experiments that were carried out to 
test the performance of the proposed algorithm in terms of energy consumption 
and communication delay. We implemented this algorithm in TinyOS 2.x for IRIS 
motes [15] and we deployed in our laboratory a small network, composed of ten 
static nodes, one mobile node and one base node connected to a computer. 

The first experiment was aimed at evaluating the power consumption of the 
proposed algorithm and, in particular, at evaluating the energy reduction due to the 
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Fig. 5 Classic LPL behavior 

In our implementation, this does not happen because the preambles in TinyOS 
are composed of many small messages. In this way, a mote can receive packets 
between a small message and the following. Since we use data packets in the 
preambles, the delivery is faster than in the classic case and delay is a random  
variable. In the worst case, the delay will be equal to the delay of the classic  
case, but in general, it will be lower and its value will depend on the load of the 
network.  

Moreover, the TinyOS scheme enables mixed or interleaved communications, 
which are not possible with the classical scheme. For example, imagine that in Fig. 
5, both A and B want to send a packet to D (through C): B wants to communicate 
with C at instant 2. Since the channel is busy it must wait until the channel is free, 
which happens only at instant 6. Then the communication B-C-D ends at the end 
of the green square of D. It does not matter which node (B or C) gets the channel 
at instant 4, the delay for the entire communication A-C-D and B-C-D is four full 
cycles. However, in our implementation the delays are much smaller (see Fig. 6), 
because at instant 2 (the instant is the same in Figure 5 and Figure 6), B can start 
sending data to C. At instant 4, C has received both packets from A and B, and at 
5 both communications end. In this example, both transmissions A-C-D and B-C-
D take only one full cycle to complete, but they could take more if there were oth-
ers nodes or if the packets were bigger than 29 bytes (the maximum payload for a 
TinyOS packet). 

 

Fig. 6 TinyOS LPL behavior 
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Due to the behavior described above, the real delay in our implementation is 
smaller than in the classical case. We carried out a set of experiments to measure 
the delay in the discovery of a mobile node for different networks(2, 3 and 4-hop 
networks). A 2-hop network is composed by the base station, one static node and 
the mobile node; a 3-hop network has two static nodes and a 4-hop network has 
three static nodes. The delay was measured as the round trip time from the base 
station, to the mobile node and back to the base station. A total of 20 experiments 
were carried out for each type of network. Table 1 shows the average delay values 
obtained for the different types of networks. 

Table 1 Average delay in milliseconds for 2, 3 and 4-hop networks. 

2-hop 3-hop 4-hop 
1065 ms 1797 ms 2563 ms 

 
We can observe that the round trip delay increases 700-750 ms for each new 

hop. Note that in this test we set a full cycle time of 1000 ms, so in the classical 
LPL behavior the delays would be 4000 ms, 6000 ms and 8000 ms for 2, 3 and 4-
hop network respectively. 

5   Conclusions 

In this paper we have presented a low power routing algorithm for localization-
aware applications. The algorithm is based on the LPL MAC layer provided by 
TinyOS and the concept of opportunistic routing, and was conceived to provide a 
low-power mechanism to find the routes towards the base station for the RSS 
measurements collected by the nodes of the network. 

We deployed a real network of ten nodes to test the performance of our algo-
rithm. As shown in the experiments we obtained a battery life almost 20 times 
greater with the LPL MAC than without that MAC layer. Furthermore, the delay 
in the discovery of a node is lower than in classical duty cycle schemes due to the 
behavior of TinyOS LPL. 

Further research should be focused on improving the routing performance, es-
pecially during the discovery phase avoiding the flooding. This could be done us-
ing the coordinates of the static nodes, since these values can be established during 
the network deployment. 

Another aspect that can be further analyzed is the delay introduced by the duty 
cycling scheme. We are planning to evaluate the delay as a function of the path 
length, the hop count, the duty cycle and the network load in order to find the rela-
tions between these factors which could be useful when designing location-aware 
applications. 
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Ambient Intelligence Acceptable by the Elderly 

Rational Choice Theory Model of Technology Evaluation for 

Deep Design 

David Zejda* 

Abstract. Ambient systems may support the elderly in many aspects of their lives, 
bringing new level of comfort, higher safety, and better health. But, as we re-
vealed in parallel research on deep design, there are dissonances in what do the 
elderly wish and what the intelligent technologies indeed offer. The dissonances 
may lead to reluctant acceptance or even to rejection of possibly beneficial prod-
ucts. In this paper we borrowed concepts from economics and transformed them 
into generic model which captures the mental process of evaluation of new aspects 
of life. Proposed model is specifically aimed on ambient intelligence products, 
viewed from the eyes of possible elderly users, though not necessarily limited to 
this particular focus. The process of evaluation, leading either to acceptance or to 
rejection, may be described as a sequence of rational selections from available op-
tions, based on perceived benefit (utility) and cost (in terms of time, effort, support 
from others). Simplifying preconditions introduced in the paper reduce the model 
to optimization problem of linear programming. In conclusions we discuss limita-
tions of the model and suggest further possible refinements and evaluation. 

Keywords: Ambient intelligence, acceptability, evaluation, rational choice, the 
elderly, linear programming. 

1   Introduction 

Idea of human-centric design is not entirely new. E.g. Norman [1] focused on the 
role of emotions in our cognition, Callejas et al. [2] suggested to include users in 
early phases of design, Vogiazou et al. [3] introduced a ‘design for emergence’, 
where users are being observed in their daily activities, technology probes pro-
moted e.g. by Hutchinson et al. [4] may get close to users and Jordan [5] refused 
common task-centric design as dehumanizing. Actually, we hope, dream, sorrow, 
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fear, desire and aspire, and that make us human. With deep design, the innermost 
sources of affinity which people feel to certain object or service are being targeted. 
Successful products have to pass all phases of evaluation and appropriation – at-
tract attention first, show rewards soon, be appropriated into habitual usage  
finally. Failure in any of the steps effectively means refusal of the product. [6] 
High-order reinforcers stemming from the deep needs constitute the power which 
causes, whether certain product will succeed use in the long-term. [7] 

If we wish to overcome scepticism, qualms, and anxiety which many older 
people feel towards technology and motivate them to learn new things, it is even 
more important to target their needs as precisely as possible. According to [8] the 
elderly in general do not wish to be monitored, but they wish to keep their inde-
pendence, they wish to live in their home, to stay in touch with their close, to feel 
competent and helpful and dignified. Current sensoric monitoring systems (fall or 
other crisis detection) or cognitive support systems (e.g. reminders pushing users 
to take medication timely) actually focus on care-givers more than on care-
receivers themselves. [9] To deliver technologies acceptable by the elderly and 
perceived by them as improvement to their lives, we should hold back of technol-
ogy and put ourselves in their pattern of thinking [6]. We already followed the 
path of research and concluded in formulation of deep design approach [8], which 
emphasizes revealed deep needs of users as the most important foundation for 
subsequent design. 

Once we revealed the deep needs, we may examine the problem of acceptability 
and mental processes behind from various perspectives, stressing psychological, 
sociological, technical or health aspects. Each of the approaches may be beneficial, 
but if we wish to achieve a model formal enough to allow calculations, good way is 
to go out of economy. Gary Becker proved that the approach may be fruitful. He 
captured various aspects of human life and behaviour [10] including discrimination 
[11], crime and punishment [12], addiction [13], beggary and compassion [14], 
human capital [15], love, marriage and family [16] into rational choice theory, 
which transcends narrow borders of pure economy. According to the theory, nearly 
all human behaviour may be explained as rational reasoning. Rational person  
decides as if balancing costs against benefits. [17] Person's aim is to maximize his 
advantage.  

The general model of evaluation introduced in the paper describes early phases 
of evaluation, when somebody is thinking whether to try certain product or not, 
with particular focus on ambient and similar technologies evaluated by elderly  
users. The model should help to answer questions, such as: How elderly users  
perceive ambient technologies aimed to improve their lives? Which steps may be 
identified in the process of the evaluation? How do they compare alternatives if 
there are any? What causes that the technologies are being refused? While in 
economy advantage is being measured with money, rational choice theory empha-
sizes more subtle determinants of comfort, such as self-worthiness and social  
relations (Bentham [18] or Marshall [19]), which closely resonates with our deep 
design approach, focused on inner feelings. Similarly, cost in our model instead  
of its monetary representation falls into range of softer expenditures – effort,  
time, external support. Model is defined generally, as a foundation for further 
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formalization and further concretization in terms of particular shapes of introduced 
functions and their coefficients. The concretization should be based on statistical 
research. 

2   The Utility  

Both in economy and rational choice theory, utility acts as a measure of perceived 
benefit. Personally unique utility (payoff) function reflects personal preferences. 
Actions driven by the utility function are constrained by budget, abilities, time 
available. The same basic idea is behind the proposed model of evaluation. Our 
research on attitude of the elderly towards intelligent technologies [8] resulted in 
four main clusters of deep needs of the elderly. Let's call them sources of comfort 
A .. D (or comfort sources) in our model. Each source of comfort has finite real 
number assigned, reflecting perceived level of fulfilment of the source by certain 
person's life situation: 

A .. social touch 
B .. autonomy with anticipated support 
C .. feeling of being competent 
D .. feeling of helpfulness and self-worth 

Let's have a utility function U, which reflects personal preferences on importance 
of the sources of comfort. The function assigns total utility value to each combina-
tion of comfort sources: 

U = U(A, B, C, D)                                                       (1) 

Simple form of the utility function assigns weight to each of the comfort sources. 
Let's have aspects of life i1 .. in (or life aspects) as a complete set of determinants 
of comfort sources of size n. Aspects of life may be e.g. “living with the family”, 
“walking daily”, “having a telephone” or “having a telephone call every day”. 
Each aspect of person's life may influence each of the sources of comfort. The in-
fluence of aspects of life on comfort sources may be captured as a set of influence 
vectors: 

 

i1 = [a1, b1, c1, d1] 
i2 = [a2, b2, c2, d2]  

...  
in = [an, bn, cn, dn] 

(2) 

 

Influence of certain aspect of life on certain source of comfort (e.g. b2, the influ-
ence of aspect i2 on comfort source B) may by either positive (raising the comfort 
source) or negative (lowering the comfort source). Total level of each comfort 
source is fully determined by influence of all aspects of person's life on the com-
fort source: 

A = sum(a1 .. an) 
           ... 

D = sum(d1 .. dn) 

(3)
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According to the utility function, each aspect influences overall utility. As well as 
utility function, effects of life aspects are subjective. E.g. though many people 
perceive living with their family as highly beneficial because it strongly increases 
level of social touch, some may prefer living alone, because they feel more com-
petent this way and the positive effect of higher competency outweighs lowered 
social touch in their case. Both assigned weights and utility functions play roles in 
the evaluation. Changes in the set of aspects of life may capture dynamics of 
changes in person's life. Introducing a new aspect of life (e.g. new cell phone) 
adds relevant element (line) to the set of aspects in the model. Similarly, replacing 
one aspect for another (weekly visit of children changed for daily phone calls) re-
moves one aspect from the model and adds another. 

3   First Phase of Technology Evaluation: “Is It Beneficial?” 

The first step in the process is evaluation is reasoning on anticipated benefits, con-
straints (cost, time, etc.) do not matter. Adoption of certain life aspect influences 
total utility, dUn is the utility difference on adopting aspect in: 

dUn = U(A+an, B+bn, C+cn, D+dn) – U(A, B, C, D)                        (4) 

In the equation A .. D are levels of comfort sources before introducing the new 
technology and an .. dn are influences of the new aspect. To pass the first stage of 
evaluation, evaluated aspect (e.g. new product introduced into life) has to influ-
ence the total utility positively. Anticipated dUn must be higher than zero, other-
wise it will be rational to refuse the aspect in. Seemingly paradoxical situation, 
when certain technology is being refused by the elderly even though they do not 
need to pay single penny, exhibit significant effort or sacrifice time, may be  
explained as a failure in the first evaluation stage, which we call refusal of the  
first kind. 

4   Second Phase of Technology Evaluation: “Is It Reachable?” 

Multitude of life aspects with positive influence on total utility is available, but not 
all of them are reachable. Reachability of life aspects is limited by certain con-
straints. Economy emphasizes monetary dimension of the constraints, calling them 
“budget”. We in the contrary assume, that cost does not play role at all in the way 
how the elderly evaluate aspects of life. The assumption reflects situations where 
those who evaluate a product (the elderly) are not those who bear relevant finan-
cial expenses, someone else, either children or an institution, is the one who has to 
pay. Also, the model reflects situations where cost has been paid already (e.g. 
somebody already bought a gift, presentee is about to evaluate). As more relevant 
to our scenario we take another constraints called resources into account, though 
could be easily put back, if necessary: 
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T .. time (time necessary to manage/appropriate/perform the aspect of life) 
E .. effort (effort and abilities necessary) 
S .. support by others (help from family, care givers and others) 

In our model we presume, that all the resources are limited. Each person has only 
certain time available for all his activities (24 hours daily, or less if we deduct the 
time for necessities), certain amount of power, determination, intellectual and 
mental skills etc. (involved in compound “effort” resource), and may ask certain 
level of support from others (determined by their willingness in the case of family 
members, and e.g. by received pension in the case of care givers – introducing 
cost indirectly). Let's have exert function fn, which describes which amounts of re-
sources (tn, en, sn) are necessary to manage, appropriate and/or perform aspect of 
life in: 

fn = fn(tn, en, sn)                                                        (5) 

Aspect reachability is binary in our model. With given combination of resources, 
each aspect is either reachable (and possibly accepted) as a whole, or not reach-
able; aspect can be accepted neither only partially, nor more than fully. So, fn may 
return value 1 or 0, where fn = 1 means that aspect in is reachable exerting the 
given combination and fn = 0 means aspect in is not reachable. If certain aspect is 
not reachable (requires more time, effort or support than available), it can't be ac-
cepted though perceived as beneficial, which leads to refusal of the second kind. 

5   Third Phase of Technology Evaluation: “Is It the Best 
Choice?“ 

Even if beneficial and reachable still we do not know enough to say whether an 
aspect will be accepted. If resources are limited, rationally deciding human will 
compare all available choices to select the most beneficial combination available. 
The third phase of evaluation takes into account anticipated benefits, resources 
available, and resource intensity of life aspects. In reality, resources may be sub-
stituted, e.g. insufficient abilities may be compensated with increased help from 
others or with more time spent. But to keep the model simple, for further reason-
ing we presume incommutable resources in exert function. It means that there are 
certain externally determined optimal input proportions given for each person's 
aspect of life. And because exert function is binary, it would be useless to add 
more resources above the optimal (minimal sufficient) levels. 

So, let's have three available aspects of life i1, i2, i3 and we wish to compare 
them in the context of available resources to choose the optimal combination. The 
aspects of life have potential to influence total utility by dU1, dU2, dU3 respec-
tively according to subjective utility function. If [t1, e1, s1], [t2, e2, s2], [t3, e3, s3] are 
vectors of optimal resource levels necessary to adopt the aspects, corresponding 
exert functions are defined as: 
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f1(t >= t1 ∧ e >= e1 ∧ s >= s1) = 1; f1(t <t1 ∨ e < e1 ∨ s < s1) = 0 
f2(t >= t2 ∧ e >= e2 ∧ s >= s2) = 1; f2(t <t2 ∨ e < e2 ∨ s < s2) = 0 
f3(t >= t3 ∧ e >= e3 ∧ s >= s3) = 1; f3(t <t3 ∨ e < e3 ∨ s < s3) = 0 

(6)

The goal of rationally reasoning human is to maximize total U within borders of 
reachable opportunities (defined with levels of available resources T, E, S). He 
asks which aspects of life (out of available i1, i2, i3) should be adopted. Adoption 
of aspect of life in is expressed as variable xn, which may take value 1 or 0 (the as-
pect is being adopted and aspect is not being adopted respectively). The model 
may be expressed as follows: 
 

dU = x1dU1 + x2dU2 + x3dU3 
max(dU) on condition  
T >= t1x1 + t2x2 + t3x3 

E >= e1x1 + e2x2 + e3x3 
S >= s1x1 + s2x2 + s3x3 

(7)

 

The model may be solved as optimization problem of linear programming. As-
pects of life which do not pass the third stage of evaluation suffer from the refusal 
of the third kind. 

6   Conclusions 

In the paper we applied rational choice theory methods on the problem of accept-
ability of intelligent ambient technologies by the elderly with aim to formalize 
possible causes of refusal. According to the findings, product has to pass three 
levels of rational evaluation to be accepted and in contrary three kinds of refusal 
may occur, refusal of the first kind if a product is not beneficial, refusal of the sec-
ond kind if a product is not reachable and refusal of the third kind if a product 
does not belong to the most beneficial reachable set of aspects. General model of 
acceptance introduced in the paper reflects the evaluation process. Intentionally 
we designed the model as concise, simple and easily understandable rather than 
highly formal. Arbitrary simplifying presumptions including binary exert function 
(aspect of life is either reachable or not), and limited and incommutable resources 
(time, effort and help can't be substituted) allowed to express the model in the 
form of optimization problem of linear programming. To reflect reality better, the 
model could be refined, e.g. the presumption of incommutable resources could be 
released. On the other hand, for practical application further simplifications of the 
model would be necessary. From the virtually infinite set of aspects of life only 
certain life aspects would have to be selected, either the most influential or the 
most relevant to the area of interest. Statistical research will be necessary to find 
appropriate shapes of utility and exert functions including function coefficients. 
Statistical evaluation may help also to examine how closely the model matches the 
real process of evaluation. The model may be proclaimed as inappropriate or use-
less based on statistical data if we find out, that it is not possible to concretize e.g. 
influence of aspects of life on sources of comfort.  
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Despite the inaccuracy caused by simplifications, socio-economic and psycho-
economic models may help to grasp processes in our minds and may help e.g. to 
reveal weaknesses of technologies and products. Parallels of our model with eco-
nomics suggest interesting analogies, such as income and substitution effects as an 
explanation how changes in requirements on resources influence acceptance of 
other aspects of life. With the help of the models we may not only bring more ac-
ceptable products, but also deepen our understanding of each other, and even un-
derstanding of ourselves. Regardless to any possible refinements, it is necessary to 
interpret the models with high caution. Human mind is highly complex system and 
any model brings only very rough insight. 
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2110/2010 – “Intelligent Social Technologies for Quality Life of Elderlies.” 
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Radio Emitters Location through the Use of 
Matrix-Pencil Super-Resolution Algorithm 

Raúl González-Pacheco* and Felipe Cátedra*** 

Abstract. This article focuses on the location of radiating sources using calculations 
encompassing wide ranges of an electromagnetic signal. The purpose of using the 
Matrix Pencil algorithm is to consider the distance at which the transmitting anten-
nas are, implementing a measurement procedure throughout simulations. In order to 
do these simulations we use a tool whose algorithm is based on the UTD (Uniform 
Theory of Diffraction) and/or ray tracing and that determines the value of the real 
surroundings electromagnetic field under study and that is validated to provide 
trustworthy results in a reduced runtime. Thus the signal spatial signature is ob-
served. A new and simple approach for estimating distances through Matrix Pencil 
is presented. The technique discussed in this article proceeds from using the Matrix 
Pencil super-resolution algorithm and vary only, but importantly, in how this sum of 
complex exponentials are use in achieving the parameter estimation.  

1   Introduction 

In recent times the methodology of approximating a function by a sum of complex 
exponentials has found applications in other areas of electromagnetic, i.e. in an-
tenna-pattern synthesis; extraction of the s-parameters of microwave-integrated 
circuits; in the analysis of signal propagation over perforated ground planes; in the 
computation of input impedance of electrically wide slot antennas; in the analysis 
of complex modes in lossless closed conducting structures; in multiple transient 
signal processing; in inverse synthetic-aperture radar; in high-resolution moving 
targets imaging and in radio-location finding.  

Talking about radar, sonar, radio astronomy and seismology, one of the impor-
tant problems to be solved is the spatial source location through passive sensors. 
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In essence, a radio location system can operate measuring and processing phys-
ical amounts related to the radio signals travelling between a mobile terminal 
(MT) and a set of base stations (BSs), like the time of arrival (ToA), the angle of 
arrival (AoA) or the signal strength [2]. 

The use of the signal strength magnitude is based on the fact that the average 
power of a radio signal decays over distance, following a well-known law.   

Many authors discussed the generalized eigenvalues problems in matrix theory, 
both from the algebraic point of view (see [3] and [4] and the references therein) 
and from the numerical (computational) point of view (see [5] and [6], and the 
references therein). 

The classic method for searching of spatial signatures is based on the direct ap-
plication of the Fourier transform. Its limitation is that itis not possible to distin-
guish between sufficiently close signals. This gave way to the great resolution me-
thods, whose philosophy is based on the underlying signal model, that is, they 
assume that the data are adjusted to a model which parameters contain the infor-
mation to be considered. The models based on analysis methods increase the spec-
trum resolution. 

The purpose of this paper is to find a new and simple approach for calculating 
the location of radio emitters through generalized eigenvalues and its correspond-
ing eigenvectors of a regular Matrix Pencil. The approach is given by transform-
ing the generalized eigenvalues problem of a regular Matrix Pencil into a usual  
eigenvalues problem. 

An important research effort in the development of a solution that uses only one 
base station has been undertaken.  

In the scenario presented in this paper, the energy contained in the field of 
waves, created by the emitter, is gathered by a sensor. Later a receiving system 
measures the response of this sensor. A flat faceted model is used to represent the 
propagation scenario. 

The paper is organized as follows: point 2 describes the signal model, leaving 
for section 3 the comparison between polynomial and Matrix-Pencil methods. 
Point 4 presents the testing scenario. The results of the simulations are inserted at 
point 5 and, finally, point 6 details the conclusions. 

2   Signal Model 

The signal model of the observed late time of electromagnetic energy scattered re-
sponse from an object can be formulated as:   

 

 

where: 

 y(t)= observed time response 
 n(t)= noise in the system 
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 x(t)= signal 
 Ri= residues or complex amplitudes 
 si= -αi + wi 
 αi= damping factors 
 wi= angular frequencies (wi = 2πfi) 

Beginning with the coverage analysis, in order to lead the study to the vectorial 
impulse / spatial signature answer, a coverage calculation program is used. The se-
lected tool for outdoors and indoors is NEWFASANT [7]. The code is based on 
the uniform version of the Geometric Theory of Diffraction, and takes into ac-
count the effects from direct, reflected, diffracted in the edges, double reflected, 
reflect-refracted, diffracted-reflected fields as well as the influence of the ground. 

The Matrix Pencil algorithm will determine the argument of the exponential, 
i.e. each of the M different arguments that appear in the equation. 

The signal synthesized as a sum of complex exponentials (to be determined), 
whose argument varies linearly with the number of samples (i in the formula 
above) is collected by a sensor, taking as input variables the frequency range and 
the number of samples. The output gives the vector components for each ray. We 
work with a vector magnitude, however, Matrix Pencil applies to scalar magni-
tudes; therefore we work with only one of the field components, any of them. 

It has to be checked that the absolute value of the component x, y or z is ap-
proximately the same for all frequencies. If not, the increase in frequency or the 
number of them should be reduced. 

It dispenses with noise, because Matrix Pencil does not require it. 
The key issue of Matrix Pencil is the estimation of the number of arriving 

waves. From the study of the eigenvalues magnitude of the problem of eigenva-
lues which returns the Matrix Pencil method, it turns out that the number of sig-
nificant eigenvalues is an estimation of the number of arriving waves. Nontrivial 
eigenvectors of distinct eigenvalues are the most useful ones because they  
possess the desired properties for channel estimation. When an eigenvalue is said 
to be distinct, it does not have any multiplicity and has only one corresponding 
eigenvector.  

If the amplitude of the waves is similar, the eigenvalues clear easily from the 
noise level, but if this is not the case, it might confuse us and cannot correctly es-
timate the number of arriving waves. To have a good estimation of this amount is 
capital, since in the Matrix Pencil algorithm matrices are truncated and manipu-
lated taking this value into account. If we wrong the number of waves and we 
force to detect a wrong number of them, the resulting frequencies would be an av-
erage of which actually exist. 

Automation of the eigenvalues search demanded a major research effort. 
The response of the Matrix Pencil algorithm is the z values,  
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where: 

 zn= MP´s solution for the n wave 
 Dn = distance travelled by the n ray 
but do not appear in order, this means that we do not know what ray is each. 

3   Relationship between the Polynomial and Matrix Pencil 
Methods 

The term “Pencil” is originated with Gantmacher [8] Even though the two me-
thods were originated from different approaches; there is a link between the two, 
as is shown below. 

It can be shown that the roots of the polynomial (with a0=1), are the  

eigenvalues of the matrix: 

 

where Ui is the (Lx1) vector with the ith element equal to 1 and all other elements 
zero. 

[Y1]
+[Y2] can be written as: 

 

with 

 

where K=1,…,L 
As we can see, the ith column of [C2] is a solution of the following equation: 

                                                      
 (1) 

But in [C1], only the last column vector is the minimum-norm solution with i=L, 
while in [C2], all column vectors are minimum-norm solutions of equation (1) [C1] 
and [C2] are identical if L=1. Note that [C1] has M signal eigenvalues at zi, and  
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L-M extraneous eigenvalues that are non-zero and located inside the unit circle, 
while [C2] has M signal eigenvalues at zi, and L-M extraneous eigenvalues that are 
zero. Therefore, we see that the polynomial method and the Matrix Pencil are dif-
ferent if L>M, and identical if L=M. For the over determined case, L>M, the re-
sults are different due to the use of different numerical recipes, even though the 
input data are identical. 

The results of the two methods are different under noise. It can be shown that 
under noise, the statistical variance of the poles zi for the Matrix Pencil method is 
always less than that of the polynomial method. 

With equality when L=M=1. From M≥2, the two methods yield different va-
riances. The Matrix Pencil method does deteriorate when the signal-to-noise ratio 
(SNR) decreases below about 25dB, unless one utilizes the band pass version of 
the Matrix Pencil method (BPMP). 

4   Testing Scenario 

The formula below refers to the sample ith and assumes the no existence of noise. 
It seeks to characterize the argument of the complex exponentials (M in this case) 

 

To estimate the M frequencies (assuming that αi is equal to ze-

ro, i.e. complex exponentials without real part) that define the signal vector x, we 
must solve the following problem of generalized eigenvalues / eigenvectors: 

 

Then G2 and G1 arrays are generated. 
Next step is to find the eigenvectors ξi (one for each detected signal) and then 

the relationship between eigenvectors and the arguments of the exponentials are 
focused) 

What you get with Matrix Pencil is , since , being 

. 

Frecuenciaw1=-(imag(log(ξ1)); 
whereω1 is the exponential argument except for the term (i-1). 

It is hoped that the first eigenvalue is the match for the direct beam (which leads to 
a greater eigenvalue) The less distance shall correspond to the direct beam. The 
use of the pseudo inverse determines the amplitude, associating the greater term to 
the direct beam. 

The description that follows, assumes that two reflected beams reach the  
observation point. To include more effects is immediate. 
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The distance that separates the source to the point of observation is D1; the 
traveling wave suffers reflection by the surface A, running a distance D11. In the 
model to consider a second reflection in area B is taken into account as well, 
which gives rise to the D21 distance) The figure to be determined is D1. 

 

Fig. 1 Schematic source – sensor position 

To do this, multiple FASPRO simulations taking 32 frequencies, 1 MHz equal-
ly moved away, are performed. As shown, these 32 frequencies will play the role 
of 32 sensors. 

The aim is to transform the MP estimation into distances. We shall see, MP 
gives the values of D1, besides D11 and D12. 

The frequency of the ith wave is: 

 

Then the signal gathered for this frequency (which is what you get from FASPRO) 
will follow this model: 

 

being Ei the incident field and RA and RB the coefficient of reflection in areas A 
and B. 

Matrix Pencil assumes that the amplitude of arrival waves is the same for all 
values of i, so it checks that, for these frequency hopping, the amplitude varies 
least. 
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5   Results 

In order to get results, different environments in which produce multipath with 
different lengths and angles of arrival were simulated. 

All along the simulations it was verified that the excessive proximity of two 
complex exponentials to be detected, creates difficulties to Matrix Pencil. 

Simulations were made on the basis of sweep frequencies from an initial fre-
quency to another final. In this set of frequencies the amplitude which gives the 
GTD program assured the signal model was the right one, that is, that in the re-
ceived field only changes were due to the phase term. 

Fig. 2 illustrates the effectiveness of the Matrix Pencil algorithm. It is able to 
generate an accurate estimate when the waves are not very close together. 

On the other hand, Matrix Pencil is severely influenced by the proximity of the 
complex exponentials to be detected. When they are much approximated, the re-
sponse has a significant diversion. 

 

Fig. 2 Effectiveness of the Matrix Pencil algorithm 

Fig. 3 shows the changes in the standard deviation based on the number of fre-
quencies, the sample frequency interval and the Matrix Pencil parameter. In  
general standard deviation decreases with the Matrix Pencil parameter and in-
creases with the interval between frequencies. 
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Fig. 3 Standard deviation changes 

Fig. 4 shows the behavior of the variance. This strongly depends on the number 
of frequencies of the sample as well as the interval between these frequencies. De-
creases with the number of frequencies and when the interval between frequencies 
gets smaller. 
 

 

Fig. 4 Variance behavior 

Fig 5 represents the maximum errors obtained all along the simulation process. 
It is clearly exposed the problem Matrix Pencil has when it works with very  
close exponential complex. However, under normal conditions, the error was  
below 1.9%. 
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Fig. 5 Maximum errors 

6   Conclusions 

A novel emitter location Matrix Pencil algorithm is investigated in this paper. The 
power of this estimator lies on the fact that Matrix Pencil algorithm is very effi-
cient and works well even with a single snapshot. It becomes an ideal choice for 
real time applications over other algorithms as they usually trade speed for accura-
cy or vice versa. 

From previous research conclusions [8], Matrix Pencil was shown to be a more 
effective technique than MUSIC. It is better than what MUSIC algorithm can 
achieve. Only one snapshot is required for Matrix Pencil to accurately identify the 
length of the multipath components. The ability to estimate the length of all multi-
path components may allow in the development of new applications such as the 
RAKE receiver. 

Matrix Pencil method provides smaller variance of the parameters than other 
methods like polynomial and it behaves very well in presence of noise as well.   

Simulation is virtually done in real time, since we are dealing with a very fast 
algorithm. That means this version of Matrix Pencil can be implemented in hard-
ware utilizing DSP chips operating in real time. 
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