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Preface

The Second International Conference on Communications, Signal Processing, and

Systems (CSPS) is held in Tianjin during September 1–2, 2013. Tianjin is univer-

sally acknowledged for its rich history and cultural development. It is also recog-

nized as a modern international metropolis full of energy and vitality. CSPS 2013

brings together Chinese and international researchers and practitioners in commu-

nications, signal processing, and systems together.

The accepted papers of CSPS 2013 are from various regions around the world,

which include ten different technical sessions: Wireless Sensor Network and

Cognitive Radio System, Image and Video Processing, Circuit Processing System,

Millimeter Wave and UWB technology, Radar Signal Processing, Intelligent Sys-

tem and Technology, Wireless Communication and Networks, Localization and

Target Detection, Biological Signal Processing, and Sensor and Measuring

Network.

The technical program team did an excellent job in soliciting submissions,

coordinating the review process, and promoting the technical program. We would

like to thank every one of them for taking leadership roles in organizing the various

aspects of the technical program.

Also we would like to express our thanks to all members of the organizing

committee and all the volunteer reviewers who have been working hard days and

nights for this conference. We are grateful to the host institution, Tianjin Normal

University, and sponsorships from IEEE Fort Worth Section, University of Texas at

Arlington, Beijing University of Posts and Telecommunications, University of

Electronic Science & Technology of China (UESTC). Finally, the financial support

from the National Science Foundation of China (NSFC), and publication support

from Springer are deeply appreciated.

September 2013 Baoju Zhang

Jiasong Mu

Wei Wang

Qilian Liang

Yiming Pi
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Welcome Message from the General Chairs

It is our great honor and pleasure to welcome you to Tianjin for the second

International Conference on Communications, Signal Processing, and Systems

(CSPS) held during September 1–2, 2013. During this conference, scholars and

practitioners from all over the world in communications, signal processing, and

electronic systems will get together in Tianjin.

Tianjin, a city standing by BoHai Sea, shares a great development of industry. It

is famous for its overseas commodities. Additionally, it is the focal point in the

country’s development of travel and transport, science and technology, and educa-

tion and communications. It is a remarkable city offering an abundance of ancient

and modern architecture, historical relics, churches, assembly halls, natural scen-

ery, temples, museums, commemorative site, and a variety of colorful local flavors

and customs.

CSPS 2013 is organized by an international team. The conference features ten

technical sessions and two keynote sessions. We invite you to join us by attending

the technical and social events held in CSPS 2013.

On behalf of the Organizing Committee, the Technical Program Committee, and

all the volunteers who have been working hard for this conference, we warmly

welcome you to CSPS 2013 and hope that you will enjoy the conference, and the

beautiful city in which it takes place.

Yubao Gao, Tariq S. Durrani, Rabinder N. Madan, Qilian Liang

General Co-Chairs, CSPS 2013 Yubao Gao

Tariq S. Durrani

Rabinder N. Madan

Qilian Liang
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Design of System for Digital Sound

Anti-monitoring Based on Wireless Sensor

Networks and 3G

Hua Liu, Yong Wei, Ruo-kui Chang, Xuefeng Jin, and Yuan Yuan

Abstract This paper introduces a control system. This system consists of wireless

video transmission module, wireless data transmission module, voice and ultrasonic

anti-bird module, field of environmental parameters detection and infrared anti-

theft alarm module. Host of the system receives the control signal issued by the

long-distance computer, controls voice and ultrasonic, and also collects data of

video, images, and environmental parameters. 3G network is connected to the host

computer. As a result, the system can monitor the information of bird pest, use a

variety of modes to scatter birds, also provide remote expert diagnosis with the

gathered information about growth of crops.

1 Introduction

With the ecological environment significantly improved, bird populations are

sharply increasing, which leads to serious hazard bird damage on agricultural

production. Losses due to bird hazard of field crops, especially wheat and paddy

rice, are up to 10 %, in several areas even 30 %. In fruit farms, annual loss of fruit is

from 5 to 10 %, sometimes above 30 %. It is reported that in Japan, the Ministry of

Agriculture, Forestry and Fisheries carries out a study each year. According to the

studies, the major pest birds are: two species of crow, the carrion crow and the

jungle crow; tree sparrows; ducks; brown-eared bulbuls; grey starlings; and two

species of doves and pigeons. As reported by New Zealand Plant Protection

Society, among the farmers surveyed, 87 % of them encountered crop damage

from birds, which has been a serious problem. In some of these cases, bird hazard
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makes the farmers lose 20 % of their total harvest of a year. It is really a large

economic blows [1, 2].

This paper proposes and designs a remote monitoring system which is also

capable of protecting crops from birds. Some popular industry technologies,

including wireless data transmission, 3G, and solar energy, are appropriately

combined in the system. Tests have been done to verify effect of the system on

avoiding bird damage to crops.

2 Material and Methods

The system consists of host and slave devices. The former receives control signal

from the host computer via wireless network [3], and then transmits the collected

data of video, images, and environmental parameters. The latter focuses on some

auxiliary functions such as voice and ultrasonic anti-bird and detecting environ-

mental parameters. Structure of the remote monitoring system is shown in Fig. 1.

2.1 Structure of Host Device

Figure 2 shows whole structure of the host, consisting of MCU system, power,

Wireless video transmission, Wireless data transmission, infrared sensor,

PAN/TILT and Sound-light alarm etc. [4]. MCU system receives the control signal

and processing them; Wireless video transmission and Wireless data transmission

modules accomplish the tasks of transmits data, especially video data; PAN/TILT

enlarges the scope and Sound-light alarm aims at theft.

2.2 Audible Bird Scarcer

Figure 3 shows that diagram of audible bird scarcer, including wireless data

transmission modules, light intensity detection modules, EPROM, D/A and audio

power amplifier etc. The functions of the scarcer include voice select, play pattern,

and time interval.

4 H. Liu et al.



2.3 Function Module

2.3.1 Wireless Video Transmission

Video surveillance as a combination of a traditional video technology and modern

communication technology application has aroused more and more attention

around the world. A wireless video transmitter is a device with independent

Fig. 1 Structure of remote monitoring system

M
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Headset Microphone

Wireless video transmission

Video camera 3G network

Pyroelectric infrared sensor

Wireless data transmission

PAN/TILT

Sound-light alarm

Fig. 2 Structure of host
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Sound data memory

Light intensity detection

Wireless data transmission

D/A stereo power 
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Fig. 3 Diagram of audible bird scarcer
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monitoring site. Accessing through CDMA/GPRS/EDGE wireless Internet net-

work, the live video image transmission to a remote host computer through Internet

network. W730 can not only work independently, but also comes with two serial

communications and field equipment connected with the coordination. Flow chart

of monitoring host program is shown in Fig. 4.

In the places covered with 3G network, mobile terminal can be used to acquisite

and compress field video in real-time way, and transmit it to remote monitoring

center. At the same time of video transmission, a two-way voice communications

link between the mobile terminal and command center can also be set up. As a

result, personnel at command center is able to accomplish remote control. In

addition, the video data acquired by command center can also be sent to a network

server, which enable personnel at other position to check situation at the site.

2.3.2 Wireless Data Transmission

ZigBee technology is used in wireless data transmission module, especially in serial

devices, wireless networking, industry-standard wireless data communication

equipment [5].

Due to the enhanced ZigBee wireless technology, wireless communications

equipment of the system can be in line with industry standard applications. With

the routing capabilities of the relay; the theoretical maximum transfer distance of

wireless communication could be 2,000 m. These equipments use 2.4G Direct

Sequence Spread Spectrum technology and have anti-jamming capability, with

features of transparent data or instruction format transmission, the maximum

band rate of 115,200, flexible transmit mode, broadcast or send an optional mode,

and network capacity and optional 16-channel, 65536 network ID can be set and

performance characteristics.

3 Software Design

3.1 System Software

The software design [6] of the system includes the host monitor and voice bird. Host

monitor software design, including the remote host computer to send commands to

receive and resolve wireless multiple voice bird with ultrasonic bird control, and

monitoring the host’s anti-theft protection, receive feedback that the bird will

feedback sent to the remote host computer, the data collected by the environment

Solar panels

Battery

Charge
and

discharge
controller

W730

Host
Wireless

transmitter
module

Camera1

Camera2

Fig. 4 Flow chart of

monitoring host program
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parameter module is sent to the remote host computer, PTZ control, voice bird’s

software design includes voice data of the memory chip read, DA converter, and

host monitoring between the wireless communications, and drive the birds device

mode settings. The flow chart of overall software design is shown in Fig. 5.

3.2 Wireless Sensor Network

The iterative weighted centroid algorithm can be interpreted as: known node that

has positioned and upgraded to the anchor node; unknown node represents not

locate the node [7, 8]. Algorithm surrounding anchor nodes greater than three

unknown node positioning, the positioning node upgrade as the anchor node;

unknown node after the upgrade, re-judge the surrounding anchor nodes, as long

as the number of anchor nodes is greater than 3, then the use of centroid localization

algorithm. Known node weights in positioning control, and its weight coefficient is

set to 0.8, while the anchor node in the right a value of 1.

Experiment in inter-node communication distance of 25 m, the average network

connectivity for 18.53. Uniform random distribution of the 10 anchors and

100 unknown node distribution as shown in Fig. 6, indicated with red star anchor

node, and the blue dots represent unknown node.

As the anchor node density is not high, and the node communication distance is

limited, some nodes around the anchor nodes less than 3, unable to locate. When

anchor nodes randomly deployed 10 % node communication distance 25 m, net-

work connectivity for 18.53, the node positioning error of about 20 %. Positioning

error is shown in Fig. 7.

Start

Initialization

Received
Command

Control Command

Bird Control Environment PTZ control

Display

N

Y

Fig. 5 Flow chart of

monitoring host program
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Loop positioning for more accurate positioning results, the positioning of the

nodes of the already upgraded to the anchor node, and then send its own location

information to other nodes receive this information nodes as anchor nodes, such

nodes are called known nodes. The simulation shows the anchor node weights

recorded as 1, a known node weights recorded 0.8 positioning error smaller. The

calculated error value is about 16 %, the precision can be improved, as shown in

Fig. 8.

The set anchor node number 30, the other parameters are the same, and then

iteratively reweighted, the known nodes rights value is still set to 0.8, and node

communication radius of 25 m. Positioning accuracy using iterative weighted as

shown in Fig. 9. After iterative weighted improve precision, the error value in the

11 % or less.

Analysis of the experimental results, the communication radius of 25 m, the

average network connectivity centroid localization algorithm positioning error in

18.53, about 20 %, approximately 16 % of the weighted centroid algorithm error,

improve the accuracy of 4 %. Increasing the number of the anchors 30, the

positioning error of the weighted centroid algorithm is 13 %, iterative positioning

Fig. 6 Node maps
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error of approximately 10 % of the weighted centroid algorithm to improve the

accuracy of about 3 %.

4 Debugging

The pattern of scattering away birds is by the W730 wireless video transmission

module and the host computer serial port communication software, the switch for

remote control and can be collected on-site environmental parameters. When to be

collected on-site environmental parameters in the software text box to display the

current field of environmental parameters in the PC interface.

Equipments are installed in Baodi District Huangzhuang farm, Tianjin city of

China. Figure 10 shows the images of growing rice, which is acquired by the

introduced system installed at the farm and transmitted through 3G network.

During the test, it is observed that some birds like flocks of sparrows and

magpies are successfully scattered by the audible bird scarcer. As the system

combinates sounds of various birds, no local birds familiar with such sounds.
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Fig. 8 Improved

positioning error

Fig. 9 Iteratively

re-weighted positioning

error
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From the collected images, the effect of the system on reducing bird damage is

significant and satisfying.

5 Conclusion

Digital sound anti-bird monitoring system is not only able to scatter birds to protect

crops, but also transmit the crop status information to the expert remote expert

diagnosis. It has the following features:

1. Receiving a remote host computer command control on the head.

2. Receiving the instruction of the remote host computer, select the voice the voice

of the bird, the mode spacing and random.

3. Environmental parameters collected at the scene to receive the remote host

computer instruction to be distributed to users.

4. The host of the Monitor mode, adjustable anti-theft function.

Enough sounds of birds prepared in the system is an effective way to scatter

away birds, because it does not produce “immunity”. In future work, we are doing

researches on bird hazard prevention technology to find more effective scarcing

bird methods.
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Sensing Window Length Optimization in

Low-SNR Regime

Liaoyuan Zeng

Abstract For non-coherent detection based cognitive radio (CR), the required

length of the spectrum sensing window is inversely proportional to the primary

user’s (PUs) signal strength. When a CR system’s transmission period is fixed, the

length of the CR’s transmission window can be inadequate to fully utilize the white

space if the corresponding PUs operate in low-SNR regime. We propose a sensing

window optimization algorithm in this paper aiming at improving the spectral

efficiency of the cognitive Ultra Wideband (UWB) radio system. The proposed

algorithm can find the optimal tradeoff between the sensing window length and the

desired detection probabilities for the UWB based CR system in low-SNR regime.

Compared with the conventional sensing algorithms in which the sensing window is

fixed, the proposed algorithm can significantly increase the length of the

CR-UWB’s transmission window so as to use the available spectrum more effi-

ciently while guaranteeing the PUs’ operation.

Keywords Spectrum sensing window • Cognitive radio • Ultra wideband • Low-

SNR regime

1 Introduction

To implement cognitive radio (CR) [1], one of the ideal candidate technologies is

Ultra Wideband (UWB) [2]. UWB operates in 3.1–10.6 GHz with an extremely

low power spectrum density (PSD) � 41.3 dBm/MHz [3], which facilitates the

underlay spectrum sharing technique to co-exist with the primary users (PUs) that

operate within the UWB’s wide spectrum band [4]. Generally, to protect the PUs

from being harmfully interfered, the CR-UWB’s transmit power can be decreased
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to a level that is significantly lower than the UWB’s regular PSD, which can result

in considerably low spectral efficiency for the CR-UWB. By using orthogonal

frequency division multiplexing (OFDM) in UWB, the CR-UWB system can

adaptively adjust the transmit power of the OFDM subcarriers according to the

spectrum sensing results within the interested spectrum segments which are

overlapped with the PU’s operating bands. The spectral efficiency of the overlapped

spectrum is critical to the overall spectral efficiency of the CR-UWB system and is

dependent on the performance of the spectrum sensing algorithm.

We assume that the characteristics of the PUs signal are unknown to the

CR-UWB. Hence, the non-coherent detection based energy detection technique

can be chosen to verify the availability of the overlapped spectrum due to energy

detector’s use of the Fourier transform (FT) function which is a key in the OFDM

based UWB system [5]. To determine the PUs’ presence successfully, the length of

the CR-UWB’s spectrum sensing window shall be adequate which is dependent on

the PUs signal’s signal to noise ratio (SNR) received at the CR-UWB and the

thresholds of the probability of detection/false alarm. Since the length of the

sensing window is roughly inversely proportional to the PUs’ signal strength, for

a CR-UWB system in which the duration of spectrum access is fixed, the length of

the CR-UWB’s spectrum sensing window can have a critical impact on the finally

overall spectral efficiency in a way that the length of the sensing window deter-

mines the length of the transmission window, in which an excessive sensing

window fulfilling the PUs protection requirement can produce a shortened trans-

mission window which will limit CR-UWB’s use of the overlapped spectrum.

When PUs operate in a low-SNR regime, i.e., the SNR detected at the CR-UWB’s

receiver is extremely low, the time required to successfully detect the PUs can be

excessively long, which can lead to a considerably short transmission window

which in turn can result in a unacceptable spectral efficiency.

In this paper, we propose a spectrum sensing optimization algorithm in low-SNR

regime, aiming at improving the CR-UWB’s spectral efficiency by finding the

tradeoff optimality of the spectrum sensing window length and the spectrum

sensing performance. The sensing performance is characterized by the probability

of false alarm (PFA) and the probability of detection (PD). By computing the

optimal sensing window length, the proportion between the CR-UWB’s transmis-

sion window length to the duration of the spectrum access can be maximized while

guaranteeing the PUs operation, which can facilitate the fully use of the overlapped

spectrum by incorporating a high efficient transmission scheme.

The remainder of the paper is organized as follows. Section 2 gives a brief

overview of the current spectrum sensing window optimization methods. Section 3

presents the spectrum sensing model and the formulation of the spectrum sensing

window optimization problem. The proposed sensing window optimization algo-

rithm is demonstrated in Sect. 4. Then, the numerical results are presented in

Sect. 5. Finally, Sect. 6 gives a conclusion to the paper.
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2 Literature Review

Stotas et al. and Peh et al. laid the fundamental work for dealing with the spectrum

sensing window optimization problem in [6, 7], respectively. The Lagrange dual

optimization method was used by Stotas et al. in [6] to optimize the power

distribution mechanism and the spectrum sensing scheme by tuning the sensing

window length adaptively to optimize the throughput of the CR system. In Stotas’s

algorithm, the iterations required for identifying the multiple Lagrange multipliers’

values is considerable. In [8], Zou et al. used the Taylor approximation to find the

relationship of the PFA and PD. The authors then minimized the CR’s overall

outage probability through optimizing the sensing window length using linear

programming technique [9]. However, the performance of Zou’s algorithm in low

PU SNR regime will be degraded considerably because of the required sensing

window length would be excessive.

3 System Model

In the work, we model the spectrum sensing window optimization problem as a

convex optimization problem, in which the decision variable is the CR-UWB’s

sensing window length, and the main constraints consist of the thresholds of

CR-UWB’s PD and PFA. We deal with the formulated optimization problem by

using linear programming. To validate our algorithms performance in term of

spectral efficiency enhancement, we combine the proposed sensing window length

optimization algorithm with the water-filling based transmission scheme proposed

in [10]. We assume the use of the overlay spectrum sharing scheme and the

application of an ideal notch filter. Hence, the sideband interference from the

CR-UWB system to the PUs can be neglected.

Since the objective of the CR-UWB’s spectrum sensing window length is to

improve the overall spectral efficiency by increasing the spectral efficiency of the

overlapped spectrum, the problem of optimizing the spectrum sensing window

length denoted as P1 can be mapped into the optimization problem of maximizing

the overlapped spectrum’s spectral efficiency. Thus, P1 is expressed as:

P1 arg maxτsSe ¼
β

Top
Sð1� Pf Þð1� PðH1ÞÞ (1)

s:t: : �Pd � Pd � 1

0 � Pf � �Pf

τs � 2

γ2p fs
ðQ�1ð �Pf Þ � Q�1ð �PdÞÞ2;
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where Se denotes the spectral efficiency of the overlapped spectrum when the

CR-UWB maintains the access to the spectrum while the corresponding PUs

cease operating temporarily, S represents the spectral efficiency when the

CR-UWB has full access to the overlapped spectrum where no PU is surrounded,

β ¼ ðTop�τsÞ
Top

denotes the ratio between the CR-UWB’s transmission window length

and the fixed duration of the CR-UWB’s access to the overlapped spectrum, Top is
the pre-defined length of the spectrum access window, τs represents the sensing

window length which is determined by the PU’s SNR, UWB’s sampling frequency

and the target PFA/PD, Pf and �Pf represents the actual PFA and the target PFA

respectively, Pd and �Pd represents the real-time PD and the target PD respectively,

and PðH1Þ shows the probability that a PU activates within Top.
We assume that the probability that a PU is activated during Top follows a

Poisson process and is expressed as PðH1Þ ¼ pðx; λtÞ ¼ e�λtðλtÞx
x! [11], where

x denotes the expected number of occurrences of PU’s activations during the period

of t which in our system model t ¼ Top.
For the constraints expressed in P1, γp represents the received PU signals SNR at

the CR-UWB receiver, fs denotes the UWB’s sampling rate. Furthermore, QðxÞ ¼R1
x

1ffiffiffiffi
2π

p exp � y2

2

� �
dy is the one-dimensional Gaussian Q-function [12].

By observing that both S and PðH1Þ are independent of τs, we can transform the

optimization problem shown in P1 into P2 which is simpler to tackle as

P2 arg maxτsFrðτsÞ ¼ β 1� Q
Q�1ðPdÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2γp þ NÞ

q
þ γpffiffiffiffiffiffi

2N
p

0
@

1
A

2
4

3
5; (2)

where N ¼ τs fs denotes the number of spectrum sensing samples of CR-UWB’s

energy detector, and Pf, Pd and τs are related by [1]

Pf ¼ Q
Q�1ðPdÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2γp þ NÞ

q
þ γpffiffiffiffiffiffi

2N
p

0
@

1
A (3)

For simplicity and without loss of generality, we assume that there exists a single

CR link within the CR-UWB network whose infrastructure is in distributed manner,

and there are multiple PUs in the CR-UWB’s network and the PUs’ operating

bandwidth is overlapped with the CR-UWB’s. Overlay spectrum sharing is

assumed, which indicates that the CR-UWB can access to the overlapped spectrum

if and only if the energy detection result shows that the PUs are temporarily absent

within the overlapped spectrum.
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4 Sensing Window Length Optimization

To show the impact of the variation of the spectrum sensing window length on the

CR-UWB’s spectral efficiency and that there exists an optimal tradeoff between the

sensing window length and the target PD and PFA, we compute the spectral

efficiency of the CR-UWB in the overlapped spectrum as a function of the spectrum

sensing window length which is measured in μs, as shown in Fig. 1.

At the CR-UWB’s receiver, when the PUs’ signal strength lies in the low-SNR

regime, we observe that the spectral efficiency of the CR-UWB grows exponen-

tially with the increase of τs and reaches a peak level when the spectrum sensing

window is tuned to a certain value. As the value of τs grows beyond the optimal

value, the CR-UWB’s spectral efficiency decreases monotonically because the

transmission window size, Top � τs, is shortened. Figure 1 numerically verifies

that there exist an optimal τs under specific target �Pd, �Pf and γp values.
To compute the optimal spectrum sensing window length for CR-UWB spectral

efficiency enhancement under the constrains of �Pf and �Pd, we use linear programming

to calculate the optimized value of τs by computing the root for frðτsÞ ¼ dFrðτsÞ
dτs

¼ 0,

where

frðτsÞ ¼ � 1

Ttxop
� Q0ðτsÞ � 1

T
ðQð f ðτsÞÞ þ Q0ð f ðτsÞÞÞ

� ffl
¼ 0; (4)

where f(τs) represents a function of τs and can be expressed as

f ðτsÞ ¼
Q�1ðPdÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2γp þ τs fsÞ

q
þ γpffiffiffiffiffiffiffiffiffiffi

2τs fs
p (5)

and the f(τs)0s first order differentiation is

f 0ðτsÞ ¼ Q�1ðPdÞfs
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2γp þ τs fsÞτs fs

q �
ffiffiffi
2

p
fsðQ�1ðPdÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð4γp þ 2τs fsÞ

q
þ γpÞ

4ðτs fsÞ3=2
(6)

Nevertheless, computing the optimal τs in closed form is complex. Hence, exhaus-

tive search method is used to approximately find the optimal spectrum sensing

window length.
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5 Numerical Simulation

In our work, the numerical simulation is implemented within a channel model that

is previously specified in the UWB system [3]. The detected spectrum hole is used

by an water-filling based algorithm [10] where the parameter settings can be

referred to. Furthermore, for the PUs, λ is set to 1,000 per second to represent the

random occupance of the PUs in the overlapped spectrum, and the target PD is set to

0.99.

We compare the spectral efficiency achieved by the fixed sensing window length

based spectrum sensing method with the proposed sensing window length optimi-

zation algorithm, as shown in Fig. 2. It is seen that the proposed algorithm can

obviously enhance the CR-UWB’s spectral efficiency, especially when the PUs

operate in low SNR regime. For instance, the corresponding spectral efficiency

achieved by the traditional sensing method approaches zero when the value of γp
decreases below �19 dB, while the CR-UWBs spectral efficiency achieved by the

proposed sensing algorithm is profoundly higher. The spectral efficiency perfor-

mance of the proposed algorithm is acceptable even when the PUs’ SNR decreases

below �25 dB. Furthermore, with the increase of the value of γp, the two lines gap

shrinks in an exponential manner. As a comparison, when the PUs operate in

normal or high-SNR regime (e.g., �10 dB), the gap becomes minor because a

large value of γp can lead to a minor τs for a pre-defined threshold of �Pf and �Pd.
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6 Conclusion

To improve the overall spectral efficiency of the OFDM UWB based CR system

when the corresponding PUs’ operating power is extremely low, we proposed a

novel spectrum sensing window optimization algorithm for the energy detection

based CR-UWB system to find the optimal tradeoff between the detection proba-

bility and the length of the spectrum sensing window. We showed that our algo-

rithm can identify the optimal length of the sensing window length through

numerical method constrained by the target PD and PFA and then significantly

prolong the transmission window when the duration of the CR-UWB’s access to the

overlapped spectrum is fixed. By integrating the spectral sensing window optimi-

zation algorithm with the existing spectrum management algorithm, the overall

spectral efficiency of the CR-UWB was verified to be significantly increased

compared with the traditional window length fixed sensing algorithm, especially

in PU’s low-SNR regime.
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Cognitive Group Power Assignment in

Low-Power Regime

Liaoyuan Zeng

Abstract To improve the spectrum utilization efficiency by using cognitive radio

(CR), the efficient use of power resource is essential. For low-power underlay

systems such as ultra wideband (UWB), extremely low transmit power is manda-

tory for the purpose of primary users’ (PU) protection, which however significantly

impedes the use of UWB’s spectrum. In this paper, for UWB based CR systems, we

propose an cognitive group power assignment algorithm to maximize the

CR-UWB’s spectral efficiency while conforming to the PUs protection require-

ments. We formulate the spectral efficiency maximization problem as an

multidimensional knapsack problem which is generally NP-Hard, and approximate

the optimal solution by developing a greedy based algorithm considering the

low-power feature of the CR-UWB system. A power grouping technique is derived

to limit the proposed algorithm’s order-of-growth. Compared with the traditional

water-filling based power allocation algorithms, the proposed algorithm can attain

the highest spectral efficiency which is close to the optimality in extremely

low-power regime.

Keywords Power allocation • Cognitive radio • Low-Power regime

1 Introduction

A key mechanism of cognitive radio (CR) systems is to use the available spectrum

as efficient as possible without degrading the overlapped primary users (PUs)

performance [1]. Since the amount of data that can be loaded in a specific spectrum

is directly correlated to the power assigned, efficient power assignment algorithm

designs have been proved to be critical to the CR system’s spectral efficiency
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enhancement, in addition to the various schemes proposed with respect to spectrum

management, sharing and sensing [2].

For the low-power systems, such as ultra wideband (UWB), whose available

transmit power range is highly restricted (maximum power spectral density (PSD)

cannot exceed � 41.3 dBm/MHz) [3], which allows to use underlay sharing to

simultaneously operate with the primary users (PU) in the overlapped spectrum.

Nevertheless, it is compulsory for the CR-UWB system to use extremely low power

( � � 41.3 dBm/MHz) to guarantee the PUs normal operation, which can lead to

an unacceptable low spectral efficiency for the CR-UWB. The use of orthogonal

frequency division multiplexing (OFDM) technique in UWB facilitates the

CR-UWB to adapt the transmit power assigned to the subcarriers according to the

behavior of the PUs within the specific overlapped spectrum. The spectral effi-

ciency of the overlapped spectrum is vital to the CR-UWB’s overall spectral

efficiency and can be significantly enhanced by using smart power assignment

algorithms.

In this paper, we propose an cognitive group power assignment algorithm to

maximize the OFDM based CR-UWB’s spectral efficiency while conforming to the

PUs protection requirements. We formulate the spectral efficiency maximization

problem as an multidimensional knapsack problem (MKP) with constraints of

interference to the PU, CR-UWB’s bit error rate (BER) and CR-UWB’s peak

transmit power. Since the MKP is generally NP-Hard, we derive a greedy based

power assignment algorithm to approximate the optimal solution. Furthermore, we

present that in low-power regime, the integration of linear and dynamic power

assignment techniques can significantly reduce the iteration number of the cogni-

tive group power assignment algorithm while guaranteeing a neglected perfor-

mance degradation of the proposed algorithm in terms of spectral efficiency

enhancement.

The rest of the paper is organized as follows. Section 2 gives a review of the state

of the art power assignment algorithms for CR systems. Section 3 presents the

CR-UWB system model and the formulation of the spectral maximization problem

with CR-UWB’s transmit power as the decision variable. The proposed cognitive

group power assignment algorithm is demonstrated in Sect 4, and the simulation

results are shown in Sect 5. Finally, Sect. 6 concludes our paper.

2 Literature Review

As a specific type of the general assignment problems (GAP), the power assignment

problem (PAP) can generally be formulated as an NP-Hard knapsack problem and

tackled by linear or dynamic programming based techniques [4]. In [5], Zhang

et al. provided an approximate solution by proposing an greedy based algorithm

that iteratively assigns power to the OFDM CR system’s subcarriers according to

the efficiency value which is determined by the residue power of the CR system and

the interference margin of the PU. The time complexity of Zhang’s algorithm is

proportional to the total number of bits and subcarriers.
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The sum rate optimization problems studied in [6, 7] are essentially knapsack

problem, and were asymptotically solved by the authors’ creating linear program-

ming based algorithms. In [6], Chen et al. proposed a round-robin algorithm to find

the optimum transmit power for multiple users through iteratively solving the

differential equation between rate and power and updating the results. The time

complexity of Chen’s algorithm is acceptable because only the power limitation is

considered as the constraint. Yaacoub et al. constructed a MKP which contains

power and subcarriers availability constraints, and the authors provided a solution

using an iterative subgradient method [7]. The complexity of Yaacoub’s algorithm

is proportional to the number of subcarriers and users.

In [8], Xiang et al. presented an approximation solution to remove a CR user

according to the power based efficiency value in each iteration in order to maximize

the profit and lower the computational complexity which is proportional to the

cubic of the number of CR users and PUs. However, the existing power assignment

algorithms are generally high-power oriented and encompass high order-of-growth

and enormous memory requirement in approaching the optimal spectral efficiency.

3 System Model

For simplicity and without loss of generality, we assume a single CR-UWB link

exists in the CR network, where there are multiple PUs operating in the overlapped

spectrum. Underlay spectrum sharing is assumed for the CR-UWB system. The

CR-UWB’s spectral efficiency is defined as the ratio of the usable information

transmitted to the spectrum resource consumed for the transmission as

Se ¼ K=ðTsWÞ; (1)

where K denotes the number of data bits assigned to the CR-UWB’s subcarriers for

transmission, Ts is the period of an OFDM symbol, andW shows the corresponding

used bandwidth.

3.1 Multiuser Interference

Identifying the interference power generated from the CR-UWB to the PUs is

critical to the cognitive group power assignment algorithm, for which the channel

model between the multiple CR-UWB systems and the PUs is needed. Assuming

that the CR-UWB’s channel is linear and time-invariant, since the UWB’s

multipath gain coefficient can be modeled as a series of independent log-normal

random process [3], the total interference introduced by the CR-UWB systems to

the PUs Ij ¼
PN�1

i¼1 Iij can be modeled as the sum of N � 1 log-normally distributed

signals using Fenton–Wilkinson method [9]. Hence, the superposition of
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log-normal variables can be well approximated by a new log-normal distribution,

and thus the distribution of the received interference signal amplitude r can be

expressed as

pðrÞ ¼ 20=ln10

rσz
ffiffiffiffiffi
2π

p e
�ð20logðrÞ�μzÞ2

2σ2z ; (2)

where the value of μz and σ2z can be calculated by [9],

μz ¼ ξ�1 �
σ2
ξ̂
� σ2ẑ

2
þ ln

XL
l¼1

e μ̂l

 !" #
; (3)

σ2z ¼ ξ�2 � ln ðeσ2ξ̂ � 1Þ
PL

l¼1 e
2 μ̂l

ðPL
l¼1 e

μ̂lÞ2
þ 1

 !" #
; (4)

where ξ ¼ ln10=20, σ2
ξ̂
¼ ξ2σ2 , and μ̂l ¼ ξμl , where μl and σ2 is the mean and

variance of the UWB’s log-normally distributed multipath gain coefficients [3].

Hence, by manipulating (2), the PUs’ average received interference energy
�Ij ¼ Eðr2Þ can be derived as

�Ij ¼ Eðr2Þ ¼ exp
μz

10=ln10
þ σ2z
2� ð10=ln10Þ2

 !
: (5)

3.2 Power Assignment Problem

Since the PAP specified in our paper can be categorized as a GAP, we can formulate

the PAP into a MKP. Furthermore, note that the as the objective of solving the PAP

is to enhance the CR-UWB’s overall spectral efficiency as much as possible, we can

formulated the PAP with respect to the spectral efficiency maximization problem as

P1 arg maxPi
Se ¼ 1

TsW

XI
i¼1

XJ
j¼1

kijxij (6)

subject to:

Pi � Pm; (7)

�Ij � Ith; (8)

Pe � �Pe; (9)
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where Pi is the power assigned to the CR-UWB’s ith subcarrier, kij ¼ 1 represents

the value or profit of allocating the j-th bit to the CR-UWB’s ith subcarrier, and xij
indicates whether if the CR-UWB’s j-th bit can be assigned to the ith subcarrier.

The Pm represents the power limitation on each CR-UWB’s subcarrier according to

FCC’s regulation. Furthermore, Ith is the interference threshold of the PU. Note that
the value of a bit is a unit, and the weight of a bit is the integration of the power

needed to assign the bit in a subcarrier and the interference generated to the PUs.

The parameter Pe in (9) denotes the CR-UWB’s uncoded average BER, and �Pe

shows the average BER threshold. We assume that theM-ary quadrature amplitude

modulation (QAM) is adopted by the CR-UWB, and by assuming the channel state

information is perfectly known and the energy of the CR-UWB OFDM symbols

transmitted are independent and identically distributed (i.i.d.), Pe of each CR-UWB

subcarrier can be approximated as [10]

Pe ¼ 2ð ffiffiffiffiffi
M

p � 1Þffiffiffiffiffi
M

p
log2M

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3 �γblog2M

2ðM � 1Þ þ 3�γblog2M

s !
; (10)

where �γb represents the average received signal to noise ratio (SNR) per bit as

�γb ¼
PijHij2

2σ2ulog2M
; (11)

where Hi represents the frequency response of the CR-UWB’s subcarrier, and σ2u
represents the variance of the Gaussian noise.

Under a certain value of �Pe , the minimum required transmit power to assign

m ¼ log2M bits on a CR-UWB’s subcarrier can be given by

PiðmÞ ¼
2σ2uðM � 1Þð1� Pe

ffiffiffi
M

p
log2M

2ð ffiffiffiMp �1Þ Þ
2

3Hilog2ðMÞ½1� ð1� Pe

ffiffiffi
M

p
log2M

2ð ffiffiffiMp �1Þ Þ
2

�
; M ¼ 2; 4; 8 . . . (12)

4 Cognitive Group Power Assignment Algorithm

To tackle the optimization problem defined in P1 with low time complexity which

is a key requirement for the implementation of CR [11], we use heuristic greedy

algorithm to develop the cognitive group power assignment algorithm considering

the fact that there are unlimited source of bits and P1 presents the optimal sub-

structure features [12]. Based on the two-stage power assignment algorithm pro-

posed in [13], where linear and greedy-based power assignment strategies are

combined to lower the time complexity compared with the traditional water-filling
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based algorithms, we observe that the complexity of the algorithm proposed in [13]

is proportional to OðKNulog2NuÞ, where Nu is the number of the used subcarriers.

Note that a smaller Nu can result in a lower time complexity. Thus, the adjacent

CR-UWB subcarriers can be grouped into blocks, and the UWB’s multipath

selective fading impact on the subcarrier blocks can be neglected if the total

bandwidth of the gathered subcarriers is smaller than the UWB’s coherence band-

width. Hence, by evaluating the channel gain of the subcarrier blocks, the power

grouping technique can ensure that the cognitive group power assignment algo-

rithm to modulate the same amount of bits to each subcarrier in the block.

The maximum number of subcarriers in a block for isNb ¼ Bc

Bsc

j k
, where Bc is the

UWB’s coherence bandwidth. Thus, the subcarrier grouping process is performed

by Ng ¼ Nu

Nb

l m
, where Ng is the number of subcarrier blocks after the grouping

process. Furthermore, the last subcarrier block in an OFDM symbol consists of

ðNu NbÞ subcarriers.
We calculate the equivalent single channel SNR of each subcarrier block as the

geometric mean of the SNR of each subcarrier in the block as,

SNRGi
¼

YNblock

j¼1

SNRij

 ! 1
Nbi

; (13)

where SNRGi
is the equivalent single channel SNR of the ith subcarrier block, and

SNRij represents the channel SNR of the jth subcarrier in the ith subcarrier block,

and is given by

SNRij ¼ ε � jHijj2=σ2 ¼ jHijj2=ðBscijσ
2Þ; (14)

where ε ¼ 1 denotes a unit power assignment on each subcarrier, Hij represents the

jth subcarrier channel gain in the ith subcarrier block.

The order-of-growth of the cognitive group power assignment algorithm is

OðKNglog2NgÞ. Since the complexity of the proposed algorithm take linearithmic

time, the reduction of the parameter N in the term N �log2N can significantly

lower the complexity of the single subcarrier based power assignment algorithm.

5 Numerical Simulation

In our work, the numerical simulation is implemented within a channel model that

is previously specified in the UWB system. The PUs interference threshold is set to

1 mW, and the BER threshold for the CR-UWB is set to 10�6 to 10�4. Figure 1

illustrates that the spectral efficiency performance of the cognitive group power
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assignment algorithm and the comparison with the traditional water-filling and

single subcarrier based power assignment algorithm. It is seen that the spectral

efficiency degradation is increased when more subcarriers are included in one

subcarrier block. For example, the spectral efficiency reached by the cognitive

group power assignment algorithm is 50 % lower than the traditional algorithm

when four subcarriers are included in each subcarrier block as the BER threshold

approaches 10�4. However, the algorithm complexity is over four times lower in

the cognitive group power assignment algorithm than the subcarrier-by-subcarrier

based the power assignment algorithm.

6 Conclusion

To improve the spectral efficiency of the low-power OFDMUWB based CR system

with limited time complexity, we proposed a greedy based cognitive group power

assignment algorithm. We formed the power assignment problem as an NP-Hard

MKP, and then provided an approximate solution by developing the power group-

ing technique based on our previously proposed linear and dynamic power assign-

ment methods. The use of the power grouping technique significantly reduced the

time complexity of the proposed algorithm and result in only minor depredation in

terms of the maximum spectral efficiency compared with the high-power and

water-filling based methods.
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A Three-Dimensional Space Coverage

Algorithm in Wireless Sensor Networks

Meng Tang, Qiang Wan, Jin Li, and Yu Xiang

Abstract Sensor node coverage problem should be considered in 3D-space with

the WSN deployed in atmosphere and underwater. In this paper, we focus on the

effective coverage algorithm of sensor nodes in 3D networks, the analysis of the

space-filling polyhedrons indicated that space-filling based on truncated octahedral

is most effective. By the structure characteristics of filling space by Hexagonal

Prism, Rhombic Dodecahedron and truncated octahedral, we provided the

improved algorithm of cumulating the coordinate of nodes based on 3D mesh and

simulated by MATLAB which confirmed there need least nodes by the coverage

based on truncated octahedral. Meanwhile, the simulation results shows that the

proposed algorithm is faster compared with the traditional calculating coordinate

method.

Keywords Three-dimensional networks • Voronoi tessellation • Kelvin’s

conjecture • Kepler’s conjecture • Coverage

1 Introduction

The sensor nodes coverage research mostly focuses on the two-dimensional space

cases [1–3]. With the development of the WSN, we should consider how to deploy

the sensor nodes in the three-dimensional space. There are some results on how to

deploy the sensor nodes in the underwater environment [4–6]. In Ref. [7] it provides

a method to calculate the node coordinates one by one which the nodes are

deployed by the Voronoi tessellation.
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In this paper, we focus on the node placement algorithm with 100 % sensing

coverage of a 3D space, while minimizing the number of nodes required for

surveillance. Meanwhile, the algorithm can calculate the node’s coordinates as

fast as possible.

Without considering the effect of the border, we call the cells created by Voronoi

tessellation of a 3D space as polyhedrons. If the radius of these polyhedrons is fewer

than the sensing range R, then to set the nodes in the middle of the polyhedrons can

fully cover the sensing area. If the shapes of the Voronoi cells are identical, we call

it space-filling polyhedron. In Chap. 2, we will discuss several polyhedrons that can

cover the space. In Chap. 3, we will give the effective algorithm guaranteeing

100 % coverage based on truncated octahedral, rhombic dodecahedron, optimal

hexagonal prism and cube. In Chap. 4, the simulation results show that our

algorithm is better than the traditional algorithm that requires to calculating the

nodes’ coordinates one by one. In addition, the simulation results also show the

algorithm based on the truncated octahedral cells requires the least number of

nodes. In Chap. 5, we conclude our work and give the future work plan.

2 Space-Filling Polyhedron

As we know so far, cube, triangular prism, hexagonal prism, truncated octahedral

and rhombic dodecahedron are space-filling polyhedron [7].

We define the ratio of the space-filling polyhedron volume to the volume of its

circumscribed sphere as volumetric quotient:

V2

V1

¼ 3V2

4πR3
(1)

As the definition of the volumetric quotient, when the R is fixed, the bigger the

volumetric quotient, the less number of polyhedrons needed to fill the 3D space.

Table 1 shows the volumetric quotients of the space-filling polyhedrons.

Now our problem reduces to the problem of finding the space-filling polyhedron

has the highest volumetric quotient.

2.1 Truncated Octahedron

Kelvin’s conjecture gives a space-filling polyhedron that 14-sided truncated octa-

hedron having a very slight curvature of the hexagonal faces which has the highest

isoperimetric quotient [8, 9].

If the volume and the surface area of a structure are V and S, respectively, then in

three-dimensions its isoperimetric quotient can be defined as 36πV2/S3.
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Our problem is to find out the space-filling polyhedron which has the highest

volumetric quotient. And the Kelvin’s conjecture is essentially the problem of

finding a space-filling structure with the highest isoperimetric quotient. Sphere

has the highest isoperimetric quotient and the highest volumetric quotient in

three-dimensions.

So we may deduce that Kelvin’s conjecture and the problem we need to solve is

to find a polyhedron that is close to the sphere. Meanwhile, the answer to Kelvin’s

conjecture is the same to our problem.

Consider the complexity of the calculation and the very slight curvature; we will

use the truncated octahedron as the space-filling polyhedron.

2.2 Rhombic Dodecahedron

Kepler’s conjecture is the answer to the problem that finds the most efficient way to

pack equal-size sphere. And Kepler made a guess that the face-centered cubic

lattice was the most efficient of all arguments.

The Voronoi tessellation of the face-centered cubic lattice is rhombic dodecahe-

dron, so will discuss the node coverage base on the face-centered cubic lattice.

2.3 Other Polyhedrons

As the most efficient coverage strategy in two-dimensions is the model based on the

regular hexagon, similarly, we will select the hexagonal prism as one of the space-

filling polyhedron. We can deduce that the hexagonal prism which the height is
ffiffiffi
2

p
times of the side length has the largest volumetric quotient. We call this hexagonal

prism optimal hexagonal prism. We will use the optimal hexagonal prism as one of

the space-filling polyhedrons.

We also choose cube as a selection as a most basic structure.

Table 1 Volumetric quotient

of the polyhedrons
Polyhedron Volumetric quotient

Hexagonal prism 0.477

Rhombic dodecahedron 0.477

Truncated octahedral 0.68329

Cube 0.36755
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3 The Nodes’ Coverage Algorithm by Using Polyhedron

to Fill the Space

3.1 The Nodes’ Coverage Algorithm by Using Truncated
Octahedron to Fill the Space

Figure 1 indicates the basic structure by using truncated octahedron to divide and

fill certain space. There are 8 truncated octahedron cells surrounds another one. The

centers of those 8 octahedron cells are located in the vertexes of a cube while the

center of the central octahedron is located in the center of the same cube. The

Formula (2) shows the relationship between the cube’s side length L and the radius

of the truncated octahedrons’ circumscribed sphere R. R also means the sensing

radius of the sensor.

l ¼ 4R=
ffiffiffi
5

p
(2)

We can extend the basic structure above to the whole space. The nodes’

coverage algorithm by using truncated octahedron to fill the space got the following

steps:

1. Start at (xc,yc,zc), let l to be the side length, we can construct the cube lattice

inside the coverage space. Then set the nodes of group A in the vertexes of the

lattice. The group A nodes’ coordinate points are represented as:

xA; yA; zAð Þ ¼ �
n� l,m� l, k � l

�
þ xc; yc; zcð Þ (3)

The n, m, k above are all integers.

2. Every single node of group A can plus vector (0.5l, 0.5l, 0.5l ) to generate the

node of group B. The coordinate points of group B are:

xB; yB; zBð Þ ¼ �
n� l,m� l, k � l

�
þ 0:5lþ xc, 0:5lþ yc, 0:5lþ zcð Þ (4)

The n, m, k above are all integers.

3. The nodes of group A and B have done the space coverage by using truncated

octahedron cells.
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3.2 The Nodes’ Coverage Algorithm by Using Rhombic
Dodecahedron to Fill the Space

In order to solve the Kepler’s sphere packing problem, Kepler himself assumed a

cube with the side length of 2. The cube has another name is face-centered cubic

(FCC) lattice. We can set spheres with radius
ffiffiffi
2

p
=2 at the 8 vertexes and the center

points of 6 sides of this cube. These spheres construct the basic cell of FCC is the

optimal solution to the sphere packing problem.

According to this Kepler’s conjecture above, we can do Voronoi tessellation.

The center points of the tessellation should be the spheres’ centers. Then we can get

the Voronoi cell, it’s a rhombic dodecahedron. Its side length is
ffiffiffi
3

p
=2, and the

radius of its circumscribed sphere is 1. Figure 2 shows this structure.

We can extend the basic structure formed by FCC lattices in Fig. 2 to fill the

whole space. The nodes’ coverage algorithm by using rhombic dodecahedron has

the following steps:

1. Start at (xc,yc,zc), make 2R to be the side length, we can construct the cube grids

inside the coverage space. Then set the nodes of group A in the vertexes of the

grids. The group A nodes’ coordinate points are represented as:

xA; yA; zAð Þ ¼ �
n� 2R,m� 2R, k � 2R

�
þ xc; yc; zcð Þ (5)

The n, m, k above are all integers.

2. Every single node of group A can plus R along x, y, z direction to generate the

node of group B. The coordinate points of group B can be represented as:
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Fig. 1 Voronoi tessellation

of 3D space to create

truncated octahedral cells
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xB1; yB1; zB1ð Þ ¼ �
n� 2R,m� 2R, k � 2R

�
þ xc,Rþ yc,Rþ zcð Þ

xB2; yB2; zB2ð Þ ¼ �
n� 2R,m� 2R, k � 2R

�
þ Rþ xc, yc,Rþ zcð Þ

xB3; yB3; zB3ð Þ ¼ �
n� 2R,m� 2R, k � 2R

�
þ Rþ xc,Rþ yc, zcð Þ

8>>>>>><
>>>>>>:

(6)

3. The nodes of group A and B have done the space coverage by using rhombic

dodecahedron cells.

3.3 The Nodes’ Coverage Algorithm by Using Hexagonal
Prism to Fill the Space

In the 2D condition, the coverage based on hexagon is the optimal plan. We can

know from the calculation above, the hexagonal prism with column height and base

length ratio of
ffiffiffi
2

p
got the best volumetric quotient. This kind of hexagonal prism is

called optimal hexagonal prism. In the 3D space (x, y, z coordinate system), we can

divide and fill the space by optimal prisms. To set the nodes at every hexagonal

prism cell’s center, then the nodes are put into two groups. These 2 groups of nodes

are all distributed at the vertexes of the cuboid grids, they cross each other to

complete the coverage of the whole region.

The nodes’ coverage algorithm based on hexagonal prism has following steps:

1. The sensing radius is R, the start coordinate point is (0,0,0).
2. Start at (xc,yc,zc), set the nodes of group A at the vertexes of a cuboids grid. The

cuboids grid got the length of
ffiffiffi
2

p
R, width of 4R=

ffiffiffi
6

p
, height of 2R=

ffiffiffi
3

p
. The

coordinate value is:

-2 -1 0 1 2
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Fig. 2 Voronoi tessellation

of 3D space to create

rhombic dodecahedron cells
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xA; yA; zAð Þ ¼ �
n� ffiffiffi

2
p

R,m� 4R=
ffiffiffi
6

p
, k � 2R=

ffiffiffi
3

p �
þ xc; yc; zcð Þ (7)

3. Every node in group A, make an offset along
ffiffiffi
2

p
R=2, 2R=

ffiffiffi
6

p
, 0

� �
, then set the

nodes of group B there. The coordinate point of group B is:

xB; yB; zBð Þ ¼ �
xA, yA, zA

�
þ ffiffiffi

2
p

R=2, 2R=
ffiffiffi
6

p
, 0

� � (8)

4. The nodes of group A and B have done the space coverage by using optimal

hexagonal prism cells.

3.4 The Nodes’ Coverage Algorithm by Using Cube Cell
to Fill the Space

The coverage based on cube cells is the simplest method. To construct cubic cells

with the interval value of l ¼ R=
ffiffiffi
3

p
, then set the nodes at the vertexes of these cube

cells. After that it has finished the coverage towards the whole space. The coordi-

nate points of nodes can be represented as:

x; y; zð Þ ¼ n� l,m� l, k � lð Þ þ xc; yc; zcð Þ (9)

(xc,yc,zc) is the start point and n, m, k are all integers.

4 Simulations and Performance Comparison

4.1 The Coverage Algorithm Simulation

Assume the sensing radius R is
ffiffiffi
5

p
m, the target space got the 14 m � 14 m � 14 m

size. The simulation based on algorithm by using polyhedron is indicated in Fig. 3.

To cover 6 m � 6 m � 6 m sized space, the nodes’ sensing radius R ¼ 1 m. The

simulation of algorithm by using hexagonal prism is indicated in Fig. 4.

To cover 12 cm � 12 cm � 12 cm sized space, the nodes’ sensing radius R

¼ ffiffiffi
6

p
m. The simulation of algorithm by using hexagonal prism is shown in Fig. 5.

To cover 10 m � 10 m � 10 m sized space, the nodes’ sensing radiusR ¼ ffiffiffi
3

p
m.

The simulation of algorithm by using cubic cells is shown in Fig. 6.
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4.2 Comparison of the Number That Algorithm Required
Nodes

In Sect. 4.1 we’ve got the simulation result of the coverage algorithm based on

truncated octahedron, rhombic dodecahedron, optimal hexagonal prism and cube

cell. Use sensing radius to unitize the coverage region, then to be divided by the
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nodes number required, we can get the nodes needed number in unit volume

Table 2.

As shown in chart 2: the truncated octahedron has the best volumetric quotient,

so the coverage algorithm based on it requires the least nodes in unit volume. It also

means the coverage algorithm based on it totally needs the least nodes.

4.3 Algorithm Speed Comparison

The reference [7] has mentioned the method to calculate out the coordinate point of

polyhedron cells’ center which also means the nodes’ coordinate points. Before the

calculation, truncated octahedron, optimal hexagonal prism and rhombic dodeca-

hedron should be used to divide and fill the space.

This paper has taken the advantage in structure of truncated octahedron, rhombic

dodecahedron, and optimal hexagonal prism when they are used in dividing and

filling the space. Then we have used cube grid, a very basic structure in 3D space to

realize the efficient algorithm to calculate the nodes’ coordinate points. It costs less

time when to be compared with traditional way.

Shown in Fig. 7, the horizontal axis represents time; the vertical axis means

number of nodes which have finished the coordinate point’s calculation. The dotted
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5-5

0

5
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0

5

Fig. 6 Cube placement

strategy

Table 2 Number of nodes needed in all algorithms

Polyhedron

Truncated

octahedron

Rhombic

dodecahedron

Optimal

hexagonal prism Cube

Sensing radius
ffiffiffi
5

p
m 1m

ffiffiffi
6

p
m

ffiffiffi
3

p
m

Space size 143 m3 63 m3 123 m3 103 m3

Unitized area range 245.4 216 117.5 192.4

Nodes required number 91 108 200 125

Volumetric quotient 0.68329 0.477 0.477 0.36755

Nodes required in unit volume 0.37 0.57 0.58 0.65
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lines represent the algorithm that use coordinates point transformation while the

solid lines represent the efficient algorithm based on using cube grids. The simula-

tion result indicates the latter that is put forward in this paper got a faster speed.

5 Conclusions

In this paper, we analyzed the sensor nodes’ coverage issue in 3D space. We

compared 4 kinds of available coverage plans, and then found out that the algorithm

based on truncated octahedron requires least nodes. Then we put forward the

method to use cube grids to realize the efficient algorithm to calculate the nodes’

coordinate points because of the structural features of the truncated octahedron,

rhombic dodecahedron and optimal hexagonal prism when they are used to divide

and fill space. After simulation comparison we can see this cube grids based

algorithm has a better speed than the traditional way, the simulation result also

certificated the coverage based on truncated octahedron costs least sensor nodes.

This paper has researched how to realize efficient coverage and the fast algo-

rithm to calculate coordinate points. We will make effort on nodes’ connection

issue in 3D space and backbone network selection algorithm in the future.
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Security Analysis of Distributed Compressive

Sensing-Based Wireless Sensor Networks

Ji Wu, Qilian Liang, Baoju Zhang, and Xiaorong Wu

Abstract Due to limited energy and physical size of the sensor nodes, the con-

ventional security mechanisms with high computation complexity are not feasible

for wireless sensor networks (WSNs). In this paper, we propose a compressive

sensing-based encryption scheme for WSN, which provides both signal compres-

sion and encryption guarantees, without the additional computational cost of a

separate encryption protocol. We also show that, for proposed WSN, if only a

fraction of randomizer bits is stored by an eavesdropper, then he/she cannot obtain

any information about the plaintext. WSNs usually are deployed in a hostile

environment and left unattended, which could be compromised by the eavesdrop-

per. Numerical results show that there is a trade-off between the number of sensor

nodes required to reconstruct the original data and the approximation error in both

normal and attack conditions. The approximation error of data decreases when less

sensor nodes are compromised by the eavesdropper.

1 Introduction

Sensor nodes in WSNs are inherently resource-constrained. These battery-operated

nodes have limited processing capability and very low storage capacity. These

limitations are due to limited energy and physical size of the sensor nodes. In most

practical situations, the sensor nodes are unattended and even deployed in the

hostile environments, which demand careful security consideration in the design

of WSN. Because of those constraints, the conventional security mechanisms with
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high computation complexity are not feasible for WSNs. In order to design encryp-

tion s suitable for WSNs, it is necessary to be aware about the constraints of the

sensor nodes such as energy constraint, memory limitations and high latency in

communication and synchronization.

In this paper, we exploit the difference in computational capability and energy

between sensor nodes and the fusion center in a WSN. We assume that an individ-

ual sensor node possesses far less computational power and energy than the fusion

center. Then we propose placing the major computations and public key broadcast

on the fusion center. On the sensor side, simply compressive sensing-based encryp-

tion is deployed, which requires the sensor nodes only active in every s intervals,
where s is the sparsity of the measurement matrix. Hence, the energy consumption

in sensor nodes is tremendously reduced. In addition, our scheme also supports

node addition and revocation due to each sensor node works in a distributed

manner.

The remainder of this paper is structured as follows. Section 2 introduces

compressive sensing. In Sect. 3, we present our system model and discuss uncon-

ditional security of proposed WSN. Section 4 gives numerical results and we draw

the conclusion in Sect. 5.

2 Compressive Sensing Overview

Compressive sensing (CS) provides a framework for integrated sensing and com-

pression of discrete-time signals that are sparse or compressible in a known basis or

frame. A rich literature has been published to investigate the theoretic bounds [1–3]

as well as its applications in radar sensor network and other wireless communica-

tion systems [4–13]. Consider a discrete signal f 2 RN which can be expanded in an

orthonormal basis Ψ ¼ ½ψ1ψ2 � � �ψn� as follows:

f ðtÞ ¼
XN
i¼1

xiψ iðtÞ; (1)

where x is the coefficient sequence of f. We can say the discrete signal f is K-sparse
in the domain Ψ , K << N, if only K out of N coefficients in the sequence x are

nonzero. Sparsity of signal is a fundamental principle used in the compressive

sensing.

The new M-length observation vector y can be represented as equation below:

y ¼ Φf ; (2)

where Φ is an M � N measurement matrix. The above equation can be written as

y ¼ ΦΨx; (3)
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With the new observation vector y, the signal f could be recovered using ℓ1-norm
minimization; the proposed reconstruction f∗ is given by f � ¼ Ψx�, where x∗ is the

solution to the convex optimization program ( xk k‘1�
P

i xj j)

min
~x2RN

~xk k‘1 subject to y ¼ ΦΨ~x; (4)

That is, among all the objects ~f ¼ Ψ~x consistent with the data, we choose the one

whose coefficient sequence has minimal ℓ1-norm.

3 System Design and Security Analysis

3.1 System Model

Due to the energy constraint and limited computation capability of sensor nodes,

our proposed compressive sensing-based encryption scheme for WSNs is quite

simple. The system diagram is shown in Fig. 1.

Consider an n � n sparse measurement matrix Φ0

Φ0
ij ¼

ffiffi
s

p
þ 1 with probability

1

2s
;

0 with probability 1� 1

s
;

� 1 with probability
1

2s
:

8>>>>>><
>>>>>>:

(5)

We assume entries Φ0
ij within each row are four-wise independent, i.e., every

subset of size 4 ofΦ0
ij within each row is independent.Φ0

ij across different rows are

totally independent. The parameter s indicates sparsity of the random measurement

matrix. If 1
s ¼ 1, the new sparse random measurement matrix Φ0 is identical to the

conventional measurement matrix Φ in compressive sensing.

Our distributed algorithm is described as follows.

1. Each sensor j generates a set of independent random variablesfΦ0
1j;Φ

0
2j; . . . ;Φ

0
njg.

IfΦ0
ij6¼0, then sensor j stores the product ofΦ0

ijwith received signal xi. Repeat the
process for all 1 � j � n.

2. After receiving all xi, each sensor node simply sends the aggregated data
Pn
i¼1

Φ0
ij

xi to the fusion center, where n is the length of received signal x.
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3.2 Unconditional Security of Proposed WSN

In our approach, the unconditional security is guaranteed by the limited storage

capacity of an eavesdropper. Every sensor node and the fusion center share two

short randomly-select secret keys, which are independently chosen by each sensor

node. Then, the fusion center broadcasts the randomizer R, which is a burst of

random bits over the insecure communication channel prior to the transmission of

the actual ciphertext. Hence, the randomizer can be accessed by an eavesdropper as

well. The ciphertext is a function of the plaintext, two secret keys, and the

randomizer. It can be uniquely determined by the ciphertext, two secret keys, and

the randomizer. Without two secret keys it is impossible to obtain any information

about the plaintext without examining a very large number of randomizer bits.

Assume for each sensor node, the plaintext X ¼ [X1,. . .,XN], the ciphertext

Y ¼ [Y1,. . .,YN] and the keystream W ¼ [W1,. . .,WN] are sequences of length N.
The randomizer matrixR consists of K rows and T columns and thus has total length

L ¼ KT bits and R ¼ f�1;þ1gKT . Each row is denoted by R[k,0],. . .,R[k,T � 1]

(1� k� K ). The secret keyZ 2 f0; . . . ; T � 1g specifies a position within each row
of R, and is chosen to be uniformly distributed over the key space. The other secret

key Z0 ¼ ½Z1; . . . ; ZdNse� , where Zk 2 f0; . . . ;Ng for 1 � k � dNse , specifies dNse
positions within each row of R, and is chosen to be uniformly distributed over the

space f1; . . . ;Ng, where dXe is the largest integer not greater than X.
The keystream W for kth sensor node is a function of the secret key Z and the

randomizerR, i.e.,W is N consecutive bits in the randomizer starting at the position

specified by the secret key Z, which can be denoted by

Wk
n ¼ R½k; ðn� 1þ ZkÞ mod T� 1 � n � N

The other keystream W0 for kth sensor node can be expressed as

W0
n
k ¼ 1 if n 2 Z0; 1 < n < N;

0 otherwise:

(

Source
Fusion
Center

Fig. 1 System model of

proposed WSN
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Then, our proposed encryption scheme can be decomposed into two steps as

follows.

1. For kth sensor node, generate the keystream Wk
n by the secret key Z and the

randomizer R. The ciphertext Yk
n ¼ Wk

n � Xk
n for 1 < n < N.

2. For kth sensor node, Y0
n
k ¼ Yk

n if n ∈Z0,1 < n < N; otherwise, Y0
n
k ¼ 0.

The following theorem states our proposed encryption scheme could achieve

perfect secrecy in each sensor node.

Theorem 1. Let W ¼ f�1;þ1gN , W0 ¼ f0;þ1gN , X ¼ Y ¼ f�1;þ1gN log2 jXj ,
Y0 ¼ f�1; 0;þ1gN log2 jXj, where j X j denotes the cardinality of X , and let E be the
encryption scheme as mentioned above, which can be decomposed into E1 and E2.
Then, E is perfectly secret.

Proof. For encryption E1: Since W is constructed by bits from R whose positions

determined by the secret key Z, it is totally independent from X. Then, we have

PXYðX; YÞ ¼ PXWðX; Y
X
Þ ¼ PXðXÞ � PWðY

X
Þ:

Since W is uniformly distributed, then

PYðYÞ ¼
X
X2X

PXWðX;WÞ ¼
X
X2X

PXðXÞ � PWðY
X
Þ ¼

X
X2X

PXðXÞ � 1

2N log2 jXj

¼ 1

2N log2 jXj

Hence, Y is also distributed uniformly, and we obtain:

PX;YðX; YÞ ¼ PXWðX;WÞ ¼ PXWðX; Y
X
Þ ¼ PXðXÞ � PWðY

X
Þ

¼ PXðXÞ � 1

2N log2 jXj ¼ PXðXÞ � PYðYÞ

Thus, X and Y are independent.

Similarly, we can prove for E2:

PYY0 ðY; Y0Þ ¼ PYW0 ðY; Y
0

Y
Þ ¼ PYðYÞPW0 ðY

0

Y
Þ:

and PY0 ðY 0Þ ¼ PWðY
0
XÞ for all X 2 f�1;þ1g, where

Wn ¼ WnW
0
n ¼

� 1 with prob.
1

2s
;

0 with prob. 1� 1

s
;

þ 1 with prob.
1

2s
:

8>>>>>><
>>>>>>:
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Therefore,

PXðXÞPY0 ðY0Þ ¼ PXðXÞPW
ðY

0

X
Þ ¼ P

XW
ðX; Y

0

X
Þ ¼ PXY0 ðXY0Þ

Then, X and Y0 are independent and E is perfectly secret.

Although the encryption is perfectly secret for each sensor node. There is still

some chance for an eavesdropper to extract the original data. One possible way is to

collect the aggregated data
Pn
i¼1

WijXi ¼
Pn
i¼1

Y0
i for n sensor nodes, where n is the

length of signal X and we can have

WX ¼ Y0

Then, the original ciphertext can be extracted as follows

X ¼ ðWÞ�1
Y0

The following theorem states that if only a fraction of randomizer bits is stored

by an eavesdropper, then the probability that he/she could obtain any information

about the plaintext approaches to zero.

Theorem 2. There exists an event ξ such that, for all possibly probabilistic
strategies for examining M bits of randomizer R, then

IðX;Y0jW0; ξÞ ¼ 0 and PðξÞ > 1� σ N2

;

whereσ ¼ M=NT is the fraction of randomizer bits stored by an eavesdropper and n
is the length of original signal X.

Proof. Define ξ as the event that at least one bit of W is not contained in eM.For

each sequence eM ¼ ½e1; e2; . . . ; eM� of lengthM, we assume mk randomizer bits are

specified by eM that within the kth column of R, where 1 � k � T. Let Pk be the

possibility of the secret keyWk for sensor node k is contained by eM, then Pk ¼
QN
k¼1

ðmk

N ÞN . Under the condition
PT
k¼1

mk ¼ M, the maximum value of Pk is ðMNTÞ
N

if

m1 ¼ m2 ¼ . . . ¼ M
T .

Since the keystream W0 is unknown by the eavesdropper, then

PðξÞ > 1� ðM=NTÞN2
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4 Numerical Results

To understand the behavior of our proposed encryption scheme, we conduct an

extensive quantitative study to evaluate its performance. The data used in our study

is collected by PulsOn P220 UWB radar. This real-world data is not truly sparse in

any transformation domain. However, it can be well-approximated by the optimal

k-term approximation. Figure 2a illustrates the relationship between the number of

coefficients we kept and the approximation error. We can claim the signal is nearly

sparse in DCT domain since only 1∕10 of original coefficients are sufficient to

represent the original data. Figure 2b compares the approximation error of data

versus the number of sensor nodes queried with various sparsity s of random

measurement matrix in normal condition (without attack). Note that 1
s ¼ 1 implies

conventional compressive sensing with bernoulli ensemble is employed. The

approximation error is comparable to that shown in Fig. 2a if the number of sensor

nodes queried is sufficient large. It is also noted that, in our example, the perfor-

mance is almost the same for sparsity s ¼ 1, 3 and 5.

To highlight the effect of compromised sensor nodes on signal reconstruction,

Fig. 3 compares the approximation error of the data versus the number of sensor

nodes queried with s ¼ 3 and various amount of sensor nodes are compromised by

the eavesdropper. First, we can observe that the approximation error can increases

with the increase of Signal-to-Interference ratio (SIR). For a fixed SIR value, we

can see that a increase of the number of sensor nodes queried can significantly

reduce the approximation error. The approximation error of data could also

decrease when less sensor nodes are compromised by the eavesdropper.

5 Conclusions

We propose a compressive sensing-based encryption scheme for WSN with simple

structure. Each sensor node only sends the aggregated data to the fusion center at

every n symbol interval, which significantly reduces the overall throughput. Our
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versus (a) the number of sensor nodes queried (b)

the number of sensor nodes queried and various sparsity of random measurement matrix in normal

condition
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proposed WSN works in a distributed manner and synchronization is not required.

We also prove that the encryption is perfectly secret in each sensor node and if only

a fraction of randomizer bits is stored by an eavesdropper, the probability that

he/she could obtain any information about the plaintext approaches to zero.

There is a trade-off between the number of sensor nodes required to reconstruct

the original signal and the approximation error of data in both normal and attack

conditions. The approximation error of data could decrease when less sensor nodes

are compromised by the eavesdropper in attack condition.
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Simplified Hybrid Routing Protocol in Low

Complexity ZigBee Network

Jiasong Mu, Wei Wang, and Baoju Zhang

Abstract The hierarchical routing protocol (HRP) and Z-AODV routing are two

options in ZigBee networks. However, the advantages of them, such as the sim-

plicity in HRP and the global shortest path in Z-AODV, are alternative. In this

paper, we propose a simplified hybrid routing protocol (SHRP) in low complexity

ZigBee networks. The prevailing wisdom regarding the organization of wireless

networks assumes unicasting in every hop; however, it is against the nature of

broadcasting in wireless channel. Considering the low data rate and node mobility

in ZigBee networks, we design a data transmission mechanism which is based on

rebroadcasting to achieve the simplification and high efficiency simultaneously. As

a cross layer protocol, some modifications have also been made in ZigBee speci-

fication. The simulation results show that, compared with original ZigBee routings,

SHRP have better performance in lower network load and end to end delay.

Keywords ZigBee routing • Hybrid routing • Rebroadcasting • Cross layer

protocol

1 Introduction

ZigBee specification is aiming to be a low cost, low power solution for systems

consisting of unsupervised groups of devices in houses, factories and offices [1]. Its

attractive properties make it extensively studied and analyzed. And lots of practical

deployments are emerging. In the stack of ZigBee specification, great efforts have

been made to reduce the energy consumption. As to the routing protocol, the

hierarchical tree routing (HRP) and Z-AODV routing are both available to meet

the requirements in different applications. However, current network formation and
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routing protocols described in the ZigBee specification do not fully address power

consumption issues [2].

As two routing algorithm with different characteristics are supported in ZigBee

specification, it is natural thought of designing a hybrid routing methods which

could combine the advantages of HRP and Z-AODV. Although some significant

works have been done, the improvement is limited [3]. The performance of routing

methods seems a compromise of the simplicity and efficiency, which means how

much cost in finding a path and how well the path is. To analyze the essential of this

contradiction, one can always see at least two separate modes: route discovery/

maintenance and the actual forwarding of application packets, with the first mode

involving special traffic that does not directly originate at the network’s application

(for HRP, this course refers to the initialization of ZigBee network) [4]. In routing

discovery/maintenance, the command frame is always flooding by broadcasting

while the data is always unicast transmitted. The prevailing wisdom regarding the

organization of wireless networks assumes point-to-point communication, whereby

each node forwarding the packet on its way to the destination sends it to a specific

neighbor [5]. Note that the benefits of unicast mechanism tend to be questionable

[6] and much more so in sensor networks, where packets tend to be very short.

Firstly, the action of announcing the transmission with the handshake may take

more bandwidth than the actual transmission; thus, the probability of damage to an

unannounced transmission is in fact lower than the one to the announcement.

Secondly, the neighbor identifier (the network address in ZigBee) requires room

in the packet header and thus incurs extra framing, which significantly inflates the

otherwise short packet. So the data transmission which based on broadcasting may

achieve better performance by some proper methods to restrain the flooding.

In low complexity ZigBee networks, the topology keeps static or nearly static

and the data flows are tend to converge on one or several sink nodes. And the

broadcasting is easier to be predicted and controlled. On that basis, a simplified

hybrid routing protocol in low complexity ZigBee networks is proposed in this

paper. SHRP is based on broadcasting for communication and it could automati-

cally take the global shortest path in packet forwarding without the tradition routing

discovery/maintenance procedure.

The rest of this paper is organized as following: Sect. 2 will briefly introduce the

related contents in ZigBee specification, the simplified hybrid routing protocol will

be proposed in Sect. 3. In Sect. 4, simulation results are presented. Finally, the

conclusion is shown in Sect. 5.

2 ZigBee Routing

Based on the IEEE 802.15.4 protocol, the ZigBee specification defines the standard

of higher layers. Three device types are defined in ZigBee: ZigBee coordinator

(ZC), ZigBee routers (ZR), and ZigBee end devices (ZED). ZC is responsible for

starting a new network. ZigBee coordinator and routers are routing capable, while
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the ZigBee end devices can’t participate in routing and have to rely on their

corresponding ZigBee parent routers for that functionality [7].

In ZigBee specification, it is recommended to use Distributed Address Alloca-

tion Mechanism (DAAM) for address assignment to form tree structure. The

parameter Cm represents the largest number of children nodes, Rm means the

number of children nodes which can be a router and Lm decides the most depth

in the network. And for the same network, different nodes usually have the constant

Cm and Rm. Every potential parent is provided with a finite sub-block of the address
space, which is used to assign network addresses to its children. Given Cm, Lm, and
Rm, we can compute the function Cskip(d) as the size of the address sub-block

distributed by each parent at depth d as (1).

Cskip dð Þ ¼
0,

1þ Cm� Lm� d � 1ð Þ,
1þ Cm� Rm� Cm� RLm�d�1
� �

= 1� Rmð Þ,

Rm ¼ 0,

Rm ¼ 1,

Rm > 1:

8<
: (1)

Each ZigBee device maintains a neighbour table which has all the neighbour

information in the 1-hop transmission range. Entries in the table are created when

the node joins to an existing network. Conversely, the neighbour entry is removed

when the neighbour node leaves the network. Since the information on the neigh-

bour table is updated every time a device receives any frame from the some

neighbour node, the information of the neighbour table can be said to be up-to-

date all the time.

3 Simplified Hybrid Routing Protocol

Simplified Hybrid Routing Protocol in low complexity ZigBee network will be

described in this section. Some modifications also have to be made in ZigBee stack.

As mentioned before, all the neighbors may receive the frame when a node

transmitting a packet, due to the instinct of broadcasting in wireless channel. In

the proposing SHRP, this nature is conserved and ruled to achieve better perfor-

mance in communication. The broadcasting message will flood the whole network

without constraint. And it may lead to a broadcast storm which may break down the

communication network. So the essential in designing a broadcasting-based routing

protocol is to restraint the rebroadcasting. The frames should be able to cover the

entire network and the duplicates tend to be as less as possible. By that purpose, a

set of rules are proposed in SHRP. In packets broadcasting and rebroadcasting, all

the receiving nodes may check each rule and decide whether this frame is to be

abandoned or rebroadcasted. This process will be repeated until the data is

forwarded to the destination.

The coming question is what information a node needs to know based on the

rebroadcasting rules and how to get it with the least cost. In the case of unicast, the
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transmission link is decided before delivering the packet and the path is recognized

by the nodes address in next hop. In each hop, the receiving node may check the

routing method and the destination address to find whether it should drop this

packet or not. This process implies that the node has already completed receiving

and decoding the frame header. Similarly, the frame header in SHRP should contain

the information needed in judging the node behavior. Thus, the frame in

broadcasting-based routing mechanism should be unique and the frame header

ought to have an identifier to be recognized.

In SHRP, we focus on the following parameters in the transmission. The address

of the source, SA; the address of destination, DA; the session number which implied

the sequence of the frame, SN; the retired times, RT; the hops already took from

source, Hs; the remaining hops to the destination in estimation, Hd; the estimated

total hops in transmission, Ht, from which it has Ht ¼ Hs + Hd; a boolean value

indicates whether this frame is required to use HRP, fHPR; a flag implies whether

this frame is allowed to be rebroadcasting by other nodes if they are not in the

selected path, fRB. With the array of [SA, DA, SN, RT], which we called node

identity array (NIDA), the frame in the network can be uniquely recognized. The

SHRP is based on an assumption that all the transmission links are half-duplex and

the path with the least hops from a source to a destination is also the shortest in

reverse. Once a packet successfully delivered from node A to B, there should be an

entry to A in the routing table of node B. It implies the routing can be used when A

tries to send data to B. So the address couple of SA and DA could identify a routing

path. And the array of [Hs, Ht] is required in checking the rebroadcasting rules.

Thus, only the values of [SA, DA, SN, RT, Hs, Ht, fHPR, fRB], which we called packet
routing array (PRA), is needed to control and manage the routing in SHRP. The

filed name and the size in the frame header are shown in Fig. 1.

Based on the retransmitting mechanism and frame format, the rebroadcasting

rules will be described. When a node receives a packet, it may find if it is the

destination. If so, the node may decide restore the routing information or not.

Owing to the restriction in common ZigBee devices, the routing entries where ZC

is the source or destination should be saved by ZC, which always has power supply

and sufficient memory. If current node is not the destination, the values in PRA will

be extracted and the following rules are going to be examined.

When a node is going to send a frame, as mentioned before, the address of source

and destination devices may decide the routings in the network. The communica-

tion will decide the NIDA of this frame. If a packet is to be transmitted and its

address pair has no corresponding entries in routing table, the transmission path is

uncertain and the Ht value is set 0, means no reference paths. An example is shown

in Fig. 2, ZigBee node A firstly is trying to transmitting a packet to the ZC. As no

corresponding routing information, the packet will be broadcasted to all its neigh-

bor devices.

When the fHPR is set True, the receiving node may find whether the source node

is one of its descendent according to the network address. If so, the current device

may store the parameters of this frame and rebroadcast it. By this principle, the

packet will be passed along the hierarchical path. Compared with the original HRP,
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the receiver address in current hop is not needed in the frame header. When the fHPR
is set False, the packet may be forwarded by rebroadcasting.

Then, the rebroadcasting mechanism will be described. The source will transmit

this frame and each receiving node may rebroadcast it. The packet is able to be

delivered to any single node in the network by repeating this procedure. To restraint

the unexpected overhead caused by too much duplicated data, some rules are

designed. The nodes have the function to record the PRA of each node it received

or transmitted. When receiving a packet, the node may find whether this packet is

handled before by checking the NIDA. If so, the packet will compare the Hs, if the
new value is smaller, the node will rebroadcast this packet based on the new Hs,
which means less hops from source. If it is a new receiving packet, the device may

also rebroadcast it. The Hs in PRA is plus 1 every time the packet is rebroadcasted.

The packet may be relayed to the destination by intermediate devices. The

destination may receive multiple copies from different route and the Hs values

now represent the total hops they used. In Fig. 2, the available paths include: H-K,

B-D and E-G, with the Hs values are 5, 4, and 4, respectively. The optimum route

with the least hops will be stored. If more than two routings have the same minimum

hops, for example, route B-D and E-G are both 4 hops distance, additional principle

may be introduced to help judging, such as the link quality. This principle may also

apply to the intermediate device to deal with the packets with the same Hs. It is
assumed the route B-G is the best one and saved by ZC in routing table.

In the case of existing a corresponding entry in routing table for the transmission,

such as the packet from ZC to node A after the previous communication mentioned

above. The ZC may also broadcast the packet to its neighbors; however, the Ht
value is set 4 based on the routing table. The receiving node may check the NIDA

and it may find the former information related to this source and destination address

pair. The node may check the value of Hd in current packet and Hs in the routing

Fig. 1 The routing control field in frame header in SHRP
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entries. If the origin Hs is no larger than the new Hd, the data will be rebroadcasted,
otherwise, the device may discard the frame and delete the routing entry with the

same address pair.

By the rules introduced above, the multi path problem may occur when there are

2 ormore paths with the same least hops. See the B–D and E–G in Fig. 2; it may build

2 reverse paths. This may lead to a waste of bandwidth and even the chaos in

communication. To eliminate the unexpected route, we make a modification on

rebroadcasting. As the neighbor table is required in ZigBee protocol, each device is

asked to look up the destination address in it. If the destination node is one neighbor,

the node may rebroadcast the packet along with its own address. If the destination

finds more than 1 origin packet received from different paths, it may choose the

optimum one based on some standard, such as the best link quality. And it may

announce the decision with the sender’s address. All the neighbors with different

address may delete the corresponding routing information. This procedure guarantee

the reverse link is optimum. As to the intermediate node, the rebroadcasting proce-

dure is a little different in reverse link. The Ht value is not 0 when the packet is

navigated, when a node find a frame with the same NIDA and Ht, but larger Hs, it
may not rebroadcast the packet even it follows all the other rules mentioned above

and is going to transmit. By this principle, the reverse transmission path is navigated

within the shortest paths, as the routing path form ZC to node A in Fig. 2.

4 Simulations

This section will illustrate the performance of SHRP in low complexity ZigBee

network. The simulations were implemented in MATLAB. Some parameters were

set as following: time duration was 100 s; node number is 50, Cm, Rm and Lm were

set 4, 4 and 5 separately; the data packet size was 100 bits packet interval time was

1 s. The set of source and destination address in transmission imitates the sensor

network by make 60 % packets are from sensing device to sink, which means from

common ZigBee nodes to ZC, 20 % are from ZC to common nodes as controlling

frame and the rest are random chosen as regular communication. The simulations

were carried out 100 times and the average results are demonstrated. The results

were shown started from 10 s to reduce the impact of network initialization.

Figure 3 shows the network load with different routing algorithms. We may find

the SHRP could largely reduce the traffic in the network. This is mainly because the

broadcast-based routing algorithm did not have the separate phase to discover/

maintain the routing. Besides, the acknowledgement in point-to-point communica-

tion is not needed in SHRP. Compared with the cases in which HRP is enabled, the

SHRP with False fHPR had a high network load at the beginning of the simulation

and its performance was better than the one with True fHPR. The reason is similar as

the one in the phenomenon of HRP and Z-AODV, the routing discovery (the

routing without corresponding routing entries in SHRP) may consume extra band-

width to find shortest path. However, once the optimum link is decided, the coming

transmission may benefit from it.
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The end to end delay in different is illustrated in Fig. 4, from which; we can see

the end to end delay in SHRP is significantly reduced no matter what the value fHPR
is. Compared to the origin algorithms, the SHRP did not have the routing discovery

which may introduce great latency, nor the acknowledge information in peer to peer

communication. This mechanism made the delay is only mainly caused by the

operation in intermediate devices.

5 Conclusions

A simplified hybrid routing algorithm in low complexity ZigBee networks is

proposed in this paper. SHRP is based on the rebroadcasting, and it may reduce

the traffic in ZigBee networks because it does not have the routing discovery/
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maintain procedure. The simulation results show it may achieve better performance

in lower network load and end to end delay compared with origin routing protocols.

For further work, the channel coding and other methods may be introduced to

reduce the bit error rate and guarantee the correctness of the packets.
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Real Time Routing Optimization in ZigBee

Hierarchical Networks

Wei Song, Jiasong Mu, Wei Wang, and Baoju Zhang

Abstract ZigBee hierarchical routing protocol (HRP) provides a simple but reli-

able topology. However, the transmission paths in HRP are always not efficient, and

the links keep invariant since they were determined when the network initialized. In

this paper, we propose and evaluate a real time routing optimization scheme in

ZigBee hierarchical networks. In the improved architecture, the parent node could

actively maintain its child links for lower network load. To minimize the energy

consumption, all the information needed can be acquired from neighbour table to

avoid introducing extra communication. The scheme makes ZigBee hierarchical

networks be capable of dynamic maintaining and optimizing the routing paths

during lifetime. The simulation results show that the proposing scheme have better

performance by obtaining lower average transmission hops and network load.

Keywords ZigBee hierarchical routing • Routing optimization • Neighbour table

• Dynamic routing maintaining

1 Introduction

Hierarchical tree routing (HRP) is an active routing method whose routing infor-

mation was established when the network deployed and kept invariable unless the

network structure changed. HRP provides a simple and reliable topology for

wireless networks [1]. For each node, if the destination of a data frame is the

descendant of itself, it will send the packet to the corresponding child. Otherwise, it

will transmit the message to its parent. HRP is efficient from the view of routing

acquiring and memory use, but the routing paths in HRP are always inefficient,

because the data frames are limited in parent child link [2]. Moreover, the
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changeless topology makes it need to rebuild the hierarchical structure when nodes

move and limits its performance in network extension [3].

HRP in ZigBee does not need and not allow any communication to maintain the

routing path for the purpose of low power consumption. However, due to the

broadcasting characteristic of wireless channel, a node may receive frames from

its neighbourhood. And some information in transmission is required to be stored

according to some functions in the specification, such as updating the neighbour

table. On that basis, a real time routing optimization scheme is proposing in this

paper. The neighbour table which is required in ZigBee specification is utilized to

improve the routing performance, thus the algorithm does not need any extra

communication. So far, mostly researches on ZigBee routing were focused on the

Z-AODV [4]. The study on HRP was limited [5] and [6] propose two similar

routing algorithm for hierarchical topology, the information in neighbour table

was used to get to shorter path. However, the links in their methods were still

invariable. The real time routing optimization focuses on the maintaining of routing

paths. The topology optimization is considered when a node deciding its parent and

the links can be changed if there are better options. So the routing performance can

be improved during the network lifetime without extra communication.

The rest of this paper is organized as follows: Sect. 2 will briefly introduce the

related contents in ZigBee specification, the real time routing optimization will be

proposed in Sect. 3. In Sect. 4, simulation results are presented. Finally, the

conclusion is shown in Sect. 5.

2 ZigBee Specification and Routing Methods

Based on the IEEE 802.15.4 protocol, the ZigBee specification defines the standard

of higher layers. Three device types are defined in ZigBee: ZigBee coordinator

(ZC), ZigBee routers (ZR), and ZigBee end devices (ZED). ZC is responsible for

starting a new network. ZigBee coordinator and routers are routing capable, while

the ZigBee end devices can’t participate in routing and have to rely on their

corresponding ZigBee parent routers for that functionality [7].

ZigBee network layer (NMK) provides functionality such as dynamic network

formation, addressing, routing, and discovering 1 hop neighbours. The network

address is recommended to be assigned in a hierarchical tree structure. The

deployed ZigBee devices automatically construct the network, and then changes

such as joining/leaving of devices are automatically reflected in the network

configuration.

ZigBee devices support the function of testing the Link Quality Indication (LQI)

measurement every time they receive a frame. The LQI measurement is a charac-

terization of the strength and/or quality of a received packet. The LQI measurement

shall be performed for each received packet, and the result shall be reported to the

MAC sublayer. The LQI information of every single received packet can be simply
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acquired according to the standard with no more extra calculation and

communication.

In ZigBee specification, it is recommended to use Distributed Address Alloca-

tion Mechanism (DAAM) for address assignment to form tree structure. The

parameter Cm represents the largest number of children nodes, Rm means the

number of children nodes which can be a router and Lm decides the most depth

in the network. And for the same network, different nodes usually have the constant

Cm and Rm. Every potential parent is provided with a finite sub-block of the address
space, which is used to assign network addresses to its children. Given Cm, Lm, and
Rm, we can compute the function Cskip(d) as the size of the address sub-block

distributed by each parent at depth d as (1).

Cskip dð Þ ¼
0,

1þ Cm� Lm� d � 1ð Þ,
1þ Cm� Rm� Cm� RLm�d�1
� �

= 1� Rmð Þ,

Rm ¼ 0,

Rm ¼ 1,

Rm > 1:

8<
: (1)

Each ZigBee device maintains a neighbour table which has all the neighbour

information in the 1-hop transmission range. The contents for a neighbour entry are

the network’s PAN (Personal Area Network) identifier; node’s extended address,

network address, device type, relationship, LQI and etc. Optionally, additional

information such as depth can be included. Entries in the table are created when

the node joins to an existing network. Conversely, the neighbour entry is removed

when the neighbour node leaves the network. Since the information on the neigh-

bour table is updated every time a device receives any frame from the some

neighbour node, the information of the neighbour table can be said to be up-to-

date all the time.

3 Real Time Routing Optimization

The hierarchical tree structure in ZigBee provides a simple and reliable topology

for wireless networks. However, as an active routing method, HRP would not

update the transmission path as long as the current link is available. In HRP, a

node will only try to find new links when current ones are failed by broadcasting

rejoining request. In rejoining process, the local node asks all its neighbours to be

new parent, and all the neighbours who are able to accept new child will respond the

request. The requesting node will choose the neighbour with best link quality as

new parent. It can be seen that the node along with all its potential parents may send

messages during this course and occupy the wireless channel, and the only info it

need, in essential, is the link quality of potential parents. As mentioned in Sect. 2, a

node will update its neighbour table when receiving data from neighbours, and the

LQ value could be measured by any single packet. In our scheme, we add a one bit

long space in NWK frame head to represent whether the node is able to accept new
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children. Thus, all the necessary information needed in rejoining could be acquired

in daily neighbour table maintaining. When a node tries to update its parent-child

link, it only needs to send a joining request to the proper candidate node directly.

In HRP, the nodes join the network sequentially and the links keep invariant in

data transmission. The joining process only choose the node with best LQ to be

parent, however, it cannot guarantee it is also the global optimum for the whole

network. As shown in Fig. 1, node 8 is the child of node 7 in original ZigBee

network. Though it provides better link quality to its parent, the data to coordinator

may have 3 hops. As the number of hops in HRP is mainly influenced by the depth

of source and target nodes, the node will choose its parent based on the depth along

with LQ in proposing routing optimization algorithm. The priority of i-th candidate
parent node, PPri, is calculated as (2):

PPri ¼ �LQi � kDi (2)

Where LQi is the link quality value of i-th node and Di is its depth, k is a preset
constant to adjust the weight of LQ and depth. A node will choose the candidate

with the maximum PPri value to be its parent. By above principle, node 8 was the

child of node 2 in our method and it improved the global routing performance, since

the data transmission from it to ZC only needs two hops.

It is assumed that the maximum number of routing capable children, Rm, was
4 in the network shown in Fig. 1. When node 5 tried to join the network, ZC already

had four router children, so node 5 cannot be the child of ZC. In proposing scheme,

a parent node could maintain and change its children when receiving a joining

request from other nodes or a command from upper layer. For a parent node in

depth d, its candidate child nodes are all its neighbours, whose depth is more than d.
The parent node will choose the new children based on the priority of i-th candidate
child node, CPri, which is shown in (3):

CPri ¼ LQi þ αNdi þ β LDPi � Dparent

� �
(3)

where Ndi is the number of its descendants, LDPi is the lowest depth of other

Fig. 1 Example of ZigBee

hierarchical topology
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potential parents for candidate node i and Dparent represent the depth of the parent

node, α and β are 2 constant to adjust the weight of each terms. Ndi indicates the
importance of the candidate. The more descendants a parent has, the more nodes

may benefit from its lower depth. This may lead to less transmission hops for all the

nodes in the sub-tree where the parent node is the sub-root. Every router in ZigBee

network can sum the number of its children by checking the address allocation and

this value is required to be broadcasted as an announcement when it is changing.

Thus, the neighbours are able to update their neighbour table. As to ZigBee end

device, the Ndi is 1. By above principle, the value of Ndi can be easily calculated for
each node. LDPi predicts the depth of the candidate’s parent if it is rejected by local

one. Because the routers may announce if it is able to accept new children in its

frame header as we modified in last sub-section, a node may find the lowest depth of

potential parents through neighbour entries. The difference between LDPi and

Dparent shows the importance of current parent to the i-th candidate. When a child

may have higher depth with the disconnection to current parent, it should have

higher priority to be reserved.

A parent node could maintain its children based on the methods mentioned

above. Because the information is acquired by updating neighbour tables and it is

not expected to introduce any extra communication to go against the idea of simple

and low cost in ZigBee specification. Thus, the improvement may not result in the

best option, yet it is good enough and very efficient considering its cost. For

example, in Fig. 1, node 5 might definitely be the child of ZC, node 8 was the

child of node 2 in proposing scheme, and the network depth and load was reduced.

3.1 Algorithm

Some modifications have been made upon ZigBee specification to achieve routing

maintaining, along with the real time routing optimization algorithm, they are listed

as following:

• In the header of frames, 1 bit is used to denote whether this source device was

able to accept new child nodes. In ZigBee NWK specification, as the 13th–15th

bits in format control field are reserved, the 13th is used as the flag.

• When a node tries to rejoin the network, it will send rejoining request and wait

for responses. If it receives more than one rejoining confirmations, it chooses the

candidate with highest priority to be its new parent based on (3).

• Every ZigBee router, including ZC, is required to announce the number of its

children when the value changed by a network status command frame.

• Every ZigBee router, including ZC, is allowed to maintain its children when

receiving a joining or rejoining request from other nodes or a command from

upper layer.

• In the real time routing optimization algorithm, the following terms were

required in neighbor table entries: 16 bit network address, 64 bit IEEE address,
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depth, link quality, the lowest depth of other potential parents, device type,

relationship for all neighbors; the capability of accepting new children, the

number of its descendants for routers and ZC.

• When a router or ZC is maintaining its children, it may decide its new children

based on (3), for a parent node in depth d, its candidate child nodes are all its

neighbors, including current children, whose depth is more than d.

• In maintaining, if a parent decides a new child, it will send an unsolicited rejoin

response command frame to inform the child of the new address and parent; if a

parent is going to abandon a related child, it will unicast a network report

command to announce the child and make it to rejoin the network.

4 Simulations

The simulation was implemented in Matlab. Some parameters in the simulation

were set as following: time duration was 300 s; Cm, Rm and Lm were set 4, 4 and

5 separately; the data packet size was 100 bits packet interval time was 1 s. The

source and destination of transmission were randomly chosen. The parameters in

routing optimization, k, α and β are set 3, 1, and 3, respectively. The node number in

the simulation varied from 10 to 100. We compared the performance of real time

routing optimization and origin ZigBee hierarchical routing protocol. Considering

ZigBee networks may update the routing by re-initialization, we also took this

strategy as a comparative term. In the ZigBee routing with re-initialization, the

network might be reset every 100 s. Also, the nodes in the network had a probability

to change its position to simulate the unexpected interference in real application.

Each node had 10 % chance to move during the simulation and the time it moved

was uniformly random. The new position of moving node followed a 2-dimension

normal distribution centred with origin coordinates with mean of 5.

Figure 2 shows the average hops in data transmission for different routing

schemes. It could be seen that the real time routing optimization could reduce the

average hops. ZigBee routing had most hops because it was not able to change its

transmission links during the lifetime of network. If the network updated the

topology by re-initialization, the average hops may slightly decrease. However,

as the re-initialization in not real time, moreover, the parent child links in origin

ZigBee networks were only decided based on the link quality, its improvement was

limited. On the contrary, the real time routing optimization was near real time, and

the information in neighbour table was considered during routing determining. So it

had the best performance in our simulations.

As the communication in network may indicate the efficiency of routing

methods, the network load for different routing methods is illustrated in Fig. 3.

From the chart, we could conclude that the real time routing optimization also

improved the efficiency. Initializing the network may introduce a lot of extra

frames, thus it had the worst performance. Compared with original ZigBee routing,

the proposing method could maintain the routing path and use the knowledge in
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neighbour table for global optimization, this resulted in the lowest network load

from the three approaches.

5 Conclusions

In origin ZigBee hierarchical networks, the parent child links are invariant since the

network initialized, and each node may decide the parent only based on the link

quality. The global performance is not considered, and the routing paths will not be

adjusted in the network life time as long as the related nodes are connected. A real

time routing optimization algorithm is proposed in this paper to overcome the
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drawbacks mentioned above. As a cross layer optimization scheme, some

modifications have to be made in ZigBee stacks. In our method, sub-tree structure

and alternative parent are taken in to account. All the information needed can be

acquired directly or calculated by the parameters in neighbour table according to

ZigBee specifications. The simulation results show that the real time routing

algorithm could achieve lower average hops and network load in data transmission.

For further work, more simulations are needed to test other parameters in the

network, such as end to end delay.
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Minimal Global Hops Algorithm for Energy

Balancing in ZigBee Hierarchical Network

Jiasong Mu, Wei Wang, Baoju Zhang, and Wei Song

Abstract Low power consumption is one of the most significant property and

pursuing object for ZigBee networks. Because of the multi-hop mechanism in

wireless communication, the nodes are always uneven used from the overall

perspective, and some devices may exhaust their power quickly. This will result

in the potential network segmentation and badly affect the performance. A minimal

global hops (MGH) algorithm for energy balancing in ZigBee hierarchical network

is proposed in this paper. When some node has low battery, the network structure

will be considered in choosing the substitution device to minimize the transmission

paths via modified nodes in MGH. This scheme may reduce the power consumption

in low battery nodes, as well as lower the cost of topology changes. The simulation

result shows that MGH could effectively preserve the cost in low power nodes.

Keywords ZigBee hierarchical networks • Power balancing • Minimal global hops •

Low battery

1 Introduction

One of the primary goals of ZigBee is low power consumption and therefore long-

living networks. HRP (hierarchical tree routing) is an active routing method whose

routing information was established when the network deployed and kept invariable

unless the network structure changed. HRP provides a simple and reliable topology

for wireless networks [1]. For each node, if the destination of a data frame is the

descendant of itself, it will send the packet to the corresponding child. Otherwise, it

will transmit the message to its parent. HRP is efficient from the view of routing
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acquiring and memory use, but the routing paths in HRP are always inefficient,

because the data frames are limited in parent child link [2].

Although, the devices have a low power cost in ZigBee hierarchical networks,

current network formation and routing methods do not fully address power con-

sumption issues [3]. A problem of energy cost in wireless network is the uneven

consumption of the nodes. Overall routing methods only guarantee the better

average performance. Due to the network structure and node location, some devices

may be overused (e.g., the node at the “centre” of network is more likely to receive

data and join a routing path.). This may lead to potential network segmentation and

shorten the lifetime of whole network, and it is more severe in hierarchical

topology [4].

Most researches on energy conserving and balancing algorithms focus on the

mesh or hybrid topology, the study in hierarchical structure is little. Moreover, the

performance of balanced network is also an important indicator to evaluate the

balancing method, it is expected that the changing in topology would effect as little

as possible on data transmission [5]. In ZigBee specification, a node may rejoin the

network when its connection to the parent is failed. As a consequence, all the

descendent of some low power node have to access the rejoining procedure when

the ancestor was replaced to conserve its energy. This may lead to more communi-

cation and overhead. Moreover, as the HRP could not maintain the routing during

network lifetime, the performance of rebuilt network is dubious. This paper is

proposing a minimal global hops (MGH) energy balancing algorithm in ZigBee

hierarchical networks. The network structure will be considered in choosing the

substitution device to minimize the transmission paths via modified nodes. It may

reduce the power consumption in low battery nodes, as well as optimize the data

transmission in modified network. To avoid extra communication and power

consumption, all the information needed in the algorithm can be acquired by

updating the neighbour table, which is defined in ZigBee specification.

The rest of this paper is organized as following: Sect. 2 will briefly introduce the

related contents in ZigBee specification, the minimal global hops algorithm will be

proposed in Sect. 3. In Sect. 4, simulation results are presented. Finally, the

conclusion is shown in Sect. 5.

2 ZigBee Specification and Routing Methods

Based on the IEEE 802.15.4 protocol, the ZigBee specification defines the standard

of higher layers. Three device types are defined in ZigBee: ZigBee coordinator

(ZC), ZigBee routers (ZR), and ZigBee end devices (ZED). ZC is responsible for

starting a new network. ZigBee coordinator and routers are routing capable, while

the ZigBee end devices can’t participate in routing and have to rely on their

corresponding ZigBee parent routers for that functionality [6].

ZigBee network layer (NMK) provides functionality such as dynamic network

formation, addressing, routing, and discovering 1 hop neighbours. The network
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address is recommended to be assigned in a hierarchical tree structure. The

deployed ZigBee devices automatically construct the network, and then changes

such as joining/leaving of devices are automatically reflected in the network

configuration.

In ZigBee specification, it is recommended to use Distributed Address Alloca-

tion Mechanism (DAAM) for address assignment to form tree structure. The

parameter Cm represents the largest number of children nodes, Rm means the

number of children nodes which can be a router and Lm decides the most depth

in the network. And for the same network, different nodes usually have the constant

Cm and Rm. Every potential parent is provided with a finite sub-block of the address
space, which is used to assign network addresses to its children. Given Cm, Lm, and
Rm, we can compute the function Cskip(d) as the size of the address sub-block

distributed by each parent at depth d as (1).

Cskip dð Þ ¼
0,

1þ Cm� Lm� d � 1ð Þ,
1þ Cm� Rm� Cm� RLm�d�1
� �

= 1� Rmð Þ,

Rm ¼ 0,

Rm ¼ 1,

Rm > 1:

8<
: (1)

Each ZigBee device maintains a neighbour table which has all the neighbour

information in the 1-hop transmission range. The contents for a neighbour entry are

the network’s PAN (Personal Area Network) identifier; node’s extended address,

network address, device type, relationship, LQI and etc. Optionally, additional

information such as depth can be included. Entries in the table are created when

the node joins to an existing network. Conversely, the neighbour entry is removed

when the neighbour node leaves the network. Since the information on the neigh-

bour table is updated every time a device receives any frame from the some

neighbour node, the information of the neighbour table can be said to be up-to-

date all the time.

3 Algorithms

3.1 Routing Optimization

Energy saving and balancing strategies in wireless network are always cross-layer

methods. As an active routing method, HRP would not update the transmission path

as long as the current link is available. In HRP, a node will only try to find new links

when current ones are failed by broadcasting rejoining request. In rejoining process,

the local node asks all its neighbours to be new parent, and all the neighbours who

are able to accept new child will respond the request. The joining process only

choose the node with best LQ to be parent, however, it cannot guarantee it is also

the global optimum for the whole network. To identify the topology in hierarchical

network is not difficult; however, we want to eliminate the extra communication. So
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we could only estimate the topology based on some parameters in neighbour table

and some modifications have to be made in the stacks. As the number of hops in

HRP is mainly influenced by the depth of source and target nodes, the node will

choose its parent based on the depth along with LQ in proposing routing optimiza-

tion algorithm. The priority of i-th candidate parent node, PPri, is calculated as (2):

PPri ¼ �LQi � kDi (2)

Where LQi is the link quality value of i-th node and Di is its depth, k is a preset
constant to adjust the weight of LQ and depth. A node will choose the candidate

with the maximum PPri value to be its parent. In proposing scheme, a parent node

could maintain and change its children when receiving a joining request from other

nodes or a command from upper layer. For a parent node in depth d, its candidate
child nodes are all its neighbours, whose depth is more than d. The parent node will
choose the new children based on the priority of i-th candidate child node, CPri,
which is shown in (3):

CPri ¼ LQi þ αNdi þ β LDPi � Dparent

� �
(3)

where Ndi is the number of its descendants, LDPi is the lowest depth of other

potential parents for candidate node i and Dparent represent the depth of the parent

node, α and β are 2 constant to adjust the weight of each terms. Ndi indicates the
importance of the candidate. The more descendants a parent has, the more nodes

may benefit from its lower depth. This may lead to less transmission hops for all the

nodes in the sub-tree where the parent node is the sub-root. Every router in ZigBee

network can sum the number of its children by checking the address allocation and

this value is required to be broadcasted as an announcement when it is changing.

Thus, the neighbours are able to update their neighbour table. As to ZigBee end

device, the Ndi is 1. By above principle, the value of Ndi can be easily calculated for
each node. LDPi predicts the depth of the candidate’s parent if it is rejected by local

one. Because the routers may announce if it is able to accept new children in its

frame header as we modified in last sub-section, a node may find the lowest depth of

potential parents through neighbour entries. The difference between LDPi and

Dparent shows the importance of current parent to the i-th candidate. When a child

may have higher depth with the disconnection to current parent, it should have

higher priority to be reserved. Because the information is acquired by updating

neighbour tables and it is not expected to introduce any extra communication to go

against the idea of simple and low cost in ZigBee specification. Thus, the improve-

ment may not result in the best option, yet it is good enough and very efficient

considering its cost.

70 J. Mu et al.



3.2 Modifications in ZigBee Specification

Based on the discussion above, some modifications have been made upon ZigBee

specification to achieve the real time routing optimization, they are listed as

following:

• In the header of frames, 1 bit is used to denote whether this source device was

able to accept new child nodes. In ZigBee NWK specification, as the 13th–15th

bits in format control field are reserved, the 13th is used as the flag.

• When a node tries to rejoin the network, it will send rejoining request and wait

for responses. If it receives more than one rejoining confirmations, it chooses the

candidate with highest priority to be its new parent based on (3).

• Every ZigBee router, including ZC, is required to announce the number of its

children when the value changed by a network status command frame.

• Every ZigBee router, including ZC, is allowed to maintain its children when

receiving a joining or rejoining request from other nodes or a command from

upper layer.

• The following terms were required in neighbor table entries: 16 bit network

address, 64 bit IEEE address, depth, the lowest depth of other potential parents,

device type, relationship for all neighbors; the capability of accepting new

children, the number of its descendants for routers and ZC.

• When a router or ZC is maintaining its children, it may decide its new children

based on (3), if a parent decides a new child, it will send an unsolicited rejoin

response command frame to inform the child of the new address and parent; if a

parent is going to abandon a related child, it will unicast a network report

command to announce the child and make it to rejoin the network.

3.3 Minimal Global Hops Energy Balancing

In hierarchical structure, assuming that all the nodes have the same probability to

send (and receive) a data frame, for a certain node, the power consumption in

communication is only related to (nearly proportional to) the total number of its

descendant nodes. So the greater depth a node is at, the less power cost it has in data

transmission. The maximum number of descendant nodes in depth d, Dn(d), can be
calculated as (4), from which, it may be concluded that as the node depth decrease,

the increase of descendants is exponential approximatively.

Dn dð Þ ¼ RmLm�d þ RmLm�d � 1

Rm� 1
Cm� Rmð Þ

0

8<
:

, d < Lm
, d ¼ Lm

(4)

Therefore, based on the battery levels BLk, the algorithm may limit the minimum
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depth minDk as a router when the low power devices rejoin the network. It is shown

as following:

Energy balancing algorithm

const BLk minDk(0�k�Lm),
N¼max messages before rejoining;
array SpareOption[], OptimumOption[];
m¼currentbalancinglevel;
while m�k�Lm do
if remainingbattery<BLkthen currentbalancinglevel¼k
if sendingmessage¼¼N or RejoinRequest received then
sendingmessage¼0, rejoin();

On RejoinResponse received do
if localdepth<minDm or responsenode.currentbalan-

cinglevel !¼ 0 then
*SpareOption¼¼*responsenode, *SpareOption++;

else *OptimumOption¼¼*responsenode, *OptimumOption++;
On MaxResponseTime received do

if OptimumOption !¼ null then SortwithLQI
(OptimumOption),

ParentNode¼¼OptimumOption[0];
else SortwithLQI(SpareOption), ParentNo-

de¼¼SpareOption[0];

The algorithm begins to function when the node battery drops down to a certain

critical value which is pre-set. The while statement decides the balancing level

based on remaining power. The first On may categorize the response nodes, the

ones which could make current device have a qualified depth are in the optimum

group and the others are backup to maintain the network structure in case no

optimal options were found. The second On statement describes the principle of

deciding parent node when the response process is over. As this algorithm tries to

eliminate the extra communication, the adjustment of depth would wait for

rejoining process. At most, the rejoining will be initiated when a pre-set maximum

number, N messages have been sent in current topology.

4 Simulations

This section will illustrate the simulation results of the MGH. The simulation was

implemented in Matlab. Some parameters were set as following: time duration

was 300 s; Cm, Rm and Lm were set 4, 4 and 5 separately; the data packet size

was 100 bits packet interval time was 1 s. The source and destination of

transmission were randomly chosen. The parameters in routing optimization,

k, α and β are set 3, 1, and 3, respectively. The node number in the simulation

varied from 10 to 100. Also, the nodes in the network had a probability to change
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its position to simulate the unexpected interference in real application. Each node

had 10 % chance to move during the simulation and the time it moved was

uniformly random. The new position of moving node followed a 2-dimension

normal distribution centred with origin coordinates with mean of 5. BLi and
minDi was set to BL1 ¼ 10 %, minD1 ¼ 3 and BL2 ¼ 30 % and minD2 ¼ 2.
It means if the remaining battery of a certain device was below 30 %, its

minimum depth was 2 as a router and if the power was less than 10 %, its

depth was no less than 3. Firstly, the balancing performance was tested. The

nodes number in the network was fixed 50, the amount of low battery device were

changing for different simulations. And the nodes in BL1 and BL2 were equal.

As the transmitter power contributes the most of node energy cost, the average

load was used to evaluate the performance. The result was shown in Fig. 1. As the

percentage of low battery devices added, the average load for all nodes was also

slightly increasing. It meant the price of low power for some certain devices was

that all the nodes had to take more communication on average. When the rate

of low battery devices were 10 % less, the balancing algorithm had best perfor-

mance, compared with the average load for all nodes, the balanced nodes in BL1

and BL2 only had 9.5 and 37.2 % energy cost on communication separately.

However, the rates were added to 40.2 and 51.6 % when there were more than a

quarter of low battery nodes. In the proposing algorithm, the balancing was on

the basis of the integrity of topology. A node could add the depth only when there

was another device which could be use as alternative in the hierarchical structure.

Otherwise, it had to keep the current depth even it had inadequate battery.

If the percentage of low battery nodes reached 40 %, the nodes in BL1 and

BL2 only had 67.9 and 76.1 % node load to the average for all. For the situation

of more than half low devices, the effect of energy balancing was very limited.

Based on the simulation, it can be concluded that the MGH algorithm was able to

limit the power consumption of low power devices when they were less than

10 % to all nodes in the network.
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5 Conclusions

The overused of some nodes make them deplete the battery quickly. It also may

result in the network segmentation and badly affect the data transmission in

wireless network. This paper proposed a minimal global hops algorithm for energy

balancing in ZigBee hierarchical network. The MGH algorithm could preserve the

power of low battery devices by limiting their depth in network not exceeding a

pre-set value. To reduce the cost of the substitution of low power nodes and

improve the performance of balanced network, a maintaining scheme is also

introduced to minimize the hops in the transmission path via balanced nodes and

their origin descendent nodes. The simulation result shows that the MGH could

effectively reduce the power consumption in low battery device. For further work,

the comparison between MGH and other energy balancing algorithm need to be

more investigated and the evaluation of minimal global hops is also need studied.
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Research and Design of Real-Time

Monitoring Tidal System Based on Internet

of Things

Jincheng Wu, Xicheng Yang, Jingrui Sun, and Yanbo Wu

Abstract This paper introduces the embedded NUT/OS operating system and

TCP/IP protocol stack in an 8-bit Atmega 128 MCU. It combines RTL8019AS

network control chip with the peripheral hardware circuit. It takes the average

filtering algorithm by using the digital filtering technology in middle value. The

dual function of data processing and HttpWeb server are now become reality. In the

monitoring terminal and based on the Internet of things through the IE browser to

login, access and click the embedded in MCU web webpage hyperlink. The remote

real-time monitoring can be obtained through both the MCU collection and the tidal

dynamic characteristics of processing. Using the embedded operating system to

replace the traditional PC as the web server, the utility model has the advantages of

lower power consumption, size and cost of the server.

Keywords Embedded system • Digital filtering • Remote monitoring • Tide •

The Internet of things

1 Introduction

In both military and civil or in ocean exploitation and engineering, tidal

measurements is playing a more and more important role.
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The tide is one of the important physical factors in ocean. A ship sailing in the

sea or in port affected by the tides. When the tide is low, the ship is easy to run

aground and causing the accident; but at high tide the ship can load and upload in

time and also improve efficiency. So it is very important to detect the tides [1].

At present, the remote data acquisition, monitoring and transmission mostly

adopts the wired and wireless communication mode for data transmission.

With the rapid development of the communication technology, the system

application of remote monitoring, data collection and transmission are also increas-

ingly the use of wireless communication network. Therefore, embedded NUT/OS

and TCP/IP in the Atmega 128 MCU [2] to obtain tidal acquisition, processing and

system monitoring based on the Internet of things. With the combination of

RTL8019AS network control chip and the CM6550R CDMA ROUTER wireless

communication module, automatic observation, release, prediction and query of

tides can be achieved through real-time and network transmission intelligent [3].

2 Working Principle and System Composition

The monitoring terminal system acquisition is signal by MPM4700 intelligent

liquid level transmitter and which is transferred for processing. Through the

dynamic Web page the advance design is completed, which is stored in the At

mega 128 Web page file for real-time display. In a remote monitoring center the IE

browser can monitor real-time dynamic tide. Using embedded MCU Ethernet as

remote control system is such as shown in Fig. 1.

3 Hardware Design of the Monitoring Terminal System

The monitoring terminal that uses to realize the data processing and network

monitoring function block diagram of hardware design is shown in Fig. 2.

Atmega 128 MCU chip uses as the controller of high performance with 128KB

Flash, 4KB EEPROM and 4KB SRAM. The rich resources of the chip can run

NUT/OS operating system, together with the simple TCP/IP protocol to achieve

embedded Web server and data processing purposes, thus saving the high perfor-

mance gateway and the hardware protocol chip. This is not only simplifies the

peripheral circuit but also reduces the cost. It improves the reliability of the system

as well.

Network control chip RTL8019AS [4] is a highly integrated Ethernet controller

with full duplex data transmission mode of 10 Mbit/s. It is NE2000 compatibility

and support 8 bit and 16 bit data bus, so it can be connected with the 8 bit MCU. The

A8 to A15 pin (the MCU PC7 output pin of the inverter is connected to the A15 pin)

and the A8 to A15 pin of the MCU address bus is connected, D0–D7 data bus with

the PA0–PA7 (AD0–AD7) of 8 bit data bus of MCU is connected, pin 29 reads

(IORB) and pin 30 writes (IOWB) control pin of port and PG0 (RD\) reads and PG1
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(WR\)writes signal pin of MCU is being connected. The RTL8019AS works in 8 bit

bus mode standard.

Extended memory chip UT62256CPC: because the operating system and proto-

col stack requires high-capacity data storage and Atmega128 MCU internal has

only 4K SRAM buffer space, so it cannot complete the data sending and receiving

function. If you use the RTL8019AS with the internal 16K RAM, it will affect the

data transmission speed of the whole system. The UT62256CPC chip cannot only

expand the role of the external RAM, but also can make the input and output

buffered serial port. It increases data throughput and improves the performance of

the whole system.

In order to collect real-time tidal data, so the calendar clock chip DS12C887 has

a 8 bit parallel with real-time clock control register with 4 bytes, 11 bytes of storage

time register and a 113 byte RAM. Built-in lithium battery has a power-down self-

protection function. In addition, the DS12C887 contains a different interrupt

source. It can be programmed by using the interrupt source to the CPU, that is

when the DS12C887 IRQ pin is connected to Atmega 128 MCU, the external

interrupt INT4 (PE4) pin. Every time it meets the interrupt sources condition,

IRQ\ output level is low which will cause INT4 interrupt of Atmega 128 PE4 pin.

AD0 to AD7: multiplexing address data bus, the bus adopts time division

multiplexing technology. In the bus cycle before half part, appeared on the

AD0–AD7 is the address information, it can be used to strobe DS12C887 within

Fig. 1 The control center and the remote monitoring terminal

Fig. 2 Monitoring system hardware block diagram
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the RAM, the latter part of the bus cycle appears in the AD0–AD7 data. AD0–AD7

is connected to the PA0–PA7 port of the MCU.

AS: address strobe input pin: during read and write operations, the rising edge of AS

will latch the address that appears in AD0–AD7 to DS12C887, and the next

falling edge will clear AD0–AD7 address information.

CS\: chip selection input is active with lower level, it is connected to the CPU pin

with the PB7 control.

LCD 1602 screen: Scrolling display time and tide. Bidirectional three state of

I/O Port, so the data of D0–D7 connected to (the data bus) MCU PA port. RS, RW

and E are respectively connected to the MCU PB4 to PB6 which are controlled by

a MCU.

Intelligent liquid level transmitter MPM4700 with RS-485 interface is connected

to Atmega 128 PD2(RO), PD3 (DIHO), PD4 (RE485) and PD5 (DE485) pin by

SP483ECN level conversion chip.

When it is connected to the CM6550R CDMA wireless router with RJ45 port,

the remote transmission and real-time monitoring tidal dynamic information can be

obtained. With the full use of CDMA network “always-online” and at access speed,

the characteristics of data flow charging mode has a very high price advantage, it is

especially suitable for small data system.

The external key is connected to the CPU PE6 (INT6) pins. It is through the LCD

screen and increase the key (PD1) and reduce the key (PD6) and confirmation the

key (PD7) to achieve set the time and calibration.

SD card is used to store the real-time tidal data. MCU through the SPI interface

(PB0-SS, PB1-SCK, PB2-MOSI, PB3-MISO) and SD (CDDAT3, CLK, CMD,

DATO) port connection and writing data to SD card to ensure that the collected

data will not loss when the network is busy or under sudden events [5].

4 The Software Design

System software program flow chart is shown in Fig. 3.

After the system is powered on, the Nut/OS operating system automatically calls

the entrance to the main( ).

First by calling NutRegisterDevice (&DEV_DEBUG, 0, 0)function, the

initialization of UART equipment. Second by calling NutRegisterDevice (&

DEV_ETHER, 0, 0) function to register Ethernet controller device. If there is no

DHCP in network system or the dynamic configuration fails, then it needs the

calling of NutNetIfConfig (DEV_ETHER_NAME, MAC, ip_addr ip_mask) func-

tion by using PC dynamic configuration of network card in MAC hardware address,

IP address and subnet mask.

By calling the NutRegisterDevice (&MY_FSDEV, 0, 0) function register file

system device, block from the EEPROM address 0x00A0 to read the admin user’s
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initial password, if the first byte is 0x00 or 0xFF, it means no initial password is in

the system. The default admin user name and password is root: "123456".

By callingNutRegisterAuth ("admin", admin_password) and NutRegisterCg

iBinPath ("cgi-bin /; user /cgi-bin; admin /cgi_bin /") function to protect the

program files and to register cgi-bin path under admin /cgi-bin.

By calling the NutRegisterCgi (" MCU_control.Cgi,"MCU_control) functions,

the registration of tides and tidal data is obtained, also the cgi programs are under

controlled [6].

Create a thread NutThreadCreate (thname, Service, (void *) (uptr_t)i,

(HTTPD_SERVICE_STACK*NUT_THREAD_STACK_MULT)+NUT_THREAD_

STACK_ADD) function; Though Service parameter to call the HTTP service

thread (Service, arg) function, the THREAD ( )function creates a socket

Start

Initalize
UART & ETHER

Register the  CGI
program

Detection of
clock whether

acquisition tide?

Read the tide data and through
the zwz_pj_filter () processing

zwz_pj_filter( ) 

Sample arrays x[N]
define N 10

Sampling data x[i]
for(i=0;i<N;i++)

x[i]=get_tide_data()
delay();

In order
for(j=0;j<N-1;j++)
for(k=0;k<N-j;k++)

if(x[k]>x[k+l])
...

Completed?

Cumulative queue intermediate N-2
sampling values

for(i=l ;i<N-l ;i++)      Sum+=x[i]

Return to the intermediate N-2 sample
average   return Sum/(N-2)

End call

Data is stored in SD card and
uploaded to the monitoring center

through the CGI program

N N

Y Y

Fig. 3 The main program and subroutine flow chart of data acquisition and processing
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NutTcpCreateSocket ( ) and it receives NutTcpAccept ( )function in the 80-port

loop where it waits for customer requirements. After receiving the customer request

and it is disconnected. NutHttpProcessRequest (stream) function is used to handle

http requests.

Tidal status query and processing system functions of mcu_control (FILE *

stream, REQUEST * req); When a client requests a cgi-bin/mcu_Control.cgi, it

automatically under NutHttpProcessRequest (stream) function call, this function

has already been registered by the NutRegisterCgi ( ).

User requests a hyperlink format:

admin/mcu_control.cgi? para ¼ GET_TIDE_DATA;
admin/mcu_control.cgi? para ¼ STOP_TIDE_DATA;

Read the received parameter names and parameter values:

Para_name¼NutHttpGetParameterName(req,0)
Para_value¼NutHttpGetParameterName(req,0)
if(!strcmp(para_name,”para”)
{
if(!strcmp(para_value,”GET_TIDE_DATA”)//Get the tidal

data
{
zwz_pj_filter( )//Function call after sampling and

processing
}
else
if (! strcmp (para_value, "GET_TIDE_DATA") / / stop

collecting data
}

By create_status_webpage (stream, tide) function will return samples to the web

pages.

if (tide) fprint (stream, html_x [11], "blk_style", "zwz_pj_filter ( )") / / every

5 min collects data and returns to the web page [7].

Each interval of 5 min MCU will collect tidal data for processing, and it is

displayed in a web page while stores on the SD card. An hour later the data is sent to

the information center. MCU is responsible for recording the latest data and state.

Web pages are written in HTML and is stored in binary form of MCU (FLASH).

After receiving a user’s request to open or to refresh, MCU will find a web page and

in accordance with the corresponding character in the corresponding statement into

a corresponding value, and then this is sent to the user. Thus, a page refresh is

achieved and the user can see the latest data.

During actual tidal data acquisition and processing, in order not only to eliminate

the interference pulse caused by the surge and the bad environment but also to

obtain the accurate data, the digital filtering techniques is used. Where the median

value of the average filtering algorithm data is processed. The principle is to use

median filtering algorithm to filter sample values in a pulse interference, and then
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average the remaining sampled values filter. It is continuously sampled N times, by

sorting excluding its maximum and minimum values, and then seek the remaining

N-2, the average of samples. Obviously, this method can suppress random noise, it

can filter out the obvious pulse interference. With this algorithm good results are

obtained [8]. In June 16, 2013 05:00 AM gathering tidal water of the Tianjin

TANGGU, the experimental data is shown in Table 1.

During the acquisition process and through the serial port to get the instanta-

neous sampling value: get_tide_data ( ) function. The monitoring system uploads

every 5 min and it simultaneously stores the data in SD card, later it returns to

zwz_pj_filter ( ) function. While waiting for the data to be collected every 5 min, it

detects the system. This includes whether the power supply voltage value is

accurate or the network is normal. If it is abnormal, at appropriate time and under

network normally, the content of transmitted test will be given to the monitoring

center via network.

With continuous sampling intervals of 100 ms and after 10 times (N ¼ 10) of

data processing, it stores in the SD card, and at the same time it uploads to the

monitoring center. To be convenience and accurate in general take N � 2 ¼
2,4,8,16 as the calculation; often take N ¼ 4,6,10,18.

In the monitoring center, refers to the Fig. 4, the remote tidal dynamic data is

under monitoring.

Table 1 The real-time measurement data

Number of times 1 2 3 4 5 6 7 8 9 10

Unit (cm) 392 393 394 394 394 395 395 394 394 392

In order 395 395 394 394 394 394 394 393 392 392

Delete max & min Max 395 394 394 394 394 394 393 392 Min

Average 393

Fig. 4 The tidal dynamic data
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5 Conclusion

This paper describes the working principle of real-time tidal data acquisition system

and the software and hardware design. The experiments show that the system is

stable, the measurement data is accurate and it meets clients requirements.
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Research and Application of Building

Monitoring Platform Based On the

Internet of Things

Jincheng Wu and Jianbo Yu

Abstract Researched the design of building monitoring platform based on the

Internet of things, and achieved the function of monitoring real-time information of

multiple nodes through a web. Our system uses the STM32F407 as the master chip

to complete the conversion of data in different communication protocols. On the

user side, the STM32F407, as a Web server, sends the Web page that contains the

nodes data to clients; on the nodes side, the STM32F407 achieves the interaction of

the nodes through the wireless module nRF24L01. In order to gain good scalability,

a specific protocol is used between the microcontroller and nodes. This paper

describes architecture and working principle, software and hardware design of the

system, illustrates the communication protocol used in this system, analyzes some

issues related to the monitoring system and proposes solutions. Related experiments

show that the system is stable, the expansion ability of the nodes is powerful and the

system meets the needs of most applications of wireless monitoring.

Keywords Embedded server • Intelligent monitoring • The Internet of things •

STM32F407 • nRF24L01

1 Introduction

The Internet of things [1] is a new technology that is based on RFID, wireless sensor

networks and ubiquitous terminal equipments, which gets communication in a

variety way of wired or wireless, and integrates the Internet to achieve data transfer

and sharing. Using of cloud computing, high performance computer and other

technologies, it can achieve real-time information processing, management and

organization. This study is based on the Internet of things to design a building
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monitoring platform that is efficiency, timeliness and convenience, which merges

traditional Internet and new wireless sensor network, using a microcontroller

platform as a Web server, to achieve transforming of two different communication

protocols. Users could monitor the whole building via the system Web with any

network access terminals (e.g., PC, smart phones, etc.), achieving dynamic, conve-

nient building monitoring functions.

2 System Architecture Overview

Shown in Fig. 1, to achieve the embedded Web server function, the system uses the

STM32F407 chip with embedded network module as a microcontroller. Users

could use any type of network terminal accessing the microcontroller’s network,

opening its Web page to watch the status of nodes, while the microcontroller

obtains information from each node and refresh the pages. Users can get all

nodes status at a glance. If users want to change the nodes’ status, they can easily

achieve the function by page clicking. This system also supports automatic storage

of nodes’ status and the function of increasing or reducing nodes with convenient

operation.

NRF24L01 wireless module [2] provides a 40-bit hardware address (using

channel 0), which can be programmed. Considering the operation and security,

the microcontroller uses any odd number N as wireless module hardware address,

and each node’s hardware address of the wireless module is set to (N + 1), so that

the system form a point to multipoint broadcast mode. If the node receives data, it

indicates that they are in the same system, so that it can be operated, or it cannot

receive any data. That ensures the independence of the system.

The capacity of the system is designed to meet the general needs. Firstly, the

40-bit hardware addresses is adequate to the capacity of the system. In certain

system, the 8-bit node address indicates the capacity of 255 nodes (0x00 node

address is for the micro-controller). Every node could also monitor multiple

semaphores simultaneously. If the node hardware resources are sufficient, the

number of signals is up to 256 in theory.

3 System Hardware Design

Figure 2 shows the system block diagram. The core part of the controller platform

includes supply power part, clock part, reset part, SWD download interface, and

connects a serial bus to controlling EEPROM chip 24C64, in order to save user data.

And a SPI interface (connecting a wireless module), a network interface, a LCD

screen interface and a 232 communication interface are designed in the system.

Physical layer network chip DP83848 is connected to the MAC in STM32F407

through RMII interface, which could complete the network tasks of sending and
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receiving. And wireless module nRF24L01 is connected to the STM32F407

through the SPI bus to achieve the function of communication with nodes.

4 Software Design

4.1 System Workflow

Shown in Fig. 3, after power-on and initialization, the microcontroller shakes hands

with saved nodes respectively, and then entering the loop detection. Micro-

controller enables wireless module into receive mode, waiting for nodes’ data

Fig. 1 System architecture

Fig. 2 Hardware schematics

Research and Application of Building Monitoring Platform Based On the. . . 85



reporting. Meanwhile, the network data is occurred in the form of an interrupt, in

which microcontroller receives the user’s request through TCP/IP protocol [3]

stack. The interrupt service program will analyze the contents of the request or

the data, and fill the latest state into the corresponding Web pages and send it to

users. If users click the page commands to send control commands, the microcon-

troller will pass a callback CGI to respond to the corresponding command, and send

commands to the corresponding node. After the node received the commands and

returning the newest data, the microcontroller refreshes client Web page

automatically.

Each node uploads new data to the microcontroller every 10 s [4] in different

time scales. And microcontroller is responsible for recording the latest data and

status of each node. Pages are written in HTML, which are stored in the microcon-

troller memory (FLASH) in binary form. When received users’ opening or refresh-

ing requests, the microcontroller finds the corresponding character in pages and

changes its value, and then sends to users, which achieves the function of a Web

refresh. Thus users could get the latest data.

For example, if a user would like to see collected voltage data of a certain node,

he can open the corresponding web page through a link click. Then the microcon-

troller receives an HTTP request data and will handle it as follows:

Fig. 3 Software flow chart
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/ * Prepare data to be inserted in html * /

* P ¼ (char) (Digit1 +0 x30);

* (p + 1) ¼ (char) (Digit2 +0 x30);

* (p + 2) ¼ (char) (Digit3 +0 x30);

* (p + 3) ¼ (char) (Digit4 +0 x30);

The variable p is a pointer that point at the location of voltage data bits in the

Web page. Digit1 to Digit4 are the uploading voltage data of the node. The

microcontroller turns it into ASCII code value (by add 0x30) and then fills it to

the voltage Web page, while the names, forms, units (mV) and other formatting

information have been saved in the page, and do not need be changed. The

microcontroller then transmits the page to the user, who can see the current voltage

value on his Internet explorer, as shown in Fig. 4.

And if a user wants to control node’s current status, he could complete that just

by clicking a button on the page or submitting a form. The page Action property

makes network service program automatically add form content in the HTTP

header of the request packet, which is sent to the microcontroller. After received

the packets, the microcontroller goes into a TCP interrupt service routine, in which

microcontroller analyzes the packet header to get command contents, and then

callbacks a CGI service program to start a wireless module sending program that

will send the corresponding command to the corresponding node. the node changes

status or value after received the command, and returns data once. And then the

microcontroller refresh client page automatically according to the new data. Thus

the user can see the consequence of his command.

For example, HTML page contains the following statement:

<form action ¼ "method ¼ get">
<input value ¼ "1" name ¼ "led" type ¼ "checkbox" > LED1

</ form>

If a user checks LED1 in the selection box and clicks Send, the client host will
send to the microcontroller an HTTP packet, whose header is as follows:

GET/method ¼ get? Led ¼ 1 HTTP/1.1

In that header, GET is an HTTP request command, method ¼ get is HTML

submitting way controlled by Action property, and led ¼ 1 is submitting content,

followed by the version number. The microcontroller analyzes this information in

turn via conditional statements. If any word is same with commands stored in the

Fig. 4 Show the voltage
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memory, the corresponding command will be executed, or it will be given

up. Finally, the microcontroller obtains the meaning of opening LED1 by compar-

ing its command, so that it sends a command to the node that controls switch of

LED1 lights. Then the node turns on LED1 and returns newest data. After receipted

that, the microcontroller changes content of corresponding items in pages (In this

situation it’s LED1’s state), and automatically refreshes the user Web, so that user

could view the results of the command execution(Shown in Fig. 5).

4.2 TCP/IP Protocol Stack

To achieve the Internet access, the system uses a realization of TCP/IP protocol

stack-LwIP, which is specifically designed for microcontrollers. It is developed to

reduce code size and the using percentage of RAM by shrinking the traditional

TCP/IP protocol, so that it can be used on resources (especially memory) limited

system [5]. The microcontroller used in this study only owns1M program space

(Flash), and 192 Kb memories (SRAM). Thus, to complete the function of network

server, LwIP is required. In order to minimize the volume of programs, the system

does not use any operating systems or any application programming interface (API)

provided by LwIP, but directly calls functions in LwIP to complete the embedding

of TCP/IP protocol stack.

4.3 Wireless Module Communication Protocol

The system adopts self protocol [6] in the communication between microcontroller

and nodes, shown in Tables 1 and 2. The sender transmits 32 bytes every time

through the wireless module, which contains the start and stop bytes, command

bytes, data bytes, verifiability bytes and other functions bytes, and sets aside enough

data extension bytes and encrypted data bytes. As nRF24L01 wireless module has

provided hardware address, automatic answer and CRC verifying function, alloca-

tion of the relevant bits does not need in this protocol. We only retain the verifying

function for the most critical byte (R1), and S is counter R1.

Commands and data transmission should properly select node address and sub

address, and send the appropriate commands or data. Transmission data is filled in

the protocol from R1 to R6 in order according to the data size, while the insufficient

bytes is filled with 0x00, on this situation M (D11) is written with 0x00 to indicate

Fig. 5 Control LED
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no grouping. Once the amount of data is larger than 6 bytes, grouping is used and M

should be written with group number, which starts at 0x01 and arranges sequen-

tially. In the last group M should be written with 0xFF to indicate a packet end.

The protocol sets aside 17 encryption data bytes, K(D13) could enable the

encryption bytes. If K is 0x01, the receiver will decrypt the encrypted data, or the

encryption data bytes will not be read to save time. The specific encryption method

can use some classical algorithms such as DES or AES [7, 8].

5 Conclusion

This study researched a Web-based platform for the building monitoring, which

uses STM32F407 microcontroller to communicate with various wireless nodes. The

microcontroller obtains data by nodes’ uploading and sends it to users through the

Table 1 Communication protocol 1

Num (byte) D0 D1 D2 D3 D4

Sender Describe Start Sender add Receive add Order Data (R0)

Master Shake hands 0�A5 0�00 0�01–0�FF 0�25 0�F1

Node 0�5A 0�01–0�FF 0�00 0�52 0�F1

Master Send order 0�A5 0�00 0�01–0�FF 0�26 Node sub add

Node 0�5A 0�01–0�FF 0�00 0�62 Node sub add

Master Send data 0�A5 0�00 0�01–0�FF 0�27 Master sub add

Node 0�5A 0�01–0�FF 0�00 0�72 Node sub add

Master Add node 0�A5 0�00 0�01–0�FF 0�28 0�F1

Node 0�5A 0�01–0�FF 0�00 0�82 Node type

Master Delete node 0�A5 0�00 0�01–0�FF 0�29 0�F1

Node 0�5A 0�01–0�FF 0�00 0�92 0�F1

Table 2 Communication protocol 2

D5–D10 D11 D12 D13 D14–D30 D31

Data expand

(R1–R6)

Grouping num. Data parity Encrypt enable Encrypt data Stop

Node add (R1–R2) Reserved Reserved Reserved Reserved 0�B7

Node add (R1–R2) Reserved Reserved Reserved Reserved 0�7B

Order R1–R6 M S K Encrypt dataY0–Y16 0�B7

Order R1–R6 M S K Encrypt dataY0–Y16 0�7B

Data R1–R6 M S K Encrypt dataY0–Y16 0�B7

Data R1–R6 M S K Encrypt dataY0–Y16 0�7B

Node add R1–R2 Reserved Reserved Reserved Reserved 0�B7

Node add R1–R2 Reserved Reserved Reserved Reserved 0�7B

Node add R1–R2 Reserved Reserved Reserved Reserved 0�B7

Node add R1–R2 Reserved Reserved Reserved Reserved 0�7B
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Internet, while users could make decisions according to the current information

shown on the Web pages, and click the pages to send command. After received the

Internet packets, the microcontroller instructs corresponding node to control dif-

ferent signals according to different commands. The system provides users a

convenient, efficient and intelligent platform to achieve real-time monitoring capa-

bilities, which could meet the needs of general monitoring occasions, and has broad

applications, huge space of development, and wide extending to various areas.
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A Novel Global Calibration Method for

Multi-vision Sensors

Xinghua Li, Jingmei Zhang, and Peifen Chen

Abstract A novel high-precision global calibration method based on structured

light and 2D target is proposed for the multiple vision sensors (MVS) measuring

system. By capturing a series of feature points on the light plane at the same time,

the relative position of local coordinate system and global coordinate system (GCS)

can be acquired in the constraint condition of the uniqueness of a world point.

The method is simple and low-cost, which is feasible for on-line measurement. The

experiment is designed to illustrate the high-precision of the proposed method.

The result shows that the average projection error is less than 0.5 pixel, which can

meet the accuracy requirement of multiple camera.

Keywords Multi-sensor • Global calibration • Structure light • Local calibration

1 Introduction

Because of its high accuracy, timeliness, and other advantages, vision sensors

measurement is widely used in industrial measurement in recent years

[1, 2]. MVS measurement technology has obvious advantages in the industrial

measurement. In MVS system, each sensor has independent coordinates, which

make it impossible for different sensors to describe the scene in consistency, unless

a global calibration is achieved.

Researches on the global calibration method of MVS have been done by lots of

scholars and various solutions have been proposed. Kumar etc used plane mirror to

achieve the global calibration [3]. This method requires a strict restriction for the

location of the mirrors and the precision of calibration is not stable. Zhang Guang-

jun etc suggested the global calibration based on 1D target [4]. It is simple, but only
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one feature point can be obtained in each moving of the target and the extracting

accuracy of feature point on target cannot be guaranteed. Hu Hao proposed a

precise camera calibration method which based on close-range photogrammetry

technology [5]. But this technique needs a large target and not portable, so it is

inconvenient to use.

This paper proposed a simple and practical method of MVS’s global calibration.

The system just need a checkerboard which can be printed in lab and a structured

light, What’s more, this system has a lot of advantages. For example, it can calibrate

the relationship of the position of all sensors quickly, the times of coordinate

transformation in the proposed method are few. It has a high precision which has

been confirmed by experiments.

2 Mathematical Model of Structured Light Vision Sensor

Figure 1 shows the geometrical model [6] of a structured light. The world coordi-

nate frame and the camera coordinate frame oc_xcyczc are the same, and the image

plane coordinate are defined as O-XY. The relation between the world coordinates

and the image coordinates can be illustrated by (1).

ρ
X
Y
1

2
4

3
5 ¼ A

x
y
z

2
4

3
5

axþ byþ czþ d ¼ 0

8><
>: (1)

A ¼
αx 0 μ0
0 αy ν0
0 0 1

2
4

3
5 is the known intrinsic matrix of the camer.ρis a unknown

scale. ax + by + cz + d ¼ 0 is the function of the light plane in the world

coordinate.

3 Global Calibration for Multi-vision Sensors

3.1 Calibration of Single Structured Light Vision Sensor

The process to calibrate a structured light vision sensor includes two parts: camera

calibration and projector calibration.

As the camera calibration, we use Zhang’s method [7] to get camera intrinsic

parameters and distortion factors [8]. In the experiment, we will correct image

distortion before processing image.
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As the projector calibration method, we use the method in the literature [6] and

the method introduction is as follows.

Firstly we will determine the world coordinates of the target feature points. A

plane chessboard is selected as the target. Corner points in each line of the

chessboard can be seen as a 1D target, such as A B C D shown in Fig. 1. The

laser should intersect with the target. The world coordinates of A C D are denoted

by (xA, yA, zA), (xC, yC, zC) and (xD, yD, zD). According to the relative positional

relationship between the three points, we obtain the following equation:

xC; yC; zCð ÞT ¼ xA; yA; zAð ÞT þ h xD; yD; zDð Þ � xA; yA; zAð Þð ÞT (2)

Where h is a known parameter. The image coordinates of A, C and D are denoted

by (XA, YA), (XC, YC) and (XD, YD), and they can be got from the Chessboard target.

Depending on the camera imaging model and (2), we can get (3):

αxxA � XA � μ0ð ÞzA ¼ 0

αyyA � YA � ν0ð ÞzA ¼ 0

αxxD � XD � μ0ð ÞzD ¼ 0

αyyD � YD � ν0ð ÞzD ¼ 0

αx 1� hð ÞxA �
ffi
1� h

�ffi
XC � μ0

�
zA þ αxhxD � h

ffi
XC � μ0

�
zD ¼ 0

αy 1� hð ÞyA �
ffi
1� h

�ffi
YC � ν0

�
zA þ αyhyD � h

ffi
YC � ν0

�
zD ¼ 0

(3)

Because the distance L between A and D is known, we can get (4)

xD; yD; zDð Þ � xA; yA; zAð Þk k ¼ L (4)

According to (3) and (4), we can get the world coordinates of the target feature

points A and D. Then the world coordinates of point C can be determined by (2).

Secondly we will calculate the world coordinates of light plane feature point.

The advantages of using corner points in each line of the chessboard as a 1D target

are listed as follows. Firstly, at each position, more than one light plane feature

points can be got. Secondly, the image coordinates of feature points in light plane

A
B

C
D

Projector

x

y

zc

X

Y

oc

O

Imageplane

Target

Light plane

Fig. 1 Geometrical model

of a structured light
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can be determined by two intersecting lines: one line is fit by the structured light and

the other is matched through each row corner points in chessboard, such as corner

points A C D shown in Fig. 1. This can improve the accuracy of the image

coordinates of light plane feature point. The image coordinates of B is denoted by

(XB, YB). According to the camera imaging model, we can get (5).

ρ XB;YB; 1ð ÞT ¼ A xB; yB; zBð ÞT (5)

The relative positional relationship of A, B and D is described in (6)

xB; yB; zBð ÞT ¼ xA; yA; zAð ÞT þ hx xD; yD; zDð Þ � xA; yA; zAð Þð ÞT (6)

Where hx is unknown. According to (5) and (6), we can get hx and obtain the

world coordinates of point B by (6).

Thirdly we will get light plane coefficients assuming. we freely place the target

at n positions within the FOV, light plane feature points denoted as (xBi, yBi, zBi)
(i ¼ 1,2,3. . . kn) can be obtained and k can be determined by the size of the

chessboard. According to (1), the following objective function are created:

e tð Þ ¼
Xkn
i¼1

F xBi; yBi; zBið Þ (7)

Where F(xBi, yBi, zBi) ¼ (axBi + byBi + czBi + d )2. Using the least squares

method, light plane coefficients a, b, c and d can be got. Calibration of single

structured light vision sensor is finished.

3.2 Global Calibration for MVS

Figure 2 shows the arrangement of MVS system. ViCF (i ¼ 1,2,3) represented the

coordinate system corresponding to each camera respectively. GCS was established

in V1CF, and transformed V2CF, V3CF to V1CF coordinate system respectively to

complete the global calibration of MVS.

The key to the conversion between two coordinate systems is to obtain the [R, t]
matrix that represents a relative positional relationship [9]. Take the solving of [R21,

t21] between the local coordinate system V2CF and the global coordinate system

V1CF as an example, then illustrated the idea of global calibration.

As shown in Fig. 2, the point P on the Light-receiving surface was marked (XP1,

YP1) in the camera 1, and marked (xP2, yP2, zP2) in the camera 2, then the two

coordinate must meet (8).
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ρ
XP1

YP1

1

2
4

3
5 ¼ A1 R21; t21½ �

xP2
yP2
zP2
1

2
664

3
775 (8)

The matrix A1 represents the intrinsic parameters matrix of camera 1. [R21, t21]
represents the transformation from V2CF to V1CF. According to (8), if we get a

series of image points in the camera1 and world points in the camera 2, we can

obtain the outside parameter matrix [R21, t21].
The following steps are used to complete global calibration:

1. According to Section 2, the positional relationship between the camera 2 and the

light plane as shown in Fig. 2 can be determined.

2. Obtain the feature points in light plane by the chessboard. And camera 1 and

2 capture the images at the same time. Calculate the image coordinates (XP1,

YP1) of the feature point P in the camera 1.

3. Calculate the image coordinates (XP2, YP2) of the feature point P in camera2.

4. According to the calibration results in step 1, calculate the world coordinates

(xP2, yP2, zP2) of the feature point P in the camera 2.

5. According to the size of the chessboard, we can get multiple image plane

coordinates in camera1and world coordinates in camera 2 at each position.

Then by freely moving the target, we can get enough image coordinate points

in camera1 and world coordinate points in camera 2. Put the coordinates into (8),

using the L-M optimization algorithm [10], we can obtain [R21, t21].Other ViFC

(i ¼ 3,4, ......) coordinate system can be transformed directly or indirectly

through the above method. That is the global calibration method we proposed.

V3CF

V2CF 

P 

R21,t21 

projector 

camera1 

camera2 

camera3 

V1CF 

Fig. 2 The arrangement of

MVS system
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4 Experiment Result

The calibration results are shown as follows:

Camera 1: Intrinsic Matrx A1

A1 ¼
1605:638 0 640:945

0 1616:061 509:606
0 0 1

2
4

3
5

The radial and tangent distortion coefficients:

k1 ¼ -9.77 � 10-2, p1 ¼ 5.20 � 10-2, k2 ¼ 1.29 � 10-3, p2 ¼ -2.67 � 10-3

Camer 2: Intrinsic Matrx A2

A2 ¼
1607:821 0 674:013

0 1617:634 495:395
0 0 1

2
4

3
5

The radial and tangent distortion coefficients

k1 ¼ -8.65 � 10-2, p1 ¼ 4.13 � 10-2, k2 ¼ -2.17 � 10-3, p2 ¼ 1.16 � 10-3

Camer 3: Intrinsic Matrx A3

A3 ¼
1608:240 0 592:927

0 1618:168 477:667
0 0 1

2
4

3
5

The radial and tangent distortion coefficients:

k1 ¼ -8.67 � 10-2, p1 ¼ 8.60 � 10-2, k2 ¼ -9.17 � 10-3, p2 ¼ -9.72 � 10-3

The equation of the light plane1 under coordinate V2CF:

x-0:017y� 0:588zþ 293:375 ¼ 0

The equation of the light plane2 under coordinate V3CF:

x-0:002y� 0:692z� 324:375 ¼ 0

The Rotation and Translation Matrix [R21,t21]from V2CF to V1CF is:

R21, t21½ � ¼
0:561 -0:0015 -0:828 427:411
-0:002 1 -0:003 -7:136
0:829 0:004 0:561 228:762

2
4

3
5

The Rotation and Translation Matrix [R31, t31] from V3CF to V1CF is:
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R31, t31½ � ¼
0:303 0:002 0:953 427:411
0:026 1 -0:011 -11:486
-0:953 0:028 0:302 319:533

2
4

3
5

An experiment to verify the accuracy of the calibration result is designed.

Feature point P on light plane is selected. Camera 1 and 2 capture P at the same

time. We can get P’s image coordinate (XP1, YP1) in camera 1.and P’s world

coordinate(xP2, yP2, zP2) in camera 2 can be calculated according to the calibration

result above. Equation (8) can make it possible to translate the coordinate (xP2, yP2,
zP2) to camera 1’s image coordinate (XP1’, YP1’). The D-value between (XP1, YP1)
and (XP1’, YP1’) could illustrate the precision of the calibration result. And the

results are shown in Tables 1 and 2.

Table 1 Calibration precision between camer 1 and camera 2

Feature point P

P’s image coordinate

in camera 1 (pixel)

P’s image coordinate

from camera 2

to camera 1 (pixel) Δx Δy
X Y X ‘ Y’

1 477.048 853.892 476.847 854.808 0.201 �0.916

2 462.476 771.734 462.458 772.521 0.018 �0.787

3 462.208 689.678 462.214 690.271 �0.006 �0.593

4 461.942 607.334 461.970 607.752 �0.028 �0.418

5 461.674 525.060 461.726 525.253 �0.052 �0.193

6 461.407 443.111 461.481 442.970 �0.074 0.141

7 461.141 361.185 461.237 360.679 �0.096 0.506

8 460.874 279.586 460.993 278.536 �0.119 1.05

9 479.034 198.497 478.889 196.850 0.145 1.647

10 478.785 844.717 478.634 845.857 0.151 �1.14

Average error 0.014 �0.070

Table 2 Calibration precision between camer 1 and camera 3

Feature point P

P’s image coordinate

in camera1(pixel)

P’s image coordinate

from camera 3

to camera 1 (pixel) Δx Δy
X Y X ‘ Y ‘

1 618.832 711.188 617.965 710.689 0.867 0.499

2 619.108 636.875 618.386 636.039 0.722 0.836

3 619.385 562.212 618.809 561.259 0.576 0.953

4 619.663 487.515 619.23 486.732 0.433 0.783

5 619.94 412.923 619.649 412.466 0.291 0.457

6 620.217 338.214 620.068 338.241 0.149 0.027

7 620.495 263.548 620.486 264.323 0.009 0.775

8 620.771 189.235 620.9 189.309 0.129 0.074

9 669.176 775.666 668.73 775.679 0.446 0.013

10 669.475 704.014 669.116 703.525 0.359 0.489

Average error 0.398 0.476
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Ten feature points are obtained from light plane1 and 2. Calibration precision

between camer1 and camera 2: the average reproject error in coordinate x is

0.014 pixel and -0.07 pixel in coordinate y. Calibration precision between camer

1 and camera 3: the average reproject error in coordinate x is 0.398 pixel and

0.476 pixel in coordinate y. The results of the experiment show that the method

proposed above is feasible as well as high-precision.

5 Conclusions

The novel global calibration method for MVS proposed in this paper, which

involved a structured light and plane target, provides a good accuracy. The method

makes use of the uniqueness of the feature point to calculate the rotation and

translations matrix between MVS. It is easy to use on-site with limited space. The

target is easy to make with low-cost. What’s more, the real experiment results show

a good performance of the proposed methods.
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Research on Face Recognition Method Based

on Combination of SVM and LDA-PCA

Ruian Liu, Junsheng Zhang, Lei Wang, and Mimi Zhang

Abstract In the face recognition, the nonlinear factors, such as the light, expres-

sion and gesture, has great changes, the recognition effect of the PCA algorithm has

been seriously influenced. This paper proposes an LDA-PCA algorithm, that

merged the idea of LDA (Linear Discriminant Analysis) into PCA algorithm, to

obtain the eigen-face subspace and use of the LDA’s idea to discriminate and

analyze, and then select the feature face vector, mainly reflecting the category

difference, to form a new subspace. Then taking use of SVM classifier on the new

subspace. The simulation results, on the improved face database, show that the

LDA-PCA algorithm can effectively improve the robustness of nonlinear factor and

the face recognition rate.

Keywords Principal component analysis (PCA) • Linear discriminant analysis

(LDA) • Support vector machine (SVM) • Face recognition

1 Introduction

Principal component analysis (PCA) based on the K-L transformation is a statistical

analysis method. It is one of the most widely used methods in facial feature

extraction. PCA algorithm also can effectively reduce the dimensions of the face

image, and retain most of the main information of original data [1–3]. The methods

of PCA algorithm can retain the original image information and extract the feature

vectors optimally in the sense of covariance. It transform the face image matrix into

one-dimension vector in order to extract the feature vectors. But the one-dimension

vectors has transformed are at a disadvantage on the effective feature extraction. At

the same time, this would make the algorithm and space complexity higher.
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Therefore, Yang and other authors [4] propose the two-dimension PCA (2DPCA)

method which is differ from PCA it doesn’t require to transform the face image

matrix into one-dimension vectors beforehand. The experiments have proved that

2DPCA method simplified the computation, improved the speed of feature extrac-

tion and obtained better recognition effect. On the other hand, the draw off of PCA

algorithm is the global feature of image. When the conditions, such as light, have

changed greatly, the local characteristics are also changed, so the recognition effect

will not be ideal. For this reason, Chen and other authors [5] put forward the

modular 2DPCA method based on the traditional 2DPCA method. It is able to

extract the local features of images so that preferably reflects the differences

between the images. After, Zhang [6] proposes a improved modular 2DPCA

algorithm. It is a kind of method based on the intra-class adaptive weighted average

method. Then Sun and others [7] put forward the modular kernel principal compo-

nent analysis (MKPCA) method.

PCA method only consider the second order statistics of image data, but ignore

the higher order statistics which contain much important information. It cannot be

overcome the affection of the performance of recognition when the attitude change,

face expression and so on in light condition. Therefore, this article proposes a

LDA-PCA algorithm. This method put the linear discriminant analysis (LDA) into

the PCA algorithm. Taking advantage of the Wavelet Transform on the face image

preprocessing, in order to reduce the dimension and reduce the computational

complexity and space complexity. It extracts the effective local information of

face images, and removes the image noise. This method selects feature vectors of

mainly reflecting the differences inter-classes to construct a new subspace.

According to the characteristics of support vector machine (SVM), that can find

out the optimal linear classification in the feature space [8], It classify the face

images in the new subspace. The LDA-PCA algorithm improves the robustness of

the face recognition under the nonlinear factors such as facial expression, illumina-

tion conditions, etc.

2 Face Recognition Based on LDA-PCA Algorithm

2.1 Description of LDA-PCA Algorithm

Suppose the face training sample set is {Ti|i ¼ 1, � � �, M}, M is the total sample

number of the training samples. Taking use of the PCA method, It can obtain the

eigenface subspace U ¼ [u1,u2,u3, � � �,uk]. In order to improve the classification

accuracy, it must select the eigenvectors, which mainly reflect the differences

between classes, to construct subspace from all the eigenvectors. Suppose c is the
class number of the training samples, ck is part of sample number of the sample of

class k. m k is the mean vector of the sample of class k. m is the mean vector of all

samples. SW is the subspace projection of the ith eigenvector corresponding to the
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intra-class scatter matrix. SB is the subspace projection of the ith eigenvector

corresponding to the inter-class scatter matrix.

Varinter Uið Þ ¼ det SBð Þ ¼ det
Xc

k¼1

UT
i m k � m

ffi �
UT

i m k � m
ffi �T" #

(1)

Varintra Uið Þ ¼ det SWð Þ
¼ det

Xc

i¼1

X
t∈ck

UT
i Tt � UT

i m k

ffi �
UT

i T � UT
i m k

ffi �T" #
(2)

Varint er(Ui) is the difference of inter-class of the ith eigenvectorWi. Varint ra(Ui)

is the difference of intra-class of the ith eigenvector Ui.

Q ¼ max
Varinter Uið Þ
Varintra Uið Þ

� �
(3)

According to the value of Q, It can get the eigenvalues in increasing order of

PCA.

a ¼
Xq
i¼1

λi=
XM
i¼1

λi (4)

The new subspace is constructed by selecting q feature vectors that is mainly

reflected the difference of inter-class. Linear analysis by the LDA-PCA method is

in one-dimensional subspace projection. It avoids the singularity of the intra-class

scatter matrix. At the same time, this method solves the problem of small samples in

LDA method.

2.2 Face Recognition Based on LDA-PCA Algorithm

As mentioned above, the LDA-PCA method for face recognition adopted by this

article contains four steps: First is the image preprocessing; Second is the

low-frequency information identification by the wavelet transform; Third is the

extracting features by PCA algorithm; The last step is classification by SVM

method. Basic steps are as follows:

1. Read-in the face database

Selecting a set number of images to constitute the training sets from all images

of each person in face database, and the remaining images constitute the test sets.

It takes the appropriate pretreatment method to preprocess under the same

standard.

2. Construction of the eigenface subspace
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Taking use of PCA algorithm on the sample sets, It can get p eigenvectors.

Recognition of face images by the PCA method doesn’t use all eigenvectors to

construct the eigenface subspace, but just select. These eigenvectors, containing

the main energy of images, belong to the low frequency components, and have

the rough shape of face images. They play vital roles in the recognition. For the

smaller eigenvectors corresponding to the eigenvalues, they belong to the high-

frequency components. They not only contain less energy, but also describe the

detail information of face images. These high-frequency components influence

the face recognition on the small side, and include some interference noise

impacted the results of recognition. As the general method, It would give up

these high-frequency components. So the PCA method of face recognition just

selects the first k larger eigenvectors corresponding to the eigenvalues to

approximately express the face images, and construct the eigenface subspace.

3. Computing Varint er(Ui) and Varint ra(Ui)

It selects q feature vectors that mainly reflex the different inter-class to

construct subspace U, and project the test images to the subspace U. It projects
the preprocessed face images of test set into the eigenface subspace U. It gains a
set of coordinate coefficient in the subspace, and shows the exact position of this

image in the subspace. It is called the facial feature vector, as identification

characteristics of the face image. Different coefficients correspond to different

face images, the face images can completely be represent by a set of coefficients

of the subspace.

4. SVM classification method for face recognition

LDA-PCA face recognition algorithm selects the new subspace which mainly

reflecting difference of inter-class. According to the characteristic of SVM that

can find out the optimal linear classification, LDA-PCA can classify the face

images of the new subspace.

3 Results and Analysis

3.1 Choice of the Training Sample Set Impacts on the
Recognition Rate

First way of experiments takes a part of the database as the training set, the remains

are the test set. The second way of experiments takes a part of the database as the

training set, too. But it takes all the database as the test set. The first case selects the

face images in the ORL database to be the training samples; the second case uses

the ordered ORL face database as the training samples.

It experiments in two different conditions as follow:

Figure 1 is the example of the face images. If it chooses top five pictures of the

Fig. 1a as the training sample, it shows that image 1 and image 3 have small

differences, and the image variation range doesn’t contain the condition of image
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9. So it only needs to choose one of the image 1 and 3 as the training sample, taking

the image 9 as the test sample. The images are adjusted the order as shown in

Fig. 1b. In the Fig. 1b, the top five images basically cover the images that are

different rotation angles from left to right and from top to bottom, etc. The range of

rotation angles are on the small side.

Figures 2 and 3 show the experimental results about the ordered or disordered

face database, and the choice of test sets. It takes image 1–9 of the ORL and ordered

face database as the training set, respectively they are 40, 80, 120, 160, 200, 240,

280, 320 and 360. The rest of the images as the test sets, which respectively are

360, 320, 280, 240, 200, 160, 120, 80 and 40. It uses PCA algorithm to extract

features and SVM to classify and recognise. Figure 2 shows the recognition rate of

the test sets are the part of the ORL database.

It takes image 1–9 of the ORL and ordered face database as the training sets,

respectively they are 40, 80, 120, 160, 200, 240, 280, 320 and 360. All the face

image as the test sets, which respectively are 400. It uses PCA algorithm to extract

features and SVM to classify and recognise. Figure 3 shows the recognition rate of

the test sets are all the ORL database.

The experimental result shows that there are differences between recognition

results in both cases of the training sample. When the disordered face images are the

training sample, the same kinds of samples are similar in illumination, pose,

expression. It cannot contain the range of other images. So the recognition effect

is poorer. After sorting, the difference of the training images is larger. It can contain

different changes more widely in illumination, pose, expression. So the recognition

effect is better, and the recognition time is the same, the complexity of the calcula-

tion doesn’t increase.

3.2 Number of Principal Components and Different
Classifiers Impact on Recognition

The choice of the number of principal components in the PCA algorithm is a very

critical problem. To more accurate approximation of the original face image, the

Fig. 1 Part of the face image in ORL face database. (a) is the ten images of original database. (b)

is the ten images of ordered database
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selected principal components are the more the better. But choose the principal

components too many, on the one hand, will increase the complexity of the

calculation, thereby prolong time, and greatly reduce the real-time performance

of image recognition. On the other hand, the smaller eigenvectors corresponding to

the eigenvalues contain the less image information, and it may introduce the noise

or the factors of interference identification. But if the selected principal components

too small, it can loss some main information in favor of the classification. So

according to the variance contribution rate, it selects the top k eigenvectors.
This experiment adopts the improved ORL face image database of face image.

The top five of each type is the training sample set, after five is the test sample set.

In the experiments, the images are preprocessed by the histogram equalization and

wavelet transform, extracted of the feature by PCA. The classification method takes
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the third-order neighbor, nearest neighbor, and the SVM to classify the test samples.

Recognition rate is as shown in Fig. 4:

Experiment results show that selecting the different number of components can

influence the function of classifier for recognition. When the contribution rate is

0.7, the recognition rate of SVM and the nearest neighbor method can reach 90 %.

As the principal components are more, the effect of SVM classifier is more

remarkable.

3.3 Recognition Rate Comparing Based on Different Face
Recognition Methods

Figure 5 is the comparison of the recognition rate of face recognition by the LDA,

PCA, 2DPCA, NMF and LDA-PCA, etc methods. It shows that when the training

samples are big enough, the LDA-PCA method can obtain very good recognition

effect.

Experiment results show that the LDA-PCA method for human face recognition

rate changes with the change of training samples. When the training sample reaches

a certain degree, the recognition rate will change no longer significantly. It is only

when the training samples are partial smaller, it has the particularly evident change.

This is because the eigenvectors, which can best represent the difference of inter-

class, are in the front.
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4 Conclusion

In the process of face recognition, there will be a part of the face image deviates

from the class, leading to an error identification. Therefore a LDA-PCA method is

put forward. It puts the linear discriminant analysis (LDA) into PCA algorithm, and

selects feature vectors of mainly reflecting the differences inter-classes to construct

a new subspace. Linear analysis by the LDA-PCA method is in one-dimensional

subspace projection. It avoids the singularity of the intra-class scatter matrix. At the

same time, this method solves the problem of small samples in LDA method.

Simulation experiments, on the improved ORL face database, prove that the

LDA-PCA algorithm can effectively improve the recognition rate of face recogni-

tion, and increase the robustness of the algorithm to a certain degree.
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Adaptive Retinex Tone Mapping for Image

Enhancement under Nature Light

Yunfeng Sui

Abstract A novel image enhancement approach is proposed for images acquired

under dynamic nature light illuminations using a single image. It has satisfactory

performance in both global light compression and local tone mapping. Our method

is based on multi-scale retinex, which provides a reliable, but not accurate on

details, estimation of the global illumination. The contribution of our approach is

first to apply edge-preserving filters to preserve details, reduce halo artifacts and

increase image quality on edges. Second, a light channel is introduced in our

approach for fast light estimation and color restoration. From experimental results,

we show that our method provides satisfactory results under dynamic nature light

illuminations, and demonstrate the performance improvements over multi-scale

retinex method.

1 Introduction

A common problem in generating images (or video sequences) is that the captured

images are often different from what is seen though human eyes, especially under

dynamic light range. In most of these situations, images rendered are poor com-

pared to human observations. Regions in shadows are often under-exposed while

regions under direct illumination are often over-exposed. The advantage of human

observation is significantly contributed by the color constancy feature of color

perception system, which ensures that the perceived energy of light stays relatively

constant under varying illumination conditions.

Reducing the impact of dynamic light source and enhancing the quality of the

image is highly desired in both consumer/computational photography and computer

vision applications. First, most computer vision algorithms assume the input image
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is the scene radiance under uniform illumination within normal range. The perfor-

mance of these algorithms will inevitably suffer from high dynamic illumination.

Second, since both human visual recognition system and recognition algorithms are

heavily depended on local contrast. When the dynamic range of illumination

exceeds the dynamic range of a scene, there is an irrevocable loss of information

considering the limits of the recording medium. Compressing the difference

between dark and bright regions and increasing the difference of scene radiance

provides more accurate information for both human and computer vision algorithm.

However, reducing the impact of dynamic light source and enhancing the quality

of the image is a challenge problem. The image signal received by the sensor is

a combinational effect of light source, scene radiance and light transmission.

The problem is under-constrained with only one observed image. Many methods

[2, 9, 16] has been proposed to solve this issue. In general, these approaches are

referred to as tone mapping. One long-studied and competitive category of methods

is retinex [6] based. Adapted from human vision and recognition system, retinex-

based methods bridge the gap between color images and human observation of the

scene [7, 12, 15].

In this paper, we proposed a novel approach to enhance image quality under

dynamic illumination condition based on the concept of retinex. Over years, retinex

based approaches evolved from a random walk computation to single kernel

operation, then to multiple kernels. There are three major drawbacks on the latest

approaches [1, 10, 13]: (1) the choice of kernel sizes is related to the image

contents, (2) halo artifacts on the edges between light and shadow, and (3) difficult

for true color restoration. Our approach is targeted for these drawbacks. An edge

preserving filter is applied to solve the first and second drawbacks in one shoot.

While a light channel based illumination estimation is proposed to solve the third

one and to provide guidance information for edge preserving filter.

Our method provides an approach to reproduce images that are similar to what a

person observes the scene. It is able to enhance the quality of the image especially

under dynamic illuminations with high performance both in dynamic range com-

pression and detail preserving. First, edge preserving filter works equivalently in

adaptively modifying the kernel size based on the image contents. It works even

better in removing the halo artifacts, and makes the image sharp and clear. Second,

the light channel provides a reliable information source for estimating the illumi-

nation. In addition, it solves the color restoration issue fast and accurately. The

assumption limits the algorithm to white light scene. But it is assumption is valid for

a large number of situations.

The remainder of this paper is organized as follows. Section 2 introduces the

evolution of retinex based approaches and the drawbacks of current approaches.

Our approach to solve these drawbacks is proposed in Sect. 3. The performance of

our approach is demonstrated in Sect. 4. Finally Sect. 5 concludes our work.
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2 Background

Inspired by human color perception system, Land proposed the concept of retinex

[6], a combination of retina and cortex. Over years, Land and McCann developed

the algorithm in a form similar to the neurophysiological functions of individual

neurons in the primate retina, lateral geniculate nucleus, and cerebral cortex. It

describes the formation of an image, simple but widely used, as follow:

Iðx; yÞ ¼ Lðx; yÞRðx; yÞ

Where I(x,y) is the observed intensity, R(x,y) is the scene radiance, L(x,y) is the

illumination and (x,y) are the pixel coordinates in image. The scene radiance R(x,y)
is what we are interested. However, the observation I(x,y) is severely impacted by

dynamic illumination L(x,y). The goal of image enhancement is to recover R(x,y)
and remove L(x,y) from I(x,y):

logðRðx; yÞÞ ¼ logðIðx; yÞÞ � logðLðx; yÞÞ

For estimating the illumination L(x,y), Land’s algorithms evolved from a ran-

dom walk computation to a center spatially opponent operation [7, 8]:

logðRiðx; yÞÞ ¼ logðIiðx; yÞÞ � logðFðx; yÞ�Iiðx; yÞÞ

Where∗ denotes 2D convolution, i is the index for each color spectral band (i¼ 1,2,3

for red, green and blue), and F(x,y) is a Gaussian surround function:

Fðx; yÞ ¼ K expð�ðx2 þ y2Þ=c2Þ

where c is the Gaussian surround space constant, and K is the normalization factor

such that
R R

Fðx; yÞdxdy ¼ 1 . Initially, it was proposed for general purpose

automatic image enhancement. Later feedbacks indicate that it works well for

dynamic illumination problems. But it is not able to use a fixed kernel that works

well for universal images.

More recently, Rahman, Jobson and Woodwell improved the retinex algorithm

from single center spatially opponent operation, which is often referred to as single-

scale retinex (SSR), to multiple kernels (multi-scale retinex, MSR) [5, 12, 13]:

RMSRi
¼
XN
n¼1

ωnRni

where N is the number of scales, ωi is the weight associated with the nth scale,Rni is

the ith component of the nth scale, and RMSRi
is the ith spectral component of the

MSR output. The only difference is that at each scale, Rn(x,y) has unique

kernel size.
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The choice of kernel operator size is a major limitation on the robustness of the

algorithm. A kernel of smaller size emphasizes details and works well for high

frequency illumination variances. While a bigger size one has more reliable esti-

mation of illumination and works well for low frequency illumination variances. By

using multiple kernels, MSR achieves a balance between dynamic range compres-

sion and tonal rendition. However, it is not able to adaptively modify the weights

and sizes of different cores based on the contents of the image.

For the purpose of having accurate local illumination estimation and fine local

toning, latest research on retinex focuses on adaptive approaches. NASA Langley

research center developed an automatic approach for images enhancement, which

took adaptive algorithms and parameters for image enhancement using the overall

evaluation feedbacks from visual servo [15]. Bertalmio [1] proposed an anti-

symmetric retinex algorithm with emphasis on both under-exposed and over-

exposed image regions. Meylan [10] introduced an adaptive filter and a sigmoid

function to generate better local tone. However, none of these approaches solve the

halo problems introduced by kernels and the local tone performance is poor.

3 Adaptive Retinex Tone Mapping Model

3.1 Estimating the Illumination Using Light Channel

We assume the source of illumination is white light, which is valid for a large

number of scenes, such as nature light. In most situations, the objects in the scene

only absorb a certain band(s) of the light spectrum. The light outside the absorption

band(s) is reflected at large. In our case, Lr, Lg and Lb are equal for the illumination.

During the image formation, part of the energy is absorbed that makes Ir� Lr, Ig� Lg
and Ib � Lb. The maximum value of Ir, Ig and Ib is closest to the true value of

illumination intensity at a particular pixel location. Since some object reflect more

energy than others. The maximum reflection over a small image patch represents the

illumination over this area more accurately. As a result, we estimate the local

illumination intensity in the following form:

Jðx; yÞ ¼ max
ðx0;y0Þ2Ωðx;yÞ

ðmax
i2fr;g;bg

ðIiðx0; y0ÞÞÞ

where Ω(x,y) is a local patch centered at (x,y). J(x,y) is referred to as light channel

in the remaining of this paper. In short, the light channel J(x,y) is computed by

finding the maximum value from all color channels in a small local patch. And the

global illumination is estimated as follow:

Lgðx; yÞ ¼
XN
n¼1

logðFnðx; yÞ�Jðx; yÞÞ
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3.2 Edge Preserving Filter

The process of light estimation is very similar to image noise removal filtering in

terms of smoothing away noise while maintaining sharp edges. Many edge-

preserving smoothing operators [3, 11, 14] have been proposed for a variety of

applications, such as high dynamic range compression, image stitching, and image

matting. In our approach, a guided image filter algorithm [4] is applied, which

generates the filtering output by considering the content of a guidance image. It has

better behavior near the edges, and it has a fast and non-approximate linear-time

computation complexity.

Edge preserving filter is used to remove halo artifacts after steps taken in

Sect. 3.1. It refines the local light estimation without modifying the kernel sizes.

The light channel image J(x,y) is taken as the guidance image to refine the global

illumination estimation Lg(x,y). Our experiments indicate that using light channel as

guidance image has better performance than using original color or grey image. The

output of this step L0(x,y) is taken as the final illumination to recover the scene

radiance:

logðRiðx; yÞÞ ¼ logðIiðx; yÞÞ � logðL0ðx; yÞÞ

followed by an exponential operation and a linear intensity stretching operation that

converts image intensities into normal range.

4 Experimental Result

A large number of experiments have been conducted to test our approach against

MSR under a variety of scenes. We set constant parameters in all of these exper-

iments to evaluate the robustness of our approach. All experiments indicate this set

of parameter works well regardless of the contents of the image.

Figure 1 demonstrates the different illumination estimation results. Clearly, our

method works well in removing the halo artifacts. Meanwhile, the illumination

intensity estimation result is more accurate. As we can see from Figs. 2 and 3, our

method generates better quality results both in the very dark and very bright

regions. More results are provided in Fig. 4 to demostate fine local tone mapping

of our approach as well.
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5 Conclusion

In this paper, we have proposed a novel approach for image tone mapping under

high dynamic range illumination. Our approach is based on multi-scale retinex

model combined with light channel estimation and edge preserving filter. A light

channel model is proposed against color restoration issue for fast and accurate

estimation of light globally. Edge preserving filter is applied to refine the local light

estimation, which removes the halo artifacts and provides more accurate estimation

in details. This approach is able to enhance image quality by high dynamic range

Fig. 1 (a) An image captured under high dynamic range illumination. (b) The estimated illumi-

nation using MSR (C) The estimated illumination using our approach (output in step Sect. 3.2)

Fig. 2 High dynamic range compression and image enhancement using a single image under

white light. (a) input image. (b) output of multi-scale retinex method. (c) output of our approach

Fig. 3 The recovered result using MSR (a) and our approach (b) for image given in Fig. 1
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compression. It also solves the color consistency and tonal rendition very well,

which are often the side effects of HDR compression. Experimental results also

demonstrate the improvement of performance over MSR.
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True-Error Detection of Compressed Video:

Temporal Exploration

Xudong Zhao, Shenghong Li, Chenglin Zhao, and Shilin Wang

Abstract In this paper, we propose a novel error detection method in the temporal

domain for H.264/AVC encoded video streams. The corrupted macro blocks (MBs)

are detected by exploiting the correlations between MBs in the neighboring two

frames. Correlation coefficient and mean of residual block are introduced to

quantify the correlations in the temporal domain. A supervised classifier based on

probability density functions of proposed features is designed for error detection

and expectation maximum algorithm is employed to find the optimal parameters of

the classifier. Eight corrupted H.264/AVC encoded video sequences are used in our

experimental work for test, and experimental results show that the proposed error

detection method can detect the corrupted MBs effectively.

Keywords H.264/AVC • Error detection • Expectation maximum algorithm

1 Introduction

H.264/AVC encoded streams are vulnerable to transmission errors because of the

use of predictive coding and variable-length coding (VLC) [1, 2]. Therefore, error

resilience techniques are essential in video communications. Much research effort

has been made to investigate how to conceal corrupted areas due to data loss within

video streams. Unfortunately, it is sometimes too late because decoders might

concatenate neighboring bits of the true error into some code word in the code

table. In convenience, let false-match be such wrong but decodable bit concatena-

tion in video decoding and no-match be a non-decodable code-word in the sense of
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syntax and/or semantics of video standards. An error would not be detected until

such false-match deteriorates into no-match. All analysis thus far started the

thinking about efficient true-error detection algorithms. Without loss of generality,

it is assumed true-error detection consists of two steps: first, error detection has

been done by no-match in video decoders and all the corrupted areas of current

picture would be recorded before decoding the following picture; second, error

detection would then identify the true beginning position of corrupted MBs and

which is our concern in this paper.

In the past few years, several methods have been proposed for error detection. In

[2], syntax analysis based method exploiting the code words as well as range and

significance of the H.264/AVC information elements was proposed to detect the

errors in H.264/AVC encoded video streams. Experimental results of this method

showed that about 57 % of the corrupted MBs were detected. Image content based

detection methods were proposed in [3, 4], and corrupted MBs were detected in the

pixel domain using different features. However, thresholds of all these methods

were set heuristically which limits their applications. Two-class classifier based

methods were also proposed to detect visually corrupted MBs; Farrugia in [5], and

[6], employed probability neural network and support vector machine (SVM)

respectively to detect visually distorted MBs in the compressed video streams.

However for the two-class classifier based methods, the detection results are

affected greatly by the training samples, i.e., inappropriately selected training set

could degrade the detection performance, which limits their applications.

In this paper we propose a one-class classifier based method to detect corrupted

MBs in the temporal domain, that is, image contents based features are extracted in

the neighboring two frames, which are treated as discriminative features for classi-

fication. A simple and effective scheme is designed for error detection. Experimen-

tal results show that the proposed detector can achieve a relatively high detection

rate with low false positive rate. The rest of this paper is organized as follows.

Feature extraction method in temporal domain is introduced in Sect. 2. Section 3

describes the classifier design approach and the parameter estimation method.

Experimental results and performance analysis are given in Sect. 4. Finally,

conclusions are drawn in Sect. 5.

2 Feature Extraction

H.264/AVC consists of two encoding strategies: intra (I) frames and inter predicted

(P) frames. I frames are encoded using spatial correlations in a frame, while P

frames are encoded by exploiting the temporal correlations between neighboring

frames. Corrupted MBs are likely to destroy the correlations in temporal domain,

which could be treated as evidence for error detection.
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2.1 Correlation Coefficients of MBs

The n-th MB in the (f + 1)-th frame denoted as MBf+1(n) can be predicted by MBf

(m) and the Motion Vector (MV) information stored in the f-th frame. MBf+1(n) can

be formulated as

MBfþ1 nð Þ¼ MBf mð Þ þ ξ
0
f mð Þ (1)

where ξ0
f (m) is the residual between MBf+1(n) and MBf (m). For normal video

frames, ξ0
f (m) is a 16 � 16 matrix with small elements. Correlation coefficient is

therefore introduced in our work to describe the correlation between MBf+1(n) and

MBf (m). Damaged MBs are with random appearances, they may appear normal in

one color channel while abnormal in another one. Thus, color channel information

should also be considered. Based on the above reasons, correlation coefficient

feature ρf(m) is given as

ρf mð Þ ¼ �ρf,R mð Þ þ ρf,G mð Þ þ ρf,B mð Þ�=3 (2)

where

ρf,C mð Þ ¼ cov
�
MBfþ1,C nð Þ,MBf,C mð Þ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var
�
MBfþ1,C nð Þ�var�MBf,C mð Þ�q (3)

where C ∈ {R,G,B}, cov and var denote covariance and variance respectively. The

distribution of ρ extracted from video sequence foreman is presented in Fig. 1 (left

part), from which we can see that most MBs in the neighboring two frames are

highly correlated. Corrupted MBs destroy the correlations in the temporal domain

and do not obey the distribution of normal ρ; therefore ρ can be employed as a

distinguished feature for detection.

2.2 MB Residuals

Mean of MB residuals defined in (4) is proposed as the second feature

ξf mð Þ ¼ E
�
ξ
0
f,R mð Þ þ ξ

0
f,G mð Þ þ ξ

0
f,B mð Þ�, (4)

where ξ0
f;C(m) is the MB residual of MBf (m) in C channel (C∈{R,G,B}) and

ξf(m) is the mean value of ξ0
f;C(m). Since MBs in the neighboring two frames are

highly correlated, ξf(m) would be small. The distribution of ξf(m) extracted from

300 frames of foreman is given in Fig. 1 (right part). It can be observed that most
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ξf(m) are concentrated around zero due to the strong correlations existing in

neighboring frames. It is reasonable to assume that ξf(m) between corrupted MB

and normal MB would deviate from 0.

3 Classifier Design

We design a supervised one-class classifier for error detection. The classifier is

trained via normal samples, and the corrupted MBs are detected by mismatching the

probability density functions (PDFs) of the proposed features.

3.1 Classifier Design and Parameter Estimation

Let pρ(ρ; θρ) be the PDF of ρ with parameter θρ, pξ(ξ; θξ) be the PDF of ξ with

parameter θξ. For new features (ρnew and ξnew) extracted from unknown MBs, if

ρnew (or ξnew) obeys the pρ(ρ; θρ) (or pξ(ξ; θξ)) no less than certain probability, then
it can be predicted as normal MB, otherwise it is regarded as a corrupted MB. This

process can be formulated as:

Normal, pρ
�
ρ; θρ

�
pξ
�
ξ; θξ

� � threshold

Damaged, otherwise

�
: (5)

According to Fig. 1, we find that the PDF of ρ is similar to exponential distribu-

tion while ξ is similar to Gaussian distribution. Mixture probability models are

therefore employed to fit the PDFs of proposed features. Specifically, M-component

exponential mixture model and M-component Gaussian mixture model which are

given in (6)–(7) are employed to fit the probability density functions of ρ and ξ.

Fig. 1 Statistical histograms of ρ and ξ
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pρ
�
ρ; θρ

� ¼XM
k¼1

pk
�
ρ; θkρ

�
Pkρ, pξ

�
ξ; θξ

� ¼XM
k¼1

pk
�
ξ; θkξ

�
Pkξ (6)

pk
�
ρ; θkρ

� ¼
λkeλk ρ-1ð Þ,

fflfflρ j � 1

0, otherwise

8><
>:

, pk
�
ξ; θkξ

� ¼ 1ffiffiffiffiffi
2π

p e
-

�
ξ-μk
�2

2σ2
k

(7)

Expectation maximization (EM) algorithm [7] is employed to estimate the

unknown parameters of PDFs. EM algorithm maximizes the expectation of the

log likelihood function which is conditioned on the training samples and current

iteration estimate of parameters. Two steps are involved to estimate the unknown

parameters (ρ is employed here for illustration and the parameter estimation of ξ is
similar to ρ):

(a) E-step: Expectation of log-likelihood function,

E
XN
l¼1

lnpρ ρl
fflfflk; θkρ

� �
Pk

 !
¼
XN
l¼1

XM
k¼1

P
�
kjρl;Θ tð Þ�lnpρ ρl

fflfflk; θkρ
� �

Pk, (8)

(b) M-step: Maximizing above formula with parameter θkρ, i.e.

∂E
XN
l¼1

lnpρ ρl
fflfflk; θkρ

� �
Pk

 !

∂θkρ
¼ 0: (9)

We can get P(k|ρl; Θ(t)) by

P
�
kjρl;Θ tð Þ� ¼ pρ

�
ρl
fflfflk; θkρ tð Þ�Pk tð Þ

XM
k¼1

pρ
�
ρl
fflfflk; θkρ tð Þ�Pk tð Þ

: (10)

The EM algorithm starts from initial value Θ(0) ¼ [θiρ(0), Pi(0)]
T and iterations

are terminated if |Θ(t + 1) ‐ Θ(t)| < ε, ε is a preset small positive value.

3.2 Adaptability of the Proposed Method

Since the corrupted MBs may be caused by various reasons and errors in the frames

are in quite different forms, the parameters for the classifier are probably different

from each other for different video sequences. Therefore, the adaptability of the
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proposed method should be considered in the practical applications. We propose an

adaptive framework for error detection and the diagram is given in Fig. 2. For a

given video clip: (a) Check whether the current frame (e.g., i-th frame) contains

corrupted segments or not by no-match in video decoders. If no, let i ¼ i + 1 and

continue, else, go to step (b); (b) The previous N normal frames (i.e. [i � 1,

i � 2,. . ., i � N]) are treated as training set to train the classifier according to

(6)–(10). N can be set according to specific problems; (c) Detect the unknown MBs

in the i-th frame according to (5); (d) The detection results are recorded, let

i ¼ i + 1, go to step (a).

4 Experimental Results and Discussions

To evaluate the performance of proposed method, eight corrupted H.264 video

sequences, i.e. flower, container, akiyo, foreman, hall, mother-daughter (m-d in

short), stefan and coastguard, are employed in our experimental work. The pro-

posed method is integrated within the JM Software [8]. The sequences are encoded

in baseline profile and the size of selected group of picture (GOP) is 10. Corrupted

video sequences are encoded as follows: (a) Randomly selected a frame in every

GOP; (b) Randomly selected a byte of the frame and change the byte in one of the

three ways: (1) deleting the byte, (2) adding a byte and (3) replacing the byte by

another byte. The corrupted video sequences are detected according to the scheme

described in Sect. 3.2. Some of the detection results are given in Fig. 3 in which the

detected errors are marked by red squares.

The final detection results of the eight corrupted video sequences are given in

Table 1 where TPR denotes the rate of normal MBs classified as normal ones and

TNR denotes the rate of corrupted MBs detected as corrupted ones. It can be

observed from Table 1 that:

1. For single feature (ρ or ξ), the TPR of which is lower than that combine features

(i.e. ρ + ξ). The combined features could decrease the false alarms.

2. TNRs of combined features are lower than that of single feature. Single feature

detects the corrupted MBs effectively at the cost of higher false alarms.

Fig. 2 Diagram of the adaptive error detection method
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3. The combined features can achieve the TPR at about 98 %, which is higher than

that of either feature. Therefore, ρ and ξ could compensate for each other.

5 Conclusions

Detecting corrupted MBs is a fundamental step for the concealment of corrupted

video bit-streams. Although we may know the occurrence of corrupted MBs by

analyzing the decoder, we can’t locate the exact positions of them. In this paper,

instead of analyzing the bit-streams by semantics method, we proposed a temporal

detection method to locate the exact positions of corrupted MBs. Correlation

coefficients and MB residuals based features are proposed to discriminate corrupted

MBs from normal ones. A simple and effective classifier based on the PDFs of

proposed features is designed as the detector. To evaluate the effectiveness of

proposed method, ten different video sequences are employed in our experimental

work and the experimental results have shown that most of the normal MBs are

detected as normal ones and the corrupted MBs are classified as corrupted ones with

Fig. 3 Some of the detection results. The detected errors are marked by red squares

Table 1 Detection results

Flower Container Akiyo Foreman Hall Coastguard Stefan m-d

TPR ρ 93.1 % 97.1 % 88.9 % 91.6 % 99.1 % 95.9 % 91.7 % 97.8 %

ξ 96.9 % 98.6 % 97.0 % 85.7 % 96.8 % 93.2 % 86.3 % 97.3 %

ρ + ξ 99.3 % 99.7 % 99.7 % 98.6 % 99.8 % 98.5 % 94.9 % 99.8 %

TNR ρ 96.1 % 78.6 % 87.2 % 74.9 % 75.0 % 92.9 % 96.1 % 74.5 %

ξ 93.1 % 87.8 % 96.8 % 89.9 % 90.1 % 96.5 % 98.7 % 92.4 %

ρ + ξ 91.4 % 70.1 % 85.1 % 68.7 % 76.1 % 88.6 % 93.5 % 62.1 %

True-Error Detection of Compressed Video: Temporal Exploration 125



the accuracy of 80.2 % on average. In the future, we would further improve our

method by introducing more discriminative features in different domains

(e.g. DCT, spatial and wavelet) for error detection of video streams.
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Image Splicing Detection Based on Improved

Markov Model

Su Bo, Yuan Quan-qiao, Wang Shi-lin, Zhao Cheng-lin, and Li Shen-ghong

Abstract Digital image splicing detection is a new and important subject in image

forensics. Research shows that Discrete Cosine Transform (DCT) and Discrete

Wavelet Transform (DWT) based Markov features are effective for image splicing

detection. However, the state selection in the traditional Markov model was simply

rounding the parameters and taking threshold value, which has not exploited the

parameter distribute information. In this paper, a novel Markov state selection

method is proposed. The approach matches states with parameters evenly according

to fixed ratio calculated by pre-set state numbers. Experiments show that the

improved Markov model achieves higher recognition accuracy rate compared

with the traditional Markov model with the same feature dimension.

Keywords DCT • DWT • Markov model • State selection • Image splicing

detection

1 Introduction

With the digital image equipment and processing software springing up, tampering

a digital image has becomes easy and convenient. When photos as a record of what

have happened cannot be trusted, it is a great threat to our society especially in news

media, military, and legal arguments.

To verify the originality of photos, many methods have been proposed.

Watermarking is an effective active detection approach, which is widely used in
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copyright protection and digital image authentication [1]. Watermark method

detects the tampered images by checking the embedded information which is

inserted during imaging [2]. However, most digital cameras do not have that

function owe to the cost and imaging quality, making the approach not universal

in application. More over all active detection methods need prior information,

which is not available for third party. So they are not suitable for many practical

applications. In contrast, passive or blind approaches for image tamper detection

demand no prior information and only exploit the knowledge of the image itself.

The wide and practical application prospect makes them gain much attention.

Many passive image tampering detection methods have been proposed in recent

years and a brief survey is given in [3]. In [4], a nature image model for splicing

detection is proposed, which consists of statistical features including characteristic

function moments of wavelet sub-bands and Markov transition probabilities of

block DCT coefficients. The method achieves a detection accuracy rate of 91.8 %

over [5]. Chen et al. put forward a blind image splicing detection method in [6]. It is

based on 2-D phase congruency and statistical moments of characteristic functions

of wavelet sub-bands, which gains a detection rate of 82.32 %. Dong et al. [7]

proposes an approach extracting statistical features from image run-length repre-

sentation and image edge statistics. The method makes a balance between detection

accuracy and computational complexity. Zhao et al. [8] came up with a method

exploiting gray level run-length run-number vectors from de-correlated chroma

channels to detect image splicing. In [9], He et al. extended the Markov features in

[4] to DWT domain and combine them with features on block DCT coefficients,

and achieves a detection accuracy rate of 93.55 % on [5].

After comparing the detecting results of these methods, Markov features in

transform domain displays a better performance. Markov feature extraction is

comprised of two steps, that is, the state selection and state transform probability

calculation. Both the state selection methods in [4] and [9] are rounding and

threshold, which is not sufficient to employ the distribution of coefficients for

splicing detection. In this paper, we will analyze the distribution in detail and

propose our state selection method.

The rest of this paper is organized as follows. The proposed Markov model is

given in Sect. 2. In Sect. 3, we conduct the experiments and analyze the results.

Conclusion is given in Sect. 4.

2 The Proposed Markov Model

2.1 Procedure of Markov Model

As presented in [4], the Markov based method in the transformed domain is

depicted as follows: firstly, block discrete cosine transformation or discrete wavelet

transformation is performed on source images; secondly, differencing operation is
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made; thirdly, select the state and map them with coefficients (i.e. states); finally,

calculate the state transform probabilities. The brief flow diagram is given in Fig. 1.

2.2 The Traditional Markov State Selection Method

The Markov state selection method in [4] and [9] rounds coefficients to integer and

then thresholds them with a preset threshold T. We operate BDCT or DWT and

differencing operation on images in [5], and then conduct the Markov state selec-

tion method on coefficients. We calculate the ratio of coefficients in range [-T, T]

and that of coefficients mapped to Markov state zero. Results are recorded in

Tables 1, 2 and 3 and we get two problems based on inference from them, which

are described as follows:

1) Rounding operation makes big part of parameters mapped to Markov state

0. From Table 1, we see that the ratio of coefficients between -0.5 and 0.5 is

over 30 %. And from Table 2, the ratio is 46.5 %, which means the number of

state 0 is the same as all the other states.

2) There are a lot of parameters greater than threshold. As Tables 1 and 2 show, the

ratio of BDCT coefficients over threshold T ¼ 3 after horizontal and vertical

difference is 42.7 % and 42.8 %. And Table 3 shows that the ratio of DWT

coefficients over T ¼ 3 at H2 sub-band after vertical difference reach up to

57.5 %.

State transition probabilities are only able to catch relational features among

different states. Therefore, in the two situations above, mapping large scale

coefficients to one state is not appropriate. Generally speaking, the purpose of

Markov state selection is to calculate state transition probabilities only. So the

lost information during this progress may be valuable to splicing detection and

worth of preservation. In the following, we will give our proposed state selection

method for Markov model which better deals with the problems mentioned above.

Traditional Markov
State Selection

State
Transition

probabilities
Source Images

Proposed Markov
State Selection

Horizontal/Vertical
DifferenceBDCT/DWT

Fig. 1 Flow diagram of Markov model
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2.3 The Improved Markov State Selection Method

We operate transformation and differencing on source images, put all the

coefficients together and then extract their histogram, showed below in Figs. 2

and 3. The range is set to [-30, 30] with minimal interval 0.1 according to experi-

ence. Figure 2 is the histogram of coefficients after BDCT and horizontal and

vertical difference operations. Figures show that majority of coefficients are in

[-10, 10] and the most is near zero. Since the two histograms are very similar, we

only consider horizontal direction afterwards. Figure 3 are histograms of

coefficients after DWT and horizontal difference. The figures show that 1-level

sub-bands are similar to BDCT, most coefficients in [-10, 10] and centering on zero.

Table 1 The coefficients distribute situation after BDCT and differencing operation with Thresh-

old T ¼ 3 or T ¼ 4

Horizontal difference Vertical Difference

Thre-

shold

In range

[-T,T]

Out of range

[-T,T]

Ratio of

state 0

In range

[-T,T]

Out of range

[-T,T]

Ratio of

state 0

T ¼ 3 57.3 % 42.7 % 30.3 % 57.2 % 42.8 % 30.3 %

T ¼ 4 62.2 % 37.8 % 30.3 % 62.4 % 37.6 % 30.3 %

Table 2 The 2-level sub-band coefficients distribute situation after DWT and differencing

operation with Threshold T ¼ 3

Horizontal difference Vertical difference

Sub-

band

In range

[-T,T]

Out of range

[-T,T]

Ratio of

state 0

In range

[-T,T]

Out of range

[-T,T]

Ratio of

state 0

H1 71.2 % 28.8 % 29.4 % 69.2 % 30.8 % 28.5 %

V1 69.3 % 30.7 % 27.3 % 71.5 % 28.5 % 28.3 %

D1 85.2 % 14.8 % 45.4 % 86.3 % 13.7 % 46.2 %

H2 44.2 % 55.8 % 17.6 % 44.1 % 55.9 % 13.4 %

V2 43.6 % 56.4 % 12.2 % 42.5 % 57.5 % 11.3 %

D2 54.4 % 46.6 % 13.6 % 53.3 % 46.7 % 17.2 %

Table 3 The 2-level sub-band coefficients distribute situation after DWT and differencing

operation with Threshold T ¼ 4

T ¼ 4 Horizontal difference Vertical difference

Sub-

band

In range

[-T,T]

Out of range

[-T,T]

Ratio of

state 0

In range

[-T,T]

Out of range

[-T,T]

Ratio of

state 0

H1 77.4 % 22.6 % 29.2 % 24.9 % 75.1 % 28.6 %

V1 75.3 % 24.7 % 27.3 % 22.5 % 77.5 % 28.1 %

D1 89.1 % 10.9 % 45.2 % 9.8 % 90.2 % 46.5 %

H2 51.7 % 48.3 % 17.4 % 49.7 % 50.3 % 13.2 %

V2 49.5 % 50.5 % 12.1 % 50.4 % 49.6 % 11.5 %

D2 60.1 % 39.9 % 13.5 % 39.7 % 60.3 % 17.4 %
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While in the 2-level, coefficients have larger range and energy out of [-10, 10] is

still strong.

The purpose of Markov state selection is to map coefficients with finite states.

The method we give is to map states evenly with the coefficients: that is, we first set

the state number N, and then calculate the percentage of each state as 1/N; finally

we map coefficients of this ratio with a Markov state. In this way, Markov states

will describe coefficients in different range evenly. The two problems caused by

traditional state selection method are resolved. From Figs. 2 and 3, we get that

coefficients approximately distribute about X ¼ 0 symmetry. So when calculating

0.06

0.05

0.04

0.03

0.02

R
at

io
 o

f c
oe

ffi
ci

en
ts

 w
ith

in
 th

e 
ra

ng
e

0.01

0
-10-20-30

Coefficients distributed in [ -30,30] (The minimum interval is 0.1)

0 10 20 30

0.06

0.05

0.04

0.03

0.02

R
at

io
 o

f c
oe

ffi
ci

en
ts

 w
ith

in
 th

e 
ra

ng
e

0.01

0

-10-20-30

Coefficients distributed in [ -30,30] (The minimum interval is 0.1)

0 10 20 30

Fig. 2 Histogram of coefficients in range [-30, 30], minimum interval 0.1, after BDCT and

horizontal difference (left) and vertical difference (right)
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Fig. 3 Histogram of coefficients in range [-30, 30], minimum interval 0.1, after DWT and

difference operation, 1-level sub-bands are in the up with horizontal, vertical and diagonal

direction in order from left to right, and 2-level sub-bands are in the bottom
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coefficient energy, we shine the negative part upon positive. For example, suppose

state number N to be 7, and states, represented by S, will be -3, -2, -1, 0, -1, -2, -3,

with each state having a probability of 1/7. We distribute the coefficients to 7

different intervals (‐ 1, ‐ T3), (‐ T3, ‐ T2), (‐ T2, ‐ T1), (‐ T1,T1), (T1, T2),

(T2, T3), (T3, + 1), and then map each interval to a Markov state S.

Without losing generality, with an odd state number N, there are M ¼ (N-1)/2

marginal values, T1, T2, . . ., TM, that should be calculated. The algorithm is

designed as follows:

1) Suppose the initial interval to be [Ts,Te], set Ts ¼ 0, and Te ¼ 0.1;

2) Calculate the percentage of coefficients in [�Te, � Ts) and (Ts,Te], if not above
1/M, then Te ¼ Te + 0.1;

3) Repeat 2), if the percentage is above 1/M, then end the loop, return Te, set
Ts ¼ Te and Te ¼ Te + 0.1;

4) Repeat 2) and 3), if the loop number is above M or Te is above or equal to the

maximum of coefficients, then end the loop.

Finally, we get T1, T2, . . ., TM in order from the return in each loop.

3 Experiment and Results

3.1 The Image Dataset

The Columbia Image Splicing Detection Evaluation Dataset [5] is widely used to

evaluate the effect of image splicing detecting algorithm. The database consists of

933 real images and 912 splicing images. Real images are taken by one camera and

splicing images are generated from two real images, only the splicing operation and

no post dispose, which makes for splicing detection particularly (Fig. 4).

3.2 Classifier and Detection Results

Support vector machine (SVM) is wide used in classification and we employ

LIBSVM by Prof Lin [10] as the classifier, with Radial Basis Function (RBF) as

kernel function. Grid searching algorithm is used to find best parameters C and G

for classification. Images are divided into two parts randomly, i.e. training set and

testing set, and it is repeated 50 times for each parameter group (C, G). Then the

performance is measured by the average classification result.

Tables 4 and 5 show the detection results of traditional Markov model and

proposed Markov model in BDCT domain. AC stands for average detection

accuracy rate, TP for detection accuracy rate of real images, TN for that of splicing

images, and variance is right below the detection accuracy rate. The data shows that
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the proposed method boosts the detection accuracy rate by one to two percent with

the same feature dimension for each individual feature. He et al. combined BDCT

and DWT Markov features together and increased the detection accuracy rate from

91.87 % in [4] to 93.55 % in [9]. But the sacrifice is to enlarge feature dimension

from 266 to 7,290, which lead to that feature selection method like SVM-RFE

(support vector machine recursive feature elimination) must be used before classi-

fication in order to avoid overfitting.

Table 4 Comparison of detection results of Markov features with traditional state selection and

proposed state selection on BDCT domain (N ¼ 7)

BDCT (N ¼ 7)

Traditional state selection Proposed state selection

AC TP TN AC TP TN

Horizontal difference 85.3 % 85.1 % 85.6 % 87.2 % 87.2 % 87.3 %

0.9 % 2.0 % 1.7 % 1.0 % 1.7 % 1.1 %

Vertical difference 85.0 % 84.6 % 85.5 % 87.2 % 86.4 % 88.1 %

1.3 % 1.5 % 2.6 % 1.2 % 1.9 % 2.0 %

Table 5 Comparison of detection results of Markov features with traditional state selection and

proposed state selection on BDCT domain (N ¼ 9)

BDCT (N ¼ 9)

Traditional state selection Proposed state selection

AC TP TN AC TP TN

Horizontal difference 87.2 % 86.2 % 88.3 % 88 % 87.3 % 88.8 %

0.7 % 1.6 % 1.5 % 0.8 % 1.7 % 1.7 %

Vertical difference 86.3 % 84.7 87.9 % 87.6 % 87.4 % 87.9 %

1.0 % 1.7 % 2.2 % 1.0 % 1.5 % 1.7 %

Fig. 4 Image samples in the database, the up two are Authentic and bottom ones are Splicing
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The DWT Markov model in [9] employs position, scale and direction features

together. Among these three features, position contributes the most and the detec-

tion accuracy rate of direction or scale feature alone is less than 75 %. Even

incorporating them with position features, the accuracy gain is insignificant. So

we only compare the detection results of the position features. Tables 6 and 7 show

that proposed model will improve the detection accuracy rate by 1 % or more.

4 Conclusion

This paper improves the Markov state selection method in [4] and [9], enhancing

the Markov model’s ability for image splicing detection. The improved method

maps states evenly with coefficients and employs coefficients of distribute effi-

ciently. The proposed model increases the detecting accuracy rate of each individ-

ual feature by more than 1 % in average with the same feature dimension.
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Table 6 Comparison of detection results of Markov features with traditional state selection and

proposed state selection on DWT domain (N ¼ 7)

DWT (N ¼ 7)

Traditional state selection Proposed state selection

AC TP TN AC TP TN

1-level sub-band 81.6 % 82.5 % 80.7 % 83.3 % 82.9 % 83.7 %

1.1 % 2.2 % 2.4 % 0.9 % 2.0 % 1.9 %

2-level sub-band 70.0 % 68.2 % 71.9 % 71.4 % 66.7 % 76.2 %

1.2 % 2.9 % 3.3 % 1.3 % 3.2 % 3.7 %

Table 7 Comparison of detection results of Markov features with traditional state selection and

proposed state selection on DWT domain (N ¼ 9)

DWT (N ¼ 9)

Traditional state selection Proposed state selection

AC TP TN AC TP TN

1-level

sub-band

82.0 % 83.0 % 80.9 % 83.2 % 83.3 % 83 %

1.0 % 2.8 % 3.0 % 1.0 % 1.7 % 1.8 %

2-level

sub-band

70.7 % 65.0 % 76.6 % 72.3 % 68.9 % 75.9 %

1.2 % 3.3 % 3.2 % 1.2 % 3.3 % 3.4 %
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Image Fusion Based on Compressed Sensing

Xin Zhou, Wei Wang, and Rui-an Liu

Abstract Compressive sensing (CS) has received a lot of interest due to its

compression capability and lack of complexity on the sensor side. This paper

presented a new image fusion based on compressed sensing. The method decom-

poses two or more original images using directionlet transform, and gets the sparse

matrix by the directionlet coefficients sparse representation, and fuses the sparse

matrices with the coefficients absolute value maximum scheme. The compressed

sample can be received through randomly observed. The fused image is recovered

from the reduced samples by solving the optimization. The study demonstrates that

CS-based image fusion has a number of perceived advantages in comparison with

image fusion in the infrared image domain. The simulations show that the proposed

CS-based image fusion algorithm has the advantages of simple structure and easy

implementation, and also can achieve a better fusion performance.

Keywords Image fusion • Compressive sensing • Directionlet transform

1 Introduction

The main goal of image fusion is to extract all the important features from all input

images and integrate them to form a fused image which is more informative and

suitable for human visual perception or computer processing.

Image fusion is mainly divided into three levels, namely the pixel level fusion,

feature fusion and decision level fusion [1]. This article only focuses on the pixel

level fusion. There are a number of pixel-level image fusion methods, including the

weighted average method [2], the pyramid transform method [3], principal com-

ponent analysis (Principal Component Analysis, PCA) method [4] as well as fusion
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based on wavelet transform methods. The wavelet transform has become an

important tool in image fusion method for its excellent feature of time frequency

analysis [5]. However, wavelet bases are isotropy and of limited directions and fail

to represent high anisotropic edges and contours in images well. For the drawbacks

of the wavelet transform, directionlet transform is anisotropic transform proposed

by Vladan, which is based on integer lattice. The directionlet still use the

one-dimensional filter group, but with the base function of multi-directional anisot-

ropy, the directionlet have a detachable filter and critical structure, and are able to

be fully reconstructed, thus, theoretically it has more advantages than the general

wavelet transform, and the other second generation wavelet transform [6].

In recent years, inspired by the ideas of “sparse” approximation, a novel theory

called compressed sensing (CS) has been developed [7–9]. The CS principle claims

that if a signal is compressive or “sparse” in a certain transform domain, it can be

projected onto a low-dimensional space using a measurement matrix which is

irrelevant with transform basis while still enabling reconstructed at high probability

from these small number of random linear measurements via solving an optimiza-

tion problem. Therefore, it is expected to provide a new idea for image fusion by

combined directionlet with CS.

This article proposes a new scheme for image fusion. Directionlet transform first

decomposes each source image into two components, i.e., dense and sparse com-

ponents; then the dense components are fused by the selection method according to

the manifestations of defocus while the sparse components are fused under the

frame of CS via fussing a few linear measurements by solving the problem of l1
norm minimization which is based on two-step iterative shrinkage reconstruction

algorithm. The proposed fusion scheme is applied to infrared and visible image

fusion experiments, and the performance is evaluated in terms of computational

efficiency, visual quality and quantitative criterion.

2 Directionlet Transform

The directionlet transform proposed by German researchers Vladan is the multi-

directional anisotropy based upon the integer lattice [10–12]. It adopts multi-

directional anisotropy basis functions, therefore, it has more advantages in

expressing the image than the average wavelet transform. At the same time, it

only uses the one-dimensional filter banks with separable filtering and critical

structures, and can be reconstructed totally, thus, as far as the computational

complexity is concerned, it has more advantage than other second generation

wavelet transform. The directionlet transform is a new multi-scale analysis tools.

When using one-dimensional filter banks to conduct multi-directional

two-dimensional separable wavelet transform, we select any two rational slope

r1 ¼ b1/a1 and r2 ¼ b2/a2’s digital line direction to filtering and down-sampling,

however, When the critical sampling is enhanced, Two digital lines will have the

issue of direction of mutual inductance, that is, along the slope r1 and r2, the concept
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of the digital line can’t provide a systematic rule for the down-sampling of the

repeated filtering and repeat sampling.

Therefore, Vlada has proposed the multi-directional filtering and down-

sampling which are based on lattice. First, chose any two reasonable slopes

r1 ¼ b1/a1 r2 ¼ b2/a2’s directions in grid space z2, expressed in matrix as:

MΛ ¼ a1 b1
a2 b2

� �
¼ d1

d2

� �
, a1, a2, b1, b2∈Z, n1 6¼ n2 (1)

The direction along the slope r1 of the vector r1 is called the change of direction;
the direction along the slope r2 of the vector d2 is called the queue direction. Along
the skewed collinear transform of the transformation of the lattice in the queue

application, it has n1 and n2 (n1 6¼ n2) transformation in an iterative steps along the

transform direction and queue direction. Marked as S � AWT(MΛ,n1,n2). From
MΛ, the integer lattice Λ can be ascertained. According to the case theory, z2 has
been divided into the | det MΛ|’s co-set which is about the entire integer lattice Λ.
The filtering and down-sampling has been conducted in every co-set, and then the

remaining pixels belong to the lattice Λ0 of integer lattice Λ, the matrix M0
Λ

generated accordingly. There out, sparse representation of the anisotropic object

on the direction of the image can be obtained. The principle is shown as in Fig. 1

(the change of direction in the figure is 45�).
The image which has gone through the above mentioned directionlet transform

has a very sparse coefficient, and then can obtain more directional information,

which can be better used to describe the edge contour of the infrared image.

3 Compressive Sensing and Image Fusion

Compressive sensing enables a sparse or compressible signal to be reconstructed

from a small number of non-adaptive linear projections, thus significantly reducing

the sampling and computation costs [13]. CS has many promising applications in

Fig. 1 Based on the integer lattice’s filtering and down sampling. (a) expressed with the generator

matrix, (b) two-dimensional dual-channel filter
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signal acquisition, compression and medical imaging. In this paper, we investigate

its potential application in the image fusion.

As far as a real-valued finite-length one-dimensional discrete-time signal x is

concerned, it can be viewed as a RN space N � 1dimensional column vector, and

the element is x[n], n ¼ 1,2,� � �,n. If the signal is sparse K, it can be shown as the

following formula:

x ¼ ψs (2)

ψ is the N � N matrix, s is the coefficient component column vector of dimen-

sion N � 1.

When the signal x in the base of ψ has only non-zero coefficients of K � N

(or greater than zero coefficients), ψ is called the sparse base of the signal x.

The CS theory indicates that if the signal x’s (the length is N) transform

coefficient which is at a orthogonal basis ψ is sparse (That is, only a small number

of non-zero coefficients can be obtained.) if these coefficients are projected into the

measurement basic ϕ which is irrelevant to the sparse base ψ , The M � 1 dimen-

sional measurement signal y can be get. By this approach, the signal x’s compressed

sampling can be realized. The expression can be expressed as:

y ¼ ϕx ¼ ϕψs ¼ Θs (3)

ϕ is the measurement matrix ofM � N, andΘ ¼ ϕψ is theM � Nmatrix, and it

is called the projection matrix. y is the measurement value of the projection matrix

Θ, which is relevant to the sparse signal s. Only when the orthogonal basis ψ is

irrelevant to the measurement matrix ϕ, that is to say, the projection matrix can

satisfy the requirement of Restricted Isometry Property(RIP), the signal x can be

accurately recovered via these measured value by solving (3) in the best optimized

way. The block diagram derived from the CS theory for the field of image

processing is shown in Fig. 1.

min
s

sk kl1 s:t: y ¼ ϕψs (4)

The advantage that the CS theory has is that the data obtained via the projection

measurement is much smaller than the conventional sampling methods, breaking

the bottleneck of the Shannon sampling theorem, so that the high-resolution signal

acquisition becomes possible. The attraction of CS theory is that it is for applica-

tions in many fields of science and engineering and has important implications and

practical significance, such as statistics, information theory, coding theory, com-

puter science theory and other theories.

Compared with the traditional fusion algorithms, the CS-based image fusion

algorithm theory has shown significant superiority: the image fusion can be

conducted in the non-sampling condition of the image with the CS technique; the

quality of image fusion can be improved by increasing the number of measure-

ments; this algorithm can save storage space and reduce the computational
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complexity. The main ideas of the CS-based image fusion algorithm theory are: first

of all, the two images which need to deal with should undergo the directionlet

transform; the sparse matrix can be obtained after the directionlet coefficients

processed with sparse treatment; and then determine the fusion rules for sparse

matrix integration; obtaining compressive sampling through random sampling

matrix; finally, the fused image can be obtained in the best optimized way.

The practical function of wavelet transform is the signal de-correlation, and all

the information of the signal is concentrated into the wavelet coefficients with large

amplitude. These large wavelet coefficients contain far more energy than that

contained in small coefficient, so that in the reconstruction of the signal, a large

coefficient is more important than the smaller one.

This paper adopted the fusion rule which concentrated on the larger absolute

value, comparing two wavelet coefficients of the same location in two images, the

absolute value which is greater are selected as fusion wavelet coefficients. The

expression is as follows:

Df ¼ DM, and M ¼ argmax Dij jð Þ
i¼1, 2, ���, I (5)

The Df is the fusion wavelet coefficient; DM is the wavelet coefficient whose

absolute value is the largest of the wavelet coefficients in the same location in

different images; I is the number of the source image.

The directionlet transform is used to deal with the source image; directionlet

coefficients obtained sparse treatment: small coefficient (or coefficient of close to

zero) is set to zero, to obtain an approximate sparse coefficient matrix.

When the source image is conducted via sparse transformation, the wavelet is

used as the sparse basis To make the image can be reconstructed with less

measurement value the reconstruction, we must ensure the sparse basis ψ and the

measurement matrix ϕ is irrelevant, because any random sparse matrix has supe-

riority that it is irrelevant to any sparse basis. That is the reason why it can be used

as a measurement measure matrix.

The concrete realization of image fusion algorithm which is based on CS theory

is as follows:

1. For each m � n pixel image conducts directionlet transform to obtain the

directionlet coefficients matrix.

2. The directionlet coefficients are processed with sparse treatment, and then the

directionlet coefficients are fused according to the larger absolute value rule.

3. For the fused directionlet coefficients, the random matrix is selected as the

measurement matrix ϕ, after the measuring, the measured value y can be

obtained.

4. By solving the linear programming of the l1 norm, the approximate solution x̂
can be acquired.

5. Conducting the inverse transform to the obtained directionlet coefficients, and

thus the fusion image can be acquired.
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4 Experimental Results and Analysis

The experiments selected the infrared and visible registration images to conduct the

fusion experiment with different approaches. Figure 2 shows image (a) and image

(b) respectively represent the infrared and visible images of the airfield, and the two

images contain much detail and texture information; the image (c) represents the

fusion result based on the Laplacian pyramid (LP) transform; the image (d) the

fusion result based on the fusion of the discrete wavelet transform(DWT); the image

(e) represents the fusion results based on CS. As can be seen from the figure,

the images (c) and (d) have different degrees of blur. Compared to (c) and (d), the

image (e) is clearer as far as the visual effect is concerned.

Table 1 is an objective evaluation towards the quality of the images in this set of

experiments. As can be seen from the table, the standard deviation and the average

gradient of the image (e) are the highest, which demonstrate that the image

Fig. 2 Fusion experiment. (a) Infrared image (b) Visible image (c) LP (d) DWT (e) CS

Table 1 Comparison of statistical parameters about fusion results according to different fusion

rules

Entropy Cross entropy Standard deviation Average gradient

LP 12.551 0.708 14.112 28.410

DWT 12.689 0.917 14.978 28.341

CS 12.974 0.961 15.201 29.134
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(e) having better contrast and sharpness, and therefore is consistent with the

subjective evaluation results.

5 Conclusions

The paper put forward an infrared and visible fusion algorithm based on the

compressed sensing. Compared with the traditional wavelet transform, the pro-

posed CS-based image fusion algorithm can preserve the infrared and visible

image’s feature information, enhance the fused image’s space detail representation

ability, and improve the fused image’s information. The experiment proves that the

approach in this paper is better than the discrete wavelet transform and Laplace

pyramid decomposition, etc.
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Freight Status Classification in Real-World

Images Using SIFT and KNN Model

Dongyang Wang, Dahai Yu, Junwei Han, and Shujun Li

Abstract This paper proposes a unified image classification framework to label

railway freights status that includes the Scale-Invariant Feature Transform (SIFT)

description through a robust optimization approach. The developed model consists

of several computational stages: (a) the SIFT descriptors in each image are

extracted; (b) the training features are optimized by using K-Affinity Propagation

(K-AP) algorithm; (c) construction of the Expectation-Maximization Principal

Component Analysis (EMPCA) is applied for feature compression into low dimen-

sional space; and finally (d) k-nearest neighbor (KNN) is used to register each

image to trained classifiers. In this paper we are particularly interested to evaluate

the classification performance of proposed algorithm on a diverse dataset of

600 real-world freights images. The experimental results show the effectiveness

of proposed feature optimization technique when compared with the performance

offered by the same classification schema with different feature descriptors.
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1 Introduction

In last decade, railway transportation plays very important role in modern logistics.

In order to guarantee the safety of transportation, every freight train has to be

pattern analysis. One way of doing this is manually, but this manner is expensive

and unreliable. Actually machine vision technologies have been widely employed

in logistic industries instead of human work [1]. In this technique, automatic image

classification becomes a focal point in image analysis. In this paper, we focus on

classifying loaded status of metal freights into different categories, which is a

crucial task for railway inspection system and many other transportation

applications. However this task is a complex problem because the image of railway

scenes is very dynamic, plus the system requires fast processing speed.

Review previous works, it is very worth to emphasize that, most of standard

image classification algorithms can be formulated in two categories: discriminative

and generative [2, 3]. Generative algorithms such as Hidden Markov model Bayes-

ian Hierarchical model etc., is generating joint probability distribution over

observations. Discriminative algorithms such as Spatial Pyramid Matching

(SPM), SVM, k-nearest neighbor (KNN) [4] etc. is generating conditional proba-

bility distribution. To address the object classification problem, both kinds of

algorithms often extract local features such as Scale-Invariant Feature Transform

(SIFT) [5], Speeded Up Robust Features (SURF) [6] that used to directly represent

whole picture for image classification. This is appropriate for the simple object

which is shown on an image, but not suitable for the variance in appearance of

objects within the same class remains. For instance, metal freights can be horizon-

tally loaded on the car with different quantities. Although they are belonging to the

same state class, but each group of metal object shows different appearance and

loaded status. This fact can be observed in Fig. 1.

We motivate this paper by the requirement of categorizing freight images for

video surveillance of rail transportation system. For this regard, each image consists

of several contents such as train, freights, track, but the category of image can only

be registered based on one object of interest (OOI). In real streaming environment,

the underlying OOI distribution changes over time. The traditional classification

techniques are capable of recognizing novel instances based on ensemble technique

of clustering or classification on feature evaluation technique. The goal of feature

evaluation technique is selecting the correct points of data grouping. For proper

selection of features, we introduced a novel method based on KNN from which

SIFT features are optimized by K-Affinity Propagation (K-AP) algorithm and

Expectation-Maximization Principal Component Analysis (EMPCA) projection.

In the experiments, we collected a challenge dataset with a total of 600 images.

We demonstrate our algorithm with image classification tasks for freights status.

The results show that its accuracy is comparable to classification without proper

features optimization, while requiring significantly less computation time. The rest

of the paper is organized as follows. In Sect. 2, proposed algorithm model is

described in details. Then Sect. 3 presents the experiment setting and their results
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are described. Concluding remarks and discussions on the future work are provided

in Sect. 4.

2 Proposed Algorithm

The proposed algorithm is based on KNN algorithm, which has been used for years

by many applications such as Magnetic Resonance Imaging [7], Visual Speech

Recognition [8] due to its good stability conditions. It is a non-parametric

supervised pattern classification technique where input data is classified according

to the distance to the nearest neighbor from pre-known classes. However, we also

notice that it is essential to extract the features of the images efficiently for KNN,

without losing important local information, and reduce redundant features. In order

to achieve this goal, we propose a novel framework that consists of two stages, the

block diagram of the proposed system is depicted in Fig. 2.

On training stage:

(1) In the first step, key-points of freight are extracted from training images by

SIFT feature extraction.

(2) The aim of the second component is to filter a large number of feature points by

using K-AP algorithm.

(3) The role of third step is to project filtered feature vectors from high dimensional

feature space to low dimensional EMPCA space. The low-dimensional

EMPCA feature vectors are registered to the particular classifiers.

On testing stage:

(4) The test image is projected to the low-dimensional EMPCA representation in

same feature space of training data and considered as a feature vector for

classification. The KNN classifier is used to identify which class to assign the

test image to.

Fig. 1 Real-time examples of railway freights. Note that row 1 and 2 are belonging to the same

state class; row 3 and 4 are belonging to another state class
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2.1 SIFT Feature Extraction

Successful extract characteristics that describe the images by suitable algorithms

are important for classification. To achieve this, firstly we extract key points and

their descriptors of image from training dataset. Key point is stable local informa-

tion under protean appearance in the image domain, such as affine transformations,

scale changes and rotation. Learning from the state-of-the-arts, we notice that many

key point descriptors including SURF, FSAT (Features from Accelerated Segment

Test) [9], ORB (Oriented FAST and Rotated BRIEF) [10] and SIFT providing very

fascinating results. In our implementation, we use SIFT due to its stability in most

of experiments comparing to other methods [11].

SIFT detector has four main stages: scale space extrema detection, key-point

localization, orientation computation and key-point descriptor extraction [5]. The

difference of Gaussian (DOG) function is applied to identify potential interest

points, which were invariant to scale and orientation. And hessian matrix was

used to compute the principal curvatures and eliminate the key-points that have a

ratio between the principal curvatures greater than the ratio [5]. According to our

experiments, the best results were achieved with a 128 dimensions SIFT descriptor.

We select 40 images and extract their feature points as training data for each

category, and totally get 28,007 feature points for training data.

Fig. 2 Illustration of our two stages method based on KNN Model
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Although SIFT descriptor can robustness extract key-points under perturbed

activities in the image, but the computation for classifying is still expensive because

of its large amount of data points. In order to reduce the processing time, meanwhile

remain the accuracy as directly SIFT matching on our tasks, we used K-AP and

EMPCA for feature optimization.

2.2 K-AP Algorithm Based Feature Filtering

Affinity Propagation (AP) is a clustering algorithm that is first introduced by Frey

et al. [13]. AP takes as input a collection of real-valued similarities between data

point, where the similarity s(i, k) indicates how well the data point with index k is
suited to be the exemplar for data point i. It can be briefly described as following:

s i; kð Þ ¼ �jjXd � Xkjj (1)

r i; kð Þ  s i; kð Þ �max a i; k
0

� �
þ s i; k

0
� �n o

(2)

a i; kð Þ  min 0, r k; kð Þ þ
X

i
0 6¼i, i0 6¼k

max 0, r i
0
; k

� �n o8<
:

9=
; (3)

The responsibility r(i, k) reflects the accumulated evidence for how appropriate

feature k is the exemplar of feature i, considering other potential exemplars of

feature i. Availability a(i, k) reflects the accumulated evidence for how appropriate

it would be for feature i to choose feature k as its exemplar, considering the support

from other feature vectors that feature k should be an exemplar. When the prefer-

ence s(k, k) grows big, each node tends to select itself as the exemplar, then the

number of clusters will increase.

Many literatures have indicated that AP algorithm can provide more accuracy

rate than other traditional clustering algorithm [14, 15]. Based on this fact, AP

algorithm is further implemented to optimize training data [16]. Despite AP’s

efficient clustering performance, it does not allow directly specifying the number

of clusters. Instead, the number of clusters produced by AP is implicitly controlled

by a user-defined parameter. Frey and Dueck [15] have suggested repeating launch

AP many times with different parameters setting searched by bisection method until

the desired number of clusters are found. As AP suffering from the quadratic

computational complexity, repeating launching AP to obtain a given number of

clusters will greatly increases the computational complexity.

In order to generate specified K clusters, Zhang [17] introduce a constraint of

limiting the number of clusters to be K for automatically adapting the message

passing call K-AP. The proposed K-AP method offers the same guarantee of

optimality of AP and generates user-specified number K of clusters for negligible

computational cost overhead compared to AP.
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In this paper, we use experience of K-AP for feature optimization. Instead of

dealing with all images at same time, we apply K-AP to filter SIFT features (see

Sect. 2.2) for each image separately, and then integrate all exemplar results into

training data set. According to our experiments, we select 50 exemplars for each

image, this process can be observed in Fig. 3. Note that SIFT feature descriptors are

filtered by K-AP algorithm, the 50 exemplar results of each image are gathered into

training data set. In this result we totally have 6,000 feature points for training set,

while the total of feature points is 28,007 in original set before K-AP.

2.3 EMPCA

From last section, we obtain 2,000 feature points for each category. So, there are

2,000 dimensional feature vectors for each class. For further feature optimization of

both qualities and quantities, we analysis the principal components of feature

vectors by using EMPCA algorithm.

EMPCA [12] is an extension of the standard PCA by incorporating the

advantages of the EM algorithm in terms of estimating the maximum likelihood

values for missing information. The main advantage of this technique over standard

PCA is the fact that it is more appropriate to handle large datasets especially when

dealing with sparse training sets. The EMPCA procedure can be defined as follows:

E-step: W ¼ (VTV )-1V-1A; M-step: Vnew ¼ AWT(WWT)-1

where ‘W’ is the matrix of unknown states, ‘V’ is the test data vector, ‘A’ is the
observation data, and ‘T’ defines the transpose operator.

In our implementation, EMPCA is applied to linearly-project high dimensional

SIFT feature vectors into a low dimensional feature space. The motivation of this

step is to remove unrelated or less related features and reduce the classification

time. We also note that the size of EMPCA feature space can be varied practically.

In our experiments, we select three different sizes from 5 to 100 to evaluate the

performance of proposed model.

Fig. 3 K-AP feature

optimization
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2.4 KNN Classification

KNN algorithm is an efficient classification schema where the testing data is

registered based on distance to the nearest neighbor from some previously known

classes [18]. If we have a testing image, KNN is used to classify each image with

respect to the multiple classes. If feature points in testing image are classified to

more than one class, the image will be assigned to the class that is projected with the

maximum numbers of feature points.

3 Experimental Results

The dataset is a collection of 600 real-world freight images and contains three

classes including freight upright style 1 (S), horizontal style 1(L1) and horizontal

style 1(L2). These images are acquired by real-time rail transportation inspection

system. In this paper, we are particularly interested in two evaluations. The first is to

provide the comparison of proposed algorithm with same classification schema

based on different feature descriptors. In addition to the first test, it is to demonstrate

the competitive running-time performance of proposed algorithm. The second test

is to indicate the impacts of classification when the number of EMPCA dimensions

is in a series of different options.

Our testing is implemented by MATLAB R2011a on personal PC with Intel i5

CPU, 3G memory and running under windows XP application.

3.1 Experiment 1

In the first experiment, we evaluated the performance based on three classes: Up1,

Up2 and Hor. The example images can be viewed from Fig. 4. The experiment was

repeated with following different features descriptors: SIFT only (KNN), SIFT +

K-AP only (KNN + K), SIFT + EMPCA only (KNN + E), proposed algorithm

(KNN + K + E) and SURF only. All of classifications are based on KNN schema.

The motivation of this test is trying to evaluate the proper feature optimization

approach and to demonstrate the improvement of proposed feature evaluation

process.

The accuracy rate and the processing time are shown in Fig. 5a. The results

indicate that the proposed method can achieve efficient classification accuracy

while the running time is significant lower than other approaches. We also note

that the correct identification of the freight status in images drops significantly with

the increase of the number of classes in the database for SURF only classification.

Conversely, the recognition rate of proposed algorithm (KNN + K + E) presents

stability with 92 % in average.
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3.2 Experiment 2

In this test, we evaluate the classification impacts with different number of principal

features in EMPCA space. Due to the capability of EMPCA procedure is leading to

overall classification performance, the aim of this test is trying to find the optimi-

zation number for EMPCA representation. From Fig. 5b, we can observe that the

classification accuracy is robust when the number is selected between 10 and 25.

Fig. 4 Real-world Images of three status classes

Fig. 5 Classification Results. (a) Classification accuracy and running time; (b) Classification

accuracy in different number of K features vectors
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4 Conclusion

In this paper, we have proposed a fast and robust image classification algorithm

based on SIFT features descriptors. The features are optimized by K-AP algorithm

and compressed by EM-PCA to low dimensional feature space. KNN method is

used to classify three template of railway freights status in the image. The experi-

mental results were encouraging and indicate that our method is efficient to group

the image into distinct class while the computation complexity is further reduced to

meet real-time requirements. In additional to this, the implementation of proposed

algorithm is feasible for railway inspection system based on its evaluation results on

real-world images. Also during experimentation, we notice that there is a variation

result in the different number of principal feature vectors. We intend to further

develop the approach presented in this paper in order to improve the classification

result by increasing the number of classes that are used to present the real-world rail

object status.
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Weakly Supervised Learning for Airplane

Detection in Remote Sensing Images

Dingwen Zhang, Jianfeng Han, Dahai Yu, and Junwei Han

Abstract In contrast to the conventional approaches to learn geo-target classifier

using fully supervised learning techniques which heavily rely on the artificial

annotation in the training set of remote sensing images (RSIs), this paper attempts

to develop a weakly supervised learning (WSL) approach for airplane detection in

RSIs with cluttered background. The framework includes a novel WSL method to

train airplane classifier using the training images with weak labels and an efficient

detection scheme to localize the airplanes. The proposed WSL mainly consists of

three components: the negative mining based training set initialization, the updating

process for both the positive and negative training set, and the classifier evaluation

mechanism that can efficiently terminate the updating process for the best perfor-

mance. Comprehensive experiments on a large number of RSIs and comparisons

with state-of-the-art fully supervised models demonstrate the effectiveness and

efficiency of the proposed work.
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1 Introduction

The advance of remote sensing technology leads to the dramatic growth of

geospatial images in the amount and quantity. The high spatial resolution images

can provide abundant spatial and contextual information for certain targets on the

earth [1], which has necessitated the research into automatic analysis and under-

standing of RSIs. Nowadays, recent researches about target detection and recogni-

tion in high-resolution RSIs have become one of the most fundamental challenging

tasks in this field. Typically, fully-supervised classifiers are used to fulfill the target

detection task. However, a high-resolution RSI always contains complex textures

that are hard for manually annotation. Since the target in RSIs only takes size

between 1 and 5 % of the whole image area, people can hardly focus their attention

on such small regions for detailed annotation. Moreover, since some special

geo-targets are occluded or camouflaged, the artificial annotations to these targets

become to be less precision and unreliable. Overall of above discussion, the manual

annotation of geo-targets’ locations is the most important part in fully-supervised

detector training process which is tedious, time-consuming and inaccuracy. In order

to solve this problem, it is essentially necessary to train target classifiers by weakly

supervised methods [2–5].

In the process of weakly supervised learning (WSL) of target classifier, each

image in the training set is annotated with a weak label which only indicates

whether the image contains certain targets or not whereas locations and sizes are

not necessarily provided. In this certain circumstance, a target model is training by

using WSL that attempts to address two sub-problems simultaneously: localizing

the targets in each positive training image (automated annotation) and training a

model based on the automated annotation results (detector learning) [6]. To over-

come these challenges and apply WSL method for airplane detection in RSIs, a

novel framework is proposed as shown in Fig. 1. It includes a novel WSL method to

train airplane classifier using the training images with weak label and an efficient

detection scheme to localize the airplanes in RSIs. The WSL training process that is

the most challenging task in this work consists of three major components. The first

component is a negative mining based training set initialization which we can get

from an initial training set. The second component is an updating process for both

the positive and negative training set. In this process, our target classifier can

improve its precision and accuracy gradually. The third component is a classifier

evaluation mechanism that can efficiently terminate the updating process for the

best performance.
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2 Training Set Initialization

In the training set initialization process, we use a novel saliency computation model

to obtain the saliency maps of training images, and then apply a self-adaptive multi-

threshold segmentation to obtain both positive and negative patch bases. Finally,

we adopt negative mining to generate initial training set.

2.1 Saliency Model

Inspired by the characteristic of visual attention mechanism, different computa-

tional models [7, 8] have been proposed to detect salient object. In this paper, we

propose a salient feature fusion process. For each RSI, the low- and mid-level

features are extracted for every pixel of down-sampled image and they are used to

generate the final saliency map like [9]. The low-level features are local contrast of

intensity, orientation and color, color value in each channel, and global color

contrast [9]. The mid-level features are SR [7], GBVS [8], FT [6], WSCR [10],

and SDS [11]. All of these silent features have already been demonstrated by

previous works to correlate with visual saliency or be biological plausible. For

the weakly labeled training set, we do not know the locations of the targets. Duo to

this reason, we cannot use artificial annotation to train a set of coefficients to fuse

the salient features in our salient computation model. For this regard, we treat the

weight of each salient feature equally which means that if a pixel is salient in most

Fig. 1 Framework of the proposed algorithm
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salient features, it is salient in the final saliency map. Figure 2 shows that our salient

computation model can outperform most state-of-the-art methods.

2.2 Self-Adaptive Segmentation

Saliency model can calculate a salient value for each pixel in every RSI. Then, the

next step is to obtain candidate patches which may contain certain targets based on

the saliency map. An efficient way is to segment the saliency map by one or more

adaptive threshold as (1) in [6].

thresh ¼ k

W � H
�

XW�1

x¼0

XH�1

y¼0

S x; yð Þ ¼ k � mean Sð Þ (1)

where W and H are the width and height of the saliency map in pixels respectively,

and S(x, y) is the saliency value of the pixel at position (x, y), k is a parameter set

manually.

Afterwards, the candidate patches will be re-cropped to obtain the patch which

should be the similar size as one target rather than some approximate region

including large areas such as background. To achieve this goal, we prefer to use

the technique in [4] by finding the area enclosing majority of its edge energy.

Finally we obtain the external rectangle of certain area as one candidate or salient

patch. In this paper we set k ¼ 1.5 and 3 to acquire the refined patches which are

stable for the next process.

Fig. 2 Saliency map comparison
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2.3 Negative Training Set Initialization

Negative training set is the salient patches in negative RSIs. As we mentioned

before, the negative RSIs are weakly labeled RSIs without any targets. In order to

generate the negative patch base, we calculate their saliency map and use our self-

adaptive segmentation method to obtain salient patches. Afterwards, we randomly

select negative patches with the same number of patches in the positive training set

to form the negative training set.

2.4 Positive Training Set Initialization

Positive training set is obtained from the positive RSIs. After getting positive patch

base by using our saliency model and self-adaptive segmentation method, we need

to adopt negative mining to select several positive patches with highest probability

of containing the targets to form the positive training set.

As described in [12], negative mining is an approach of mining the nearest

negative patches. Unlike [3, 5], it relies on the abundance of known negative

patches and does not require optimization of intra-class cost function. The training

image set consists of a set of positive images Iþi that contain the object of interest

and a set of negative images I�i which do not. We consider a set of positive patches

xi,j ¼ 1.. n in each image i. Each patch xi,j is represented by a bag-of-words (BOW)

histogram. The goal of this step is to score every patch in each positive image I+ and
select some highest scored patches as the initial positive training set. The negative

mining algorithm accomplishes this by selecting the patches with large distance to

the nearest neighbor in the negative patch base [see (2)] where || � ||1 is the L1 norm
and N(xþi;j) refers to the negative nearest neighbor of xþi;j.

Dist xþi, j
ffi �

¼ jjxþi, j � N xþi, j
ffi �

jj1 (2)

3 Training Set Updating

In order to implement the target detection task precisely, a training set updating

process is applied to train the classifier iteratively. The motivation of this process is

to achieve a strong classifier ultimately that can improve the performance of the

classifier. It is important to notice that we use BOW features to train the target

classifier because it is invariant to the target rotation, shape and size variation. After

training the BOW classifier by using the initial training set, the obtained target

classifier is then run on each positive image. Next, a set of patches with highest

classification score are selected as the new positive training set. We then randomly

select the same number of negative patches from the negative patch base to generate
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the new negative training set. Figure 3 shows the gradually improvement of the

target classifier in each iteration and achieve the best performance in iteration 5.

4 Classifier Evaluations

Evaluating trained target classifier in each iteration using weakly labeled data is

difficult because we don’t know what the target looks like and where the exact

target locations are in positive images? To solve this problem, we propose to use a

negative evaluation mechanism to measure the effectiveness of current classifier in

iteration since negative instances do not contain any target. Specifically we use the

classifier to classify each negative patch in negative patch base and calculate the

false rate in iteration. Continually, the false rate decreases in the first several

iterations and then begins to increase. Therefore, we setup the iteration with the

local minimal false rate is the stop iteration, and the target classifier trained in this

iteration will be selected as the final classifier which is preferred as the best

performance in the updating process. This intuitive measure is proved base on the

performance of the trained classifier in our experiments evaluation (see Table. 1).

From Table. 1, we can observe that the local minimal false rate locates in iteration

Fig. 3 Performance of training set updating

Table 1 Performance of negative evaluation

Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5 Iteration 6

F-measure 0.7361 0.7452 0.7441 0.7650 0.7741 0.7699

False rate 0.1412 0.0619 0.0387 0.0295 0.0290 0.0348
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5 and the F-measure which is popularly used in object annotation evaluation

increases to the maximum.

5 Airplane Detection

For the airplane detection, a salient patch based target detection scheme is adopted

(see Fig. 1). We calculate the saliency maps of RSIs at first, and use our self-

adaptive segmentation method to get their salient patches. Because our approach is

robust to get salient patches which would contain the airplane targets in the entire

test images, it appears to be more efficient to detect targets by classifying the salient

patches in one RSI instead of the sliding windows. In this regard we use the

classifier trained by our WSL method to accomplish the weakly supervised airplane

detection.

6 Experimental Results

For this experiment, we collect 120 high resolution RSIs from ten different airports

in different countries on Google Earth. The resolution of them is about 0.5 m per

pixel, the scale of an image is about 1,000 by 800 pixels, and the size of an airplane

target is from 700 pixels to 25,488 pixels. Hence, the result of our experiment can

demonstrate that our algorithm is able to deal with multi-size target in large scale

RSIs with cluttered background.
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In this evaluation we separate all RSIs into three sets: 50 of them as test set, 50 of

them as positive training set, and 20 of them as negative training set. The training

set is used to train airplane classifier by our WSL method, and the test set is used to

compare the performance of the trained classifier by using proposed method and the

classifier trained by fully supervised method.

In additional to demonstrate the airplane detection accuracy based on proposed

WSL trained airplane classifier among the test data, we present the Precision-Recall

curve (see Fig. 4) and several detection result examples (see Fig. 5). Both figures

demonstrate that the proposed WSL method can achieve higher detection precision

in more test RSIs and a mean AP of 0.5418 superior to a mean AP of 0.4820 of the

FS approach. The mean AP has been proved to be the most accurate approximation

to average precision and the most robust measure in the presence of incomplete

detection. Note that the weakly supervised method is the proposed approach in this

Fig. 5 Examples of detection results
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paper and the fully supervised method is the classifier trained by artificial annota-

tion with BOW feature to detect target in the same test image set.

7 Conclusions

In this paper, we present a framework for the challenging task of detecting airplane

with classifier trained by WSL method in large scale RSIs with clustered back-

ground. The framework includes a novel WSL method to train airplane classifier

using the training images with weak label and an efficient detection scheme to

localize the airplanes in RSIs. The experimental results demonstrate that WSL

method in remote sensing target detection is an efficient approach since weakly

supervised learning target classifier can achieve better detection accuracy compared

with a fully supervised classifier.
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Measurement of Rice Growth Based

on the Remote Video Images

Ruokui Chang, Hua Liu, YuanHong Wang, Yong Wei, and Nan Wang

Abstract Rice is one of the major crops in our country. Tracking the growth of rice

in time with remote monitoring equipment can provide safeguard for production

forecast and disease control of the rice. Adopting wireless video transmission

module W730 to realize remote video monitoring on rice growth, the experiment

could obtain the growth of rice information, and thus will lay a foundation for

forecasting rice yield by collecting growth images of rice at different times,

preprocessing real-time image data with the MATLAB image processing module,

making segmentation of the image with finite difference method, and marking the

median-filtered image.

1 Introduction

Rice is one of the major food crops in China and its production accounts for about

half of the total grain output. Monitoring and predicting rice growth conditions

timely and accurately is remarkably significant for planting industry structure

adjustment and grain policy making. Compared with big errors resulted from

traditional methods such as artificial observation for rice growth change and yield

prediction, the experiment, employing computer remote control technology,

realizes real-time monitoring on the rice growth conditions, which lays a foundation

for accurate forecasting of plant diseases and insect pests at the production level.
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2 Material and Methods

Remote monitoring system is composed of several big modules such as single chip

microcomputer system (MCU), power supplies, wireless video transmission mod-

ule, wireless data transmission module, pyroelectric infrared sensor module, cloud

terrace (PAN/TILT), and Sound-light alarm. Among them, the single chip micro-

computer system is mainly responsible for controlling command parsing and other

modules to complete the corresponding functions; Adopting W730 wireless video

transmitter, wireless video transmission module works in coordination with the

microcontroller through the serial port communication to transmit video data and

controlling commands between the system and the remote PC; Wireless data

transmission module’s main function is data transmission between the host and

environment parameter detection module; PAN/TILT enlarges the video scope by

changing the angle of the camera and Sound-light alarm aims at warning of theft.

The system structure is shown in Fig. 1.

By receiving remote control signal from the PC, host transmits the collected data

of video, images, and environmental parameters to the remote PC through 3G

network, which provides experts with crop growth status information and thus

realizes the remote expert diagnosis function.

3 Measurement of Rice Growth

Rice growth image processing is the key to measure the growth via image

processing method. After acquiring images for the growth of rice, Matlab software

was applied for image processing and analysis. Working flow chart for rice growth

forecast is shown in Fig. 2. Firstly, the original image was preprocessed (such as

getting rid of the shadow and adjusting the size); Secondly, RGB(red, green, blue)

image was converted to a grayscale image; then image segmentation was conducted

to make binary value transformation; and then, the accurate difference of rice

growth was obtained through the edge detection; finally, forecast data of rice

growth could be gotten by calculating the pixel number gotten through morpholog-

ical image processing, median filtering, marking and the like.

3.1 Video Preprocessing

First of all, the size of original image got adjusted by the written MATLAB

program since image from video capture is very big (3,264 � 2,448). After adjust-

ment, the size of the image became small and suitable for image processing

(652 � 490). As a kind of important means of image enhancement, gray-scale

transformation increases the dynamic range of the image, extends the image
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contrast, enables image clearer and features more obvious. Therefore, true color

image (RGB format) would be converted to grayscale images in the experiment.

3.2 Image Segmentation

In the experiment image segmentation was conducted via the finite difference

method which is a method of image processing usually for detecting image

transforming and moving objects [1, 2]. With the reference image as a background

image, the finite difference skill gains the moving target area through subtraction

between the current frame image and the background image [3]. The basic idea of

background difference method is as shown in Fig. 3.

Among them, f k(x, y) is on behalf of the current frame, B k(x, y) represents the

background frame, D k(x, y) represents the difference of binary image, th is on

behalf of the set threshold. Based on (1), binary image D k(x, y) is obtained though

binarization processing of the difference image.

Dk x; yð Þ ¼ 1 if f k x; yð Þ � Bk x; yð Þj j > th
0 if f k x; yð Þ � Bk x; yð Þj j < th

�
(1)

In the Matlab, with imsubtract functions the pixel values of one input image gets

subtracted from the corresponding pixel values of another input image, then the

result will be as the Output image pixel values. The procedure is as follows:

image ¼ imread(image_name);
image1 ¼ imread (’Background.jpg’);

Wireless video transmission

Wireless data transmission
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Sound-light alarm
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processing

Image acqui-
sition

Median
filter

image segmen-
tation

image pre-
processing

result

Edge detec-
tion

marking

Fig. 2 The flow chart of rice growth forecasts
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grayscale ¼ rgb2gray (image);
grayscale1 ¼ rgb2gray (image1);
subtract ¼ imsubtract (grayscale1,grayscale);
figure, imshow (subtract);
In order to eliminate the edge effect in the image, the imclearb border command

also needs to be used. Command format is as follows:

noborder ¼ imclearborder(image,coon);
Coon means connectivity. A fully connected path formed by elements of a set

exists between any two pixels in a connectivity. And removing the background of

the image is based on the concept of connectivity among pixels to determine which

pixels and edge pixels connect so as to remove this part of the background object.

Procedure is as follows:

R ¼ imclearborder(subtract,8);
figure,imshow(R).

3.3 Image Filtering

Image enhancement is one of digital image processing methods which improves the

appearance of the image or convert the image into another form more suitable for

the human eye observation and analysis of the machine. The image enhancement

methods mainly include average filtering and median filtering method. Experimen-

tal comparison proves the median filtering is a better method to remove the noise

[4–7]. Hence, this method was applied for image denoising processing.

Median filter is widely used as it will not make the image boundaries fuzzy in the

attenuation of noise at the same time. The effect to remove noise with median filter

relies on two factors: space range in the field and pixel number involved in the

median calculation. In general, the bright and dark objects whose size is smaller

than half size of the filter area will be filtered, whereas larger objects remain intact.

Therefore, the space size of median filter must be adjusted according to the existing

problems, whose basic principle is to adopt the median value of pixel gray value

within the neighborhood as the grey value of postprocessed pixels. The images

contrast before and after filtering is shown in Fig. 4.

Dk(x,y) Image extraction  

Difference 

sequen-
tial
image

—fk(x,y) 

Bk(x,y) 

Update

Fig. 3 The basic principle diagram of background difference method
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3.4 Marking

First, the target object in the image was determined and then marked clearly with a

unique number by finding connected components with bwlabel function which

could accept a binary image and specify connectivity value of the respective target

object (4 or 8, said 4 or 8 connected) as input variables. In order to verify the digital

image processing prediction of rice growth, the experiment analyzed pictures of

rice plant height from different growth periods and compared the analysis result

with actual measuring data. The comparison is shown in Fig. 5, from which it can be

seen the increment data gotten from the Matlab image processing method is very

close to the actual test data, the average relative error being only 3.05 %.

4 Conclusion

Putting forward rice growth forecast method based on video image processing, the

experiment realizes the image processing of the rice growth and synchronized

forecasts based on Matlab platform. Employing machine vision to track the rice

growth improves the experiment efficiency by reducing much time owing to

repeated measurement, and thus helps the results more reliable and accurate.

Fig. 4 The image contrast before and after filtering
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Image Measurement Strategy for Extreme

Circumstances

Xiong Zhang, Xiaoli Yang, Ruizhu Yang, Jingxiong Huang,

and Yelong Zheng

Abstract A new strategy of image measurement in an extreme circumstance was

proposed, according to the high-accuracy measuring requirements in high-low

temperature. A camera imaging model was chosen and analyzed. A precise vision

measurement system was designed based on a comprehensive analysis of the

ambient influences on the system. The system utilized camera temperature control

device, high-intensity light source, telecentric lens and vibration isolation platform

to ensure imaging quality, such as low distortion, high contrast and stability. A

quartz standard part with very low coefficient of linear expansion was chosen,

combined with sub-pixel feature extraction algorithm, so as to realize a real-time

calibration of the measurement system errors. Through a continuous 60 h and three

temperature cycle measurement experiment in an extreme circumstance, the results

show that the system can work stably for a long period and can achieve high

measurement accuracy.

Keywords High-low temperature • Image measurement • Real-time calibration •

Sub-pixel

1 Introduction

Aerospace devices are operated under extreme circumstance with a dramatic

temperature variance. The large temperature gradient due to insufficient thermal

convection causes dimensional changes in the components. Thus, the overall safety

and reliability of the device will be compromised. Therefore, dimensional

X. Zhang • R. Yang • J. Huang • Y. Zheng (*)

State Key Laboratory of Precision Measuring Technology and Instruments, Tianjin University,

Tianjin, China

e-mail: zhengyelong_tju@126.com

X. Yang

China Petroleum Technology & Development Corporation, Beijing, China

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical

Engineering 246, DOI 10.1007/978-3-319-00536-2_20,

© Springer International Publishing Switzerland 2014

171

mailto:zhengyelong_tju@126.com


measurement experiments under extreme circumstance must be considered during

aerospace device testing. The extreme circumstance experiment is usually

conducted in the environment where pressure is below 103 Pa and temperature

ranges from -35 to 65 �C, with random electromagnetic interference existing

around. Moreover, aerospace devices are commonly presented with irregular sur-

faces which composed of metallic materials such as copper aluminum alloy,

together with nonmetallic insulating materials. Therefore, traditional methods

have significant limitations in dimensional measurement under extreme circum-

stance. Various effective methods have already been done for measurement under

this environment, including strain gauge method [1], electronic speckle pattern

interferometry method [2], holographic method [3], digital speckle correlation

method [4], and the method based on the phase shift principle [5]. However, such

methods are still limited, such as the strain gauge method, which could inevitably

affect the tested objects because of contact, and the other methods that are relatively

sophisticated and expensive to realize.

Recent advances in computer vision and image sensing technology offer vision

measurement as a promising method for dimensional measurement under extreme

circumstance because of its high accuracy, non-contract feature, and wide adapt-

ability. Recent studies by NASA, MCSE, and IGP mostly focus on solutions in

vision measuring methods, with the results already been put into practice

[6–8]. Domestic research on vision measurement methods under extreme circum-

stance mainly focuses on aerospace field, such as the photogrammetric system for

detecting antenna distortion [9, 10].

This paper analyzes the influences of extreme circumstance on the measurement

system. According to the high-accuracy requirements of 2-D size measurement of

the components, a special system that can work properly in extreme circumstance is

designed. High brightness LED light sources and telecentric lenses are adopted to

enhance the imaging clarity under extreme circumstance. Temperature control

devices are utilized to ensure the safety of cameras, and a vibration isolation

platform is employed to improve stability. Effects on image quality and measure-

ment accuracy caused by the environment are eliminated through exposure com-

pensation and real-time calibration, respectively. The validity of this system is

proved by the experiments under extreme circumstance.

2 Principle of Vision Measurement

Vision measurement, based on the perspective geometric theory, is a method used

to obtain geometric parameters of the tested object through images taken by

camera. The 2-D vision measurement model is applicable for testing coplanar

dimensional parameters (the object plane is parallel to the image plane, and both

the object plane and the image plane are perpendicular to the optical axis of the

imaging system). Neglecting lens distortion, the pinhole model is chosen to fit the

single-camera imaging system. Four coordinate systems are established, namely,
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world coordinate system OwXwYwZw, camera coordinate system OcXcYcZc, image

coordinate system OXY, and pixel coordinate system OUV, as shown in Fig. 1.

The object and the image are in accordance with the central projection transfor-

mation. Therefore, the similarity of image point P(x, y) in the image coordinate

system with P (xw, yw, zw) in the world coordinate system can be expressed as

follows:

x ¼ xwZw

f

y ¼ ywZw

f

8>>><
>>>:

: (1)

When the manufacturing errors of the CCD photosensitive arrays can be ignored,

the relationship between pixel coordinate (u,v) and image point P(x, y) can be

described as follows:

u ¼ u0 þ x

dX

v ¼ v0 þ y

dY

8>><
>>:

: (2)

In (1), f represents the effective focal length. In (2), dX and dY stand for the

physical size of each pixel in the X axis and the Y axis, respectively. (u0,v0) is the
coordinate of point o in the coordinate system u,v. Combining (1) and (2) gives

Fig. 1 2-D planar imaging

model of a single camera
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Δu ¼ u1 � u2 ¼ Zw

fdX
Δxw

Δv ¼ v1 � v2 ¼ Zw

fdY
Δyw

8>>><
>>>:

, (3)

where Δxw and Δyw represent the horizontal and vertical components of the real

distance between two points in the object, respectively. Δu and Δv stand for the

number of pixels arraying on the horizontal and vertical intervals in the image,

respectively. As long as the pixel coordinate parameters are extracted from the

image and multiplied by a proportionality factor called the pixel equivalent value,

actual geometric dimension of the objects can be acquired [11].

3 Vision Dimensional Measurement Method Under

Extreme Circumstance

3.1 Measurement System Components

As shown in Fig. 2, the vision measurement system mentioned herein is composed

of a CCD camera, optical lens, light source, vibration isolation platform, temper-

ature control device, image capturing card, computer, and measurement software.

Two sets of imaging systems are used for carrying out two sets of dimensional

measurements simultaneously to improve efficiency because of the long duration of

the extreme circumstance experiment.

An industrial-level digital CCD camera (Baumer TXG50) with 2,448 � 2,050

pixel resolution is used. The image capturing frame rate is up to 15 fps, and the

transmission distance can reach 100 m, meeting the remote real-time measurement

requirement. The camera supports software parameter settings, and the range of

exposure time can be set from 4 � 107 to 6 � 107 μs. A built-in temperature sensor

can access the internal temperature in real-time. The telecentric lens used

(Computar TEC-M55) has a fixed focal length of 55 mm, a large depth of field

ranging from 3.5 to 6.0 mm, and a small distortion. The optical system can provide

high measurement accuracy under a constant field-angle to ensure clear imaging

under extreme circumstance. High-brightness LED light sources are chosen to

provide high-intensity, stable, and uniform illumination. Both side-light reflection

and back-light transmission lighting are applied to enhance the contrast of the

complex component edges. Measurement software consists of several modules,

including image capturing, image processing and control modules.

The temperature control device of the camera is composed of a semiconductor

cooling equipment and a water cycling machine. The semiconductor cooling

equipment compares the real-time camera surface temperature with the preset

temperature and regulates the current through the cooling chip, thus maintaining
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a normal range of temperature. Fluorocarbon oil is used as the circulating fluid for

the cycling machine because of its stability, thermal conductivity, and adaptability

for temperature ranging from -80 to 300 �C. Circulating fluid pipes are connected to
the hot surface of the semiconductor chip, enabling redundant heat to be sent out

through the water cycling machine.

3.2 Real-Time Calibration Method

Vision measurement calibration is generally performed prior to measurement. A

dimensional reference is used to calibrate the system so that a corresponding pixel-

object relationship can be established. The reference is removed afterward, and the

tested object is then put in. The changes in temperature and pressure affecting the

measurement system also cause the calibration to vary under extreme circumstance.

Therefore, a real-time calibration method based on the pixel equivalent value [12] is

adopted in this environment. As shown in Fig. 3, the reference component is made

of transparent quartz whose linear expansion coefficient is 5.5 � 10-7/ �C, which
has a good thermal stability. The known high-precision size of the black rectangle

carved on a surface by photolithography is set as the measuring reference feature.

During the measurement, the reference component should be placed in the imaging

field at the same height with the measured surface of the tested object. Pixel

equivalent value can be obtained by calculating the ratio of the actual distance

between the two parallel lines with the number of pixels. This real-time calibration

aims to improve the measurement accuracy by reducing the influences of ambient

changes in the measurement system.

Sub-pixel subdivision algorithm is adopted to improve the calibration accuracy.

First, the pixel coordinates of each point on two opposite edge lines are extracted

Back 
light source 

Tested object 

Side
light source

Measuring

CCD Camera 
& Lens 

Image Capturing 

Temperature
Control device 

Result 

Computer 

Fig. 2 Schematic diagram of the vision measurement system
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through edge detection in the calibrated region. These pixel coordinates are used for

selecting the gray-level sequence of the edges from the original gray-scale images,

thus determining the edge points at the sub-pixel precision level. The least squares

method is applied to realize the centerline fitting, and the number of pixels in the

distance between the two centerlines of the opposite edges can be obtained. Finally,

the pixel equivalent value can be acquired by calculating the ratio of the actual

distance to the number of pixels.

4 Experimental Results

A vacuum container serves as the extreme circumstance simulator system. The

vision measurement system is divided into two parts, namely, the internal and the

external parts, connected by a vacuum flange cable. Ambient pressure ranges from

1.0 � 105 to 1.3 � 10-3 Pa, and the temperature varies from -35 to 65 �C, with
changing speed of 10–15 �C per h. The 60 h measurement experiment undergoes

three cyclic processes. Experimental data are recorded by the measurement soft-

ware during the process. L is the dimension being measured, as Fig. 4 shows.

The tested object is a 2-D aerospace device whose size changes under extreme

circumstance can be monitored by the measurement experiment. In the experiment,

the imaging quality is stable, and the fluctuation range of AGV remains less than 1.

The measurement results at each temperature point hold stably. The extreme circum-

stance can alter the component dimension. The maximum standard deviation value is

smaller than 0.02 mm.

5 Conclusion

The influences of extreme circumstance on the vision measurement system are

analyzed, and a method for 2-D vision measurement under this environment is

proposed. Trial results show that the system can work stably under extreme circum-

stance for a long duration without producing pollutions in the experimental devices

and the tested objects. Moreover, it does not affect the temperature and vacuum

degree of the experimental environment. The exposure compensation method can

reduce the effects of light intensity changes on image quality, and real-time calibra-

tion can decrease the effects of the varying ambient parameters in measurement

Fig. 3 Reference

component used for real-

time calibration
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accuracy. Theoretically and practically, this research provides a novel dimensional

measuring solution for aerospace devices under extreme circumstance. A reasonable

structural design is necessary to ensure the dimensional stability of parts in a spatial

environment. Materials with a small thermal distortion rate (i.e., α/λ) should be

adopted. If various materials are introduced into the same component, their values

of α should bematched, and the environmental control should be considered to reduce

the effects of ambient environmental factors.
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Blind Forensics of Median Filtering Based

on Markov Statistics in Median-Filtered

Residual Domain

Yujin Zhang, Chenglin Zhao, Feng Zhao, and Shenghong Li

Abstract Revealing the processing history of a digital image has received a great

deal of attention from forensic analyzers in recent years. Median filtering is a

non-linear operation and has been used widely for noise removal and image

enhancement. Therefore, exposing the traces introduced by such operation is

helpful to forensic analyzers. In this paper, a passive forensic method to detect

median filtering in digital images is proposed. Since overlapped window filtering

introduces the correlation among the elements of the median-filtered residual

(MFR) which is referred to as the difference between a test image and its

corresponding median-filtered version, the transition probability matrices along

the horizontal, vertical, main diagonal and minor diagonal directions are calculated

from the MFR to characterize the correlation among the elements of the MFR. All

elements of these transition probability matrices are served as discriminative

features for median filtering detection. Experiment results demonstrate the effec-

tiveness of the proposed method.

Keywords Image forensics • Median filtering • Median-filtered residual
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1 Introduction

Nowadays, with the rapid development of smart image acquisition devices and

image processing tools with friendly interface, forensic analyzers pay more and

more attention to the authenticity of digital images. Existing approaches for digital

image forensics can be roughly divided into two categories: active [1] and passive

[2]. The active approaches mainly insert watermarks or signatures to digital images

at the time of recording. Compared with the active methods, the passive ones only

need the intrinsic characteristics of digital images rather than any watermarks or

signatures, making them more practical. There are many promising passive forensic

methods for the detection of malicious forgeries [3]. However, the subtle traces of

tampering may be diminished by using some content-preserved manipulations,

such as median filtering, blurring and contrast enhancement, which do not change

the image content in general, but may decrease the reliability of forensics

techniques [4]. Therefore, detecting such operations is helpful to forensic analyzers.

We focus on the forensics of median filtering in this paper because it has been used

widely for noise removal and image enhancement.

Recently, some passive techniques for detecting median filtering have been

developed. In [5], Kirchner and Fridrich employed the ratio of histogram bins h0
and h1, and subtractive pixel adjacency matrix (SPAM) features in the first-order

difference domain to capture the median filtering artifacts for the uncompressed and

JPEG post-compressed images, respectively. In [6], Cao et al. used the probability

of zero values on the first-order difference image in textured regions as statistical

fingerprint to distinguish the median-filtered images from the non-median-filtered

images. Yuan in [7] constructed the median filtering forensics (MFF) and scalar

merged features to detect median filtering based on the observation that median

filtering significantly affects either the order or the quantity of the gray levels

contained in the image area encompassed by the filter window. Chen et al. in [8]

formed the distinguishing fingerprints by combining global probability features

with correlation features in the difference domain for median filtering detection.

Kang et al. in [9] stated that overlapped window filtering introduces the correlation

among the elements of the median filtered residual (MFR) and used the

autoregressive model to model the MFR for identifying median filtering, achieving

better performance than the methods in [5] and [7] in the JPEG post-compressed

scenario.

It has been shown in [3, 5] that Markov transition probability matrix (TPM) can

be used to model the correlation between the adjacent elements effectively. The

above discussion motivates us to investigate the effectiveness of Markov features in

the MFR domain for median filtering detection. We use transition probability

matrices along the horizontal, vertical, main diagonal and minor diagonal directions

generated from the MFR to characterize the correlation among the elements of the

MFR to capture the traces introduced by median filtering in this paper.
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The rest of this paper is organized as follows. The proposed method is described

in Sect. 2. The Experimental results are reported in Sect. 3. Finally, the conclusions

are drawn in Sect. 4.

2 Measuring the Median Filtering Artifacts Using Markov

Statistics of the Median Filtered Residual

The main idea of the median filter is to sort the gray levels encompassed by the filter

window and replace the value of the center pixel with the median of the gray levels.

The most extensively used median filters are with the square windows of odd sizes

(i.e. 3 � 3, 5 � 5, � � �). Therefore, we concentrate on these forms of median

filtering in this paper.

It is nonlinearity of median filtering that makes the theoretical analysis of

general relationship between input and output distributions of median filter compli-

cated [10]. Therefore, the forensics of median filtering is mainly focused on specific

features extraction [5–9]. The first-order difference has been proven to be effective

in capturing median filtering artifacts [5]. However, the performance of statistical

features derived from the first-order difference domain is susceptible to the inter-

ference of the image content. It has been shown in [9] that the median filtered

residual (MFR) can reduce the effects caused by the diversity of image content

effectively. This motivates us to further investigate the statistical characteristics of

the MFR. We first crop 1,000 images with size 256 � 256 from NRCS database

[11] and convert them to the 8-bit grayscale images. Then, we perform 3 � 3 and

5 � 5 median filtering on these images to obtain their corresponding median-

filtered versions, respectively. Figure 1 shows the arithmetic average of the

histograms ranging from -20 to 20 calculated from the MFRs of the original images

and their corresponding median-filtered versions, respectively.

From Fig. 1, it is observed that the elements of the MFRs are concentrated

around zeros and quickly fall off. In addition, the distribution of the elements of the

MFRs generated from the median-filtered images has a sharper peak than that

generated from the original images. This means that overlapped window filtering

introduces the correlation among the elements of the MFR. Markov transition

probability matrix (TPM) [3, 5] has also been proven to be effective in

characterizing the correlation among the elements. Motivated by the Markov

TPM, the proposed discriminative features for median filtering detection are

constructed as follows:

1) Calculate the difference between the given image with size M � N and its

corresponding 3 � 3 median-filtered version to obtain the MFR array

E similar to that in [9].

2) Calculate the transition probability matrices along the horizontal, vertical, main

diagonal and minor diagonal directions of the MFR array E in the range [-T,T]
using
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Ph u; vð Þ ¼

XM�2
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j¼0
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XM�2

i¼0

XN�2

j¼0

δ E iþ 1, jð Þ � uð Þ

(1)

where the subscripts h, v, d, and m denote the horizontal, vertical, main diagonal

and minor diagonal directions, respectively; u, v ∈ {�T, � T + 1, � � �, 0, � � �,
T} and

δ n� n0ð Þ ¼ 1, n ¼ n0
0, n 6¼ n0

ffi
(2)

By doing so, each of the transition probability matrices is of size

(2T + 1) � (2T + 1).
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3) Average Ph and Pv, and then Pd and Pm to form the matrices P1 and P2 as

P1 ¼ Ph þ Pvð Þ=2; P2 ¼ Pd þ Pmð Þ=2 (3)

4) Take all elements of the matrices P1 and P2 as discriminative features for

median filtering detection.

Note that since the mask of the median filtering is symmetric about the origin,

the averaging procedure reduces the feature dimension without affecting the detec-

tion performance of the proposed method. Based on the experimental dataset

prepared in Sect. 3.1, we empirically choose the threshold T ¼ 7 for a compromise

between the detection performance and computing complexity when constructing

the transition probability matrices. Therefore, there are 2(2T + 1)2 ¼ 450 elements

in the developed feature set for the given image.

3 Experiments and Results

3.1 Image Database

In our experiments, NRCS image database [11] is used to evaluate the performance

of the propose method. The original color images in above database are of size

1,500 � 2,100 in general. We first pick out 1,000 images in TIFF formats from the

above database randomly and convert them to the 8-bit grayscale images. Then, to

investigate the performance of the proposed method for the varying image size, we

crop 1,000 image blocks with size 256 � 256, 128 � 128 and 64 � 64 from

central region of each grayscale image to construct three sizes of the image

databases, respectively. After that, for each of three sizes of the image databases

prepared above, nine training-testing pairs are constructed similar to that in [7] as

follows:

1) Perform 3 � 3 and 5 � 5 median filtering, 3 � 3 average filtering, 3 � 3

Gaussian low-pass filtering with the standard deviation σ ¼ 0.5, and rescale

operation which is randomly generated by nearest or bilinear interpolation and

scaling factors 1.1 on all images in the original database, denoted as SORI, to

obtain the corresponding databases SMF3, SMF5, SAVE, SGAU and SRES,

respectively.

2) Build eight training-testing pairs using the image databases SMF3, SMF5, SORI,

SGAU, SRES and SAVE, i.e. MF3 versus ORI, MF5 versus ORI, MF3 versus GAU,

MF5 versus GAU, MF3 versus RES, MF5 versus RES, MF3 versus AVE, and

MF5 versus AVE.

3) Group each 50 % (randomly selected) of the median-filtered databases SMF3 and

SMF5 into the database SMF35, and group each 25 % (randomly selected) of the

non-median-filtered databases SORI, SGAU, SRES and SAVE into the database
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SALL. Build one training-testing pair using the databases SMF35 and SALL,

i.e. MF35 versus ALL.

3.2 Classification

LIBSVM [12] is used as the classifier in our experiments. The RBF kernel function

is selected for classification. For each of training-testing pairs constructed above,

2/5 of the positive samples and 2/5 of the negative ones are randomly picked out to

train the SVM classifier, and the remaining 3/5 of the positive samples and 3/5 of

the negative ones are used to test the trained SVM classifier. Note that all the

median-filtered images are considered as the positive samples, while all the

non-median-filtered images are defined as negative samples. The optimal

parameters (C,γ) for the SVM classifier are achieved in the multiplicative grid

(C,γ)∈{(2i,2j)|i∈{0,0.5,. . .,8}, j∈ {-5,-4.5,. . .,5}} by a fivefold cross-validation on
the training set. The above procedure is repeated thirty times for reducing the effect

of randomness caused by image selection for training and testing. The detection

accuracy, which is the arithmetic average of true positive rate (TPR) and true

negative rate (TNR), is averaged over thirty times random experiments.

3.3 Detection of Median Filtering

To evaluate the effectiveness of the proposed method, a series of experiments are

carried out. Two state-of-the-art methods (i.e. the SPAM-based [5] and MFF-based

methods [7]) have also been investigated for comparison on the same dataset. For

the SPAM detector, the threshold T in [5] is set to 3, which leads to the 686-D

SPAM features. Figure 2 shows the detection performance of the proposed, SPAM-

based, and MFF-based methods for varying training-testing pairs built in Sect. 3.1.

As seen in Fig. 2, all these three methods perform well in detecting median filtering
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even when the test images are small (i.e. 64 � 64). In addition, it is easily observed

that the SPAM detector achieves nearly perfect detection performance for all the

training-testing pairs built in Sect. 3.1.

JPEG is one of the most widely used formats in many digital devices and image

processing software. It is expected that a forensic scheme is robust against JPEG

compression to certain extent. To assess the robustness of the proposed method

against JPEG compression, we use the JPEG versions of the training-testing pairs

constructed in Sect. 3.1 with the JPEG quality factor Q ¼ 90, resulting in

9 � 3 ¼ 27 training-testing pairs. Figure 3 shows the classification performance

of the proposed, SPAM, and MFF detectors for JPEG post-compressed training-

testing pairs with the quality factor Q ¼ 90. From Fig. 3, it is observed that the

proposed detector is more robust than the MFF and SPAM detectors in general.

Besides, The MFF detector performs better than the SPAM detector in

distinguishing the 3 � 3 median-filtered images from the non-median-filtered

ones for lower image resolution (i.e. 128 � 128 and 64 � 64), whereas the

SPAM detector achieves better performance than the MFF detector for 5 � 5

median filtering detection.

4 Conclusions

In this paper, Markov statistics in median-filtered residual domain have been

investigated for median filtering detection. Overlapped window filtering introduces

the correlation among the elements of the MFR, leaving detectable traces. The

transition probability matrices along the horizontal, vertical, main diagonal and

minor diagonal directions are calculated from the MFR to characterize the correla-

tion among the elements of the MFR. All elements of these transition probability

matrices are utilized as discriminative features for median filtering detection.

Experiment results have shown that the proposed method can detect the median

filtering effectively and perform better than several state-of-the-art methods. Future

0
10
20
30
40
50
60
70
80
90

100

D
et

ec
tio

n 
A

cc
ur

ac
y 

(%
)

64×64 128×128 256×256

M
F3

5

M
F3

5

M
F3

5

O
R

I
G

A
U

R
ES

A
V

E
O

R
I

G
A

U
R

ES
A

V
E

A
LL O
R

I
G

A
U

R
ES

A
V

E
O

R
I

G
A

U
R

ES
A

V
E

A
LL O
R

I
G

A
U

R
ES

A
V

E
O

R
I

G
A

U
R

ES
A

V
E

A
LL

Proposed
MFF
SPAM

MF3
versus

MF5
versus

MF5
versus

MF5
versus

MF3
versus

MF3
versus

Fig. 3 Detection

accuracies achieved by

using the proposed, SPAM-

based, and MFF-based

methods for varying

training-testing pairs with

the quality factor Q ¼ 90

Blind Forensics of Median Filtering Based on Markov Statistics in. . . 185



work will be devoted to performance improvement of the proposed method and

localization of the median-filtered regions in image forgeries.
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Research on the Influence of Backlight

Parameters on the Display Device Color

Restoration Ability

Yan Li, Na Li, Jing Wang, and Guiling Li

Abstract This paper measures chromaticity parameters for Cold Cathode Fluores-

cent Lamp-Liquid Crystal Display (CCFL-LCD) and Light-Emitting Diode-Liquid

Crystal Display (LED-LCD) display devices. The results show that using the LED

as a backlight can improve effectively color restore ability of display device, the

difference of the two color gamut coverage rates is 0.5 %, and the difference of

three-dimensional color gamut volume is 0.15 � 105. The difference of intensity of

the backlight source can change accordingly brightness of the white, red, green and

blue, but it has no obvious impacts for color gamut of the displays. The result shows

that in order to achieve wide color gamut, it is feasible to select a backlight, which

has a better color reduction performance, a high luminous efficiency.

Keywords Backlight • LED-LCD • CCFL-LCD • Color gamut

1 Introduction

Photoelectric parameters of video display device directly affect the color restora-

tion ability of equipment. This paper studies the influence of backlight type and

backlight intensity on brightness and chroma of displays based on colorimetry

experiment. The Result shows selecting LED as backlight will get a better color

display effect compared with CCFL; While the intensity of backlight only affects

the brightness of the device, there is no obvious influence on 2D, 3D color gamut.
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2 Measure Experiment

Experimental instrument consists of three parts: signal generator, the monitor to be

tested and colorimeter. Experimental equipments are set up according to Fig. 1, and

the optical axis of colorimeter and central area of the display should be tested

orthogonal, where h is an effective and visual height of the display to be tested, d

refers to the horizontal distance between colorimeter lens and the display to be

tested, Moreover the test distance should be three times as large as the effective

visual height of the screen (HDTV), or four times (SDTV).

According to the relevant provisions of the HDTV test signal standard GY/T

155-2000 [1], the measure environment of this paper is as follows:

ambient temperature: 15 – 35 �C, preference to 20 �C;
relative humidity: 25 – 75 %;

the atmospheric pressure: 86 – 106 kPa;

ambient intensity of illumination �11 lx.

Experimental measurements were conducted in the darkroom [2], in order to

ensure that the feature of display does not significantly change over time, all

experimental apparatus needs to be preheated for more than 30 min before the

experiment.

3 Experimental Analysis of the Influence of Backlight

Parameters on the Color Restoration Ability

Liquid Crystal Display (LCD) is a passive light emitting display. Its itself can not

glow, so the backlight that provides all light sources for LCD display modules is

very important. Backlight is used to supply light source, which has full brightness

and uniform distribution to make LCD panel display images normally. So the

brightness, the color and the power consumption of the display, are very dependent

on the backlight performance [3]. The main backlight types: Cold Cathode

Fig. 1 Experimental

equipment diagram
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Fluorescent Lamp (CCFL) and Light Emitting Diode (LED), etc. The market

occupancy rate of LED increases year by year. This paper firstly conducts the

experiment in terms of the influence of the two kinds of backlights on the device

color restoration ability.

3.1 Different Types of Backlights

Choose two displays that have different backlights, CCFL-LCD and LED-LCD.

Using the experimental method proposed by this paper to test chromaticity

characteristics of the displays, the main chromaticity parameters tested are listed

in Table 1. According to the data from Table 1, a CIE-u’ v’ chromaticity diagram is

drawn, and 2D color gamut features of the two monitors can be got, as shown in

Fig. 2.

From Fig. 2, LED-LCD, the saturation of the red primary color is higher than

that of CCFL-LCD, so for the Light Emitting Diode display, the red and the colors

around red present better, more gorgeous subjectively. The saturation of CCFL-

LCD in the range of blue color and blue - green is higher than LED-LCD, but the

display effect is not as good as LED in the area of blue - red color. For the display

effect of green color, the two displays are mainly the same. Shown in Table 1, the

color gamut coverage of Cold Cathode Fluorescent Lamp tube display is 33.61 %,

while the color gamut coverage of Light Emitting Diode display is 34.12 %, so the

difference of both color coverage is 0.5 %.

Figure 3 is made by experimental data, and it shows 3D color gamut model of the

two displays in the CIELAB color space. Where the gray entity refers to 3D color

gamut range of CCFL-LCD, the dotted line refers to the color gamut that LED-LCD

can reproduce. Figure 3 clearly indicates that color gamut range of LED-LCD is

larger than that of the CCFL-LCD. Especially in the high brightness and yellow

area, this advantage is more obvious. According to the calculation method of the

reference [4], get color gamut volume of CCFL-LCD and LED-LCD is 7.76 � 105,

7.91 � 105 respectively. The color restoration ability of LED backlight is obvious.

3.2 Influence of Backlight Intensity on the Color Gamut
of the Displays

This article selects the display whose backlight intensity is adjustable as a test

object, and analyzes the influence of backlight intensity of displays on the chroma-

ticity characteristics of the displays. Close the dynamic backlight adjustment

function of the display to be tested before the experiment [5], adjust the backlight

intensity of the display, to make backlight intensity of the display 0, 30, 70, 100

(relative) respectively for measuring chromaticity parameters of monitor.
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Table 1 Chromaticity

coordinates and color gamut

coverages of different

backlight displays Primary colors

Coordinates

CCFL-LCD LED

u0 v0 u0 v0

Red 0.4465 0.5221 0.4389 0.5274

Green 0.1137 0.5582 0.1143 0.5637

Blue 0.1695 0.158 0.1696 0.1470

White 0.2274 0.4192 0.1890 0.4375

Color gamut coverages (%) 33.61 34.12

Fig. 3 The influence of

different backlights on 3D

color gamut of the displays

Fig. 2 The influence of

different backlights on 2D

color gamut of the displays
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The data from the experiment were drawn in CIE-u’ v’ chromaticity diagram,

shown in Fig. 4. Meanwhile they were drawn in the CIE-LAB,which is a three

dimensional chromaticity diagram [6], showed in Fig. 5. In CIE-u’ v’ space, the

primary colors—Red, Green, Blue do not change basically with the backlight

intensity increasing, and the color gamut of the display is about the same under

the four kinds of backlight intensities. That is to say that it has no effect for 2 D

chrominance features of the display to adjust the backlight intensity of the display.

According to the formula to calculate the L*a* b*, it is known that the L*a* b* are

normalized by XnYnZn, so the maximum value of L* is 100. In L*a* b* 3D color

space, with the strength of the backlight, 3D coordinates of the display is basically

the same, that is, it does not affect three dimensional chromaticity characteristics of

the display to adjust the backlight intensity.

3.3 Influence of Backlight Intensity on the Brightness
of the Displays

Backlight intensity directly affects the brightness of the display, so this paper

studies the impact of the backlight intensity on the brightness of the three primary

colors of the display.

A figure is made for the relationship between the backlight intensity and the

brightness of three primary colors of the display, shown in Fig. 6. As backlight

intensity increases, the brightness of the green primary color improves most, about

240 lx; then red primary color, its brightness increases 60 lx; Blue primary color,

minimum brightness change, its brightness increases around 25 lx. This is mainly

0
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Fig. 4 The influence of

backlight intensity on 2D

color gamut of the display
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because the display color mechanism is the additive mixing color principle [7]. In

the three primary colors, the brightness of the green primary color makes is the

highest, then red primary color takes second place, the brightness of the blue

primary color is the lowest, so the brightness of the green primary color makes a

significant contribution to the brightness of the display. The increasement of

backlight intensity of the display makes the overall brightness of monitor improve.

According to the proportion of red, green and blue primary colors in the brightness

equation, the backlight intensity mainly affects the brightness of the green primary

color of the display.

3.4 Analysis of the Test Result on the Backlight Adjustment
Function and Brightness Adjustment Function of LCD

Monitors usually have the backlight adjustment and brightness adjustment

functions, so the paper measures and analyzes the two functions. Firstly, restore
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Fig. 5 The influence of

backlight intensity on 3D
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the brightness adjustment function of the display to factory Settings 30 (relative), to

test the influence of the backlight adjustment function of the display on the white

field signal brightness, shown in Fig. 7a. Secondly, restore the backlight adjustment

function of the display to factory Settings 70 (relative), to test the influence of the

brightness adjustment function of the display on the white field signal brightness,

shown in Fig. 7b.

With the increase of backlight intensity, the white field signal brightness changes

from 75 to 310 lx, while the brightness adjustment function makes the white field

signal brightness of the display increase from 200 to 360 lx. It shows that the

backlight adjustment makes more contribution to the brightness adjustment of the

display, compared with the brightness adjustment function. This may be due to their

different action principles. The backlight adjustment controls the luminous inten-

sity of backlight tube, while the brightness adjustment is used to fine tune after

selecting the basic standard, in the case that the backlight intensity is confirmed.

4 Conclusions

The performance ability of the display device for images is directly related to the

backlight. In the paper, through experiment measurement, the research results show

that the back light intensity could significantly enhance the brightness of the green

primary color, thus can improve the brightness of the display device. But the

backlight intensity adjustment cannot improve the color gamut coverage and the

color gamut volume of the equipment, thereby, the type of backlight is the only way

to improve color restoration ability.
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The Development and Application of Video’s

Color Gamut Test Sequence

Yan Li, Na Li, Jing Wang, Guiling Li, Weihua Wu, and Mo Li

Abstract This article develops a color gamut sequence which is used for measur-

ing the video’s three-dimensional color gamut. According to the relevant video

measurement standards, considering the actual measurement needs, this paper

develops five test cards. Then the completeness of test data and the scientific nature

of test card’s design are demonstrated by this paper. Color gamut test sequence has

been put into use, the practice proved that the design of sequence is reasonable and

can be used easily. It provides the reliable data for the research of reconstructing

video’s 3D color gamut and cross-media gamut mapping.

Keywords Color gamut • Color measurement • Test sequence • Principle of color

mixing
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1 Introduction

Considering TV system and the compatibility of equipment, the conventional

analog and digital TV systems are still using Cathode Ray Tube (CRT) features

to select part of photoelectric and colorimetric parameters of TV system, color

signal encoding and decoding, and transmission method is also compatible with the

original TV system. It makes color range that the system can transfer and reproduce

(gamut) limited. It means that human’s visions can percept part of the colors which

exist in nature, which can be synthetized by humans or computer, but the current

TV system cannot realize the transmission and display. The researches indicate that

gamut coverage rate of the current TV signal only is about 1/3 of that the visions

can percept [1].

With the rapid development of modern science technology and industry, many

kinds of new display devices and display technologies emerge in recent years. In

addition to the traditional Cathode Ray Tube (CRT), Liquid Crystal Display(LCD),

Plasma Display Panel(PDP), Digital Light Processor(DLP), Liquid Crystal on

Silicon (LCoS), LED back light Liquid Crystal Display(LED-LCD)multi-color

display which is more than four colors has been used or has been developed. In

the aspect of display mode, in addition to the direct type, front projection, rear

projection, laser projection and multiple color projection have also been put into

practice. These new display devices and display based on different principles,

different structures, use the different materials, devices and technology, so the

color rendering properties have been improved obviously, the color gamut are

expanded [2–4]. Some of the “future” display device and display method will

emerge.

In order to achieve the gamut mapping between different color gamut signals

and different display devices or display mode such as expending the narrow gamut

TV signal. It displays narrow color gamut images or video images with wide color

gamut display devices or wide color gamut display mode and makes narrow color

gamut images or video images more saturated. This is used to improve the visual

effect. This is called color gamut mapping or gamut matching, and these studies

will need to video test data as the basis and premise.

Two-dimensional test pattern with certain intensity (lightness) is usually used for

the chroma test. For example, when the relevant standards were used to test “color

gamut coverage” [5], the chromaticity parameters of three kinds of 100 % of red,

green and blue were tested to calculate the ratio between the chromaticity range that

three primary colors limited and the chromaticity range of visible light. In effect,

the color gamut of the different display devices or a different way has a big

difference under the different luminance (brightness) [6], such as LCD, PDP and

other flat panel display, when the luminance (brightness) is improved, the color

range narrowed greatly. This means that these display devices can’t display the high

color saturation in high luminance (brightness) with the existing technology.

Therefore, based on color mixing principle of three primary colors [7], this

article designs a new test method for video color gamut, including the way that
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the test sequence diagram generated by computer, test scheme, the post-processing

methods of test data, and so on. All of these will be used to determinate the

luminance (brightness), hue and saturation of the video display, make all kinds of

display mode match the transmitted signal’s chromaticity characteristics, and

achieve the color gamut mapping between different media in order to give full

play to the potential of reproduction gamut for different types of display devices

and display mode, improving the color vision effect.

2 The Design of Colorimetric Parameters

2.1 Color Mixing Principle of Three Primary Colors

RGB color cube is shown in Fig. 1, and its color matching law follows (1). When

the three primary colors choose different tristimulus values R, G, B, chromaticity

parameters of synthetic colors are different, thus the image will present different

subjective colors. Therefore, theoretically, as

C ¼ R Re½ � þ G Ge½ � þ B Be½ � (1)

long as traverse tristimulus values of the three primary colors within 0 – 1, using to

(1) to combine respectively, you can get all the color cube surface and internal

colors. If you want to test maximum gamut of a display device, only select RGB

color cube surface colors.

2.2 The Selection of Colors

When choosing the color in the test sequence, this paper considers the distributed

situation of the color point in the color space, accuracy requirement and the

workload of the test, selects the 866 colors as the test object to be tested. Specific

plan is as described below.

Each edge of the RGB cube is quantized by 8 bit, so the range of RGB cube’s

each edge is [0,255] after quantized. Then approximate evenly selects 13 points in

the range of 0–255 to get 12 equal parts, the quantized values were shown in

Table 1. A total of 866 color points are obtained after the recombination of these

RGB values. There are 469 saturated color points among them. These colors are in

the surface of RGB three-dimensional color gamut, so the gamut range limited by

these color points is the maximum gamut of video system. The above design has the

test completeness.
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2.3 Selection of Gray Scale

A total of 13 gray-scale color piece were chosen from black (R ¼ G ¼ B ¼ 0) to

white (R ¼ B ¼ G ¼ 1). Using gray order can show the performance ability of

monochrome picture that the display device can be displayed.

3 Test Pattern Layout

Due to the different working mechanism or process defects, etc., the images

displayed by all kinds of display devices or display usage are often uneven [8],

especially the edge of the screen and the middle of screen, the chromaticity charac-

teristics often have differences, while the vision or video screen is more concerned

about the middle of image. In order to reduce the influence of uneven picture for

chromaticity measurement, and make the test pattern sequence suitable for the

chromaticity parameters testing for all kinds of display device and display usage,

the effective test area of test pattern sequence proposed by this paper removes the

area around the picture as shown in Fig. 2. Figure 2 removes 1/9 of the height up and

down, 1/9 of the width of the screen [9]. The ineffective measurement section was

Fig. 1 RGB color cube

Table 1 The 13 level uniform distribution values after 8 bit quantization for digital test pattern

Quantitative level 0 1 2 3 4 5 6 7 8 9 10 11 12

Quantized values 0 21 43 64 85 106 128 149 170 191 213 234 255
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filled with black to reduce the influence that comes from the edge of test image, the

light of the ineffective measurement area has influence on the measurement result.

For locating the relative position between the colorimeter and the test pattern, full

pictures of logo are set with white triangle at the edges of test pattern, and the sign of

test pattern center is also set in the middle of the test pattern.

In order to make colorimeter to collect the data of multiple color pieces at a time,

improve the efficiency of measurement, the effective testing region of test pattern is

divided into small color pieces with a number of columns and lines. Each color

piece contains enough pixels (at least 500 pixels) so that colorimeter can collect

chromaticity data of multiple pixels, and use their mean value as the measured

results of this color piece, improving the reliability of the measured results. In

Fig. 2, there is enough distance (pixels) between the columns and rows to reduce the

influence that comes from the light of adjacent color pieces when measuring the

color piece chromaticity parameters, and filled the distance with black.

Four auxiliary colors in each of the test pattern are used for maintaining the

consistency of the measurement condition when using multiple test pattern to

measure three dimensional chromaticity parameters. The position and size of

auxiliary colors in each test pattern are relatively fixed, colorimetric parameters

are also corresponding (for example, the bright white, blue, yellow and color

saturation green is in turn).

The test pattern sequence designed in this article is arranged as the configuration of

Fig. 2, so there are five test sequence diagram generated. In order to make the time that

colorimeter collects color piece’s data in each test diagram the same, the luminance

(brightness) should be divided equally, and the similar luminance (brightness) should

be classified into the same test diagram. For example, the luminance (brightness) are

divided into five grades, the 176 color pieces in the different grades should be placed at

the corresponding test diagram. Figure 3 is the highest luminance (brightness) picture

in the test diagram.

It should be pointed out that the commonly used TV monitor or projector screen

aspect ratio is 4:3 and 16:9. In this paper, the test sequence designed by this paper is

applicable for both of them, but the test diagram need to be modified according to

the test requirement.

Fig. 2 Test pattern layout
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4 Application Example

Five computer bitmaps of test sequences were generated based on matlab, and they

were displayed on the tested monitor separately. Measurement is made from top to

bottom, from left to right. Firstly colorimeter should be aimed at the center of the

color piece of the first row and column, and start to measure after working state of

images and colorimeter is stable. After completion of measurement, the system

automatically removes the test pattern towards left, making the colorimeter aimed

at the color piece of the first row and the second column. Likewise, when the

working state of images and colorimeter is stable, the second color piece is tested.

Like this, all color pieces are tested, a total of 176 plus 4 color pieces to be

measured.

Figure 4 shows the scatter plots of a LCD digital TV in the 3D color gamut,

which are got by the method proposed by this article, where * point presents test

data. By observing the distribution of color gamut of Fig. 4 in the 3D color space,

you can get a changing rule that the reproduction ability of the digital television

follows the brightness, and know the expressive ability in different hues. In

addition, the test data obtained by the method of this paper also can achieve the

entity fitting of the 3D color gamut and the calculation of the three-dimensional

color gamut volume, which are the quantitative index to evaluate color gamut

reproduction of display device.

Using the measured data to calculate the 3D color gamut volume of LCD, the

result is 8.58 � 105 color gamut cubes. At last, this article also calculates 3D color

gamut volume of the current international video system ITU-R BT.709, the result is

7.6 � 105 color gamut cubes. Obviously the reproduction color gamut of this LCD

is greater than the conventional color gamut. The follow-up study can use the 3D

data got from this paper to realize cross-media gamut mapping.

Fig. 3 The highest

luminance (brightness)
picture in the test diagram
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Error and Artifact Detection in Video

Decoding: A Temporal Method

Daqing Zhang, Shenghong Li, Kongjin Yang, and Yuchun Jing

Abstract Video communication via error-prone networks suffers from visibility of

data impairment. Lots of research effort has been made to investigate error con-

cealment algorithms, which almost always assume that all errors have been

detected successfully. However, this assumption is not always the fact. As widely

used, syntax and semantics analysis (SSA), cannot guarantee complete error detec-

tion. Furthermore, an error detected by SSA should not be inevitably concealed

unless it is a visual artifact. On the other hand, temporal concealment, using motion

vector recovery (MVR) and copying, has been recognized simple and effective.

This paper proposes an MVR based error and artifact detection (EAD) algorithm,

abbreviated by MVR-EAD, which compares a risk area with its temporal counter-

part in the reference frame and decides if an artifact occurs. MVR-EAD gains

attractive detection accuracy, an increase from 7.8 to 73.87 % demonstrated by

extensive experiments. Accordingly, this incurs 0.09 to 1.88 dB in PSNR improve-

ment with the error concealment strategy embedded within JM18.0.

1 Introduction

Compressed video streams are very vulnerable to transmission errors because of the

use of predictive coding and variable-length coding (VLC). Therefore, error resil-

ient techniques are essential in video transmission via error prone channels.

Much effort has been made to research how to conceal damaged areas of

compressed videos and resulted in a lot of error concealment algorithms [1]. Under-

lying these, it is assumed that all damaged macro-blocks (MBs) should have been

detected successfully. However, this assumption is not always true. As a widely

adopted method, most decoders detect errors in terms of syntax and semantics
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violations or analysis, namely SSA. Unfortunately, SSA cannot guarantee complete

error detection. For example, if damaged bits happen to become other legal code-

word according to the coding standard, SSA would not be able to detect such an

error. It is reported a 57 % detection success rate by syntax tests [2].

Comparatively, only a small number of literary publications focus on error

detection of corrupted coded video streams. In [3], an iterative solution was used

to identify corrupted areas. This method is computation intensive and does not

distinguish visually annoying artifacts and imperceptible errors. In [4], once an MB

is flagged as potentially corrupted, a set of features of surrounding areas are

extracted and fed to a support vector machine (SVM). On the one hand, such

feature extraction is computation intensive. On the other hand, for example in

Fig. 1, it is not reasonable to apply feature factors of the tanker area to error

detection in the flagpole area.

As shown in Fig. 1, an error detected by SSA does not inevitably need concealed

unless it is a perceivable artifact. A decoder should only conceal perceivable

artifacts while leave imperceptible error MBs so as to save its computation and

memory resources especially in real time applications. That is, a desirable detection

algorithm should be able to differentiate visibly annoying artifacts. This has be

mentioned in [4, 5]. However, The solutions by [4, 5] mainly consider the spatial

dissimilarity metrics. In other words, the temporal redundancy has not been fully

explored. Using motion vector recovery (MVR) and copying, temporal conceal-

ment has been proven simple and effective. This paper proposes an MVR based

error and artifact detection (EAD) algorithm, abbreviated by MVR-EAD.

MVR-EAD decides if an artifact occurs by comparing the risk area with its

temporal counterpart in the reference frame. It consists of three steps. The first

step is to identify risk MBs (RMB), including error MBs by SSA and some of their

neighboring MBs. As the second step, it is proposed to find their error concealment

candidate areas (ECCA) by MVR. In the third step, if the ECCA and neighboring

areas are similar while the ECCA is different from the current RMB, it should be

reasonable to conclude the RMB as an artifact.

Fig. 1 Examples of error

and artifact detection failure

of SSA. All errors detected

by SSA have been labeled

by a red bold hollow square
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The rest of this paper is organized as follows. Section 2 describes the proposed

algorithm, MVR-EAD. In Sect. 3, we present experiment results. Conclusions are

drawn in Sect. 4.

2 MVR-EAD

The proposedMVR-EAD includes three steps as shown in Fig. 2, i.e., (1) SSA-RMB;

(2) Feasibility of MVR and (3) Perceptibility.

2.1 SSA-RMB

Three types of detection failure of SSA can be observed, i.e.,

• An error has been reported. But the MB and even its neighboring MBs look all

right.

• An error has been reported. But visual artifacts occur as well in front of it.

• A perceivable damaged MB has not been detected.

This paper will focus on the first two types of failure. Studies on the third type

are left for future work.

As for the first type, it is denoted as “false detection” in this paper. A bit error

does not inevitably result in a visible artifact. If not perceptible, it should not be

concealed. As a possible reason of the second type of SSA failure, error bits might

happen to become another decodable code-word. The wrong but legal code-word

might deviate a decoder from the right decompression path. It is late when the

propagated error is detected by SSA. Therefore, once an error has been detected by

SSA, some previous MBs should be examined. In summary, a notion of “risk MBs

(RMB)” is proposed and consists of error MBs reported by SSA and a number of

previous MBs. The number, for convenience, named by “risk number” and denoted

as n, should be selected according to the specific scenario and resources available.

2.1.1 Feasibility

The second step checks the feasibility of MVR-EAD. The temporal concealment of

MVR algorithm in [1] is adopted to find temporal error concealment candidate areas

(ECCAs) for all RMBs as if they are to be concealed. The MVR outperforms rival

interpolation algorithms in two aspects. On the one hand, it incurs little computa-

tion cost thus keep the proposed MVR-EAD simple. On the other hand, if feasible,

it can keep content details as much as possible. The more similar an ECCA is to the

original area, the more accurate MVR-EAD should be.
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Therefore, it is necessary to check whether MVR is suitable for the current

RMB. If not, MVR-EAD should not be applied. Motivated by Fig. 10 of [1] and for

completeness, we give more detailed design in two cases and further discussion in

terms of specific applications as below.

In a simple case where only top and bottomMBs are available, we propose to use

a simple feasibility scheme shown in Table 1 where “NOT feasible” indicates no

ECCA and “feasible” means existence of ECCA.

In another common case where flexible MB ordering (FMO) is used and

neighboring MBs exist in four directions, i.e., top, bottom, left and right, an

advanced feasibility decision scheme is proposed as Table 2. For each neighboring

Table 1 Feasibility decision of MVR-EAD basing on coding modes of top and bottom MBs

MVR-EAD feasibility decision of MB

Top MB

Intra Inter

Bottom MB Intra NOT feasible Warning

Inter Warning Feasible

Table 2 Feasibility decision of MVR-EAD basing on coding modes of left, right, top and

bottom MBs

MVR-EAD feasibility decision of MB Sum of four MBs’ score Feasibility

where Intra_MB scores “0”;

Inter_MB scores “1”.

4 Feasible

3

2 Warning

1 NOT feasible

0

1. SSA-RMB:Errors detected 
by SSA. RMBs exist!

End of detection.

Perceptible artifacts 
found.

2.FEASIBILITY:
Neighboring MBs exist?

They are similar per WPSNR?

Yes

No

No

Yes

3.PERCEPTIBILITY: 
WPSNR between RMB and 
spatial neighbors indicates

sharp difference?

Fig. 2 Diagram of the proposed MVR-EAD
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inter-coded MB, it scores “1”. For each intra-coded MB, it scores “0”. Options of

“feasible” and “NOT feasible” share the same meaning with Table 1. Feasibility

decision of MVR basing on coding modes of left, right, top and bottom MBs. The

option “warning” is not specified because many factors should be taken in account,

such as the video content complexity, the spatial resolution of the video and the

tolerance to artifacts. It is left open to specific applications and scenarios.

2.1.2 Perceptibility

The sum of absolute difference (SAD) is chosen to characterize the content

similarity between MBs in the third step. Assume SAD between the RMB and its

ECCA is much bigger than those of neighboring MBs, the RMB should be con-

cluded as a perceptible artifact. Otherwise, it should not be concealed.

Let the pixel values of the reconstructed frame n be denoted by P(x,y,n), where
(x,y) is the spatial coordinate. Suppose an MB at frame n is an RMB. We denote the

estimate MV by d, and its x,y components by dx and dy respectively. The SAD

between the RMB and its ECCA is then

SADeðx; yÞ ¼
X

i;j2½0;15�
jPðxþ i; yþ j; nÞ � Pðxþ iþ dx; yþ jþ dy; n� 1Þj (1)

where (x,y) is the upper left coordinate of the RMB.

Without losing generosity, assume four neighboring MBs and MVs exist. Let dt,
db, dl and dr be MVs of top, bottom, left and right MBs. Then there are SADt, SADb,

SADl and SADr similarly defined by Eq. (1) for four neighbors, as shown in

Fig. 3a. Using these MVs as estimate for the RMB respectively, we get SADet,

SADeb, SADel and SADer as Fig. 3b.

Following notations are defined,

SADmax ¼ maxfSADt; SADb; SADr; SADlg (2)

SADmin ¼ minfSADt; SADb; SADr; SADlg (3)

Tdiff ¼ SADmax � SADmin (4)

SADemax ¼ maxfSADet; SADeb; SADer; SADelg (5)

SADemin ¼ minfSADet; SADeb; SADer; SADelg (6)

Tediff ¼ SADemax � minfSADemin; SADming (7)

AssumeMVs are sufficiently accurate, SADmax and SADmin should correspond to

the maximal and minimal discontinuity around the RMB area between two con-

secutive pictures. Tdiff measures the fluctuation amplitude of such discontinuity.

If Tdiff is small while Tediff is very large, it should be reasonable to conclude the

RMB as a perceptible artifact. Mathematically, the condition is defined as

artifact :¼ Tediff > k�Tdiff (8)
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where k denotes the threshold factor and plays a key role in the artifact percepti-

bility step. According to our experiments, Eq. (8) achieves the best detection

accuracy when k is around 1.5. The bigger k is, the more conservative

MVR-EAD would be. In a case where MVR-EAD feasibility is “warning” as in

Tables 1 or 2, it is recommended to choose a bigger k because the RMB may be a

new object or a strange aspect of existing objects.

3 Experimental Results

The proposed MVR-EAD is integrated within the joint model (JM) software

version 18.0. Sixteen video sequences in QCIF resolution are encoded. Each I

frame is followed by 12 P-frames. Packet loss rates from 5 to 10 % are used

to simulate streaming error patterns of the Internet backbone and wireless

channels [6].

The risk number n is set to cover all previous MBs of the error detected by

SSA in the same slice. Experimental results are summarized in Table 3. The

column “artifacts” lists the number of perceptible error MBs within each video

sequence. Columns “B ! B” and “G ! B” give numbers of artifacts detected.

The former means true detection, i.e., a perceivable artifact is detected. The latter

denotes false detection, corresponding to the case where an MB looks good and is

reported as an artifact. The true detection rate is provided in the “success”

column. The basic error concealment scheme in [7] is applied and the resulting

PSNRs are provided. Figure 4 lists the PSNR comparison of these video

sequences.

Fig. 3 SADs of MVR-EAD. (a) SADs of neighbors, (b) SADs of RMB
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Fig. 4 PSNR vs. frame number using SSA and MVR-EAD with the basic error concealment

scheme [7] in JM18.0. (a) akiyo, 4 PSNR ¼ 0.54 dB, (b) bus, 4 PSNR ¼ 1.26 dB,

(c) coastguard, 4 PSNR ¼ 0.53 dB, (d) container, 4 PSNR ¼ 1.02 dB, (e) flower, 4 PSNR

¼ 1.44 dB, (f) football, 4 PSNR ¼ 0.41 dB, (g) foreman, 4 PSNR ¼ 0.81 dB, (h) hall, 4
PSNR ¼ 0.90 dB, (i) mobile, 4 PSNR ¼ 1.21 dB, (j) mother–daughter, 4 PSNR ¼ 0.58 dB,

(k) news, 4 PSNR ¼ 1.06 dB, (l) Silent, 4 PSNR ¼ 0.34 dB, (m) stefan, 4 PSNR ¼ 1.04 dB,

(n) vectra, 4 PSNR ¼ 1.88 dB, (o) waterfall, 4 PSNR ¼ 0.34 dB
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4 Discussions and Conclusions

This paper presents an error and artifact detection algorithm which uses temporal

concealment to find the corresponding area in the reference frame for the risk

MB. It is assumed that the similarity of a small area between two frames does not

fluctuate much. Once only the similarity of the risk MB varies suddenly from those

of its neighbors, it should be detected as an artifact.

It is worth mentioning that when temporal concealment works poorly, the false

detection rate will increase. For example, in the sequence of “football” which

contains fast and complex motion, the similarity distribution tends to be inconsis-

tent. Although a conservative k in the Eq. (8) is selected, MVR-EAD outputs the

highest false detection rate and the lowest detection success rate. This indicates the

future research direction of this work.

The proposed MVR-EAD gains attractive detection accuracy, an increase from

7.8 to 73.87 % demonstrated by extensive experiments. As a result, it incurs

0.09–1.88 dB on average in PSNR improvement with the error concealment strat-

egy within JM18.0. The fact that at most eight times of SAD calculation are

incurred ensures the simplicity of MVR-EAD and its excellent applicability for

real-time low-bit rate applications.
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A Novel Fractional Fourier Domain Filter

Design Based on Time–Frequency Image

Edge Detection

Jiexiao Yu, Kaihua Liu, Xiangdong Huang, and Ge Yan

Abstract To realize the lossless recovery of non-stationary signal in complicated

noise environment, a novel design method of fractional Fourier domain filter is

proposed assisted by time–frequency image edge detection. The time–frequency

distribution of observed signal is obtained by Gabor-Wigner transform, and based

on technique of image edge detection and selection algorithm, adjacent edge

information of the different regions of in the time–frequency plane are obtained,

which can be used to build support vector machine (SVM) training set. Respec-

tively, for the two cases of linearly separable and inseparable signal and noise

distribution, the separating line is drawn by the SVM separating algorithm and then

the parameters of filter can be determined by the parameters of separating line.

Simulation results show that without any prior knowledge of signal and noise, the

design process can ensure the optimal performance of the filter and higher signal

noise ratio is reached. Furthermore, an undistorted signal recovery is achieved even

in the case of strong coupling between signal and noise, which proves the reliabil-

ity, versatility and effectiveness of our filter design.

Keywords Time–frequency filtering • Fractional Fourier transform • Gabor-

Wigner transform • Image edge detection • Support vector machine

1 Introduction

Fractional Fourier transform(FRFT), as a rotated operator in the time–frequency

plane [1], can analyze the signal in the unified time–frequency domain and there-

fore it can be adopted in the time–frequency filter design in order to achieve the

parameter estimation and signal recovery [2]. Some fractional Fourier domain
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optimal filtering algorithms based on minimum mean square error are presented in

[3] and [4], which need the prior statistical knowledge of signal and noise and

simply be limited to a single rotation angle. Erden achieved an iterative filtering

algorithm in consecutive fractional Fourier domains, which complexity is very high

and the iterative process cannot guarantee that the result is convergence to the

global optimal solution [5]. Reference [6] presents a novel idea to convert the

fractional Fourier domain filter to a separating line in the time–frequency plane,

though no specific design is proposed. In this paper, edge detection and selection

algorithms are used to construct SVM training sets in order to get the optimal

separating line, which is the key of the filter design in fractional Fourier domain.

2 Principal of Fractional Filter Design

2.1 Fractional Fourier Transform

The pth FRFT of signal x(t) is defined as a linear integral transform with kernel Kp

(u,t):

Xp uð Þ ¼
ð1
�1

Kp u; tð Þx tð Þdt (1)

where Kp u; tð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j cot α

p
exp jπ u2cot α� 2ut csc αþ t2cot αð Þ½ �, α ¼ pπ=2,

p 6¼ 2n, K4n(u,t) ¼ δ(u � t) and K4n � 2(u,t) ¼ δ(u + t) The u domain is generally

known as the fractional Fourier domain.

Many types of discrete fractional Fourier transform (DFRFT), the discrete

counterpart of continuous FRFT, have been derived and are useful for signal

processing applications. In this paper, Pei sampling fast algorithm is adopted,

which is unitary, reversible, and flexible, in addition, the closed-form analytic

expression can be obtained. It can be efficiently calculated by FFT, which is

satisfied the general application requirement [7].

2.2 Fractional Filter Design

Assume that the input signal is

x tð Þ ¼ s tð Þ þ n tð Þ (2)

where s(t) is the useful non-stationary signal and n(t) is the additive noise.
The time–frequency distribution of x(t) is shown in Fig. 1a and it is obvious that

the useful signal and the noise are mutually coupled both in the time domain and

214 J. Yu et al.



frequency domain and the noise cannot be filtered out completely through the time

or frequency domain filtering individually, which could be obtained by an u domain

filter after rotating the coordinate axis to the right angle by FRFT and the expression

of the filter in u domain is:

r tð Þ ¼ F�p Fp x tð Þ½ �H uð Þf g (3)

where, r(t) is the recovered signal and H(u) is the time–frequency filter transfer

function.

The time–frequency filter as showed in (3) is equivalent to a separating line in

the time–frequency plane, which could separate the useful signal and noise

completely. For more general signal distribution, series of rotation of the

time–frequency plane are needed to eliminate the signal-noise coupling. At this

point, the single-order filter could be extended to a filter bank with continuously

changing order, as Fig. 1b shows. It is obviously that the option of the separating

line is non- uniqueness, hence how to find an optimal solution is the key to the filter

design.

3 Fractional Fourier Domain Filter Based on Edge

Detection

Frame diagram of the fractional Fourier domain filter is shown in Fig. 2

Main steps of the design are summarized as follows:

(a) The observed signal is transformed in the time–frequency plane in order to

obtain the time–frequency distribution image of signal and noise;

(b) Image edge detection technique is used to separate the time–frequency image,

and different edges of signal or noise are labeled differently;

(c) After selecting the edge points of signal and noise region as a training sample

set of the classifier with the edge selection algorithms, the optimal

time–frequency classified line between signal and noise is obtained by training

the sample set with SVM algorithm;

Fig. 1 Signal-noise separation. (a) In single u domain (b) In multi-u domain
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(d) In the case of linear separability between signal and noise, the optimal trans-

form order and transfer function of 1-D filter is determined by the parameters of

the optimal classified line directly, however the least-square piecewise linear

fitting algorithm was used to divided the optimal classified line into segments

and the parameters of multi-order filter bank are determined by each segment in

the case of linear inseparability;

(e) According to the parameters of filter (bank) determined by (d), the signal

recovery and the noise filtering could be achieved by the fractional Fourier

domain filters.

3.1 Time–Frequency Image Representations

The time–frequency transform selected in this paper should suppress cross-term

interference effectively and be a high-resolution one in order to reduce the number

of SVM training set. Therefore, Gabor-Winger transform (GWT) is used which

form is as follows:

Cs t; fð Þ ¼ G2:6
s t; fð ÞW0:6

s t; fð Þ (4)

where Gs (t, f ) is the Gabor transform and Ws (t, f ) is Wigner distribution, and

Fig. 2 The design frame diagram of the FRFT filter. (a) 1-D filter; (b) Multi-order filter
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Gs t; fð Þ ¼
ð1
�1

e� τ�tð Þ2=2e�j2πf τs τð Þdτ (5)

Ws t; fð Þ ¼
ðþ1

�1
x tþ τ=2ð Þx��t�τ=2

�
e�j2πf τdτ (6)

Obtaining the time–frequency distribution of the signal, we can apply an image

processing technique for the construction of training set of SVM in order to solve

separating line equation parameters because of the equivalence of each

time–frequency point and the pixel in the image based on the inherent similarity

between the time–frequency plane and the two-dimensional image.

3.2 Edge Detection and Selection in Time–Frequency
Domain

The image edge detection algorithm is adopted to construct the training-set of

SVM, which mainly includes three parts, which are edge detection, edge labeling

and the edge selection.

(a) Edge detection: multi discrete highlight energy concentration areas are in the

time–frequency image as several signal components exist simultaneously. One

of the most direct and effective way of separating these components is

according to the edge of these highlight areas. In this paper, Canny operator

[8] is adopted, which is one of the best operators to detect the step edge and still

work well when the difference between the strength of signal and noise is

extremely.

(b) Edge labeling: label all the pixels in the binary image which is obtained from

the edge detection with integer number, followed by an 8-domain connectivity

labeling algorithm for the edge label. However, there are no contacts among

these labels of different edges though they are same in every signal edge.

Arrange these labels in sequential order and replace them by the sequence

number in order to facilitate the edge selection.

(c) Edge selection: calculate the length of each x-axis projection of the edge line

and sort them in descending order, as shown in Fig. 3a. Select previous four

edges and calculate each y-value of the selected edge corresponds to the center

point of the intersection of the abscissa of these four edges. After sorting the y

values in ascending order, select two edges, which correspond to the two

intermediate points of y values, as the training-set of SVM, as shown in Fig. 3b.

Considering the two-component separation problem, the separating lines are

located within two inside edges and the signal energy is concentrated in areas

between the upper two edges and the lower two edges.
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3.3 Determination of the Optimal Separating Line by SVM

In this paper, the learning mechanism of SVM [9] is used to determine optimal

separating line equation between the edges of the signal and noise, which is the

basis for reasonable setting of time–frequency filter parameter. The training set of

SVM classifier is a following set of points:

E ¼ xi; cið Þ xi∈R2, ci∈ 1, � 1f g��ffl �
, i ¼ 1, 2, � � � ,N (7)

where xi is a 2-D position vector representing the edge pixels in time–frequency

image obtained from the edge detection algorithm and the interval of ci, the
category identifier value of xi, is 1 or �1, which indicates that the vector belongs

to the edge of signal or noise. N support vector {di} and coefficients {ai}, which is

used to classify the two edges of the training set, can obtain from the SVM training

and then, we can use them to build the optimal support vector separating line

equation.

In the case of linearly separable signal and noise distribution, the optimal

separating line is straight and defined by the following equation:

f xð Þ ¼
Xn
i¼1

ciai xixð Þ þ w0
0

(8)

where (xi · x) is the dot product operation and w0
0 is the separating threshold.

In the case of linearly inseparable situation, the inner production K(x,x’) of the
support vector machine is needed instead of the dot product and Gaussian radial

basis function is select as the inner production in this paper so that the optimal

separating line is a curve and the equation is:

Fig. 3 Edge selection. (a) x-axis projection of the edge line; (b) selecting the training-set
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f xð Þ ¼
Xn
i¼1

ciaiK xi; xð Þ þ w0
0

(9)

3.4 Construction of Fractional Fourier Domain Filter

After getting the optimal separating line parameters, the fractional domain filter can

be constructed, while the transform order p is determined by the slope k of the

separating line and the cutoff frequency u0 equal the distance from the origin of the

separating line. Assuming the linear separating line equation in time–frequency

domain is l: f ¼ kt + f0, the coordinate transformation formula can be obtained:

p ¼ � 2

π
arc cot kð Þ; u0 ¼ 2π f 0 sin

π

2
p

� 	
(10)

In the case of linearly separable signal and noise distribution, using (8), the

equation of SVM separating line, can determine the parameters of the

time–frequency filter directly, and then achieve the recovery of useful signal and

the filter of noise according to (3).

In the case of linearly inseparable signal and noise distribution, with the proper

choice of SVM kernel function, an optimal separating curve is obtained which can

not assisted FRFT filter design directly so that a piecewise linear fitting algorithm is

used under a global least-square error criterion and the multi-order filter bank is

designed by the parameters of each segment. In order to avoid introducing the

discrete errors repeatedly and reduce algorithm complexity, the above serial filter

bank may be converted into the parallel structure in practice, that is, filter each

fitting segment xn(t) separately and superimpose the output as the ultimate recov-

ered signal r(t),

r tð Þ ¼
XN
n¼1

F�pn F�pn xn tð Þ½ �Hn uð Þf g (11)

4 Simulation

4.1 Case 1: Linearly Separable Signal and Noise Distribution

We consider a Gaussian amplitude modulated LFM signal s tð Þ ¼ e�t2=4e jπ 2t2þ60tð Þ
with the additive noise n tð Þ ¼ e�t2=4e jπ 5t2þ40tð Þ. The observation time is from �2 s

to 2 s and the sampling rate fs is 100 Hz. The GWT time–frequency distribution of

the observed signal x(t) ¼ s(t) + n(t) is shown in Fig. 4a and signal and noise are

present coupling either in the time domain or frequency domain. Figure 4b shows

the labeled edges after using Canny operator to detect the time–frequency image

edge. Through the edge filtering algorithm,the edges of signal and noise can be
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selected which is the SVM training set, as shown in Fig. 4c. Based on these edges,

the optimal separating line and support vector are obtained, as Fig. 4d shows, and

the separating line equation is, l: f(x) ¼ 2.2059x + 26.7279. Figure 4e shows the

process of filter in u domain and the recovered signal and recover error are shown in

Fig. 4f.

Evaluate the time–frequency filter from the SNR improvement factor IF ¼
SNRout /SNRin, mean square error (MSE) of recovered signal MSE ¼ Ð

|r(t) � s

(t)|2dt/
Ð
|s(t)|2dt and the number of training set samples. Figure 5 shows the relation-

ships between the sampling rate and IF, MSE and the number of samples. As can be

seen, a high SNR improvement and a small amount of sample number in training set

is obtained and when the sampling rate is increased, the sample number shows an

upward tendency, then the edge is more accurate and the separating results of

optimal classifier line is better. However, the algorithm complexity increases,

therefore, the sampling rate should be selected according to the actual application.

Figure 6 shows the relationship between input SNR and IF, MSE and output

SNR. As can be seen SNR improvement factor with the decrease of SNRin, other

words, as long as the edges of signal and noise can be detected, the lower the input

SNR is, the better the IF is. MSE of the recovered signal reduces with the growing

of SNRin in the beginning and nearly flat in a small value after the strength of signal

is greater than it of noise, that means the SNRout has a little change when SNRin is

larger than 0 dB and it explains why IF raises when the strength of noise increases

on the other hand.

Fig. 4 Filtering experiments in the case of linearly separable distribution. (a) GWT of x(t); (b) the

time–frequency distribution after edge detection and labeling; (c) SVM training set after edge

selection; (d) optimal separating line and support vector; (e) filtering in fractional domain;

(f) recovered signal and recovered error
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4.2 Case 2: Linearly Inseparable Signal and Noise
Distribution

In the case of signal and noise non-linear separability, the expressions of signal and

noise are s tð Þ ¼ e�t2=100e j�2π 0:01t3þ4:5tð Þ and n tð Þ ¼ e�t2=100e j�2π 0:01t3þ2tð Þ. Signal
observation time is from �10 s to 10 s and the sampling rate fs is 30 Hz. Figure 7

(a) shows the The GWT time–frequency distribution of the observed signal x(t) ¼ s
(t) + n(t) and the third order fitting of SVM separating line is showed in Fig. 7(b),

which is enough to our experiments, however higher order fitting can be adopted to

achieve more accurate approximation. The fitting equation is:

f xð Þ ¼
�0:32972xþ 2:5141

�8:7609e� 005xþ 3:3393
0:32879xþ 2:5208

x < �2:534
�2:534 � x < 2:466

x � 2:466

8<
: (12)

Calculate IF and MSE, and the result is IF ¼ 23.0251 dB, MSE ¼ 0.1483 %. As

can be seen from the above results, the proposed algorithm still achieves an

Fig. 5 The influence of sample rate. (a) the relationships between sampling rate and IF; (b) the

relationships between sampling rate and MSE; (c) the relationships between sampling rate and

sample number in training set

Fig. 6 The influence of input SNRin. (a) the relationship between SNRin and IF; (b) the

relationship between SNRin and MSE
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effective noise filter for the case of linearly inseparable signal and noise distribu-

tion. However, compared with the case of linearly separability, the performance

degradation cannot be helped caused by the errors of piecewise linear fitting and the

discrete multi-order filter bank.

5 Conclusion

To recover the non-stationary signal in complicated noise environment without

distortion, a novel general design of fractional domain filter is proposed, which can

automatically obtain the optimal separating lines and determine the filter parame-

ters combining with time–frequency transform, image edge detection, support

vector machines and other technology. This design is reliability and versatility

and can ensure the optimal performance of the filter without any statistic priori

knowledge or other information such as form, strength or distribution of signal and

noise. Simulation results show that the small number of sampling set and the high

signal noise ratio can be obtained and it still work well even in the case of strong

coupling between the signal and noise.
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A Novel 3D Video Format Identification

Algorithm

Sheng Su and Zhuo Chen

Abstract More and more 3D videos are uploaded on the web. It becomes very

difficult to find an expected 3D video from online videos because search engineer-

ing identifies 2D and 3D format according to the text description of each video

currently. In this paper, a novel 3D video format identification algorithm CM is

proposed. The frame extraction and L&R image matching are analyzed. CM

combines the gray histogram matching (GHM) and the SIFT feature matching

(SFM). It can obtain high identification accuracy up to 99.5 % at the price of low

computational time. Compared to GHM and SFM, it shows better comprehensive

performance.

Keywords 3D video • Automatically format identification • Search engineering

1 Introduction

The 3D video is becoming more and more popular because of the great success of

3D films in recent years. A large number of 3D videos are uploaded on the web and

mixed into the sea of 2D videos. It is the key to identify whether a video is 3D video

or not before a 3D compatible video player can play a 3D video from the web. The

easiest way is to embed 3D format information into the 3D video [4]. Many video

encoding standards, such as DVB, SMPTE and MPEG, are seeking to define 3D

standards to address the issue [3]. However, it should take long time to find a final

solution of 3D video standards. Currently, most of 3D videos on the web do not

contain the 3D format information. Thus, other way should be explored to achieve

the goal of 3D video identification. In this paper, we proposed a 3D video
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identification technique to distinguish automatically whether a video is 3D video or

not and the 3D formation of the video.

2 3D Formation Detection

2.1 3D Format Classification

In general, the 3D format is the 2D compatible format or Multiview Video Coding

(MVC) format. The 2D compatible format uses AVC standard which is a 2D video

coding standard. MVC is an amendment to AVC and designed for 3D video coding.

The compatible format includes time multiplexed format and space multiplexed

format. The time multiplexed format, also named as Frame Sequential format, uses

double frame rate to storage Left Eye and Right Eye Images (L&R images)

respectively. The advantage of this format is resolution lossless. However, some

old displayers with low refresh rate could not support this format. The space

multiplexed format merges L&R images into a single frame. Since the frame

compatible format has perfect compatibility with 2DTV device, it is the most

popular 3D format on the web.

2.2 3D Video Identification Framework

Let Gi (i ¼ 1,. . .,k) be the all known 3D formats. A video has a 3D format of Gi if

the format of n frames in the video is the format Gi. Figure 1a shows the process of

the 3D format identification for a given video. As shown in Fig. 1a, the first step is

to extract n frames of the video. Then, the formats of the n frames are detected and

the distribution statistics of 3D format frame is analyzed. Based on the results of the

analysis and a given threshold value, the video can be classified into of the 3D video

or the 2D video.

The key of the 2D/3D format identification of a video is the format detection of

3D frame in the video. According to the methodology in the paper [3], Fig. 1b

shows the format detection process of a frame.

For a given frame, all frame formats need to be identified until a frame format or

no frame format is matched. In order to verify a frame format Gi (i ¼ 1,. . .,k), L&R

images are extracted from the frame. If the L&R images satisfy the requirement of

binocular images, this frame could be considered as the format Gi. Otherwise, the

same steps are repeated for the next format until all formats were tested. The frame

is judged as 2D format if no 3D format is matched.
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2.3 Frame Extraction

It is inefficient to test all frames in a video because a video contains a large number

of frames. Moreover, time-adjacent frames are always highly similar in content. In

order to achieve an effective and efficient 3D recognition, the selection of the video

frame should follow the following three rules:

1. Select video frames with large variances in color, texture and shape. Because

rich color, texture and shape help to find enough feature points for binocular

matching.

2. Select key frames. Key frames have better image quality than prediction frames.

A key frame is always the first frame of one scene, so that two adjacent key

frames differ from each other to a large extent. It helps to improve the diversity

of frame samples.

3. Frames should be extracted from the whole time range of video. Too many

frames in a narrow time range may lead to the mistake in the format recognition.

Fig. 1 (a) Process of 3D video format detection. (b) Process of 3D frame format detection
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2.4 L&R Images Extraction

The extraction method of L&R images should be defined for every specific 3D

format. For instance, a Side-by-Side format L&R images can be divided into left

and right half. For a frame image with horizontal interlaced format, L and R images

can be extracted from odd and even line, respectively. In addition, the frames with

oven index are L image and its next neighbor frame is R image for the frame image

with sequential format.

2.5 L&R Images Match

The image matching is the process of matching and superimposing between two or

more images, which are from a same scene and captured in different time, perspec-

tive and sensors [5]. The literature [2] defined four elements for image matching.

They are feature space, the similarity measurement, geometry transformation, and

transformation parameters. It shows that the major way of image matching is to find

out feature points from two views and match them, and then calculate the geometry

transformation.

In order to achieve high quality of stereo viewing experience, the L&R images

are filmed synchronously by two same cameras. The distance between binocular

cameras’ optical centers is close to the span of two eyes of a person. The parallax of

L&R images is small. Based on these characteristics of the 3D video, feature points

matching and gray-scale histogram matching are feasible to address the L&R

images matching.

2.5.1 Gray Histogram Matching (GHM)

The global gray histogram is an h (the size of histogram) dimensional feature vector

without any location information. No location information leads to a high risk of

false judgments. To overcome the drawback, a cross is made within the image to

divide it into four smaller parts. A 16 dimensional histogram is extracted for every

part. Thus, a 64 dimensional feature vector can be built for each image. In this

paper, histogram intersection distance is used to measure the similarity of two

histograms.

2.5.2 SIFT Feature Matching (SFM)

SIFT was proposed by David Lowe in 1999 and improved in 2004 [1]. Let Lrect be
the projection rectangle of L image on the left view. The projection Rrect of Lrect
on the right view can be obtained through the homography transform matrix.
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Assume the four vertexes of Lrect are (x0,y0), (x1,y1), (x2,y2), (x3,y3), respectively,
and the four vertexes of Rrect are (x00,y00), (x01,y01), (x02,y02), (x03,y03), respectively.
The distance between Lrect and Rrect can be defined as the (1).

Distance ¼
X3
i¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � x0

ið Þ2 þ yi � y0
ið Þ2

q
(1)

Figure 2 shows an instance of the point correspondences and projections. The

left part is an original 3D format images. The right part is the matched L&R images.

The start point and end point of each line are SIFT feature point correspondences in

the right part. The whole L image is represented as Lrect. The projection Rrect of

Lrect is a quadrangle which has similar size with Lrect and heels to the left.

2.5.3 Comprehensive Matching (CM)

GHM can extract features and execute matching easily and efficiently. However, it

has little information on location and is sensitivity to light changing. SFM over-

comes the drawbacks of GHM, but it is computationally expensive and has weak

ability to find key points of the image with smooth edge or monotonous content.

Based on the following experiments, we proposed a CM algorithm. A similarity

range for GHM is set in the algorithm. GHM has big probability to make wrong

identification if the similarity of L&R images falls into the range. To avoid the false

identification, SFM is called.

2.5.4 Threshold Evaluation

Sample training is used to determine the threshold for both the GHM and SFM. Let

A be the statement that the image is 3D. B is the statement that the image is 2D.

a denotes the judgement that the image is evaluated as 3D. b denotes the judgement

that the image is evaluated as 2D. The posterior probability of misjudgment P(b|A)
and P(a|B) can be estimated through experiments. Assume P(A) ¼ P(B) in the

initial condition. The probability of misjudgment can be defined by (2).

Fig. 2 An instance of SIFT feature matching
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Pmis ¼ P Að Þ P b
��A� �þ P a

��B� �ffl �
: (2)

As shown in (2), the chosen threshold should minimize the value of P(b|A) + P
(a|B) in order to obtain minimum probability of misjudgment.

3 Experiments Results and Analysis

The experiment was divided into two parts: image format identification test and

video format identification test. 2,000 3D images and 2,000 2D images are chosen

for image test. 200 3D videos and 200 2D videos are chosen for video test. All 3D

images and videos are Side-by-Side format. L&R images were extracted according

to this format. In SFM, the size of Lrect is set to (320 � 240). Ten key frames are

extracted from each video for video format identification test.

3.1 Image Format Identification Test

Figure 3 shows the distribution of similarity of all tested images based on the GHM.

The threshold of GHM is set to 0.82. Images, of which L&R histogram similarity is

greater than 0.82, are considered as 3D.

The L&R histogram similarities of 2D images approximately follow Gaussian

distributions (μ ¼ 0.5, σ ¼ 0.1). The similarities of 3D images approximately

follow a left skewed distribution with a peak at 0.96. In the range from 0.7 to 0.9,

it is easy to make a wrong judge.

Figure 4 shows the identification results of SFM. In order to draw the distance

chart easily, 100 biggest distances from 3D image test and 1,000 smallest from 2D

test are selected. They are sorted by descending order and ascending order respec-

tively in this chart. As shown in Fig. 4, the threshold of SFM is set to 450. Images,

of which Lrect and Rrect distances are greater than 450 or cannot be obtained, are

considered as 2D images.

According to the results of GHM and SFM, CM set a threshold range from 0.7 to

0.9 for GHM. Images whose GHM similarities locates in the range will be identified

by SFM. The threshold of SFM is also set as 450.

Table 1 summarizes the identification accuracies and time consumption of the

three algorithms.. GHM is most efficient, but its accuracy is a bit low. SFM and CM

reaches high accuracy rate, and CM is much more efficient.
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3.2 Video Format Identification Test

The number of false judgments is shown in Table 2, and the optimal threshold can

be determined easily from this table. The optimal thresholds of the three algorithms

are determined as 7, 5 and 6 (the index of number underlined in Table 2).

Table 3 summarizes the accuracies and computational times for all three

matching methods. As shown in Table 3, CM has best accuracies and computational

efficiency. It can obtain high identification accuracy up to 99.5 %. Though SFM has

Fig. 3 The distribution of

L&R images similarity

measured by GHM

Fig. 4 Distances of L&R

images measured by SFM.

Distances of 3D image test

is in a descending order

(dotted) and distances of 2D
images test is in an

ascending order (solid)

Table 1 Image test of three algorithms

Matching

Identification of 3D images Identification of 2D images

Accuracy (%) Time (s) Accuracy (%) Time (s)

GHM 98.9 28.1 98.7 17.6

SFM 99.6 4,012.8 99.5 1,844.5

CM 99.6 113.4 99.55 171.8
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the same identification accuracy as CM, it spends over ten times computational time

than CM. GHM is most efficient and can finish identification in 59.05 s. However, it

shows worst identification accuracy. Thus, we argue that CM is the best matching

method for 2D/3D format identification of videos.

4 Conclusions

A widely accepted 3D video standard is not available at present. 3D formats are so

confused that 3D format detection is necessary. We analyzed many kinds of 3D

formats and proposed a method of 3D format detection. The designed CM 3D

format identification algorithm archives good comprehensive performance on iden-

tification accuracy and computational efficiency. We further analyzed the cases of

false identification. Some experiences are obtained. It includes the follows.

(1) GHM cannot cope with the frame image with flat color and different illumina-

tion. (2) SFM cannot work well for the frame image with insufficient texture.

(3) SFM is prone to fail for the identification of the frame image with too much

repetitive texture.
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Table 2 Number of false

judgments of different

thresholds Matching

Number of false judgments of different thresholds

0 1 2 3 4 5 6 7 8 9 10

GHM 200 111 62 38 28 23 16 14 15 14 40

SFM 200 18 5 4 3 2 4 7 19 49 95

CM 200 76 35 18 7 5 2 4 2 6 35

Table 3 Accuracy and

computational time of the

three algorithms

Matching Accuracy (%) Time (s)

GHM 96.5 59.05

SFM 99.5 1,230.2

CM 99.5 101.19
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Research on HD Video Wireless

Transmission System Based on Mesh

Network

Ruian Liu, Daxi Liu, Junsheng Zhang, and Lei Wang

Abstract The technology of high-definition(HD) video wireless transmission

enables users to get rid of the shackles of cable, displaying real-time video infor-

mation through PC and other intelligent terminal. In this paper, it is focused on

analyzing the characteristics and key technology on mesh network as well as the

methods of guaranteeing the quality of HD video. Using TMS320DM368 pro-

cessors as a core processing chip, and video acceleration coprocessors to complete

H.264 video coding. Real Time Streaming Protocol packages the compressed video

stream, EMAC module composes mesh network with multiple Wi-Fi AP, which

achieve the work of wireless transmission for 720P HD video.

Keywords HD video • Wireless transmission • Mesh network

1 Introduction

Currently, many video transmission systems rely on 3G to spread. In the area

covered by 3G signal, transmission distance is not limited, but the high cost and

serious delay, besides, the theoretical maximum uplink rate of video upload are

5.4 Mbps in 3G modules, the usual approach is to improve the 3G communication

modules with a plurality of parallel transmission link to increase the bandwidth,

which can also augment the cost of systems and consumption of power. The

common standard of Wi-Fi is IEEE802.11n, including the 2.4 and 5.8 GHz fre-

quency bands, which maintains 802.11b/g/a backward compatibility, the transmis-

sion rate is 320–600 Mbps through the technology of MIMO (Multiple Input

Multiple Output) and OFDM (Orthogonal Frequency Division Multiplexing) cur-

rently [1]. In transmission system of point to point, it will lead to paralysis of the
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entire transmission system if a node cannot work. Wireless Mesh Network (also

known as “multi-hop” network), is a new structure of wireless network, integrate

WLAN (Wireless Local Area Network) and mobile Ad-hoc network, and has the

advantages of a high-capacity and high-rate, which is the wireless version of the

Internet.

2 The Characteristics of Wireless Mesh Network

WMN (Wireless Mesh Network) has the following advantages: WMN adopts a

multi-hop access methods, expands network coverage by increasing the number of

user node, increases reliability of data transmission. The anti-jamming capability is

enhanced as the design simplification of wireless link. This short-range radio link

allows data transmission success rate and costs are reduced, the interference has

been raised between nodes, which is a more secure and reliable network. Flexible

network structure, easy maintenance. As WMN has self forming, self-healing and

self-organizing ability, necessary wireless devices are used where needed. WMN

Routing with selection characteristics can process locally and maintain without

affecting the operation of the entire network, when an interrupt occurs and other

links fail, network flexibility and feasibility have been greatly improved. Network

has good compatibility. WMN is a new network technology based on traditional

technology, the compatibility and interoperability are better than traditional wire-

less networks. Meanwhile, WMN avoids the issues of traffic aggregation, central

network congestion and single point of failure, enhances network reliability largely.

WMN has advantages in scalability, automatic configuration and wide range of

applications. The architecture of WMN will gradually be applied between the base

station and the base station, with the communication systems developing.

Since the data stream needs multi-hop in the WMN, it will induce a series of

issues, such as bandwidth reduction, radio interference and network delay.

Bandwidth reduction: The multi-hop causes serious problem of bandwidth

reduction [2, 3] when backhaul is shared in the single-frequency and dual-

frequency solutions. It is illustrated in Fig. 1 that throughput lowered about

802.11a/g and 802.11b solutions with single frequency in the best case. It is

obviously spotted from the Fig. 1 that the loss of bandwidth is unacceptable if

used in medium and large-scale multi-hop transmission, even in the best case.

Radio interference: radio interference is a very important issue that it will affect

the performance of wireless network. In today’s wireless network, Most wireless

mesh deployment uses 802.11b as a wireless backhaul infrastructure, the backhaul

bandwidth is disturbed from the neighboring devices in the same frequency bands

of radio.

Network delay: The data is multi-hop via intermediate nodes in the WMN, each

hop leads to the decline of transmission rate, and causes the delay, with the

expansion of WMN, the more hop the more total accumulated delay [4]. However
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it requires the network to be just a small delay and jitter in the high-definition video

transmission.

3 The Key Technologies of WMN

For WMN, its reliability involves many aspects, including the reliability of

network’s own software and hardware design reliability, network architecture

design, and the protocol layers, as well as the need to meet the operating system

and other auxiliary means reliability. In addition, business with the WMN has

asynchronous, distributed and random characteristics, the network operating envi-

ronment and failure process is dynamic.

WMN adjacent nodes need the duplex mode to support two-way information

transfer, There is a significant influence to the radio resource allocation due to

selecting FDD (Frequency Division Duplex) or TDD (Time Division Duplex). FDD

is appropriate for the bidirectional symmetric information case on the link, while in

WMN, more information transmission is asymmetric from the gateway node to the

user node. TDD system is selected because it adapts to asymmetric information

transmission.

QDMA (Orthogonal Division Multiple Access) technology is designed for wide

area network communications and WMN. QDMA technology provides a high-

performance RF front-end, which includes the fairness algorithm to overcome the

rapidly changing RF environment. QDMA provides a stronger capability of error

correction in a wide range of mobile communications, as well as enhances the

ability of interference and sensitivity of signal.
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The technologies of self-discovery, self-organizing, self-healing: WMN AP can

eliminate impact on the bugs of single points on the business and provide redundant

paths as its auto discovery and dynamic routing connectivity. The AP can automat-

ically access the wired network through other AP if a link is broken for wired access

root AP. Once the wired link breaks down, it automatically turns off its radio link, to

make other connections to the root AP nodes automatically select other wired

access points, which ensure the normal operation of the network.

Routing Optimization: WMN Routing protocol is the most important technol-

ogy. The support for network fault tolerance and robustness is provided by the

WMN routing protocol, which can quickly select an alternate link to avoid the

interruption of service provision while a wireless link fails, the routing protocol be

able to take advantage of traffic engineering technology, balancing load for multi-

ple paths, to maximize the use of system resources.

QoS (Quality of Service) assurance mechanism: With all the different types of

business applications in the mesh network, especially in the Mesh hops case, which

needs to guarantee the demands of access, delay and fairness for various services,

also needs to coordinate the access QoS policy of mesh network [5] and the QoS

policy of wired network interconnection consistency, so as to provide end to end

business Qos guarantee.

Mesh Security: The security risks are further amplified in a multi-hop Mesh

network than traditional network. Currently, there are two kinds of security solu-

tions in Mesh Networks, is a multi-layered security architecture, which provides

WEP and WPA protection to the client, and encrypts the data of AP by 64/128 bit

WEP or 128 bit AES; while using a VPN to enhance overall security at the network

layer. Other solution is establishing encrypted IPSec tunnels between the AP, to

securely transmit data service, internal signaling processing and management

information for all users. In a word all data transmitted between the AP are in

protection of IPSec.

4 The Assurance Method of HD Video Quality Based On

Terminal System

Compared with the traditional approach based on the transmission network, the

QoS policy based on end-system is a viable approach. In order to provide end to end

QoS in wireless environment, the video application layer should be able to perceive

and adapt the change of network conditions [6], which includes network adaptation

and media adaptation. Network adaptation refers to how many network resources

(such as bandwidth) can be used, and designs an adaptive transport protocol for

video transmission. Media adaptation can control bit rate of the video stream based

on predicted bandwidth, adjust errors and energy control according to changing

radio conditions. The framework of QoS guarantee is shown in Fig. 2.
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End to end video transmission protocol to complete dynamic detection and

estimation of network environment by congestion control and adaptive network

monitor. The congestion control module adjusts the transmission rate according to

the feedback condition, and solves the network adaptability. Considering the

characteristics of high-definition video streaming, unequal error protection mea-

sures are adopted, the bit allocation module based on rate-distortion completes the

adaptive control of the media. Taking the ways of Rate Control, Rate-adaptive

Video Encoding and Rate Shaping to reduce packet loss and delay when congestion

is detected.

Error Control, The lost of packet is intolerable for text type of data, but accept

the existence of certain delay is accepted, channel coding to correct or

retransmission restore is adopted when a packet is lost. In real-time video services,

new error control mechanism is introduced against the characteristics high require-

ments for the delay, such as FEC (Forward Error Correction), the retransmission

and Error Resilience at the sending end and receiving end, Adopted the way of

Error Concealment at the receiving end, which can guarantee the quality of HD

video.

5 Construction of HD VideoWireless Transmission System

An excellent video transmission system has high performance requirements for

wireless data transmission link: high transmission speed, high real-time, the smaller

jitter of the screen and high reliability. In coverage of directional Wi-Fi signal, for

wireless video transmission systems, the farther between server and receiving end

of the transmission distance, the more limited of network bandwidth for video

transmission, the lower of its transfer video resolution. However the RTSP can take

advantage little bandwidth to transmit streaming media, and adapt to various of
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Fig. 2 The framework of QoS guarantee based on terminal system
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complex network transmission environment, the video transmission system can

achieve longer transmission distance in the limited network bandwidth. Therefore,

the design introduces RTSP based on the low-power directional Wi-Fi antenna

technology, by constructing an H.264 video server, and the PC client with Wi-Fi AP

to access the server to achieve the wireless transmission of video data via RTSP.

In the procedure of H.264 video transmission using RTSP: The compressed

H.264 video streams are packed by RTP encapsulation module. QoS feedback

control module adjusts dynamically sending rate of RTCP packets according to

the received feedback information packets RR. Transmit buffer module sends RTP

and RTCP packets, UDP communicates directly with the Ethernet physical layer for

transmission of the video RTP packet. Its function is as shown in Fig. 3.

The RTP packet of the video data is transmitted to the wireless channel in the

5.8 GHz band in the system with Wi-Fi AP, AP broadcasts SSID packets once per

0.1 s via beacons, beacons packet transmission rate is 1 Mbps, and the packet length

is shorter, the operation of entire broadcast has less impact on network perfor-

mance, which ensures that the client PC’s Wi-Fi network card can receive the SSID

broadcast packets. When connection is established, it constitutes a temporary

formation of non-central distributed control network between server and PC client

in wireless video transmission system, a video packet is transmitted according to

PC instruction.

When the video server is out of communication range with client PC, the multi-

hop communication is completed using the other AP transfer the video stream as a

relay point [7], owing to mesh network is constructed. During the data transmission,

when a Wi-Fi AP node fails, the system can select a nearby node for communica-

tion. As the presence of Wi-Fi AP, it plays the role of the relay amplification for the

wireless signal, and exerts the virtue of mesh network.

In conventional wireless video transmission, in order to reduce costs, the WMN

system arrays multiple AP single-frequency in linear, and sets up the structure of

single-frequency mesh [8] the most efficient communication flows as shown in

H.264
video

streaming

QoS
feedback
control

RTP
package

UDI/IPRTCP Wi-Fi
AP

Fig. 3 Based on RTP/UDP

H.264 video transmission

function block diagram
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Fig. 4, where A is the Wi-Fi AP node of the video server, H is the Wi-Fi AP node of

video browsing software end.

The applications of mesh network can further expand the transmission distance

of wireless video transmission system, when the Wi-Fi antenna is directional well

and channel is stable, the resolution of transmission video is improved.

WMN is very sensitive for phenomenon of radio interference and network delay,

bandwidth reduction is particularly affected owing to large-scale multi-hop. For

example, directly jumping from point B to point D, the video transmission rate is

almost cut in half. For calculation of transmission rate in the multi-hop, the final

velocity of transmission is reduced to 1/n of the transmitter (where n is the number

of hops) in the best case and 1/2n � 1 in the worst case, the maximum number of

nodes nmax is calculated as shown in formula (1).

nmax ¼
ffiffiffiffiffiffiffiffiffiffi
Vmax

Vavg

s
þ 1 (1)

In the case of external and open environment, for routine application of Wi-Fi

AP, the single-hop transmission rate Vmax is 54 Mbps in the 5.8 GHz ISM band, the

H.264 video streams of 720P is above 2 Mbps generally, so the maximum number

of multi-hop nmax is 5, in the worst case.

Learned from the previous experimental tests, in the case, system transmitter

chooses directional antenna and increases the transmit power, the effective trans-

mission distance is 5 km for Single-hop, so the maximum effective transmission

distance is 25 km for the system. But it is not limited to these, we can improve the

initial transmission rate and increase the distance of the video by upgrading Wi-Fi

AP equipment of system video server.

6 Conclusion

This paper analyzes the characteristics and key technology on mesh network as well

as the methods of guaranteeing the quality of HD video, with DM368 as the core

chip, RTSP and WMN to achieve the design of a stable HD video wireless

Fig. 4 Single-frequency

wireless mesh structure
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transmission system. It is proved that the feasibility of HD video wireless trans-

mission based on mesh network. The delay is 330 ms between display screen and

collection in the test of system. For the delay phenomenon of video screen, the

subsequent research will focus on the optimization design of algorithm and system.
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FPGA-Based Single-Phase Photovoltaic

Inverter Design

Bin Liang, Jun Shi, and Mingcheng Liu

Abstract Based XC3S500E FPGA chip as its control core, structuring SOPC

system through embedding 32-bit MicroBlaze soft core processor, so that 1KW

image acquisition system is implemented. Its main circuit topology consists of

DC/DC push–pull converters, DC/AC full-bridge inverters and LC filters. Its

sampling circuit consists of ADS1115 A/D converters and associated sensors,

realizing the sampling of the PV arrays, DC/DC booster circuits, the voltage and

current of inverter circuits. It completes the controller loop design, realizing the I2C

interfaces of A/D converters, the PWM generator controlled by MPPT, the SPWM

generator controlled by PID and the interactive user interface. The results of the test

show that the design of the inverter is reasonable and reliable, and meets the

requirements of the power output. Not only its inversion efficiency can be up to

92 %, but also its power factor can be close to 1.

Keywords FPGA • SOPC • PV • Inverter

1 Introduction

In the global background, the environmental pollution is growing more seriously

and the energy consumption is becoming more scarcely. The solar, a kind of large-

scale developed and available clean energy, has been used widely in the form of

photovoltaic power. The PV inverter is the core equipment of photovoltaic power,

its performance directly determines the energy efficiency. This article puts forward

the design of miniaturization PV inverter which is based on the SOPC system of

FPGA chip.
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2 Design of System

As Fig. 1 shown, it is the overall framework of the system. The main circuit of this

design consists of DC/DC push–pull converter circuit, DC/AC full-bridge inverter

circuit and LC filter circuit [1]. Its sampling circuit consists of ADS1115 A/D

converters and associated sensors, realizing the sample of the PV arrays, DC/DC

booster circuits, the voltage and current of inverter circuits. It completes the

controller loop design, realizing the I2C interfaces of A/D converters, the PWM

generator controlled by MPPT, the SPWM generator controlled by PID and the

interactive user interface.

It’s DC/DC push–pull converter circuit can raise the output voltage of the PV

arrays to 400 V or so. FPGA takes sample of the voltage-current characteristics of

PV and the voltage after rising separately by A/D converters. Also it uses MPPT

algorithms to control the duty cycle of the push–pull converter circuit [2], so that it

can regulate the maximum power output of the voltage finally. On the other hand,

FPGA take sample of the output current of the full-bridge inverter circuit and the

output voltage of LC filters by another ADS1115 chip, it uses PID algorithms to

control the SPWM generator [3, 4, 5], so that it can realize the closed-loop control

of full-bridge inverter circuit.

PV Full-Bridge
Inverter

Voltage 
and Current
Sampling

Driver
Circuit

TLP250

Voltage 
Sampling

Driver
Circuit

IR2011S

Current
Sampling

Voltage
Sampling

ADS1115

User
interface

ADS1115PWM
Generator

microBeaze
Soft-core process

MPPT

I2C

SPWM
Generator

PID

FPGA
(XC3S500E)

DC/DC DC/AC
AC220V

LC-Filter LoadPush-Pull
Converters

Fig. 1 System architecture diagram
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3 The Design of Functional Circuit

3.1 Push–Pull Converter Circuit

Push–pull converter circuit is equivalent to a combination of two forward converter.

Complementary work by turns, and two windings with a center tap at one side of the

transformer work with each connection of the switch tube conduction by turns. It is

particularly suitable for low input voltage DC / DC converter and can power up to

1KW or more.

In actual design, the circuit structure as shown in Fig. 2 is a combination of two

sets of push–pull transform circuit. So that each transducer only need for the power

of 500 W, which lower the index of volume of a transformer and requirements of

the switch tube standards effectively. The transformer choose two EC49 core

winding, which are primary parallel and secondary series, and their power is

500 W. The switch tube choose MOSFET and models for RU190N08 with the

characteristics of withstand voltage 80 V and maximum current 190A. The

switching diode choose RHRP8120 whose reverse voltage is 1,200 V and working

current is 8A.
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Fig. 2 Push–pull converter circuit schematics
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3.2 Full Bridge Inverter Circuit

Full bridge inverter circuit is shown in Fig. 3,the SPWM1 and SPWM2 driving

signal control the power switch Q4, Q1 and the open and shut off of the Q2, Q3

respectively. When the Q4 and Q1 is on and the Q2 and Q3 is off, the voltage of the

load on both ends is +UIN. When the Q2 and Q3 is on and the Q4 and Q1 is off, the

voltage of the load on both ends is -UIN. The Q1–Q4 as the power switch tube of

IGBT, choose GW39NC60VD model. Its withstand voltage is 600 V, maximum

current is 40A and the collector to emitter saturation voltage is 1.8 V. Driving

circuit with the bootstrap floating power supply selects two IR2110S half bridge

driver chips, in which the driving current is 2A.

3.3 Sampling Circuit

As is shown in the Fig. 4, the core of sampling circuit adopts two slices of

interconnected Analog-digital Converter called ADS1115 based on I2C-bus. It’s a

high-speed 16-bit converter, integrated an internal reference voltage source, and

can achieve single-ended and difference sampling. It disposes the Voltage and

Current Signal converted in the sampling and quantitative main circuit.

The voltage and current signal outputed from PV Cell Array is cut down by

Resistance Voltage-division network, and gets converted when flowing through

Hall Current Sensor SW4T50C50V6. Just as the output of PV Cell Array, the output

voltage of Push–Pull Converter is reduced by Resistance Voltage-division network,

and then, enters ADC. The output current of Inverter gets converted through Hall

Current Sensor ACS712-30A. Voltage Mutual Inductor takes sample of the output

AV filtered via LC Filter, and after this, the signal will flow into ADC.
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4 Testing Data

In the testing process, it takes use of resistive load to complete the test of power

ranged from 300W to 1KW, and the testing data is depicted in the Table 1. It shows

that Inverter works steadily, and that its efficiency is expected to 96 % under the

circumstances of low load, to 91 % in a full load condition, which matches the

design’s requirements.

5 Conclusion

This article takes XC3S500E FPGA chips as the core, embeds 32-bit MicroBlaze

soft core processor in it, structures SOPC system, and implements 1KW image

acquisition system. It introduces hardware circuit architecture, the working
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Table 1 With load power test data

Number Load

Input

vottage

(v)

Input

current

(A)

Power

input

(W)

Bus

vottage

(V)

Bus

current

(A)

Power

output

(W) Efficiency %

1 100 Ω 24.5 13.4 330.7 369 0.86 318.3 96.3

2 200 Ω 24.4 27.1 660.8 362 1.74 629.4 96.2

3 300 Ω 24.3 40.7 988.2 350 2.63 918.8 93

4 400 Ω 24.3 52.4 1,272.4 339 3.44 1,165.2 91.6

FPGA-Based Single-Phase Photovoltaic Inverter Design 245



principles and parts selection of the inverter system. It shows the associated

experiments results and data through the practical operation and test. The inverters’

efficiency can be up to 92 %, and the power factor can be close to 1. Not only its

harmonic content of the inverters is low, but also it has the function of over-current

and under-voltage protection.
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The Design and Implementation of Linear

Array Image Acquisition System

Baoju Zhang, Xiang Tong, Wei Wang, and Jiazu Xie

Abstract The theory of Compressive Sensing is briefly introduced and the design

of the linear array image acquisition system which is based on the Compressive

Sensing is deduced. The system design includes two aspects: the hardware design

and the software design. The core components of the system and the structure of the

circuit are introduced. The image acquisition program which can construct the

measurement matrix of Compressive Sensing and process the image signal is

devised. Numerical simulations have verified that the linear array image acquisition

system has good performance in linear array image acquisition and reconstruction.

Keywords Compressive sensing • Linear array image acquisition system • Core

components • Measurement matrix

1 Introduction

The compressive sensing theory in signal processing provides a new approach to

data acquisition which overwhelms the common Nyquist sampling theory [1]. Con-

sider a signal that is sparse in some basis (often using a wavelet-based transform

coding scheme), the basic idea of compressive sensing is projecting the high

dimensional signal onto a measurement matrix, which is incoherent with the

sparsifying basis, resulting to a low dimensional sensed sequence. Then with a

relatively small number of appropriately designed projection measurements, the

underlying signal may be recovered exactly. In contrast to the common framework

of collecting as much data as possible at first and then discarding the redundant data

by digital compression techniques, CS seeks to minimize the collection of redun-

dant data in the acquisition step. Because of the special advantage of compressive
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sensing, many data compressing and reconstruction methods based on CS have

been researched [2].

Linear array image acquisition system based on compressive sensing theory has

two parts:image acquisition terminal and image reconstruction terminal. Due to the

large amount of calculation of image reconstruction and the need for PC operating

system function library, the part of the image reconstruction will be completed by

PC. In this research, we only introduce the design of image acquisition hardware

circuit and the related function program [3].

The image acquisition terminal samples the linear array image signal according

to the measurement matrix, and then sends the sampling signal and the related

parameters to the image reconstruction terminal through the RS232/USB [4]. The

Image reconstruction terminal reconstructs the image according to the sampling

measurements and the parameters. The process is shown in Fig. 1.

2 Image Acquisition Terminal Hardware Circuit Design

We select the XC3S400 of Xilinx company as the logic control device in image

acquisition terminal, which mainly completes the construction of the measurement

matrix, linear array image sensor reading, and communications with the image

reconstruction terminal. In this system, the linear array image sensor is DLIS-2K of

Panavision company. Because the XC3S400 needs to create a large array when

constructing the measurement matrix, so we extended the RAM. Considering that

the current mainstream computer has no RS232 interface, so USB interface is used

in this system to enhance generality. Because XC3S400 logic controller does not

have the USB interface, so we need to choose a USB interface transition chip. In

this system, we choose the FT245BM which is the parallel interface to USB

interface conversion chip. Because asynchronous serial interfaces of PC is usually

RS232 level, the system also needs to convert the TTL level to RS232 interface

level to communicate between the asynchronous serial interface and the upper

machine [5]. Due to the core voltage of logical processor XC3S400 is different

with the external I/O voltage requirement, so the system needs to provide different

voltages to ensure that the system is stable. The structure of image acquisition

terminal is shown in Fig. 2.

Reconstructed 
image

Image 
reconstruction 

terminal

Image acquisition 
terminal Target image

UART

USB

Fig. 1 Linear array image acquisition system diagram
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2.1 Linear Array Image Sensor Hardware Circuit Design

This system adopts the CMOS sensor DLIS-2K of Panavision company, which is a

widely used chip in linear array image acquisition. DLIS-2K linear image sensor

consists of four lines of pixels, each pixel contains 2,065 optical pixels and 16 dark

pixels. The first line consists of rectangle pixels of 4 μm � 32 μm size, the last three

lines consists of square pixels of 4 μm � 32 μm size. Each line of pixels can be

arbitrarily chosen to read, control and reset separately.

2.2 XC3S400 Logic Controller and Peripheral Circuit Design

System image acquisition terminal selects the XC3S400 chip of XILINX company

as the logic processor. The chip is XILINX SPARTAN3 series 400,000 level

FPGA, 8,064 logical blocks internal integrated, with7 k bytes of RAM. In this

circuit, XC3S400 mainly completes the measurement matrix construction, control

and read of the image sensor and the communication of the upper machine.

This circuit chooses IS42S16400N chip as the extended RAM. The RAM size is

64 MBIT with DC3.3V power supplied. The highest clock frequency is 166 MHz so

it meets the operation need of XC3S400.

Voltage regulator chip MIC29372A can output the minimum voltage DC1.24V

as the XC3S400 processor core voltage.

Image acquisition terminal communicates with the computer in the two ways,

namely the asynchronous serial interface and USB. Due to the asynchronous serial

port of the computer is RS232 level, so we need the MAX3221 chip to convert the

TTL level to RS232 level in image acquisition terminal.

Fig. 2 The diagram of the image acquisition terminal
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3 Image Acquisition Program Design

The program of image acquisition mainly completes the following functions:

compressive sensing measurement matrix construction, DLIS-2K linear array

image sensor control, serial data communication, etc. [6]. The diagram of linear

array image acquisition system program design is shown in Fig. 3.

3.1 The Design of CS Measurement Matrix Construction
Program

The construction program design is based on Kronecker product measurement

matrix, which has better performance in storage space, construction time, and

Start

System variables initialization

RAM module definition

Clock initialization

BEGIN=0?

I/O ports configuration

Peripherals initialization

Colllecting interrupt request

Measurement matrix 
construction

Reset DLIS-2K

Module set

Read the sampling data

Send/ receive data Send/ receive data

Upper machine

Image reconstruction

Target image

end

Y

N

Y

N

UART USB

Y Y

N
N

Fig. 3 The diagram of linear array image acquisition system program design
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image reconstruction effect when compared with commonly used matrices in

compressive sensing. What’s more, the Kronecker product measurement matrix

offers great potential for hardware implementation of compressive sensing [7]. The

construction process is as shown in Fig. 4.

 
Orthogonal basis vectors

Orthogonal basis 
matrix(n×n）

Kronecker product

High dimension
matrix(N×N)

al 

Matrix QR decomposition

Orthogonal matrix(N×N)

Matrix identity 

Measurement matrix(N×N)

 Upper triangular matrix

Number of operation K
K=log(n)N

Fig. 4 The construction

process of Kronecker

product measurement

matrix
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3.2 The Design of CS DLIS-2K Line Array Sensor Control
Reading Program

XC3S400 processor controls the DLIS-2K linear array image sensor by the line

buses. Before the control operation of the DLIS-2K, the electricity initialization is

needed. XC3S400 offers stable clock frequency square wave for DLIS-2K [8].

The write operation sequence of DLIS-2K is shown in Fig. 5.

The read operation sequence of DLIS-2K is shown in Fig. 6.

The read operation is initiated by the bus line SENB. Firstly, sending 15 the

addresses, and then data line sets 1which means the read operation [9]. The data is

read in on the falling edge of the SCLK clock line. Every time a 16-bit data is read

in, the enabling line turns into low-level which means a read operation is

completed [10].

4 Debugging and Results

The linear array image acquisition circuit board is shown in Fig. 7. The linear array

CMOS image sensor is equipped with a lens which is used for adjusting the focus

and broaden the horizons [11].

In the test experiment, we choose ordinary bar code as the test image. Under the

premise of enough light, we fix the distance between the bar and linear array image

sensor in 20–25 cm, and ensure that the bar code line are vertical with the sensor

array.

The Fig. 8 shows the different reconstruction effect of different compression

ratio, the compression ratio [12]. We can see that the reconstruction image quality

drops obviously when the compression ratio below 0.4.

5 Conclusion

In this research, firstly we introduce linear array image acquisition terminal based

on compression sensing which realizes the compression and acquisition of linear

array image. Secondly the devices and chips which are used in this research and the

Fig. 5 The write operation

sequence of DLIS-2K

Fig. 6 The read operation

sequence of DLIS-2K
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structure of linear array image acquisition terminal have been introduced and

described. Thirdly, we have shown the program design of each part of our system,

and analyzed the implement process. At last, the linear array image acquisition

terminal circuit board is shown.

Fig. 7 The linear array image acquisition circuit board

Fig. 8 The contrast of reconstructed image under different sampling compression ratio
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Through the experiment of image acquisition and reconstruction, we have

deduced that when the compression ratio is above 0.4, the system performs well

in the quality of the reconstructed image.
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Experimental Study of Torque Measurement

Based On FBG

Shengnan Fu, Yinguo Huang, and Xinghua Li

Abstract This paper discusses a method of torque measurement based on the fiber

Bragg grating (FBG) sensor, and introduces the FBG’s application for torque

measurement in a rotating shaft with four same planes. With external torsion

applied to the shaft, the data obtained by finite element analysis verified the

rationality, reliability and strain sensitivity of this design. One end of the shaft is

fixed, while the other is connected to a device providing a particular value of torsion

with a full scale of 100 Nm. Two parallel gratings FBG1 and FBG2 are bonded on

the purposefully machined planes on the shaft symmetrically. Considering the

differential-mode wavelength of the dual-grating torsion sensor, the result shows

a low temperature sensitivity and a high torsion sensitivity. The sensitivity of the

torque measurement system is 14.5 pm/Nm, and has a high linearity and linear

correlation.

Keywords Torque measurement • Fiber Bragg grating • Finite element analysis

• Optical fiber sensors

1 Introduction

Torque sensing is very important in industrial production and is widely needed in

the field of ship and aviation, aerospace especially in special applications in harsh

environments where torque measurement is often presented as technical bottle-

necks. Optical fiber sensors are paid great attention because of many desirable

properties such as immunity to electromagnetic interference, their multiplexing

capability and small size [1]. Tian X.M. et al. proposed a fiber sensor using a single

fiber Bragg grating that is bonded to a shaft at the appropriate angle [2]. As the
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deviation caused by temperature cannot be eliminated, the accuracy of the fiber

sensor remains to be improved. In 2003, Zhang W.G. in Nankai University

designed a linear torsion sensor with very little temperature dependence, the torque

sensor sensitivity is as high as 2.076 nm/Nm, with torsion angle changing in �40�

[3]. But the device is not suited to any application especially in the industry because

of its unusual structure and the weak mechanical strength of the organic material

shaft. Kruger et al. researched that a fiber sensor comprised of two cascaded Bragg

gratings with distinct resonance wavelengths showed if the FBGs are mounted at

angles of +45� and �45� with respect to the longitudinal axis of the shaft, the

differential-mode wavelength will be proportional to torsion with very little tem-

perature dependence [4].

2 Background Theory

According to fiber grating coupled mode theory, central wavelength of reflectance

spectrum satisfy the following conditions: λΒ ¼ 2neffΛ [5], where λB is Bragg

central wavelength, neff is the effective index of refraction of the core mode, Λ is

the period of the grating. It is apparent that central wavelength will change

following the change of neff and Λ, which leads shift of FBG center wavelength

ΔλB is function of strain ε and temperature T. So the equitation can be written as:

ΔλB
λB

¼ 1

neff

∂neff
∂ε

þ 1

Λ
∂Λ
∂ε

2
4

3
5Δεþ 1

neff

∂neff
∂T

þ 1

Λ
∂Λ
∂T

2
4

3
5ΔT

¼ αf þ ξ
ffi �

ΔT þ 1� peð ÞΔε
(1)

where αf is the coefficient of thermal expansion of the fiber, representing the period

of the grating varies with temperature; ξ is the thermo-optical coefficient of fiber

material, representing the index of refraction varies with temperature and pe is the
elasto-optical coefficient of fiber material, representing the refractive index varies

with strain.

When a static torque applied to the shaft having a radius of r, the elastic

deformation should produces a shear strain, assuming that the deformation is too

small to alter the length and cross-section of the shaft. The total shear is given by:

M ¼ τ � G � I
r

(2)

whereM is the torsion, τ is the shear, G is the shear modulus of the material and I is
the polar moment of inertia of the shaft.

As shown in Fig. 1, the shaft, with its length L ¼ 180 mm and radius r ¼ 20 mm,

is shaved into four planes between the axis of the cylindrical portion in the middle

to bond fiber grating and increase the axis’s sensitivity. Supposing the FBGs are
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mounted on the two symmetrical planes at angles α and � α with respect to the

cross section of the shaft, FBG’s strain is given by:

Δεs ¼ r sin 2α

2GI
M (3)

It is well known that the gratings will experience principal strains of the same

magnitude but opposite in sign, if the shaft is subjected to pure torsion. As

following equitant shows:

Δλ1¼ 1�peð Þλ1
Δλ2¼� 1�peð Þλ2

n
(4)

Δλ1, Δλ2 are the changes in the resonant wavelengths of the gratings FBG1 and

FBG2 respectively. We define the differential-mode wavelengths of these two

gratings as follows:

Δλ ¼ Δλ1 � Δλ2 ¼ 1� peð Þ � Δεs � λ1 þ λ2ð Þ (5)

As gratings’ common-mode wavelengths λcm ¼ 1=2 λ1þλ2ð Þ always remain

unchanged, the strain sensitivity of the gratings is given by: Kε ¼ 1 � pe. The
relationship between the change of central wavelength Δλ and the torque M can be

described as:

Δλ ¼ λm � Kε � r sin 2α
GI

�M (6)

Differential-mode wavelength of the FBGs remains for the most part unaffected

by temperature [6], we can use this method to obtain the desired precision in torque

measurement.

Fig. 1 The design of the

shaft and situation of FBGs

bonded on the planes
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3 Finite Element Analysis and Simulation

Finite element analysis can shorten the cycle of design and analysis, make a better

solution of product design, reduce the material consumption or cost, and discover

potential problems of product manufacture or engineering construction in advance.

The virtual prototype effect of CAE design has largely replaced physical prototype

based design and verification process with huge resource consumption in conven-

tional design. It can predict the product reliability throughout the whole lifecycle,

and ensure the rationality of product design.

Firstly, the material of the shaft is defined as solid187 element with 10-nodes

tetrahedral structure, which can simulate the situation of bending moment and

torque. The element also has plasticity, hyper elasticity, creep, stress stiffening,

large deflection, and large strain capabilities. Create a single node on the centerline

out of the shaft, and define it as mass21 element, which is structural mass with six

degrees of freedom. A different mass and rotary inertia may be assigned to each

coordinate direction. The element coordinate system hardly rotates with the nodal

coordinate rotations during a small deflection analysis. And due to small deflection

of the shaft in this experiment, the 3-D mass will obtain moment of inertia by

setting KEYOPT(3) ¼ 0, which leads to six degrees of freedom of the node.

Secondly, import geometric model of the shaft to the ANSYS software, and the

meshing will be applied to this geometry. A rigid connection is coupled between the

major node and all the nodes of end face via “cerig” order. Due to the transitivity of

torque, the torque will pass to the entire shaft, when loaded on the major node,

which can also avoid the phenomenon of stress concentration caused by the torque

loaded directly on the end face.

Finally, Constraints and loads are applied to the shaft, and the result will be

displayed by the solver. The software will give the data of strain, deformation, shear

force and stress distribution diagrams of the shaft under a torque of 100 Nm, from

which the value computed by finite element analysis is to be compared with

material mechanical properties to judge whether the material meets the require-

ments and whether the design is rational.

The material selected in this experiment is quenched and tempered steel of

40CR. Its shear modulus G ¼ 80.8 GPa, Poisson’s ratio μ ¼ 0.31, the yield limit

is 800 MPa, the allowable stress is 400 MPa, and the allowable stress in shear is

280 MPa. The distribution diagrams of deformation, shear stress, and equivalent

stress intensity for a torque of 100 Nm is showed in Fig. 2. All the values computed

are in acceptable range of material, meeting the requirements absolutely. Strain

distribution of the shaft as shown in Fig. 3, indicates that the planes have a better

strain sensitivity than other parts of the shaft.

Sensor sensitivity is related to the length, both inside and outside diameter and

material properties of the shaft, so it’s feasible to obtain a higher sensitivity by

optimizing the shaft’s relevant parameters. The determination of the measuring

range (including temperature variation range) should follow the principle of

avoiding destroying the fiber gratings and ability to keep shaft’s elasticity.
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4 Experiment and Results

Experimental apparatus is composed of fixed platform, torque loading device, shaft,

FBG interrogator and the host computer. Torque loading device can provide a

particular value of torque with a full scale of 100 Nm; the real-time data processing,

display and other correlation manipulations are run by the host computer, which is

connected to the FBG interrogator through the TCP/IP port.

The torque is applied to one end of the shaft, while the other is fixed. And then

strain can be reflected by the FBG sensors. According to the photosensitivity of

FBG, we can obtain the wavelength shift by the FBG interrogator, and thus

calculate the torque value of the shaft.

Experimental data and its fitting curve of FBG1 and FBG2 are showed in Fig. 4

respectively. As for FBG1, the determination coefficient is equal to R2 ¼ 0.9997,

Fig. 2 Simulation result. (a) Shear stress distribution of the shaft in SYZ direction, (b) equivalent

stress distribution of the shaft based on the fourth strength theory

Fig. 3 Strain distribution of the plane
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the square sum of error SSE ¼ 0.000154 and the root mean square error RMSE
¼ 0.004388, while for FBG2 R2 ¼ 0.9994, SSE ¼ 0.0001776, RMSE ¼ 0.004712.

The result indicates that FBG in tensile state has a more ideal linearity than that in

compression state.

The relationship between the change of differential-mode wavelength as a

function of torque and its fitting curve are shown in Fig. 5, with key indexes of

R2 ¼ 0.9996, SSE ¼ 0.0006519, RMSE ¼ 0.009027. Although linearity compared

with FBG1 falls slightly, the sensitivity is double, with value of 14.5 pm/Nm and

linear correlation coefficient is 0.99978, suggesting that the accuracy of this

structure is relatively good.
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5 Conclusion

Torque measurement technology based on fiber gratings has incomparable advan-

tages for many desirable characteristics of fiber grating, such as insulation, anti-

electromagnetic interference. This paper analyzes a method using two fiber gratings

to measure torque with lower temperature affect. The shaft is elaborately designed

in purpose of mounting fiber gratings in a more user-friendly way and optimizing its

sensitivity. By finite element analysis we have verified its safety, rationality,

stability of the mechanical structure, and got further understanding of the relevant

characteristics of the shaft. The experimental apparatus has a torque sensitivity with

value of 14.5 pm/Nm and high linearity, having laid the theoretical and experimen-

tal basis for large torque measurement and distributed measurement in the future.
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Face Detection Based on Cost-Gentle

Adaboost Algorithm

Jian Cheng, Haijun Liu, Jian Wang, and Hongsheng Li

Abstract With the development of information technology, the research on face

detection has been an important topic in computer vision. In this paper, a novel

method is proposed for face detection based on Cost-Gentle Adaboost algorithm.

The main differences between our method and the traditional Gentle Adaboost are

that the cost factors have been introduced into the training process: the higher the

value, the more important of this class samples. In the new training process, the

selected classifiers can more effectively focus on the face samples than the tradi-

tional Gentle Adaboost algorithm. The face detector trained by our method can

achieve higher detection rate at appropriate false positive rates. Experimental

results also show that our method is effective.

Keywords Face detection • Cost factors • Gentle Adaboost algorithm

1 Introduction

In recent years, face detection has been driven by a wide spectrum of promising

application areas such as face recognition, human-computer interactions. Many

excellent methods have been introduced for face detection, such as neural networks,

support vector machines (SVM), skin detection, etc. These methods find the

relevant characteristics of face and non-face patterns with the techniques of statis-

tical analysis and machine learning.

Recently, Paul Viola proposed a new method for face detection based on

Discrete Adaboost algorithm [1, 2]. In this system, small best weak classifiers are

selected from the huge number of the weak classifiers, and then unite them to strong

classifiers. Finally, the strong classifiers form the cascade classifier. The Adaboost
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algorithm are proposed by Freund and Schapire [3, 4], and its three variants have

been used in face detection: Discrete Adaboost, Real Adaboost, Gentle Adaboost.

They all have one problem in the training process following the Adaboost algorithm

which chooses the best weak classifier with minimum mean square error under the

weight distribution, but face and non-face samples are treated same. In practical

application the influence of missing face is larger than missing non-face. In order to

solve this problem, some methods have been proposed. Paul proposed a new variant

of Real Adaboost algorithm as a mechanism for training the simple classifiers used

in cascade [5]. Yang presented a variant of Discrete Adaboost algorithm, called

Cost-Sensitive Adaboost (CS-Adaboost) algorithm [6] which focuses on modifying

the weight of those misclassified face samples. In order to gain better results, Hou

changed the least error expression to select better classifiers [7]. Xue [10] proposed

a two-stage face detection method using skin color segmentation and heuristics-

structured adaptive to detection AdaBoost (HAD-AdaBoost) algorithms, which can

obtain good results with fewer weak classifiers. These variant algorithms all

achieved good results. But there is no one based on Gentle Adaboost algorithm.

In this paper, we proposed a new variant method based on the Gentle Adaboost

algorithm, named as Cost-Gentle Adaboost, to construct a strong face detection

system with better weak classifiers. In new algorithm, false positive and false

negative are treated differently so that the weak classifier with better acceptance

ability could be selected. Experiments demonstrate that our face detector can

achieve higher detection rate with appropriate false positive rates.

2 Cost-Gentle Adaboost Algorithm

In traditional Adaboost algorithm, samples from different classes are treated

equally. However, in practical applications the misclassified face samples produce

larger impact than misclassified non-face samples. So our goal is to find new

weighting update strategy to distinguish samples from different classes, and boost

more weights on those samples associated with higher identification importance.

2.1 Modification Weight Update Strategy

To show the different importance of samples, on each weight update round, every

sample is associated with a cost value C, the higher the value, the more important of

this class samples. In the weight update process, the weight of misclassified face

samples are increased more than the misclassified non-face samples. So the weight

of face sample will possess bigger proportion in the weight distribution. For this

case, there are three ways to introduce cost value into the weight update process,

outside the exponent function, inside the exponent function, and both inside and

outside the exponent function. Three modifications are showing as follows,
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Modification 1:

wi  Ci � wi � exp �yi � ht xið Þð Þ (1)

Modification 2:

wi  wi � exp �Ci � yi � ht xið Þð Þ (2)

Modification 3:

wi  Ci � wi � exp �Ci � yi � ht xið Þð Þ (3)

where xi and yi are the i-th sample and the corresponding class label(face ¼ 1 or

non-face ¼ �1), respectively. Ci and wi are the cost factor and weight for i-th

sample, respectively. ht(xi) is weak classifier. The modified methods can be taken as

three new Adaboost algorithms named as: C-AdaC1, C-AdaC2, C-AdaC3.

When the cost value is introduced into the weight update process, the weight

distribution is affected by cost value. After each update round, weights on those

samples associated with higher identification importance will occupy a larger

proportion in the weight distribution. Because of the modification of the weight

update, the weak classifier h(x) is also changed. In [8], it has been shown that

Adaboost is equivalent to forward stage-wise additive modeling using exponential

loss function, and the Gentle Adaboost algorithm uses Newton steps for minimizing

the exponential loss function.

Here we introduce the weak classifier h(x) for C-AdaC2 algorithm as follows.

For the m-th round, we have Fm � 1(x) and seek an improved estimation Fm(x) ¼
Fm � 1(x) + hm(x), where Ft xð Þ ¼

Xt

j¼1
hj xð Þ. Therefore, the new Gentle Adaboost

can be derived from minimizing the cost function,

Jasy
ffi
Fm xð Þ� ¼ Jasy

ffi
Fm�1

ffi
x
�þ hm

ffi
x
�� ¼ E e�yC Fm�1 xð Þþhm xð Þð Þ� �

¼ E e�yCFm�1 xð Þ � e�yChm xð Þffi �
¼ Ew

ffi
I y ¼ 1

fflfflxffi � � e�C1hm xð Þ�þ Ew

ffi
I
ffi
y ¼ �1fflfflx� � eC2hm xð Þ�

¼ Pw y ¼ 1
fflfflxffi � � e�C1hm xð Þ þ Pw

ffi
y ¼ �1fflfflx� � eC2hm xð Þ

(4)

where w ¼ wm�1 x; yð Þ ¼ e�yCFm�1 xð Þ, C is the cost factor, C ¼ C1 if y ¼ 1, C ¼ C2

if y ¼ � 1, and C1 > C2. Ew[�] is the weighted expectation defined as

Ew g x; yð Þð Þ ¼ E w x;yð Þg x;yð Þð Þ
E w x;yð Þð Þ .

Then the optimal weak hypothesis of the C-AdaC2 can be obtained using

Newton steps by minimizing (4) and described as follows:
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h xð Þ ¼ C1Pw y ¼ 1
fflfflxffi �� C2Pw y ¼ �1fflfflxffi �

C2
1Pw y ¼ 1

fflfflxffi �þ C2
2Pw y ¼ �1fflfflxffi � (5)

Finally, we get the whole C-AdaC2 algorithm. But when we use the new method

to train the cascade classifier, a new problem happened. If the cost factor C is not

appropriate, the sign of the result of the optimal weak classifier h(x) may be the

same. In next part, we will introduce a modification method to solve this problem.

2.2 The Modification of the C-AdaC2 Algorithm

Supposing the feature values of the samples are sorted from small to large as f
(x1), . . ., f(xN), the weights of the samples are w1, . . ., wN, the number of the

samples is N. The weak classifier h(x) is rewritten as follows

h xð Þ¼

C1PWSUM j½ ��C2NPSUM j½ �Xj

i¼1C
2
1wiþ

Xj

i¼1C
2
2wi

f xð Þ<θ

C1 PWSUM N½ ��PWSUM j½ �ð Þ�C2 NPWSUM N½ ��NPWSUM j½ �ð ÞXN

i¼jþ1C
2
1wiþ

XN

i¼jþ1C
2
2wi

otherwise

8>>>>><
>>>>>:

(6)

where PWSUM j½ �¼
Xj

i¼1
wi�1 yi¼1½ �, NPWSUM j½ �¼

Xj

i¼1
wi�1 y1¼�1½ �, and θ ¼ f(xj) is the

threshold of the weak classifier. PWSUM[j] denotes the cumulative weight value of

the j-th face samples, NPWSUM[j] denotes the cumulative weight value of the j-th

non-face samples. Because of the feature values have been sorted increasingly, the

feature values of those data sorted in front of the j-th data are all smaller than the

threshold θ ¼ f(xj).
From formula (6), we can see the sign of the h(x) is relate to the subtraction value

of C1PWSUM[j] � C2NPWSUM[j]. If the subtraction value satisfies the formula

(7), h(x) will be only have on sign, and in this case, we can’t give the discriminate

result.

C1PWSUM j½ � � C2NPWSUM j½ � ¼ C1

ffi
PWSUM N½ � � PWSUM j½ ��

� C2

ffi
NPWSUM N½ � � NPWSUM j½ �� ¼ δ

(7)

To solve this problem, we normalize the weight for the face samples and

non-face samples respectively in order to make the sum value of the weight of

face samples equal to the sum value of the weight of non-face samples. The method

is described as follows
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For the face samples:

for i ¼ 1 : numPos

wi  C2

C1 þ C2

wi=PosSumW (8)

For the non-face samples:

for i ¼ 1 : numNeg

wi  C1

C1 þ C2

wi=NegSumW (9)

where PosSumW is the sum weight value of all the face samples, NegSumW is the

sum weight value of all the non-face samples.

Then through the above method, the output results of the weak classifier are

strictly distinguished with zero for the boundary. And here if we adopt C-AdaC1 or

C-AdaC3 modification algorithm, the cost factor outside the exponent is balanced

out. So we adopt the C-AdaC2 as our weight update strategy.

Using the C-AdaC2 will produces another problem, each round the selected

weak classifier is not the optimal classifier. In the traditional Gentle Adaboost

algorithm, each round the algorithm selects the optimal classifier which minimizing

the mean square error under the current weight distribution. When we adopt

C-AdaC2 algorithm, the domain of the h(x) is [�1/C2, 1/C1]. But in the traditional

Gentle Adaboost algorithm the domain of the h(x) is [�1, 1]. If we adopt the

original formula to calculate the mean square error, the selected classifier is not

the optimal classifier.

Supposing the cost factor values are C1 ¼ 1, C2 ¼ 0.8, then the domain of weak

classifier is h(x) ∈ [�1.25, 1]. To a non-face sample (yi ¼ � 1), when h(xi) ¼
� 1.25, the sample is classified the non-face sample completely, and the mean

square error of this sample is zero in theory. But when adopting the original

formula, the mean square error of this sample is ∑ 0.252 � wi, it is contradiction.

Simultaneously, when h(xi) ¼ � 0.75, the mean square error of this sample is also

∑ 0.252 � wi. According to the definition of the weak classifier, the higher value of

the h(x), the lower value of the mean square error. So we modify the mean square

error expression. The new expression is described as follows,

ε ¼
XN
i¼1

wi y
0 � h xið Þð Þ2 (10)

where y 0 ¼ 1/C1 if yi ¼ 1, y 0 ¼ � 1/C2 if yi ¼ � 1. Here the modification

C-AdaC2 algorithms are named as Cost-Gentle Adaboost.

Above all, there are two places have been modified in the C-AdaC2, the

normalization weighted process and the expression of the mean square error. In
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the next part, some experiments are demonstrated to evaluate our new algorithm

Cost-Gentle Adaboost.

3 Experimental Results

In this section, we set up some experiments to investigate the performance of the

algorithms, Gentle Adaboost (original method) and our proposed Cost-Gentle

Adaboost in the domain of frontal face detection.

In the first experiment, the size of training and testing set for face and non-face

samples is fixed to 24 � 24. There are 2000 face samples and 2000 non-face

samples in training dataset. And test dataset also consists of 2000 faces and 2000

non-faces. The face samples are manually cropped from the web images and basic

face database (CAS-PEAL). The non-face samples are randomly collection from

web images without contain any faces.

Gentle Adaboost and Cost-Gentle Adaboost are used to train classifiers (every

classifier is a strong classifier) with 13 features like in [9]. The ROC curves on this

test data are shown in Fig. 1. Here we only change the cost factor of the face

samples. For example, we set the cost factor C2 ¼ 1.0, then change the cost factor

C1. Figure 1 shows that in the same training and testing set, if the cost factor is taken

proper value, to the single strong classifier, the detection rate is improved by the

Cost-Gentle Adaboost algorithm at the same false positive rate. If the cost factor is

big, the weight of the misclassified face samples will be continuously increased

more than other samples. The selected weak classifier maybe focus on these

difficult misclassified samples, thus the selected weak classifier have not gain the

good classification ability for the whole samples, such as C1 ¼ 1.05.

In the second experiment, two different complete cascade face detectors are

trained with Gentle Adaboost and Cost-Gentle Adaboost. Here the performance of

each detector is investigated for the real world images which contain some faces.

In the cascade training process, the training set of the non-face samples for the

later stage need to be verified by the previous stages. So the selection of non-faces

used to train later stages are relate to the performance of earlier stages. As a result,

different sets of non-face samples and the same set of face samples (used in the first

experiment) are used to train two different complete cascade face detectors with

Gentle Adaboost and Cost-Gentle Adaboost algorithm.

The two cascade face detectors respectively contain 19 layers. The minimum

detection rate and maximum false positive rate for one strong classifier are respec-

tively the same for the two algorithms. Thirteen features [9] are used for the two

algorithms. Here we choose the NewTest set in MIT+CMU test sets as our final test

set. The NewTest set consists of 64 images with 170 frontal faces. At the same time

another dataset with the selection web images are used to test the comparison

performance. It is the Football set consisting of 19 football team images with

229 frontal faces.
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The ROC curves on the two test set are shown in Fig. 2. The key result is that the

performance of the cascade face detectors with the Cost-Gentle Adaboost algorithm

is better. Namely, our proposed method can gain the higher detection rate at the

same false positive rate.

4 Conclusion

In this paper, a novel cost-Gentle Adaboost algorithm has been presented. In our

method, the cost factor is introduced into the weight update process. The weak

classifiers selected by our proposed method achieve the better capability of

accepting the face samples than one selected by the Gentle Adaboost algorithm.

Comparative results on different test sets demonstrate our method is effective, and
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Fig. 2 The ROC curves of different complete cascade face detectors, (a) on NewTest set, (b) on

Football set
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the performance of the cascade face detector with our method is better than

traditional Gentle Adaboost algorithm.
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The Uncertainty Assessment of Vehicle Speed

Measurement Based on Laser Switch

Li Li and Hong He

Abstract This paper presents a vehicle speed measurement method based on laser

switch, due to the effects of laser switch emission frequency and mechanical

structure, it exists large error for measured speed. To ensure the measuring system

meet accuracy requirements, for example a fixed length of 10 m, the uncertainty of

laser switch speedometer was effective analyzed. Through making the effects of

laser switch frequency distance and mechanical error averaged, the influence from

switch frequency, mechanical error and other aspects was evaluated. Selected laser

switch of 10 kHz and debugged various parameters, experiment shows that speed

measuring system can achieve accuracy �0.2 km/h to �0.3 km/h, which can meet

the required accuracy to provide a vehicle speed basis for relevant departments.

Keywords Laser switch • Speed measurement • Uncertainty assessment

1 Introduction

Speeding is the more prominent reason in accidents, so the traffic control depart-

ment has taken some appropriate limiting means. Using advanced vehicle speed

measuring device is one of the effective management tool, which can take appro-

priate punishments to speeding. Therefore, research of vehicle speed measuring

method has great significance for urban transport modernization and sustainable

development.

Radar detection accuracy is usually up to �1 km/h, but the detection distance is

relatively short and easily detected by the target, thus its shortcoming is inevitable

to avoid or disturb speed measurement [1, 2]. In order to accurately measuring

vehicle speed, a vehicle measuring speed method based on laser switch was

L. Li (*) • H. He

Tianjin Key Laboratory for Control Theory & Applications in Complicated Systems, Tianjin

University of Technology, Tianjin, China

e-mail: green_linda@163.com; heho604300@126.com

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical

Engineering 246, DOI 10.1007/978-3-319-00536-2_32,

© Springer International Publishing Switzerland 2014

271

mailto:green_linda@163.com
mailto:heho604300@126.com


proposed in this paper, whose measuring precision can reach other radar speedom-

eter 3–5 times.

However, due to laser switch emission frequency, the mechanical structure

errors and other issues, if not analyzing the uncertainty of the amount of influence,

the device will be difficult to achieve accurate speed requirements. In order to

achieve equipment installation and commissioning basis with specific parameters,

save costs to achieve the desired target speed, therefore, the device uncertainty must

be analyzed.

2 Measuring Principle

Measuring principle based on laser switch is: it consists of two laser switch and two

standard rods. Along the road on both sides, each group standard rods mounted a set

of laser switches, emitting laser beam of two mutually parallel and perpendicular to

the vehicle traveling direction, respectively, two laser switch successively gener-

ates an electrical signal when passing through the target vehicle speed range, time

counter is transferred to IPC for processing target vehicle speed [3].

The system set up three sampling points, each sampling point placed a laser

switch, the sampling points were fixed intervals, when the car reaches the first

sampling point, and the first laser switch will produce a rising edge pulse signal,

which would be transmitted to the camera. Then some information was captured

such as vehicle license, and the signal is transmitted to the counter.

When the car reaches the second sampling points, the second rising edge pulse

also generates signal and transmits the signal to the counter. After receiving two

signals, the counter calculated time interval of two samples, then make the result to

the computer for final processing (distance divided by known transmission time,

that is speed). Set two laser distance sensors in the next the first and second rod

respectively, that the distance signal is transmitted to the IPC in order to identify

vehicles lane and target number. The vehicle speed range and the distance between

laser switch have detected, which can effectively prevent false positives.

3 Error Analysis

Machining accuracy of laser switch is: As the production process constraints, two

connecting rods between the laser switch would inevitably produce a certain

amount of error, the production error of connecting rod can be controlled within

�1 mm.

Two laser switch calibration accuracy: In the field, two laser switches is

connected by two connecting rods, the fixed length of the laser switches mounted

on both sides of road, the laser switches need to be calibrated. Its calibration
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accuracy is determined by the accuracy of laser calibrator, the error can be

controlled within the range within �1 range.

The laser switch should be perfectly parallel to the road surface in theory, but the

actual road roughness is difficult to achieve the desired level state, laser speedom-

eter is also required calibrator adjustment in actual use [4].

The uncertainty of laser switch is dominated by its emission frequency. Though

the laser has high frequency, there are slight changes in time, only the laser switch is

rising, it can emitting laser, the measuring system would work when laser hit the

tested vehicle. When the car enters the first laser light, assuming the laser is

switched to finished state of previous signal, that is low, and the second is the

same, the error caused by laser speed system would the greatest. The system uses

laser switching frequency 10 kHz, a period of 0.1 ms, the maximum traveling speed

of 180 km/h, and fixed length 10 m for analysis.

4 The Uncertainty Assessment

Let δt is evenly distributed; half-width A is a 0. 05 ms, including factor k ¼ ffiffiffi
3

p
, its

standard uncertainty is:

u tð Þ ¼ a

k
¼ 0:05ffiffiffi

3
p � 0:028868ms (1)

The sensitivity coefficient C is, then

c ¼ ∂V
∂T

¼ L

T2
(2)

And its actual measuring distance L is 10 m, the time interval of two sensor

signals T is 200 ms. The corresponding uncertainty component is:

u Tð Þ ¼ C � u tð Þ ¼ 10000mm

200msð Þ2 � 0:028868 ¼ 0:007217Km=h (3)

Estimate u(T) relative uncertainty is 10 %, then the freedom v(T ) ¼ 50

The standard uncertainty of u(L ):Δl1 caused by laser emission direction is not

perpendicular to the connecting rod between laser switch, that is standard uncer-

tainty u(l1), the other is the standard uncertainty u(l2) caused by the size error Δl2 of
double pole axis distance. B-type uncertainty can be used for evaluation method to

analysis uncertainty [5, 6].

Three sets of laser emission direction when switching is not perpendicular to the

connecting rod error Δl1 standard uncertainty caused by breakdown of u(l1),
Theoretically, we require the emission direction must be perpendicular to the
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connecting rod, but the laser emission direction inevitably inclined at an angle α
with the connecting rod, then actually traveling distance of target vehicle is:

Lα ¼ 10� 2L
0 � tan α (4)

Where L0 is the road width. We chose the side of road width 20 m, which result in

Lα 6¼ L, that the measured speed is not accurate. Required α control within �0.1

degree, the maximum error for the first group to one side 0.1 degree while the

second group tends to the other side 0.1 degree.

Laser emission direction deviation schematic is shown in Fig. 1.

Set 10 m as fixed length of laser switch, the actual driving distance is:

Lα ¼ 10þ 2L
0 � tan α (5)

When two switches deviated toward the center, the actual distance is:

Lα ¼ 10� 2L
0 � tan α (6)

Measurement error Δl1 is generated, that is 69.8 mm. Let Δl1 is uniform

distribution, half-width A is a Δl1/2 containing factor k ¼ ffiffiffi
6

p
, then

u l1ð Þ ¼ a

k
¼ 34:9ffiffiffi

6
p ¼ 14:2479mm (7)

Estimate u(l1) relative uncertainty of 10 %, the degree of freedom v(l1) ¼ 50.

Standard uncertainty u(l2) caused by dimension error Δl2. Although this error is

inevitable for laser alignment, the distance between the axis of rods is 1,000 cm; the

size of the error Δl2 is �2 cm. The distance between the axes is known (1,000 � 2,

1,000 + 2), whose probability near the center is larger than probability of the

boundary. Δl2 is estimated at �2 cm range with triangular distribution, a half

width of a is 1 cm, including factors k ¼ ffiffiffi
6

p
, then

u l2ð Þ ¼ a

k
¼ 10ffiffiffi

6
p ¼ 4:0825mm (8)

Estimate u(l2) relative uncertainty of 10 %, the degree of freedom v(l2) ¼ 50.

The standard uncertainty u(l ) is calculated

Fig. 1 Laser emission

direction deviation

schematic
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u lð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u l1ð Þ2 þ u l2ð Þ2

q
� 14:82124mm (9)

The sensitivity coefficient C1 is:

C1 ¼ ∂V
∂L

¼ 1

T
(10)

Therefore, the corresponding uncertainty components as follows:

u Lð Þ ¼ C1 � u lð Þ ¼ 1

T
� u lð Þ (11)

When T is 200 ms,

u Lð Þ ¼ 14:82124

200
¼ 0:0741062km=h (12)

v Lð Þ ¼ u4 lð Þ
u4 l1ð Þ
v l1ð Þ þ u4 l2ð Þ

v l2ð Þ
¼ 58 (13)

There is no correlation between two uncertainties, according to the propagation

law of uncertainty; the combined standard uncertainty U(V) is calculated [7]. Let

velocity V ¼ 180 km/h, the time interval of two sensor signals T ¼ 0.1 ms, then

U Vð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

∂V
∂xi

� �2

U2 xið Þ
vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0072172 � 0:07410622

p

¼ 0:07451 km=h (14)

veff ¼ u4 Vð Þ
X2
i¼1

u4 xið Þ
v xið Þ

� 59 (15)

The expanded uncertainty U( p) ¼ Kpu(V ) ¼ tpu(V ), take confidence probabil-
ity P ¼ 0.95, lookup table to obtain distribution containing factor, then k95
(59) ¼2.00,

U ¼ K95 � u Vð Þ ¼ 2:00� 0:07451 ¼ 0:14902km=h (16)

5 Conclusion

In order to verify the measuring accuracy can meet design requirements, using high

precision sense coil speedometer as a benchmark, a common radar guns was be

used to do comparison.
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Speedometer based on laser switch and radar guns were installed on both sides of

the road. For different grade highway, speed limiting requirements is different, each

10 km/h for the test in 20–130 km/h interval respectively. Each experiment was

performed ten times in order to detect speeds equipment accuracy in different

conditions.

Experimental data show: compared with the radar, laser switch speedometer can

reach higher detection accuracy 3–5 times (Table 1).

This paper presents a speed measuring method based on laser switch, the laser

speed measurement uncertainty is analyzed, which make the mechanical error

averaged, determine accuracy of the laser switch detector and save development

costs.

In summary, the result is obtained by calculating. We selected laser switch

frequency of 10 kHz, machined the connecting rod in laboratory conditions, that

can guarantee its length in (1,000 � 2 cm) range. When the laser switch is installed

in the field calibration, its deviation angle can controlled within�1 degree by using

laser alignment. The speed accuracy can meet �0.2 km/h to �0.3 km/h require-

ments in the above conditions [3].

By adjusting the parameters, measurement accuracy can meet standard require-

ments. Thus it can better use to velocity measurement system of road traffic

authorities for the improvement of vehicle safety.
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Table 1 Experiment data

Number

Sense coil

(kmh�1)
Radar

(kmh�1)
Laser switch

(kmh�1)

Absolute error Relative error

Radar

Laser

switch Radar

Laser

switch

1 26.2 26 26.203 �0.2 0.003 �0.0077 0.00145

2 38.6 39.0 38.710 0.4 0.110 0.01040 0.00285

3 46.4 47.2 46.520 0.8 0.120 0.01724 0.00258

4 59.6 59.6 59.450 1.0 �0.150 0.01678 �0.00251

5 67.8 67.0 68.010 �0.8 0.210 �0.01179 0.00309

6 78.3 79.5 78.035 1.2 �0.265 0.01532 �0.00338

7 92.5 91.1 92.806 �1.4 0.306 �0.01514 0.00331

8 104.0 106.1 104.335 2.1 0.335 0.02019 0.00322

9 112.3 114.5 112.703 2.2 0.403 0.01959 0.00359

10 124.6 127.5 125.090 2.9 0.490 0.02327 0.00393

Mean 0.82 0.1562 0.00882 0.00181
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Adaptive Threshold Nonlinear Image

Enhancement Algorithm Based on NSCT

Transform

Ying Tong, Meirong Zhao, and Zilong Wei

Abstract A nonlinear image enhancement algorithm based on nonsubsampled

contourlet transform (NSCT) is proposed. The image is decomposed into coeffi-

cients of different scales and directions through nonsubsampled contourlet trans-

form. Thresholds of the nonlinear enhancement function are determined according

to the coefficients of each scale. The two parameters of the function, among which

one is used to control the range of enhancement and the other can determine the

strength of enhancement, are obtained by solving nonlinear equations. The coeffi-

cients processed by the enhancement function are used to reconstruct the image.

The simulation results on Matlab platform show that the algorithm has good effect

of enhancing the detail of images and suppressing the noise signals meanwhile.

1 Introduction

In the image acquisition process, due to the effects of environment, system noise

and other factors, images captured by cameras are often hardly to meet the demands

of image processing. As a common image pre-processing technique, image

enhancement plays an important role in improving the quality and visual effect of

digital images.

Enhancement algorithms based on transform domain are more common in

wavelet transform, contourlet transform and so on. But these algorithms lack the
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shift invariance property. They are possible to cause pseudo-Gibbs phenomena at

the edges of the processed image. Nonsubsampled contourlet transform (NSCT for

short) which has the translation-invariant feature was proposed by Arthur L Cunha

et al. on the foundation of contourlet transform. The algorithm has showed good

performance in image denoising and enhancement. This paper proposes an adaptive

nonlinear enhancement algorithm based on NSCT transform. The experiments

show that the algorithm has good effect of enhancement. The image quality has

been significantly improved.

2 Introduction of NSCT

Contourlet Transform is a two-dimensional representation of an image proposed by

Do and Vetterli et al. in 2005 [1]. It not only has the multi-resolution feature of

wavelet transform, but also has the superiority of anisotropy, which means that the

algorithm has a good grasp of the geometry of the image. However contourlet

transform itself is not shift-invariant, due to downsamplers and upsamplers, so it

tends to show the problem of the pseudo-Gibbs distortion, which affects the image

processing effects.

The basic idea of NSCT is to use the nonsubsampled pyramid decomposition to

decompose the image into multiple scales. And then through the nonsubsampled

directional filter bank, the signals of each scale are decomposed into different

directional sub bands. The number of sub bands in each scale can be any power

of 2. NSCT has no down-sampling process in the two-step decomposition, so it has

the feature of translation invariant [2].

3 Nonlinear Enhancement Model

3.1 Nonlinear Function

The information contained in an image can be divided into several types: Edges and

details, approximate trends and noise signals. And the edges of image can be

subdivided into strong edges and fuzzy edges. In the process of image enhance-

ment, these types of information need to be treated differently. That is, the strong

edges should be preserved; the fuzzy edges need to be enhanced; while the noise

signals must be suppressed. Thus, using a non-linear function as an enhancement

model is a better choice. The selected enhancement function herein is presented in

1996 by Laine [3]. Since then, many scholars have achieved good results in

applying it to image enhancement [4–6]. The function is as follows:
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f xð Þ ¼ a sigm c x� bð Þð Þ � sigm �c xþ bð Þð Þ½ � (1)

where a is defined asa ¼ 1
sigm c 1�bð Þð Þ�sigm �c 1þbð Þð Þ, sigm is defined as sigm xð Þ ¼ 1

1þe�x.

There are b and c two parameters in this function, Where b is used to control the

scope of enhancement, its value is in the range of (0, 1). And c is used to control the

enhancement strength. It is usually used as a fixed value taken between 20 and 50.

The blue curve in Fig. 1 shows the image of f(x), in this picture, b is set to be 0.25,

while c is 40.

Order to see the feature of the function clearly, Fig. 2 illustrates the first-order

derivative of the function shown in Fig. 1.

It can be seen from the two figures above that after processed by f(x), within the

range of (�b, b), the original coefficients are suppressed, while in the range of

[(�1,�b) and (b, 1)], they are enhanced notability. The values of the first derivative

of f(x) reach the maximum when the coefficients are in the points of b and �b,

and then monotonically decrease. The derivative approaches zero near the point of

x ¼ 9
c þ b [6]. These key points can be a reference to select the enhancement

threshold.

3.2 Selection of Threshold

By analyzing the characteristics of the enhancement function, it can be seen that

(taking the positive direction of horizontal axis as an example), when the value of

x equals b, it reaches the point that can distinguish the coefficients between

enhancement area and inhibition area. And after the point of x ¼ 9
c þ b, the values

of the enhancement function are almost 1. So the interval of b, 9
c þ b

� �
is the range

of monotonically increasing. Thus the span of the coordinates of the two points can

Fig. 1 f(x) for b ¼ 0.25

and c ¼ 40
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determine the dynamic range of grayscale contrast of the enhanced image. Based on

the above analysis, we take two key points in the curve to fix the enhancement

function and form the enhancement model. Set two thresholds as Tlklow and Tlkhigh.

Tlklow is the threshold to distinguish coefficients from enhancement and suppression.

It is supposed to be proportional to the standard deviation of decomposition

coefficients, and it can be calculated by (2). It is the value of the enhancement

function when the value of coefficient equals b. Tlkhigh is used to adjust the range of

coefficients that belongs to the increasing enhancement area. It is the value of f(x)

when x ¼ 9
c þ b. It is supposed that Tlkhigh is proportional to Tlklow. They meet the

equation of Tlkhigh ¼ kTlklow, k is a proportional coefficient.

Tl
klow ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

MN

XM
m¼1

XN
n¼1

clk m; nð Þ � meanc
� �2

vuut (2)

3.3 The Parameters of the Nonlinear Function

As shown in (1), the enhancement function proposed by A.F. Laine has two

parameters b and c. Some papers used this function to enhance images and achieved

good results. But the values of b and c were taken as fixed values. It meant that the

enhancement model was formed definitively. So coefficients of different scales or

directions were processed in the same way, the advantages of multi-resolution

analysis were not fully embodied in the model. The paper proposes to calculate

the values of b and c adaptively according to the characteristics of coefficients in

different scales and directions. Owing to obtain the values of b and c, nonlinear

Fig. 2 The first-order

derivative of f(x)
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equations should be solved. The two thresholds of the enhancement function have

been determined according to the standard deviation of the coefficients of NSCT

decomposition. So the equations can be formed as follows:

f Tl
klow

� � ¼ Tl
klow

Tl
khigh ¼

9

c
þ b

8><
>: (3)

where Tlkhigh ¼ kTlklow and k is a constant between 1.5 and 3.

By solving the equations, it is possible to obtain the parameters b and c in

different scales and directions. So the coefficients of different resolution are

enhanced by varying model adaptively. It can bring the advantages of multi-

resolution analysis into full play.

4 Experimental and Simulation

4.1 Comparison and Analysis of Enhanced Results

In order to test the enhancement effect of the proposed algorithm, we selected a test

image and enhanced it using the proposed algorithm, NSCT enhancement algo-

rithm with b and c taken as fixed values and NSCT enhancement algorithm with c as

a fixed value but selected b adaptively. The enhancement results are shown in

Fig. 3.

It can be seen that according to our subjective feelings, the enhancement effects

of Fig. 3(c) and Fig. 3(d) have obviously differences, though they just use different

way to set the value of b, as Fig. 3(c) sets b to a fixed value while Fig. 3(d) uses an

adaptively selected value to substitute b. Thus, it is supposed that to calculate the

thresholds of the enhancement model according to the coefficients of NSCT

decomposition and then find the values of b and c of different scales and directions

adaptively is an effective way to enhance images. The result of the proposed

algorithm shown in Fig. 3(b) verifies the above judgment well. The details of the

image processed by our algorithm have been well enhanced, while the background

of the original image is well preserved and the contrast of the processed image is

sprightlier.

4.2 Objective Evaluation of Enhancement Effect

In order to evaluate the effect of image enhancement objectively, it is necessary to

select some evaluation parameters to do quantitative analysis. Different papers
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select various parameters and the discrimination criteria are not quite similar

[7–10]. Our purpose is to examine whether the algorithm can effectively enhance

the details and meanwhile suppress noise and maintain the background parts of the

image. So we divide the pixels of the image into two kinds: background pixels and

detail pixels. These two kinds of the pixels are evaluated separately. We define a

parameter named Vr to compute the ratio of the variance of the detail pixels and

variance of the background pixels. The relative value of original image’s Vr and

enhanced image’s Vr can measure the effect of image enhancement. The greater the

relative value, the stronger the enhanced level of detail compared to the

background.

The evaluation parameters are calculated as follows:

1. Calculate the local variance value for each pixel in the original image.

2. Select the appropriate local variance threshold to distinguish between the back-

ground pixels and details pixels. Calculate the mean value of details pixels’ local

variance as DV1 and the mean value of background pixels’ local variance as

BV1. Compute the ratio of DV1 and DV2 as Vr1.

Fig. 3 Contrast of enhancement effect of lena image. (a) Original image; (b) The proposed

algorithm; (c) b ¼ 0.1,c ¼ 40; (d) c ¼ 40,b selected adaptively
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3. According to the enhanced image, calculate the mean value of details pixels’

local variance as DV2 and mean value of background pixels’ local variance as

BV2. Compute the ratio of DV2 and DV2 as Vr2.

4. Calculate the relative value of Vr1 and Vr2 as Er, and it can also be calculated

directly by the following equation:

Er ¼ DV1

BV1

:
DV2

BV2

(4)

Through the above analysis we can see, the greater the ratio of DV and BV, the

sharper the details to the background. If the value of Er is greater, it means the

enhancement effect is more ideal. Table 1 shows the comparison of Er values of the

algorithms using different way to define the value of b and c. Er of the proposed

algorithm is larger, it means that it highlights the image details better.

5 Conclusion

This paper implements an adaptive nonlinear enhancement algorithm based on

NSCT transform. Two thresholds of the nonlinear function are selected in accor-

dance with the NSCT decomposition coefficients of the image, so the parameters of

the function that determine the enhancement strength and range can be calculate

adaptively in different scales and directions. The enhancement results simulated on

matlab platform show that the proposed algorithm can enhance images obviously

and stretch the image contrast. A new evaluation parameter of enhancement effect

is defined to measure the enhancement strength of the details compared to the

background of image. By objective evaluation, it can be seen that the proposed

algorithm has better effect on stressing image details while effectively suppressing

background noise and the background information is preserved well.
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Sub-pixel Edge Detection Algorithm Based

on the Fitting of Gray Gradient and

Hyperbolic Tangent Function

Zilong Wei, Meirong Zhao, and Ying Tong

Abstract It is important for visual accuracy to position the edge of the image

precisely. There proposed a new kind of sub-pixel edge detection algorithm which

is based on the fitting of gray gradient and hyperbolic tangent function. Firstly, the

Sobel operator is used to extract the edge of the input image crudely. And the gray

gradient direction is struck point by point by using the preliminary extracted edge

pixels. Then the sub-pixel edge position is obtained through the least squares

method using the fitting of the hyperbolic tangent function on the gray gradient

of the edge of the image.

1 Introduction

With the development of the image measurement technology, the applied research

of vision measurement in various fields is becoming more and more concerned and

attracted widespread attentions. The measuring principle of vision measurement

system is that the geometrical parameters are obtained through processing the

image of the edge of the object. There are some pixel edge detection methods

such as the Sobel operator, the Laplacian operator and the Robert operator. They are

in the form of a little simple and easy to implement, but the positioning accuracy is

poor [1, 2]. Since the requirements of the measurement accuracy have increased,

the pixel extraction cannot meet the needs of the actual measurement. A more
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precise edge extraction method which is named sub-pixel detection method is

needed. To solve this problem, since the 1970s many experts have raised some

valid sub-pixel methods. The domestic and international research on sub-pixel edge

detection theory and technology can be summarized as interpolation [3], fitting [4],

and moment method [5] in mathematics. There proposed a new kind of sub-pixel

edge detection algorithm which is based on the fitting of gray gradient and hyper-

bolic tangent function. The coordinate system is established with gradation of

image and the gradient direction. The pixel gray values of the pixel edge detection

windows is processed through least squares fit using the hyperbolic tangent function

in order that the sub-pixel edge detection can be achieved.

2 Fundamentals

2.1 Edge Detection Algorithm of Sobel

Sobel operator is a derivative of the edge detection operator. The core of the edge

detection operator is the 3 � 3 horizontal and vertical Sobel operator which is made

convolution with the selected image window in the same size for each pixel

[6]. Calculate the horizontal and vertical gradient value. Then calculate a gradient

according to the corresponding algorithms with the horizontal and vertical gradient.

At last, the calculated gradient will be made a comparison with the threshold value

which was set previously. The Sobel operator is defined to be:

s i; jð Þ ¼ Δxfj j þ Δyf
�� ��

¼ j�f i� 1, j� 1ð Þ þ 2f
�
i� 1, j

�þ f
�
i� 1, jþ 1

��� �
f
�
iþ 1, j� 1

�þ
2f iþ 1, jð Þ þ f

�
iþ 1, jþ 1

��j þ j�f �i� 1, j� 1
�þ 2f

�
i, j� 1

�þ
f iþ 1, j� 1ð Þ�� �

f
�
i� 1, jþ 1

�þ 2f
�
i, jþ 1

�þ f
�
iþ 1, jþ 1

��j
(1)

The following judgments can be made through selecting a appropriate threshold

TH.

s i; jð Þ > TH

Then (i,j) is the step-like edge point and s(i,j) is the edge image [7].

2.2 Fundamentals of the Fitting Operator

Firstly, the pixel level edge of the input image is extracted crudely using the Sobel

operator. The gray gradient direction of the edge pixels which are extracted out

preliminarily are struck point by point. And the directions are sorted into eight kinds
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of situations as shown in Fig. 1. For examples, when the results of a pixel gray

gradient direction is given in the shaded area as shown in Fig. 2, it will be included

in the gradient direction of the case 8.

Since the eight selected gradient directions and the eight neighborhood direc-

tions of pixel are in the same direction. The regular gradient direction is called

“eight neighborhood gradient directions”. The pixel gray gradient direction shows

the gray-scale variation direction around the pixel which changes the most. So the

tangent which is located around the edges of the pixel might be perpendicular to the

gradient direction. According to this kind of consideration, the coordinate axes are

established whose positive direction is the gradient direction based on the eight

neighborhood gradient direction according to the edge point for the pixel and the

pixel is the origin. Some numbers of pixels are selected on each side of the origin

adding to the edge of the detection windows as shown in Fig. 3.

The red box is considered to be the edge pixel which is extracted through the

Sobel operator. The coordinate of the pixel on the gradient direction represents for

x-axis and the gray-scale of the selected pixel represents for y-axis. As the images

collected in the project whose edge characteristics are significantly and most of the

edges are step-edges, the pixel gray values of the pixel edge detection windows is

processed through least squares fit using the hyperbolic tangent function as shown

in Fig. 4.

The hyperbolic tangent function expression is defined to be

y xð Þ ¼ � k

2
tanh p x� Rð Þ½ �f g þ H (2)

p is considered to be the fuzzy factor.

H ¼ hþ k

2
(3)

After the optimized solution, the parameter R is calculated. R is considered to be

the offset of the position of sub-pixel edge and the axis origin of the gradient

orientation. For example, the edge detection window is the one which is shown in

1

2
3

4

5

6

7

8

Fig. 1 Eight gray gradient

of the crudely extracted

edge pixel
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structured gradient direction
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Fig. 3. The value of R is calculated to be 0.1315 by fitting of the function as shown

in Fig. 5.

3 Experiment and Result Analysis

3.1 Detection of Vertical Edges

In order to verify the stability and accuracy of the algorithm, industrial CCD camera

is used to take photos of the checkerboard target in the experiment as shown in

Fig. 6.

The size of each cell is designed to be the same. After measuring the dimensions

of each cell through the image measuring instrument, the maximum error if less

than 0.01 mm and it can meet the experimental needs. By imaging the target, a few

cells in the center of the view are intercepted to be the experimental subjects in

order to avoid the error caused by the presence of an imaging lens distortion near

the edge of vision. The pixel-level edge shown in Fig. 7 is extracted by Sobel

operator.

The three adjacent grids in the center of the view are selected to be the edge

extraction subject among which the first grid and the third grid are black and the

second one is white. The longitudinal edges are taken as the research objectives and

the sub-pixel coordinate of the pixel coordinates extracted through Sobel operator

are all extracted by means of the original image sub-pixel edge detection. The

coordinates are shown in Table 1.

Since the edges extracted through this algorithm are sub-pixel-level edges and

the smallest unit the computer can show is pixel when the pictures are displayed,

sub-pixel edge detection results cannot be visualized by means of pictures shown

directly. In order to show the extraction effects indirectly the sub-pixel edge

positions are rounded to a whole pixel as shown Fig. 8.

-3-4-5 -2 2-1 0
0

50

100 R

150

200

250

300

1 3 4 5

Fig. 5 The offset of the

position of sub-pixel edge

and the axis origin of the

gradient orientation
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By comparison with pixel edge calculated by Sobel operator, the location

calculated by sub-pixel algorithm of this article was similar to that calculated by

Sobel operators. After cal calculating the difference between the adjacent edges, we

got pixels of four adjacent cells and the width of each cell are80, 80.0004, 80 and80.

The maximal relative error is 5 � 10� 6 which can meet the accuracy requirements

of sub-pixel edge detection.

Fig. 6 The origin picture of

the checkerboard

Fig. 7 Pixel-level result

processed by Sobel operator

Table 1 The comparison between the average value of pixel-level edge position extracted by

Sobel operator and the average value of sub-pixel-level edge position extracted by the operator in

this paper

1 2 3 4 5

The average value of pixel-level edge posi-

tion extracted by Sobel operator

20 100 180 260 340

The average value of sub-pixel-level edge

position extracted by the operator in this

paper

19.4916 99.4916 179.4920 259.4920 339.4920

Fig. 8 Sub-pixel result

structured to pixels
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3.2 Edge Detection Direction of 45�

In the experiment above the width of the vertical edge is measured. In order to test if

it is accurate when positioning a non-vertical edge the following experiment is

processed. Firstly, rotate the origin image about 45�and the origin image will be like

the image shown in Fig. 9. Secondly, extract the pixel edge of the rotated image

using Sobel operator. Furthermore, extract the sub-pixel edge through the sub-pixel

algorithm. Finally, the sub-pixel edge positions are rounded to a whole pixel as

shown Fig. 10. Regard the two squares crossed by the red line as the research object.

The coordinates of the intersections of the red line and the edges extracted sepa-

rately through sub-pixel edge detection operator and the Sobel operator are listed in

Tables 2 and 3.

The horizontal coordinate difference between two adjacent intersections is
ffiffiffi
2

p
times of the grid width. We can achieve that the width calculated through the Sobel

operator are 80 and which calculated through sub-pixel detection operator are

80.001 and 80.004 the maximal relative error is 0.0005. Above all, the accuracy

can satisfy the requirement.

Fig. 9 The rotated image

Fig. 10 Fig. 8 sub-pixel

result structured to pixels

Table 2 The average value of pixel-level edge position extracted by Sobel operator

Pixel coordinate y 130 130 130

Pixel coordinate x 144 257 370

Table 3 The average value of sub-pixel-level edge position extracted by the operator in this paper

Sub-pixel coordinate y 129.492 129.154 130.085

Sub-pixel coordinate x 143.652 256.914 370.085
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4 Conclusions

There proposed a new kind of sub-pixel edge detection algorithm which is based on

the fitting of gray gradient and hyperbolic tangent function in the paper. The first

step is the crude extraction of gray image with the traditional edge extraction

method. The second step is the construction of coordinate system with the axis of

the gray gradient value and gray value on this base, then making least-squares

fitting of data which is in the windows of pixel gray of pixel edge detection by the

method of the hyperbolic tangent function, so as to achieve sub-pixel edge extrac-

tion. This calculation method is simple and rapid. The sub-pixel edge extraction has

a high precision and meets the sub-pixel edge extraction accuracy requirements.

Experiments show this algorithm has better stability properties of sub-pixel edge

extraction and accuracy with a certain practical value.
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Self-Adaptive Image Transfer with Unequal

Protection by Prioritized LT Code

YaXian Wang and Ting Jiang

Abstract The degree distribution of a fountain code is a key evaluation point.

Good fountain codes should have low average degrees and fine performance. This

paper suggests a way of allocating the source code based on the Robust Soliton

Distribution. Input source codes firstly will have wavelet transformation, and then

be encoded using unequal error protection (UEP) method with the improved

prioritized LT code. Furthermore, a self-adaptive system is mentioned in the

paper for saving system resource and a better decode effect.

Keywords Fountain codes • LT code • UEP • Degree distribution • Self-adaptive

system

1 Introduction

The society requires tremendous and frequent information communications nowa-

days, and the media transmission on wireless channels is becoming hot research

direction. M. Luby gave the paper which proposed LT code on 2002. This kind of

fountain code is adaptive to a lot of kind of channel situations, such as deep space

communication and multicast [7]. The LT code especially plays well when facing

the BEC (Binary Erasure channel) channel, for it is a rateless packet oriented FEC

(forward error correction) code with easy decode method. The decode process can

start quickly after receiving several encoded codes that is just a little more than the

original inputs. The BEC channel always performs its way on the application layer
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and transport layer, in where the data are always deleted because of congestion

and loss.

The UEP (unequal error protection) method aims at giving extra protection to

important data during transmission [3]. The method is widely used in media stream,

such as H.264 formation video transmission. Its P and B frame carrying the key

information of the video hence need more protect. As for the images, progressive

images are sensitive to the channel environment, a little mistake leads to big errors,

transporting effective and robust images is a big challenge [6], if we use the

one-dimensional wavelet decomposition, the whole image will be differentiated

into many parts; the top ones are low-frequency component, then comes the

low-frequency part of the high-frequency component, and so on. The quantum of

the components depends on scale of the wavelet. The low-frequency part carries

more important messages than the high part.

Now there are many ways of improvements for LT code. Such like the way

mentioned in literature [4] for Raptor Codes and literature [2] for prioritized UEP

LT code. This passage have similar considers to literature [2], but the way of

allocating codes is improved. This paper propose an idea that we can assure the

transport of the important part by formulating the mean value of this part, and

before its transport some of the unnecessary data should be abandoned, so we will

get a stair-step UEP level shape while do not change the structure of original degree

distribution function. The paper gives out a detailed description of this method in

Sect. 2, and theoretical analysis about it in Sect. 3. Section 4 provides the simulation

results and comparison between results of the theory and simulation.

2 Improved UEP LT Code and the Self-Adaptive System

2.1 The Robust Soliton Distribution of the LT Code

The literature [1] has detailed description of the Ideal Soliton Distribution and

Robust Soliton Distribution of the LT code. This paper is related with the Robust

Soliton Distribution and its expression is as below:

For 8 i ¼ 1, 2, . . ., k, there are:

μ ið Þ ¼ ρ ið Þ þ τ ið Þ
β

(1)

Here, β ¼ Σi ¼ 1
k ρ(i) + τ(i), ρ(i) is the Ideal Soliton Distribution, and k is the

amount of the encode element:

296 Y.X. Wang and T. Jiang



ρ ið Þ ¼
1
k , i ¼ 1

1
i iþ1ð Þ, i ¼ 2, 3, . . . , k

8<
: (2)

We define R ¼ cln k
δð Þ

ffiffiffi
k

p
, in where c is a constant that is greater than 0. δ

represents the fail probability of decoding. Then the final expression is:

τ ið Þ ¼

R
ik , i ¼ 1, 2, . . . , kR � 1

Rln
R

δ

k , i ¼ k
R

0, others

8>>><
>>>:

(3)

For fountain codes, the degree distribution function decides its way of encoding

and the proportion of the encode elements belongs to different degrees. The

quantity of d1 and d2 codes stand an important role and always decide the

performance of the whole code. Too much d1 codes slow down the process,

while too little d1 codes may break it. The same principle works for d2 codes.

For detailed way of making codes please refer to literature [1].

2.2 The Improved UEP Prioritized LT Codes

The idea is similar to literature [2] that we can change the protect strength by

changing the allocation method of degrees of the important data area into another

special one. What’s different is this paper suggest that we use a sequential allocate

in important data area, so there is no way to get loose to a source code nor send the

repeated ones. During the process, we sort the data according to the structure of the

Robust Soliton Distribution so that we do not change the structure of the function.

There will always be enough data ripples for decoding.

This paper uses an image source that has 4-level wavelet decomposition. The

data will be parted into four parts as decomposed: the most important data {S(H,H )},

corresponding to the lowest frequency part; less important data{S(H,L )},
corresponding to the higher frequency part beside the {S(H,H )}; normal data {S(L,
H )}, the higher level of the front ones and unnecessary data {S(L,L )}, the highest

frequency ones. The structure is shown as Fig. 1.

The detailed process is as follows:

Firstly we discard a part of data in the {S(L,L )}. Eξ, the mean times of appearance

of S(H,H) symbols, should be set according to the channel condition.

When d ¼ 1, we select code from {S(H,H )} by sequence to make the d1 code. For

a specified sized image, the quantity of {S(H,H )} symbols is identified. We also can

adjust the Robust Soliton Distribution by modifying δ and c to make the proportion
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of d1 codes close to the proportion of {S(H,H )}’ s. For example, the 256 � 256

image has the property as below:

uS H;Hð Þ � 0:06

uA¼
1þ R

k � β

But there’re always a little more {S(H,H )} than d1 codes. So we have to assort a

part of d2 codes for the rest of {S(H,H )} and still the process is by sequence, and the

other symbols used to make one d2 code are selected randomly from the whole

dataset {S}. Then we choose (Eξ � 1)ξ symbols from {S(H,H )} randomly, and mark

it as {ΔS(H,H)}. We start the d2 encoding with {ΔS(H,L )} and {ΔS(H,H )}, after the

{ΔS(H,H )} have been used up, we turn to use {S} randomly again with the rest {S(H,
L )} to make other d2 codes. These processes are all done in sequence. The trace

work will follow the normal way of Robust Soliton Distribution. The flow chart.

2.3 The Self-Adaptive System

The wireless channel condition changes frequently and shows a non-stable prop-

erty, the error rate changes from good to bad, so we need a system that can perform

differently as the situation turns. We can say that the fountain codes will always

decode every symbol by 0 % error rate when there are enough resources. The

enough resource means the amount of symbols that the system can receive is not

limited (Fig. 2).

The unlimited system lead to lots of resource waste when we don’t ask for a

100 % correct image. This is because the fountain code can start decoding when it

cA3 cD3 cD2 cD1

Length 
of cD1

Length 
of cA3

Length 
of X

Length 
of cD2

Length 
of cD3

X

cA1 cD1(S(l,l))

cA2 cD2(S(l,h))

cD3(S(h,l))cA3(S(h,h))

Fig. 1 Structure of the four

level wavelet

decomposition
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receives encoded codes a little more than source codes, and the decode speed arise

rapidly when the receive amount enters the tornado area [5]. When more and more

codes are received, the process slows down, in the end when there are little code to

decode, the proportion of receiving codes and the code to be decoded will become

too large to waste the system resource. Also, it’s not realistic to make the unlimited

system. So we should adjust the number of received encoded codes (N ) to takes

control of the quality of images. We can collect the channel’s erase rate during

periods and change N to adapt it. The flow chart is shown in Fig. 3.

3 Analysis of the PLT code

3.1 Error Rate Analysis

The error may appear in two kind of situations when there are enough codes for

decoding: the channel’s error and the miss of source code when encoding. We

suppose the channel is BEC, and the erasure rate is ew. Because we randomly XOR

the codes together from the {Sn} to make the encoded codes {Kn}, so there are

possibilities to miss several {Sn} codes, which means there are some {Sn} codes that
are not chosen to participate in encoding process. Let us set this possibility as δ. If
there are ξ S(H,H) code, and ξ HL S(H,L) code, and the directly deleted Sd codes. Then
we get SΔ ¼ S � ξ � ξHL � Sd and ΔS ¼ S � Sd. For the PLT coding, we don’t

INPUT 
SIGNALS

GENERATE D=1 SIGNALS 
FROM S(H,H)

GENERATE D=2 SIGNALS WITH 
S(H,L)&S(H,H) ACCODING TO E(D1)

ENCODE THE OTHER 
S(H,L)INTO D=2 NODES

DELETE CHOSEN 
CODES IN S(L,L)

ENCODE THE REST OF 
THE SIGNALS

Fig. 2 Flow chart of PLT

codes
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miss source code among {S(H,H )} and {S(H,L )} codes when encoding. Set the NΔ to

be the number of the unprotected data:

NΔ ¼ N � Eξ � ξHL � Eξ � 1ð Þξ½ � (4)

Error rate of the unprotected part { S(L,H )+S(L,L )}:

E1 ¼ NΔ

N
ew � 1� 1

ΔS

� �NΔ

þ SΔ
ΔS

� 1� 1

SΔ

� �NΔ

(5)

Error rate of the special protected part {S(H,H )}:

E2 ¼ ξ � ew
ΔS

� �
� 1� 1

ΔS

� �NΔ

� Eξ � 1ð Þ
Eξ

þ 1

Eξ

� ffl
(6)

Error rate of the normal protected{S(H,L )}:

E3 ¼ ξHL
ΔS

� ew � 1� 1

ΔS

� �NΔ

(7)

Then we can get:

epLT ¼ E1 þ E2 þ E3 (8)

We’ll have a contrast with the LT code:

eLT ¼ ew þ 1ð Þ∗ 1� 1

S

� �N

(9)

Seeing d and e, the different error rate of unprotected part and {S(H,L )} part in LT
and PLT code reflects in ΔS and ΔN. The {S(H,H )} part have an extra coefficient,

and the coefficient is a monotone decreasing function by increasing of Eξ and it’s

value is always beneath 1. So it’s easy to know that d < e. For further derivation we

input Wavelet 
transformation

Choose N according 
to channel error rate

Prioritized LT 
encoding

Decodingdewaveletoutput

Return error rate

Fig. 3 Flow chart of the whole system
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can find that the {S(H,H )} part has an error rate that is 1�ew
Eξ

times less than its

corresponding part in LT codes.

3.2 Self-Adaptive System Analysis

When N is big enough, if we want to limit the error rate to er < ε0 beneath the

channel with ew erasure rate, there are:

E1 þ E2 þ E3 < er (10)

But if N is not big as we respected, the 1� 1
ΔS

� �NΔ
(set as ε) part in (4)–(6)

equation should be replaced by the fail possibility φ. Error rate increases greatly in

this stage. So the whole distribution function of error rate is decided by N:

φ ¼ f εð Þ,N > N0

g φð Þ,N > N0

	
(11)

Here, N0 is the threshold of the amount needed to satisfy the decoding need. It is

related with ew. It’s easy to know that when ew is large, N0 is large, assuming that

the other situations remain stable. So the system should choose different N with

different ew to reach the best coding effect. The rule between N and ew can be got by
simulation.

4 Simulate and Result

This paper use a 256 � 256 lena image for simulation. The error rate verifies from

0.01 to 0.1. Firstly we assume that the resource is limited and cannot reach N0. Set

N ¼ 1.4S. Set δ ¼ 0.05.

As we can see in the simulation result in Fig. 4, when ew > 0.04, N < N0, the

N is not large enough for decoding process and error rate arise rapidly. The PLT

code has a little better performance than the LT code for the total data area.

When it comes to the protected part, the {S(H,H )} area, we can see that the PLT

code obviously works out a better performance than LT code in Fig. 5. With the

same ew, the error rate of LT code is almost two times higher than the PLT code.

This proved that the PLT code can give extra protection to the important data.

When the other condition maintains same as usual, for different ew, the N needed

for successfully decoding also changes. Figure 6 shows the proportion of
E Nð Þ
S the

PLT code needs to be decoded under different ew. We run 100 times simulation for

N under every ew from 0.01 to 0.1 and obtain the mean value of N, E(N ). It can be

seen that the E(N ) increases with the rise of ew.
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Therefore, when we get different ew feedback of the system, we change the most

suitable N to finish the whole process, so that we can get the best image transport

effect with least codes amount.
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What’s more, for the PLT code abandons a part of unnecessary data, the real N

needed is much smaller than LT code. Figure 7 shows the images we can receive by

LT and PLT code when N¼315 � 256.

It’s clearly that the LT code can hardly decode out the image with 315 � 256

decoding bit while the PLT code works well with some noise line that do not affect

the whole image.

5 Conclusions

We can see that the PLT code gives rank higher protection for important data, and

need less encoded codes to reorganize the original image. The performance is good

especially in a bad channel condition such like wireless channel condition. So this

improvement is available with better error correct feature for special data part and

has a lower complexity in decoding process.
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Circuit Processing System



Detection Accuracy Comparison Between

the High Frequency and Low Frequency

SSVEP-Based BCIs

Zhenghua Wu and Sheng Su

Abstract Steady-state visually evoked potential (SSVEP) based brain-computer

interface (BCI) is frequently discussed in recent years for its potential benefits to the

disabled person, and some works using high frequency stimulus have been

launched for the past few years. In these works, only one or a few special electrodes

were selected as the signal electrode. In this work, all electrodes are used as the

signal electrode, and it is found that, although the absolute amplitude of high

frequency SSVEP is weaker than that of low frequency SSVEP, there is no

significant difference of the relative amplitude between the high frequency and

low frequency SSVEP, which leads to a similar detection accuracy of them.

Keywords Steady-state visually evoked potential (SSVEP) • Brain-computer

interface (BCI) • High frequency stimulus • Low frequency stimulus

1 Introduction

SSVEP-based BCI systems have been widely discussed in recent years for it can

bring benefits to the disabled person [1–4]. These systems have two important

features compared to other BCIs [5, 6]. The first is its high signal/noise ratio (SNR)
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and the second is its high transfer rate. This is because many stimulating frequen-

cies can be applied in the same system, and SSVEP of each frequency can be

extracted from a short period such as 2–3 s with a high accuracy. According to the

formula of computing transfer rate, a relatively high transfer rate can be

achieved [7].

In these SSVEP-based BCIs, the stimulating frequencies were almost located at

the low frequency band [2–4, 8]. A widely quoted work used frequencies from 6 to

14 Hz as stimuli [2], and another new work with two targets used 8 Hz and 13 Hz as

stimuli [4]. However, flicker with low frequency is harmful to person’s eyes, it can

lead to dizziness and fatigue, and it can probably induce epilepsy for some persons

[6, 9].

Only a few works have used the high frequency stimulus [6, 9]. In these works,

normally one or a few special electrodes were selected as the signal electrode and

the reference electrode, and were used under any frequency stimulus, and 35–45 Hz

stimulus around were proved to be valid both at the detection accuracy and

decreasing the feeling of flickering. In one of these works [9], one optimum

reference was selected first for each stimulating frequency, and then one optimum

signal electrode was selected, the results showed the SNR of SSVEP had a similar

curve to SSVEP amplitude in different frequency bands.

In this work, all electrodes were looked as the signal electrodes, Cz was selected

as the reference, the SSVEPs in high β band were compared to that in α band and θ
band, the results showed the absolute amplitude of high frequency SSVEP is

smaller than that of low frequency SSVEP, but there was no significant difference

between the relative amplitudes. And the result about the relative amplitude was

absolutely different from the previous work in which the relative amplitude had a

property of three SSVEP subsystems [9]. When using the sum of relative power as

an indicator of SSVEP, there was no significant difference between the detection

accuracies of different frequency SSVEPs.

2 Methodology

2.1 Data Acquirement

Eleven subjects with normal sight or corrected normal sight took part in this

experiment. They were seated 60 cm from the stimulator in front of them. EEG

was collected by a EGI system with 129 electrodes, and Cz (No.129) electrode was

selected as the reference. 40 s length spontaneous EEG data were collected first,

then 40 s length SSVEP data were collected for each stimulating frequency. There

were totally six frequencies used as the stimulus, i.e. 33.33, 25, 16.67, 12.5, 8.33,

and 6.25 Hz.
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2.2 SSVEP Gain

Because SSVEP was relative immunity to noise such as the eyes movement or body

movement, no other pre-process was applied on SSVEP data.

FFT was applied on 40 s spontaneous EEG. The power corresponding to each

stimulating frequency was divided by the average power of the band �1 Hz around

the stimulating frequency to get the relative power of this frequency, and the sum of

relative power at each electrode was used as a threshold for the corresponding

frequency SSVEP.

Then FFT was applied on 40 s SSVEP, the same method as above was adopted to

get the sum of SSVEP relative power, and this relative power was divided by the

corresponding threshold to get SSVEP gain. This SSVEP gain can be used to judge

whether EEG included SSVEP. On the other hand, the SSVEP gain of different

frequency was compared to each other. The comparison results can be used to

evaluate the evoking effectiveness of high frequency and low frequency stimulus.

2.3 SSVEP Detection Accuracy

The spontaneous EEG and SSVEP were both divided into 2 s length segments, and

FFT was applied on these segments. The same method as that in Sect. 2.2 was

applied on each segment. For spontaneous EEG segment, the relative power of all

frequencies were computed. Then the relative power of each frequency were

averaged across all the segments to get the corresponding threshold of that fre-

quency. For each SSVEP segment, the relative power of all frequencies were

computed. These relative powers in each segment were used to judge whether

this segment included SSVEP.

In order to check the difference significance between different frequencies, the

one way analysis of variance (ANOVA) was applied, and the significance level was

set to 0.05.

3 Result

3.1 SSVEP Power Comparison Under Different Frequency
Stimulus

The absolute power of high frequency SSVEP was smaller than that of low

frequency SSVEP, significantly. The relative power of 12.5 Hz was significantly

bigger than that of other frequencies, for example, the ANOVA result was (F

(1,20) ¼ 9.23, p ¼ 0.006) between 25 and 12.5 Hz. While there was no significant

Detection Accuracy Comparison Between the High Frequency and Low Frequency. . . 309



difference between the relative power of other frequencies, for example, the

ANOVA result was (F(1,20) ¼ 0.64, p ¼ 0.43) between 33.33 and 25 Hz. The

average SSVEP gain for all subjects under each frequency was shown in Fig. 1.

3.2 Detection Accuracy Under Different Stimulating
Frequency

Except the 25 Hz detection accuracy was significantly lower than that of 8.33 Hz (F

(1,20) ¼ 7.2, p ¼ 0.01), there were no significant difference between the other

detection accuracies. For example, the ANOVA result was (F(1,20) ¼ 0.15,

p ¼ 0.7) between 33.33 and 16.67 Hz, (F(1,20) ¼ 1.77, p ¼ 0.2) between 33.33

and 12.5 Hz. Figure 2 shows the average detection accuracy for all subjects at all

stimulating frequencies.

4 Discussion

The power of background EEG in high frequency band decreases dramatically, so

the SNR of SSVEP in high frequency holds at the similar level as that in low

frequency. This result is consistent with Wang’s work to some extent, but there are

some important differences [9]. Although only six frequencies were checked, it is

clear that the result is completely not consistent with the three SSVEP subsystem

curves in Wang’s work.

From Fig. 1, it can be found there indeed was some difference between the

detection accuracy of different frequencies. Generally, the detection accuracy in

high frequency band was a little lower than that of low frequency band, but not
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significantly. As for the low accuracy of 25 Hz, it can be because the second

harmonic has not been taken into account for sake of power frequency. Compared

to decreasing the feeling of flickering, the price of a little decreasing accuracy using

high frequency stimulus can be acceptable. So high frequency SSVEP-based BCI is

promising.

Selecting all the electrodes as the signal electrode has a great benefit compared

to selecting only one or a few electrodes as the signal electrode. First, the optimum

electrode may be different for each subject for the inter-subject difference of

SSVEP. Second, for the travelling property of SSVEP [10], the optimum electrode

for different stimulus frequency may be different. For high frequency stimulus,

although the relative SSVEP amplitude in the occipital area can be smaller than that

of low frequency SSVEP, the sum relative power on the whole scalp was similar to

each other, so a similar detection accuracy can be gotten.

5 Conclusion

This work has proved that if using the whole electrodes around the scalp as the

signal electrode, a high SNR of the high frequency SSVEP can be gotten, then a

similar detection accuracy to the low frequency stimulus can be resulted.
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A New Simulated Floating Inductor

Synthesized by Nodal Admittance Matrix

Expansion

Lingling Tan, Xin Guan, Jianfu Teng, and Kaihua Liu

Abstract This paper demonstrates the method of symbolic circuit design using

nodal admittance matrix (NAM) expansion. A new simulated inductor synthesized

by NAM expansion is applied in the design of seventh-order Butterworth LC

lowpass filter, the simulation results by Spice verify the effectiveness of the

proposed circuit design method.

1 Introduction

The pathological elements, that are the nullator, the norator, the voltage mirror and

the current mirror [1], have extremely enriched the theory of active network

synthesis. The popularity of their usage is for their ability to construct behavioral

model [2] and the simplicity to implement nodal analysis (NA) [3] method.

Characteristic investigation of the pathological elements [4] demonstrates their

possibility to be applied in circuit analysis [5] and circuit synthesis [6], while circuit

synthesis is the reverse process of circuit analysis. Method of nodal admittance

matrix (NAM) expansion [7] has been proposed and provided us with a new

approach to circuit design [8], which is a method different from the conventional

generation methods.

In actual circuit design, LC network has been widely applied to the realization of

transfer function with conjugated poles in s plane, which makes the frequency

response characteristics of the circuit have excellent selectivity. However, realiza-

tion of the simulated inductor [9] has been investigated to conquer the hard

integration of the inductive element in the low frequency for its big volume and

low Q.
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This paper proposed a new simulated inductor synthesized by the theory of

NAM expansion, operational amplifier realization of the floating three-terminal

nullor in reference [10] is used to simulate the inductor.

2 A Synthesized Simulated Inductor Using NAM

Expansion

2.1 Method of NAM Expansion

Gaussian elimination can be implemented on line-by-line basis by performing

combinations of element-by-element operations, as illustrated in (1). However,

pivotal expansion, as illustrated in (2), is the reverse process of Gaussian elimina-

tion, which is the tool of NAM expansion [11]. That is, a p � p-port admittance

matrix can be expanded to an n � n-port nodal admittance matrix by pivotal

expansion, for which, the dimension of the original matrix is increased.

ð1Þ

tþ rq

s

h i
!

tþ rq

s
0

0 0

2
4

3
5 ! t �q

�r �s

ffi �
(2)

The element of nullor [12] is introduced to a matrix after adding rows and

columns with zeros without affecting the terminal characteristics of the original

port matrix [13]. That means, a norator can be connected between node n and an

arbitrary node m (including the port node and the reference node), for input current

In ¼ 0, and a nullator can be connected between node k and an arbitrary node

j (including the port node and the reference node), which made the voltage of k is
equal to the voltage of node j, as shown in matrix (3). Based on the elements shift

theory, elements in the rows connected by a norator can shift between the two rows

but in the same column, also elements in the columns connected by a nullator can

shift between the two columns but in the same row.
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ð3Þ

2.2 A Synthesized Simulated Inductor

A 2-port admittance matrix representing a floating inductor with value Leq ¼
CR1R2 is in the left form of matrices (4). Assume a capacitor and two resistors

are used to synthesize the inductor. After once pivotal expansion, the 2-port

admittance matrix is expanded to a 3 � 3 matrix.

ð4Þ

Expand the right matrix of (4) through node adding, nullor adding and the

element shift theory in Sect. 2.1. By two adding nullators, -G1 and G1 are moved

to the fourth and the fifth column respectively, then by an adding norator, -G1 and

G1 are moved from the third row to the fifth row, another norator is used to moveG1

and -G1 from the zero row to the fourth row. Similarly, element G2 is processed as

element G1 to appear in the form of floating. Based on the operation above, matrix

(5) describing a circuit with four nullors and three passive elements is deduced,

while the circuit topology containing nullors is shown in Fig. 1.

ð5Þ

2.3 Circuit Realization of the Simulated Inductor

Nullor has been widely applied in circuit analysis [14, 15] and synthesis [16] for its

popularity and capacity in behavioral modeling [17] of the active blocks. The

combination of a nullator and a norator with a common node, as shown in Fig. 2
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(a), names the floating three-terminal nullor, which can model the ideal transistor

[18]. However, the ideal transistor with trans-conductance Gm approaching to

infinity can not be realized in practical circuit design. It is desirable to construct

the floating three-terminal nullor for simulation and measurement of practical

designed circuit. So nullor 2, 3, 4 in Fig. 1 can be replaced with its realization of

the operational amplifiers in reference [10], as shown in Fig. 2b. While the

combination of a nullator and a norator connected with the ground can be

represented by the operational amplifiers [6], which means the nullor 1 in Fig. 1

4 5

3

76

G1

G2

Nullor1
Nullor2

Nullor3

Nullor4

C

port1 port2

Fig. 1 The synthesized circuit topology of the simulated inductor
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Fig. 2 (a) The floating three-terminal nullor (b) Operational-amplifier realization of floating

three-terminal nullor in reference [10]
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can be replaced by an operational amplifier. Then the synthesized inductor can be

constructed with operational amplifiers and passive elements, as shown in Fig. 3.

The values of elementG1,G2 and C are defined according to the desired value of the

synthesized inductor, all the other resistors in Fig. 3 are set to 1 kΩ.

3 Application Example

In this section, we take the designed simulated inductor into the Butterworth LC

lowpass filter design with the following parameters: the passband edge frequency

fp ¼ 10 kHz; the maximum attenuation in passband Amax ¼ 0.044 dB; the stopband

port2
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Fig. 3 The synthesized inductor
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edge frequency fs ¼ 20 kHz and the minimum attenuation in stopband

Amin ¼ 20 dB.

According to the filter design theory [19], the seventh-order Butterworth, as

shown in Fig. 4, can satisfy the requirement. The values of all the components are

listed in Table 1.

Then substitute all the inductors in Fig. 4 with the designed simulated inductor in

Fig. 3. For all the simulated inductor, the values are defined as shown in Fig. 5

The input voltage is set to 1 V. Simulation results of the performances of the

original and the simulated seventh-order Butterworth LC Lowpass filter using Spice

is shown in Fig. 6, where the blue line corresponds to the simulation result of Fig. 4

and the red line to the simulation result of Fig. 5. The comparison diagram shows

the designed filter using the simulated inductor can satisfy the requirements at the

frequency less than 20 kHz. However, the difference is mainly due to the effect of

non-ideal characteristic of operational amplifiers.

V1

R1 L1 L4

C1 C2

L2 L3

C3 R2

Fig. 4 The seventh-order Butterworth LC lowpass filter

Table 1 Values of the components

R1 ¼ R2 ¼ 600 Ω L1 ¼ 3.062508 mH C1 ¼ 23.835998 nF L2 ¼ 12.399664 mH

C2 ¼ 38.229412 nF L3 ¼ 12.399664 mH C3 ¼ 23.835998 nF L4 ¼ 3.062508 mH

G1=1K
G2=1K
C=3.062508n

Leq1 Leq2
G1=1K
G2=1K
C=12.399664n

Leq3
G1=1K
G2=1K
C=12.399664n

Leq4
G1=1K
G2=1K
C=3.062508n

V1

R1

C1 C2 C3 R2

Fig. 5 The equivalent filter constructed by the simulated inductor
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4 Conclusions

This paper proposed a simulated inductor synthesized by the systematic circuit

design method, which is the method of nodal admittance matrix expansion. The

floating three-terminal nullor is constructed by the operational amplifiers, which

makes it feasible to realize in practical circuit design. The simulated inductor is

applied in the seventh-order Butterworth LC Lowpass filter design. The simulation

results by Spice demonstrate that the method of nodal admittance matrix expansion

can be extended to novel active circuit design.
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Design of C8051F340 USB Communication

System Based on USBXpress

Yuan Lu, Xiaoli Lu, Zhenchao Wang, and Xiaoou Song

Abstract A USB (Universal Serial Bus) communication system based on

C8051F340 is developed in this paper. The system can be used to solve the

problems of the communication between MCU serial RS-232 and computer. This

article describes the features of C8051F340 and designs the hardware circuit

according to these characteristics. It makes the application of USB host and the

firmware of USB device simple by using the USBXpress development software

provided by the silicon company. The communication system uses Keil uVision4 to

develop the firmware and Microsoft Visual Studio 2010 to develop the application.

This article verifies the feasibility of the circuit, and then provides a simple method

of interface test, which has high practical value in system development and design.

Keywords C8051F340 • USB • Application • USBXpress

1 Introduction

The traditional communication interface of data acquisition equipment generally

use the RS232 and RS422 standards, but the signal level of these interfaces is higher

so that the circuit chips are easily damaged, because it is not compatible with the

TTL level, a level switching circuit should be used to make it connect with the TTL

circuit; transmission rate is lower; the noise resistance is weak; the transmission

distance is limited. Thus, the current device communication interface mostly uses

the USB standard [1]. As a new serial communication standard, the product based

on USB interface has the characteristics of high transmission rate, good scalability,

the bus power supply, supporting hot-plugging and so on. In recent years, the USB
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interface is developing very fast, and it has the trend of replacing the above standard

completely.

2 Hardware Design of System

With the USB technology is developing rapidly, its peripherals have been used

more and more widely, the chips based on USB communication interface are more

and more diverse [2]. Choose the microcontroller with USB controller can not only

make the hardware circuit be simplified and reduce the peripheral volume, but also

can improve the reliability of the product, so it has become the first choice of

external device design [3].

According to the design demand, the chip of C8051F340 microcontroller has

been emerged. It integrates with the USB 2.0 controller. Its main features are as

follows:

1. High-speed pipelined 8051-compatible microcontroller core (up to 48 MIPS).

2. In-system, full-speed, non-intrusive debug interface (on-chip).

3. True 10-bit 200 ksps differential/single-ended ADC with analog multiplexer.

4. On-chip Voltage Reference and Temperature Sensor.

5. On-chip Voltage Comparators (2).

6. Internal low-frequency oscillator for additional power savings [3].

7. Up to 64 kB of on-chip flash memory.

8. Up to 4352 Bytes of on-chip RAM (256 + 4 kB).

9. USB function controller, compliant with the USB specification version 2.0,

integrated clock recovery circuit, eliminating the need for an external crystal;

endpoint supports 8; 1KBUSB cache; integrated transceiver, eliminating the

need for external resistors [3].

In Hardware, a USB communication system contains USB host and USB device.

The C8051F340chip has obvious advantages in device design and development.

The USB host is the computer in the system [4].

Because of the advantages of C8051F340 in the USB interface, the design of

hardware interface has become very simple, data transmission and control can

achieve with no need to add other electronic devices. The connected graph of

51F340 interface is shown in Fig. 1.

3 Software Design of System

The software design of system can be divided into two parts: firmware and

application. The USB device provides firmware, while the USB host provides

application and driver. Firmware is mainly responsible for its initialization and
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communication to the USB host, and application is responsible for calling the order

of firmware, so that the data transmission can be realized.

The software design uses USBXpress [5] package of Silicon Laboratories

Company, which covers all the functions of the host and device and supports

USB communication of C8051F32X, C8051F34X and CP210X. The USBXPress

package contains t device driver, device installation driver, dynamic link library

(DLL) of the host and the function library file of the device. API function which can

support USB communication of C8051F32X and C8051F34X is provided by the

device function library files. These functions can be compiled by Keil uVision4.

The related files should be added in the project before compiling.

The communication diagram of firmware and application is shown in Fig. 2. In

USBXpress software package, the SiUSBXp.dll is called in dynamic link library

file of USB host; USB_API.h is applied to header files, USBX_F34X.LIB is chosen

in firmware library file, and SiUSBXp.sys is used to drive program.

3.1 Firmware Design [6]

The reason why USB device chooses Keil uVision 4 to develop is that the

C8051F340 support system debugging (ISP), which greatly simplifies the develop-

ment and debugging process [7]. In the process, USB_API.h header files and

USBX_F34X.LIB library files should be called, and device interface function

meets the requirements for API applications. The device interface functions mainly

used are as follows:

USB_Clock_Start ( ) Initialize the USB clock

USB_Init ( ) Enable USB interface

Block_Write ( ) Write data to the computer through USB

Block_Read ( ) Read data from the computer through USB

Get_Interrupt_Source ( ) Get the type of API interrupt

USB_Int_Enable ( ) Enable API interrupt

USB_Int_Disable ( ) Disable API interrupt

The USB API interrupt vector entrance address 0x008B (interrupt 17) must be

specified in the firmware, because API works in interrupt-drive mode. Note: in

GND

D+

D-

VBUS

3.3V

VDD

REGIN

GND

D+

D-

VBUS

C8051F340

USB

interface

Fig. 1 Connecting circuit

of USB interface
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C8051F340, the USB API interrupt 17 is a virtual interrupt, which is produced by

the USBXpress firmware library and triggered by specific events, the vector

entrance address of hardware interrupt is 0x0043 (interrupt 8). The type of the

event is got by the function Get_Interrupt_Source (). The USB communication

process of the firmware is shown in Fig. 3.

USB API interrupt function a call of form as follows:

void USB_API_ISR (void) interrupt17
{
BYTEINTVAL¼Get_Interrupt_Source ();/*Get the type of

interrupt*/
If (INTVAL&TX_COMPLETE)/*Finish the data transmission*/
{
Block_Write (In_Packet, . . .);/* Write data to send buffer

*/
}
If (INTVAL&RX_COMPLETE)/*Data received*/
{
Block_Read (Out_Packet, . . .);/* Read data into receive

buffer */
}
. . .. . ./*other type of interrupt*/
}

3.2 Design of Application

The application [6] is developed in the Microsoft Visual Studio 2010 by using C#

[8]. Visual Studio 2010 is a development environment launched byMicrosoft, it can

be used to create Windows applications under the Windows platform. Microsoft

Visual Studio 2010 which uses pull-type to complete the software development, can

simply generate an interface. The towed interface should also have a corresponding

Client 

Application 

Program

USBXpress DDL /API

USBXpress

Host  Drive

Client 

Application 

Progran

USBXpress 

device Drive
USB

USB Host USB DeviceFig. 2 USB

communication principle

diagram of MCU and PC
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code to implement the function, the Microsoft Visual Studio 2010 which supports

C#, C++ and VB can quickly implement function.

The dynamic link library file SiUSBXp.dll is called by API function of USB

host, to enable the communication between application and device driver to com-

plete the data communication between the USB device and the USB host. The USB

communication process of the application is shown in Fig. 4.

The host functions mainly used are as follows:

SI_GetNumDevices ( ) the number of return USB devices connected with host

SI_GetProductString ( ) return the descriptor of USB device

SI_Open ( ) turn on the USB device

SI_Close ( ) turn off the USB device

SI_Read ( ) reading device

SI_Write ( ) writing device

C8051F340 power-on reset

program begins

Initialize, configure the

 I / O pin register

Call the user application

program

USB communication?

Call USB-Clock_start(),

initialize the USB bus clock

Call USB_Init (), enable

the USB bus

Call USB_Init_Enable (),

enable the interrupt

Call Block_write (), write

data to USB host; or call

Block_Read (), read the

USB host data blocks

USB communication is

complete?

Call USB_suspend (),

suspend USB interrupt

Call USB_Disable (), close

the USB interface

End of program

Y

N

N

Y

Fig. 3 USB communication flow chart of the firmware
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4 Debugging

Figure 5 is the USB communication debugging block diagram, which illustrates

that when the firmware of USB device is finished, it can be burned into the USB

device through a JTAG port, and then through USB interface debugs the firmware

via debugging assistant.

USB communication is a dynamic process, there are time-sensitive in each

transmission process of USB, when the waiting time is too long, the communication

process is aborted. Therefore, the serial debugging tools are used to aid USB

communication module to complete the communication between computer and

MCU. In this way, it requires a serial port RS232 level conversion chip on the

hardware. Serial debugging tools can simplify the process of sending data and

recording the received data. When using serial debugging tool, the baud rate should

be set to 115200, the serial port is corresponding to the serial device manager serial

port, the stop bit is 1 bit, the data length is 8 bit, send the 2-byte hexadecimal data

into the send box, and click Send. Then observe the receive box until the 8-bit data

from MCU has been successfully received by computer. Then repeat some times,

and confirm that the received data is correct every time. In order to further confirm

Program begins

Call user application

program

Call SI_GetNumDevices () and

SI_GetProductString (), access to

information of USB devices

Calling SI_SetTimerouts (), set the

USB bus read and write delay

Whether USB

communication?

Call SI_Write () write command to

the USB; call SI_Read () receives the

data USB device sends , and store and

display

USB communication is

complete?

Whether to close the USB

communication?

Call SI_Close (), close the

USB interrupt

End of program

Calling SI_Open (), open the

USB device Call

N

N

N

Y

Y

Y

Fig. 4 USB communication flow chart of the application
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the stability of the system, the USB communication module can be unplugged and

then reinserted, the PC can automatically identify the serial port, and turn on the

serial port debug tool again, sending and receiving data is still correct, that is to say,

the system is stable. Therefore, the stability of the USB system and the accuracy of

the data communication module are verified.

5 Conclusion

With the rapid development of USB technology, USB peripherals are widely used

in more and more occasions. Many computers and devices no longer use the serial

interface as a basic configuration, even some only have USB interface, and thus,

MCU engineer should master the USB communication. In this paper, the USB

interface communication technology based on C8051F340 is researched, the hard-

ware circuits between C8051F340 and computer are designed, and the application

programs of MCU and computer are introduced. Experiment results show that the

data communication between MCU and computer can be achieved, and this design

can improve the transmission speed of the system data, and enhance the accuracy of

data transmission.
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Speeding Up Colon CAD Using KD-Tree

Zhangjing Wang and Junhai Luo

Abstract This paper proposes an efficient technique to speed up our colon CAD

software for flat lesion recognition in colon CT images. The proposed technique

uses KD-tree to speed up the neighbor searching part in the software. We test our

method under Linux system with intel(R) Xeon(R) 2.66 GHz CPU X5355, 12 G

memory. Experiments on 50 computed tomographic colonography (CTC) scan

database demonstrate the performance of our speeding up method based on

KD-tree. It significantly reduces the average processing time from 6,134 s down

to 514 s for each CTC scan.

1 Introduction

CTC is a rapidly evolving technique for screening colon cancer, but the interpre-

tation of the data sets is still time-consuming. It is desirable to speed up CAD for

CTC using all kinds of techniques [1]. In our laboratory, a new method for flat

lesion detection in CTC has been developed [2]. It achieves high sensitivity of flat

lesions compare to other methods [3, 4], but a large amount of time (6,134 s for

each dataset) is needed to finish the whole recognition process. It is well known that

KD-tree can be widely used to reduce computation burden in large scale data

processing [5, 6]. In our method we utilize KD-tree to reduce the computation

load. The total time has been decreased from 6,134 to 514 s. Hence the time

efficiency of our CAD software is superior to radiologists who normally take

more than 20 min for each scan dataset [1].
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Flat lesion detection method: Our CAD scheme consists of three stages: colon

segmentation, detection of polyp candidate voxels using spinning tangent line

approach, and a density-based clustering of polyp candidate voxels into final

candidates. More details can be found in [2]. Three representative pictures are

given to illustrate the process from original CT slices to segmented ones and

reconstructed colon in Fig. 1.

Although our method achieves higher accuracy of detecting flat lesions on colon

than other methods [4, 5], a large amount of time (6,134 s) is needed to check one

scan dataset. We tested the software and found that most of the time is spent in

searching for neighborhood of each vertex among millions of vertices of

reconstructed colon surface. To solve the time efficiency problem encountered in

our method, we propose to use KD-tree technique. We first review KD-tree in the

following section.

2 Proposed Method

2.1 Introduction of KD-Tree

A KD-tree is a data structure for storing a finite set of points from a k-dimensional

space [7]. The KD-tree is a binary tree in which every node is a k-dimensional

point. For example, given a data set (2,3), (5,4), (9,6), (4,7), (8,1), The tree

generated is shown in Fig. 2. More details on KD-tree construction, adding ele-

ments, removing elements and neighborhood searching are available in [7].

Finding the nearest point is an O(logN) operation in the case of randomly

distributed points. The worst case searching time for a k-dimensional KD tree

containing N nodes is given by the following equation:

However, a completely exhaustive nearest neighbor searching has time com-

plexity O(N), where N is the size of point set. It can be concluded that the difference

of time efficiency is large between KD-tree based nearest neighbor searching

method and naive nearest neighbor finding approach when the size, N, of point

set is huge. In fact, in our colon CAD the number of vertices for each colon surface

is over one million in average. Hence, it can be expected that naive nearest neighbor

Fig. 1 Segmentation and reconstruction illustration: (a) original slice; (b) segmented colon area;

(c) reconstructed colon
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searching in our colon CAD is extremely time-consuming. We use KD-tree based

method to solve this problem.

2.2 Speeding Up Flat Lesion Detection

In our flat lesion detection method, we need to find the spherical neighborhood with

radius 5 (empirically set) for each vertex among millions of vertices from

reconstructed colon surface. In the original version of the implementation of the

flat lesion detection method, we used naive neighborhood searching algorithm. It

makes our software run very slowly. The time spent in checking each scanned colon

by the software is 6,134 s.

Here, we use KD-tree to reorganize the point set composed of millions of

vertices. With this tree structure, we have enhanced the efficiency of finding

neighborhood process in our software. The whole time in examining each scanned

colon has been reduced from 6,134 to 514 s. It makes time efficiency of our

software comparable to radiologist when interpreting CT colonography.

3 Experiment

The database we used consists of 50 CTC scans obtained from the Rockey nation-

wide clinical trial. Each patient was scanned in the supine and prone positions with

a multi-detector-row CT system with collimations of 1.0–2.5 mm and reconstruc-

tion intervals of 1.0–2.5 mm. Further details on this dataset can be found in [3].

We test our algorithm in this paper on the above database and get 82 %

sensitivity (23 polyps/28 polyps) under Linux system with intel(R) Xeon

(R) 2.66 GHz CPU X5355, 12 G memory. The sensitivity of our method is superior

to that of other methods [4, 5]. And the time spent in examining one colon is 514 s

in average. To illustrate the time efficiency of our proposed KD-tree based method,

one histogram of time taken to check one colon by our two methods with or without

Fig. 2 KD-tree: (a) data point distribution; (b) KD-tree
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KD-tree is given below in Fig. 3. It shows how much KD-tree affects the speed of

our colon CAD software.

4 Conclusion

In this paper, we propose to use KD-tree to speed up our flat lesion detection

method. The experiments demonstrate that our method is sufficiently efficient and

the speed of improved method is fast.

However, the speed of our software can be enhanced further by using multi-

thread programming technique. It can also be real time if utilizing GPU technology.

In the future, we will focus on the real time implementation of our flat lesion

detection method.
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Low-Power Design of Hybrid Instruction

Cache Based on Branch Prediction and

Drowsy Cache

Li Wei and Xiao Jian-qing

Abstract In the design of modern high-performance embedded processors, Branch

prediction and larger capacity instruction cache greatly improves the performance

of processors. They also consume a larger proportion of total power consumption of

processors at the same time. There are many methods to reduce their power

consumption. However, there is few method of combining them to reduce the

power consumption. Based on these two technologies having a similar structure,

this paper presents a hybrid cache structure of combining them to a new structure

named B-Cache. By the method, we reduce the number of Comparisons of tag or

PC. And based on spatial locality of instruction cache, we propose the method to

reduce the number of tag comparison of instruction cache. By the experiments, we

found this method compared with the common method of two-port BTB used to

wake up cache line on demand can significantly improve the performance and

reduce the power consumption of processors.

Keywords Branch prediction • Instruction • Cache • B-Cache • Tag

1 Introduction

In the design of high-performance embedded processors, most of processors use

deep pipeline in order to improve the performance. But the target address of branch

instruction is just known in the execution of pipeline that causes a decrease of

throughout of pipeline. When the level of pipeline reach 7–8, the performance

dropped by more than 30 % [1]. So now, in the design of embedded processors, it is

very important to use branch prediction techniques to improve the performance.
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Nowadays, most of embedded processors use the branch prediction to improve

the performance such as BTB (Branch target buffer), BHT (Branch history table) or

PHT (Pattern history table). The BTB is used to predict the target address of branch.

BHT or PHT is used to predict the direction of branch. Adoption of this technique

greatly improves the performance of processors. However, power consumption is

also one of serious problems that designers have to face. Firstly, the number of BTB

entries directly determines the prediction accuracy. Secondly, the fetch of pipeline

cannot know whether current instruction is a branch instruction, so it is necessary to

access the BTB every cycle. The experimental results show that the instructions of

branch take up 20–30 % of total. That means 80–70 % of power consumption of

BTB waste [2, 3]. BTB has a similar structure with instruction cache, both use set

associative structure. So there are some overlapping functions that waste the

energy. Therefore, this paper presents a hybrid structure of BTB and instruction

cache that are integrated one unit called B-Cache (BTB-Cache). There are no needs

to compare PC of BTB and tag of instruction Cache both. There is only one

comparison for both prediction of target address and tag match of instruction

Cache. It is well known that sequential instructions take up most of total. Instruction

Cache checks the tag bits when it accesses the different cache line regardless of

whether there is a sequential feature of instruction flow. Further, based on the

hybrid structure, this paper shows a method of tag-less of instruction cache to

reduce the power consumption of processors.

2 Instruction Cache and BTB

2.1 Typical Structure of Instruction Cache and BTB

Figure 1 shows a typical structure of 2-way set-associated BTB and instruction

cache. As the figure shown, instruction cache and BTB have a similar structure. The

difference of them is that BTB stores the target address and instruction cache stores

the instructions.

When the pipeline issues PC, the BTB checks the PC to obtain the target address

of branch at first. Then it predicts the direction based on the information of BHT.

According to the result of predictions, BTB sends the address to cache to obtain the

instruction. Regardless of whether the instruction is a branch and whether the

branch is valid, BTB have to compare the current PC with recorded PC.

2.2 Low-Power Strategy for BTB and Cache

The ways of research can be basically divided into two techniques. The first one is

to wake up the line of drowsy cache on demand [4]. And the rest of cache lines are
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switched to drowsy mode to reduce the leakage power consumption. Therefore, the

quality of predicted algorithm determines the power consumption and performance

of processors. These algorithm is general based on spatial locality to predict the

next cache line accessed in next access such as wake-up sequence set [5], wake-up

sequence block[6, 7], JITA[8] and sub-blocked cache[9].

Another one is based on a technique of cache decay [10]. That is based on

historical information of cache access. The last accessed cache lines hold the active

state. When the cache lines are not accessed after a period of time, they are switched

to drowsy mode. The difference with on-demand wake-up is the technique is based

on the temporal locality.

In order to improve the prediction accuracy of the branch instruction, the pro-

cessors generally use the technique of BTB and BHT to predict the target address of

branch. Since sequential and branch instructions account for the vast majority of the

total instructions, and BTB have the feature of predicting address of next instruc-

tion. Therefore BTB is often used to wake up the cache line in the drowsy mode on

demand. In ref. 11, there is a method that the modified BTB had two ports that used

to send two addresses. The one is the target address of branch like classic BTB. The

anther was the address used to switch the cache line from the drowsy mode to

normal mode. This technique is called two-port BTB. However, the BTB has the

set-associated structure. The power consumption cannot be ignored. In ref. 12, the

paper presented a method used to reduce the dynamic power consumption of BTB.

2.3 Strategy of B-Cache

Although, there are many effective strategies for reducing the power consumption

of Cache and BTB, there are few methods considering the two parts as a unit for

reducing the power consumption. We compared the two structures, and founded the

tag1 index1 offset1

tag target tag target tag data tag dataCPU

= =

tag2 index2 offset2Fetch PC

= =

BTB Instruction Cache

Instruction to CPU

PIPELINE

BHT

taken

Fig. 1 Typical structure of two set-associated BTB and cache
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structure has a similar feature. Therefore, we designed a hybrid cache including

information of BTB and instruction cache. The two parts were integrated one unit.

Firstly, the match of BTB and tag no longer performed separately. Secondly, the

entry of sequential instructions was recorded in order to further reduce the number

of tag comparisons. There is only one comparison of tag for sequential instructions.

Since the entry of sequential instructions and target of branch was recorded, it is

very convenient to adopt the drowsy technique for the instruction cache. In order to

eliminate the extra 1- to 2-cycle overhead of drowsy cache, an instruction queue is

added in B-Cache. Prefetching the instructions not only rely on the PC, but also rely

on the predicted address of B-Cache. The prefetching the instructions do not stop

until the queue is full.

3 Implementation of B-Cache

3.1 Structure of B-Cache

As the Fig. 2 shown, the paper presents a 2-way set-associated B-Cache. The

difference with classical structure as Fig. 1 shown is that there are a description

instead of target in BTB and instruction in cache. The description includes TType

(terminated type), SIL (sequential instruction length), V (valid), S (subsequence)

and way. TType indicates the type of instruction that terminate the sequential

instructions. SIL is the number of sequential instructions. V is the valid bit of

cache line. S is the valid bit used to indicate whether this cache line stores the

subsequent sequential instructions. Way is used to indicted to in which set the next

valid cache line is. The instructions and targets of branch are stored in the depen-

dent SRAM. The lines or entries can be adjusted based on the application. In this

paper, the size of instruction SRAM is 32 Kb, the number of entries of target SRM

is 128. The instruction queue is used to store the perfetched instruction. The

perfecting instruction is based on the bits of SIL, V and S. That means B-Cache

only checks the entry of instructions and sends the address to instruction SRAM. If

there is no branch or jump instruction and underflow of SIL, the instructions are sent

to queue until queue is full. If there a branch or jump instruction, the address

decided by BHT or PHT also sent to instruction SRAM. The target address of

branch or jump is as an entry of anther sequential instructions.

3.2 Implementation of Control

For an instruction snippet that have never been executed or been replaced, B-Cache

index the cache line based on PC at first. When the instruction is written into the
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instruction SRAM from L2 cache or main memory, the information of description

is also written into the cache line based on the situation of execution.

The Fig. 3 shows the checking flow of B-Cache. When the tag of B-Cache

matches the PC, B-Cache enters into the current state. If the offset of address from

the address of entry is smaller than the recorded SIL, B-Cache no needs to compare

tag and just check the bits of V and H. The instruction from instruction SRAM is

sent to queue until the bits of V and H is invalid. When the offset is equal with the

SIL, B-Cache sends the SPC (Speculative PC) based on prediction of B-Cache to

instruction SRAM. Then it continues to send the instruction to the queue. When the

pipeline sends the signal of misprediction to the B-Cache, it flushes the queue and

re-enters into a new entry based on CPC (Current PC) sent from pipeline. If the bit

of H is invalid that means the instructions in the current matched cache line was

replaced by new instructions and the stream of sequential instructions is broken. So

B-Cache misses.

4 Experiments

4.1 Experiments Setup

In the paper, hot-leakage toolsets based on the engine of simple-scalar is used to

model a single-issue processor with a two-level cache hierarchy that is used to

evaluate the power consumption and performance. The simulation parameters

roughly correspond to PXA270 is listed in Table 1.
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tag description tag description

= =

B-CachePC

BHT

Instruction 
SRAMmisprediction

Instruction 
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Fetch

Execute
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target address PIPELINE
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Fig. 2 Implement of 2-way set-associated B-Cache
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Table 1 Simulated parameters for three different policies

Parameters Value for no-drowsy Value for BTB B-Cache

Fetch/issue/

decode/

commit

1 instruction

Fetch queue/

speed

1 instruction/1�

Branch

prediction

Bimodal, 2 k

Interger ALUs/

multi-dives

1/1 1/1 1/1

Floating point

ALUs/mul-

div

1/1 1/1 1/1

Memory bus

width/

latency

4B/30-cycle latency

Inst./data TLBs 16-entry/32-entry, page size is 4 Kb, 2-set, LRU, 30-cycle latency

BTB 32-/64-/128-entry, 1-/2-/4-set –

RAS 4-entry

L1 cache 32 K, 32B block, 1-/2-/

4-set, LRU, 1-cylce

latency

32 K, 32B block, 1-/2-/

4-set, LRU, 2-cylce

latency

–

B-cache – 32 K, 32B block, 1-/2-/4-set,

LRU, 2-cylce latency,

128-entry target

L2 unified cache 256 K, 2-set, 64B block, LRU, 8-cycle latency
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4.2 Results and Analysis

The structure of BTB is modified to two-port BTB used to adopt the drowsy cache

as the ref. 13. Because the run-time of test program is positively correlated with the

prediction accuracy, we first compare the prediction accuracies of the two different

structures.

As Fig. 4 shown, the prediction accuracies are roughly equal between the

BTB-Cache with 128 entries and the two-port BTB with also 128 entries.

Figure 5 shows the comparison of the execution time. As the figure shown, the

run time of processor used the B-Cache is less than the run time of processor used

the two- port BTB. We analysis this situation, the reason is the B-Cache contains an

Fig. 4 Prediction

accuracies using different

polices

Fig. 5 Run-time scale

using the three different

policies
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instruction queue and send the instructions to queue ahead of PC. That can reduce

the number of cycles for adoption of drowsy cache. As 68 % of the executed

sequential blocks include four instructions or less [14] and the prediction accuracy

is about 78 %, B-Cache cannot completely eliminate the loss of performance caused

by drowsy cache. But it is better than the method using the two-port BTB predic-

tion. Compared to no-drowsy and 2-port BTB prediction, the EDP of B-Cache

reduces the 85 and 45 %.

5 Conclusions

Based on the similarities of BTB and instruction cache in structure and the spatial

locality, this paper proposes a structure of B-Cache that integrates the BTB and

instruction cache as a unit. It is significant to reduce the number of tag comparisons,

so that it is very effective to reduce the dynamic power consumption of BTB. By

using the spatial locality of instructions to design a tagless structure of cache for

sequential instructions, this structure can also reduce the dynamic power consump-

tion of instruction cache. B-Cache adopts the instruction queue and predictors at the

same time, so that the prefetching instructions can be send to queue ahead of PC

given by pipeline. This method can compensate for the loss of performance caused

by using the techniques of phased cache and drowsy cache. Experiments show this

method can reduce more the dynamic power consumption and improve the perfor-

mance compared with the method using two-port BTB prediction.
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Simple and Efficient Algorithm for

Automatic Modulation Recognition for

Analogue and Digital Signals

Badreldeen Ismail Dahap, Liao HongShu, and Mohammed Ramadan

Abstract In this paper we propose new analogue and digital recognition algorithm

to discriminate between 15 signals (amplitude modulation (AM), frequency mod-

ulation (FM), double sideband modulation (DSB), lower sideband modulation

(LSB), upper sideband modulation (USB), vestigial sideband (VSB), combined

(AM–FM), carrier wave (CW), Noise, binary amplitude shift keying (ASK2),

ASK4, binary phase shift keying (PSK2), PSK4, binary frequency shift keying

(FSK2) and FSK4). Six key features extracted from instantaneous information

(amplitude and phase) and signal spectral, are used to fulfill the requirement of

this algorithm. Computer simulations for the signals of interest corrupted by band

limited Gaussian noise was performed, the simulation results show that the overall

recognition rate can reach 99.6 % when the signal to noise ratio (SNR)¼ 3 dB. This

algorithm uses a lesser number of features compared with most of the existing

automatic analogue and digital modulation recognition algorithms, thus leading to

lower computational load.
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1 Introduction

Generally, automatic modulation recognition algorithms can be classified into three

groups depending on the signals used. The first group deals with analogue commu-

nication signals only. The second group deals with digital communication signals

only. While the third group deals with both analogue and digital communication

signals; this third group is preferred in the practical automatic modulation recog-

nition algorithms.

Nandi and Azzouz in [1–3] developed three algorithms for analogue and digital

modulation recognition to discriminate between thirteen signals (AM, FM, DSB,

LSB, USB, VSB, combined (AM–FM), ASK2, ASK4, PSK2, PSK4, FSK2 and

FSK4). The overall recognition rate of these algorithms reached 94 % when SNR

¼ 15 dB. The overall recognition rate was enhanced by using artificial neural

networks (ANN), though, still less than 98 % when SNR ¼ 15 dB.

Several other automatic modulation recognition algorithms have been

established in the last few years to discriminate both analogue and digital commu-

nication signals. Cheol-Sun et al. [4] proposed algorithm to discriminate between

nine signals using neural network and support vector machine the overall recogni-

tion rate reached 96 % when SNR ¼ 5 dB. Jie Yang et al. [5] suggested algorithm

to discriminate between nine signals the overall recognition rate reached 95 %

when SNR ¼ 7 dB. Xudong Liu et al. [6] proposed algorithm to discriminate

between eleven signals the overall recognition rate reached 95 % when SNR

�10 dB. Chisheng Li et al. [7] developed algorithm to discriminate between eleven

signals the overall recognition rate reached 98 % when SNR �3 dB.

All the algorithms proposed in [4–7] have good performance at low SNR. But

none of these algorithms contain VSB and Combined (AM–FM) signals .Also some

of these algorithms reduce the analogue or digital signals to get better recognition

rate. While the algorithms proposed by Azzouz and Nandi do not have acceptable

performance (effective at high SNR).

Our paper aims at the development of a new algorithm for the automatic

modulation recognition of analogue and digital signals, using six features extracted

from instantaneous information (amplitude and phase) and spectra of the

intercepted signal, to discriminate between fifteen signals same as in [1–3], in

addition to carrier wave (CW) and Noise signals at low SNR. This algorithm not

only achieves a better recognition rate but also extends the number of analogue

signals and reduces the computational loads.

This paper is organized as follows: Sect. 2 presents the key features used to fulfill

the requirements of this algorithm. In Sect. 3, Computer simulations including the

determination of thresholds, the flowchart and the simulation results are presented.

Finally, the paper concludes in Sect. 4.
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2 Feature Extraction

To discriminate the analogue and digitally modulated signals, six features extracted

from instantaneous information (amplitude and phase) and spectra of the

intercepted signals are used.

(1) The first feature (P); is used for the measuring the spectrum symmetry around

the carrier frequency, and it is based on the spectral powers for the lower and

upper sideband of the RF signal.

(2) The second feature ( σdp ); is the standard deviation of the centered non-linear

component of the direct instantaneous phase, evaluated over the non-weak

interval of signal segment.

(3) The third feature ( γmax ); is the maximum value of the spectral power density

of the normalized-centered instantaneous amplitude of the intercepted signal.

(4) The fourth feature (μa); mean of instantaneous amplitude squared.

(5) The fifth feature (μaa); the mean of normalized-centered instantaneous ampli-

tude squared.

(6) The sixth feature (Vphs); the variance of a non-linear component of the instan-

taneous phase squared.

The features P, γmax and σdp were proposed by Nandi and Azzouz in [1]. While

the mean of instantaneous amplitude squared (μa) was proposed by Jaspal Bagga

and Neeta Tripathi in [8]. μaa and Vphs are the two newly features.

The first new feature μaa is defined as

μaa ¼ E a2cn ið Þ� �
(1)

acn ið Þ ¼ a ið Þ � E a ið Þð Þð Þ
E a ið Þð Þ (2)

Where a(i) the instantaneous amplitude and μaa the mean of normalized-centered

instantaneous amplitude squared. This feature is used to discriminate between

signals with constant amplitude (MPSK, MFSK and FM) and signals with no

constant amplitude (DSB, MASK, COM and Noise). Also, it is used to discriminate

the ASK2 from ASK4.

The second new feature, Vphs, is modified from Vph proposed in [9] to discrim-

inate between large types of the signals and defined as:

Vphs ¼ 1

c

Xc
Ø ið Þ<2t

Ø4 ið Þ � 1

c

Xc
Ø ið Þ<2t

Ø2 ið Þ
0
@

1
A

2

(3)

where c is the number of samples less than the threshold at, the value of at used

equal 3π/2 . Ø is the non-linear component of the instantaneous phase at time

instants t ¼ i/fs.

This feature leads to a complete classification of five modulated signal types,

separating them into five regions simultaneously. Among the five sets, the first set
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consists of the FM signal and the second set consists of the PSK2 signal. The third

set consists of the FSK2 signal and the fourth set consists of the FSK4 signal and the

last set consists of PSK4 signal. This separation stage requires four proper threshold

values of Vphs such as t1(Vphs), t2(Vphs), t3(Vphs) and t4(Vphs) and is performed by

following procedure.

Vphs<t1(Vphs) first set: FM signal.

t1(Vphs) <Vphs<t2(Vphs) second set: PSK2 signal.

t2(Vphs) <Vphs<t3(Vphs) third set: FSK2 signal.

t3(Vphs) <Vphs< t4(Vphs) fourth set: FSK4 signal.

Vph>t4(Vphs) fifth set: PSK4 signal.

3 Computer Simulation

The software used isMatlab R2011b and the simulation parameters (carrier frequency

(fc), sampling frequency (fs) and symbol rate (fb)) are the same as mentioned in [1].

3.1 Thresholds Determinations

The thresholds for all features are shown in the Figs. 1–11, and the specific values

are shown in Table 1.

Figure 1 shows that LSB, USB and VSB can be discriminated from others at

SNR �3 dB by the threshold (t1).

Figure 2 shows that LSB can be discriminated from USB and VSB at SNR

� 0 dB by the threshold.

From Fig. 3, it can be observed that ASK2, ASK4, AM and CW can be

discriminated from others at SNR �1 dB by the threshold (t2).

Similarly, from Fig. 4 it can be observed that USB can be discriminated from

VSB at SNR �0 dB by the threshold (t3).

Figure 5 shows that DSB can be discriminated from COM and noise at SNR

�0 dB by the threshold (t4).

Figure 6 shows that MPSK, MFSK and FM can be discriminated from DSB,

COM and noise at SNR �2 dB by the threshold (t5).

Figure 7 shows that ASK2 can be discriminated from ASK4 at SNR �0 dB by

the threshold (t6).

From Fig. 8 it can be observed that CW can be discriminated from ASK2, ASK4

and AM at SNR �0 dB by the threshold (t7).

Figure 9 shows that COM can be discriminated from Noise at SNR�0 dB by the

threshold (t8).

From Fig. 10 it can be observed that AM can be discriminated from ASK2 and

ASK4 signals at SNR �1 dB by the threshold (t9).

Figure 11 shows that FM, PSK2, PSK4, FSK2 and FSK4 signals can be discrim-

inated from one another at SNR�3 dB by the four different thresholds (t10, t11, t12

and t13).

348 B.I. Dahap et al.



0 5 10 15 20 25
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR dB

|P
|

AM
VSB
FM10
FM5
CW
Noise
DSB
LSB
USB
AM80FM10
AM60FM10
AM80FM5
AM60FM5
ASk2
ASK4
PSK2
PSK4
FSK2
FSK4
threshold

Fig. 1 Using feature |p| to discriminate SSB and VSB from other signals
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Fig. 2 Using feature P to discriminate LSB from USB and VSB

Simple and Efficient Algorithm for Automatic Modulation Recognition for. . . 349



0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

SNR dB

G
dp

AM
FM
FM1
CW
Noise
DSB
AM80FM10
AM60FM10
AM80FM5
AM60FM5
ASk2
ASK4
PSK2
PSK4
FSK2
FSK4
threshold

Fig. 3 Using feature σdp to discriminate MASK, AM and CW from other signals
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Fig. 4 Using feature σdp to discriminate USB from VSB signals
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Fig. 5 Using feature σdp to discriminate USB COM and noise from DSB signals
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Fig. 6 Using feature μaa to discriminate MPSK, MFSK and FM from other signals
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3.2 Flowchart of Automatic Recognition of Analogue
and Digital Signals

Figure 12 shows that the sequence order of selecting the features to discriminate

between signals of interest.
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Fig. 11 Using feature Vphs to discriminate MPSK, FM and MFSK from one another

Table 1 The threshold values

Feature Threshold Function Figures

|P| t1 ¼ 0.325 Discriminate LSB, VSB, USB from AM, DSB, VSB, FM, FSK2,

FSK4, ASK2, ASK4, PSK2, PSK4, COM, CW, Noise

Fig. 1

P 0 Discriminate LSB from USB and VSB Fig. 2

σdp t2 ¼ 0.7 Discriminate AM, ASK2, ASK4, CW from DSB, FM, FSK2,

FSK4, PSK2, PSK4, COM and Noise

Fig. 3

t3 ¼ 1 Discriminate VSB from USB Fig. 4

t4 ¼ 1.2 Discriminate DSB from COM and Noise Fig.5

μaa t5 ¼ 0.235 Discriminate DSB, Noise and COM from PSK2, PSK4, FM, FSK2

and FSK4

Fig. 6

t6 ¼ 0.265 Discriminate ASK2 from ASK4 Fig. 7

γmax t7 ¼ 5 Discriminate COM from Noise Fig. 8

t8 ¼ 4 Discriminate CW from AM, ASK2 and ASK4 Fig. 9

μa t9 ¼ 0.97 Discriminate AM from ASK2 and ASK4 Fig. 10

Vphs t10 ¼ 22.5 Discriminate FM from PSK2, PSK4, FSK2and FSK4 Fig. 11

t11 ¼ 25 Discriminate PSK2 from PSK4, FSK2 and FSK4

t12 ¼ 40 Discriminate FSK2 from PSK4and FSK4

t13 ¼ 55 Discriminate FSK4 from PSK4

354 B.I. Dahap et al.



3.3 Simulation Results and Analysis

500 iterations are used to get the recognition rates in Tables 2 and 3.

Table 2 shows that, by using μaa to discriminate ASK2 from ASK4 the average

recognition rate can reach 98 % when SNR ¼ �2 dB. Also to discriminate constant

amplitude signals from non-constant amplitude signals the average recognition rate

can reach 99.9%, when SNR ¼ 2 dB.

Table 3 shows that, by using Vphs to discriminate PSK2, PSK4, FM, FSK2 and

FSK4 signals from one another, the average recognition rate can reach 98.3 % when

SNR ¼ 2dB.

By using these six features, an average recognition rate not less than 99.6 % can

be achieved when SNR ¼ 3 dB, as shown in Fig. 13 which is much better than

those in [1–7] and [9].

Analogue and Digital modulated signal (AM, FM, CW, Noise DSB, LSB, USB, VSB, COM, ASK2, ASK4, PSK2, PSK4, FSK2, FSK4)
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Fig. 12 Functional flowchart of automatic recognition algorithm
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Table 2 The results of feature μaa

SNR/dB

�4

(%)

�3

(%)

�2

(%)

�0

(%) SNR/dB

0

(%)

2

(%)

�3

(%)

ASK2 100 100 100 100 DSB, COM and Noise 100 100 100

ASK4 6.2 50.4 96 100 Constant amplitude

signals

41.2 99.8 100

Average

recognition

53.1 75.2 98 100 Average recognition

rate

70.6 99.9 100

Table 3 The results of

feature Vphs

SNR/dB 0(%) 2(%) �3(%)

PSK2 100 100 100

PSK4 0 93.6 100

FSK2 100 100 100

FSK4 0 97.8 100

FM 100 100 100

Average recognition rate 60 98.3 100
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Fig. 13 The overall performance of the algorithm
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4 Conclusion

In this paper we propose two new features based on the instantaneous amplitude and

phase. By using these two new features, along with four other previously proposed

features, an average recognition rate not less than 99.6 % can be achieved when

SNR ¼ 3 dB. This algorithm not only gives a better recognition rate, compared to

existing algorithms, but it is also easier to compute. The simulation results also

show that only one feature can be used to discriminate the FM, MPSK and MFSK

signals from one another. This is more feasible in practical scenarios.
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Control System by Laser Positioning Based

on Free Pendulum

Liguo Hao, Xueling Zhao, and Shengbin Liang

Abstract The system is designed on the basis of Question B from 2011 National

Undergraduate Electronic Design Contest-plate control system based on free pen-

dulum. The system measures the angle change of the pendulum using the rotary

encoder to control the motor mounted on the end of the pendulum in order to make

the plate fixed on the motor shaft stable, ensuring that coins on the plate are stable.

According to the trigonometric relation among the angle and direction of pendu-

lum, the angle of the plate, and the distance between the pendulum and the light

point from the laser pen fixed on the plate, the system controls the angle of the plate

and makes the laser pen irradiate on the central line. When the pendulum swings

freely, the system uses the PID algorithm to control the angle of the plate, so that the

laser pen always irradiates on the central line. The experimental data show that

the angle error is less than 5� during the rotation of the plate, and eight coins on the
plate can keep in the stacked state when the pendulum swings freely within

the range of �60�, and the offset between the light point and the target is less

than 3 cm during the free swing of the pendulum. The system won the national first

prize in National Undergraduate Electronic Design Contest of China.

Keywords Free pendulum • Laser positioning • Servo motor • Rotary encoder
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1 Introduction

With the rapid development of the modern detection and control technology, the

microcomputer is employed as the main body of the measurement and control

system, instead of the conventional electronic circuits of the traditional measure-

ment and control system, which forms a new generation of Computerized Mea-

surement and Control System [1, 2]. National Undergraduate Electronic Design

Contest of China almost has the control subject every time, and universities across

the country pay attention to the study of the subject, which shows that the study is of

great significance [3].

The control system of the plate based on free pendulum is the experimental

installation designed for teaching experiments of basic control courses, such as

Principle of Automatic Control. It is a classic experimental subject in the control

field, and can build a good experimental platform for the teaching, experiment and

research on automatic control theory [4]. The system uses the microcontroller,

AVR128, to control the servo motor, the keyboard, the LCD (Liquid Crystal

Display), the rotary encoder collecting the data, the pneumatic device and the

voice circuit.

2 Overall Design

The system belonging to the Motion Control System includes constant value

control and following control, and consists of the detection unit, the control unit,

the execution unit and the human machine interface. The block diagram for the

system is shown in Fig. 1.

The detection unit serves to detect the moving angle of the pendulum rod and

between the plate and the pendulum rod. The angle sensor, the rotary encoder, the

potentiometer and gyroscope are generally available in the angle detection

[5–8]. The system uses the rotary encoder to measure the moving angle of the

pendulum and the plate.

The control unit acquires the system information and transforms into the control

instruction according to which the execution unit controls the moving angle of

the plate and displays the related information. The keyboard input, the LCD and the

voice output are used to make the system user-friendly and easy to operate in

the system of the human-machine interface.

The execution unit mainly controls the angle of the plate. The controlled

parameters include the angle and the angular velocity. The system requires higher

real-time, therefore, the DC servo motor is used in the system [9, 10].

Because the system is a typical motion control system, the classic control

method, PID, is adopted in the system. The coefficients of the proportion, the

differential and the integral are constantly modified through theoretical calculations

and experiments [11–13].
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3 Theoretical Analysis and Computing

The swing process of the free pendulum in the control system is studied primarily,

so the free pendulum is regarded as the rigid body with the most basic motion form,

the translation and the movement around a fixed axis. The movement of free

pendulum is analyzed using the model for the rigid body as follows.

3.1 Control of the Plate

The angle of the plate is adjusted according to that of the pendulum movement.

When the pendulum swings a cycle, the plate must rotate proportionally a cycle.

The structure of the system is shown in Fig. 2, in which R is the length of the

pendulum, a and b are the maximum angle between the pendulum and the vertical

line respectively when the pendulum swinging. The angle change between the plate

and the pendulum is written as

φ ¼ 360

2 aþ bð Þ θ (1)

where φ and θ are the angle change of the plate and the pendulum respectively.

The pendulum rod is pulled left or right to an angle of a or b (30�–45�) and the

plate is parallel to the ground. Then a coin is placed stably in the center of the plate.

After the system starting, the pendulum is released and swings freely. During the

swinging, the coin does not fall from the plate. The stress for the coin is shown in

Fig. 3. The coin is subject to the gravity G, the support N and the friction F1. When

the component force of G in the plane direction, F, is greater than F1, the coin will

move along the direction of F with the acceleration of a ¼ F�F1

m . To avoid the

relative motion between the coin and the plate, it is necessary to control the plate to

keep the same acceleration as the coin in the direction of F. The acceleration of the

coin is along the circumferential tangential direction. As long as the plate is still

perpendicular to the pendulum rod during the movement, the plate can keep the

same acceleration as the coin.

Detection unit Control unit Execution unit

Human-machine interface

Fig. 1 Block diagram of

the system
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3.2 Positioning of the Laser

The laser pen fixed on the plate irradiates on the vertical target at a distance of

150 cm from the pendulum. When the pendulum is vertical and static, and the plate

is in the horizontal direction, the height of the target is adjusted to make the light

point from the laser pen on any one line of the paper pasted on the target, and then

this line denotes the central line, as shown in Fig. 4, in which R is the length of the

pendulum.

If a is the swing angle of the pendulum, �1 is the projection of the pendulum on

the x-axis, and y1 is the projection of the pendulum on the y-axis, h1 is the

difference between y1 and R, and L1 is the distance between the plate and the

baffle. If b is the swing angle of the pendulum, x2 is the projection of the pendulum
on the x-axis, and y2 is the projection of the pendulum on the y-axis, h2 is the

difference between y2 and R, and L2 is the distance between the plate and the

baffle.

After the pendulum is pulled left or right to the angle of a or b (30�–60�) and the
system is started, the system controls the plate to make the light point on the central

line in 15 s, and uses the LED as the indicator, as shown in Fig. 5.

a b

R

x1 x2

Fig. 2 Motion schematic

diagram of pendulum bar

Plate

G

F1 N

F

CoinFig. 3 Stress of the coin
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In Fig. 4, when the pendulum swings left at the angle of a or b, c1 or c2 is the

angle between the plate and the horizontal plane, and R is the length of the

pendulum. The relationship between c1and a is written as

c1 ¼ a� arctan
R� R cos a

1:5þ R sin a
(2)

The relationship between c2 and b is written as

Fig. 4 Analysis on the light point

Fig. 5 Schematic diagram of laser pen irradiation
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c2 ¼ b� arctan
R� R cos b

1:5� R sin b
(3)

During the swing of the pendulum, the angle of the plate is controlled to make

the light point of the laser pen on the central line of the target.

In order to improve the operating speed of the system, the method of look-up

table will be used to calculate trigonometric functions in the equations (2) and (3).

4 Experimental Results and Analysis

4.1 Control Testing the Plate

Eight coins are stacked on the plate center, the pendulum is pulled slowly to the

angle of 45�–60�, and whether the coins fall from the plate is observed, and the

testing is repeated. Then, the pendulum is pulled to the angle of 45�–60�, eight coins
are stacked on the center of the plate keeping horizontal, and then the pendulum is

released and swings freely, and whether the coins fall from the plate is observed,

and the testing is repeated. The experimental results are shown in Table 1.

The results show that the coins do not fall from the plate and keep the stacking

state in five swing cycles by controlling the plate.

4.2 Positioning Testing of the Laser

The laser pen is placed in parallel on the plate and irradiates on one of the target

lines in vertical state, and the line is marked. Then, the pendulum is pulled to the

angle of 30�–60� and is released and swings freely, the distance between the light

Table 1 Stacking state of the coin

Times Swing angle Stacking number Falling number Deviating position (cm)

1 45� 0 6 1

60� 0 7 4

2 45� 2 4 3

60� 4 2 2

3 45� 1 1 2~4

60� 2 1 2~4

4 45� 6 0 1

60� 6 0 2

5 45� 8 0 2~3

60� 8 1 2~3

6 45� 8 0 0.5

60� 8 0 0.5
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point and the central line is observed, and the testing is repeated. The data from the

experiment is shown in Table 2.

The experimental results show that the light point from the laser pen is near the

central line in 2 s (less than 3 cm).

5 Conclusion

The absolute value of the error produced by the plate rotating a circle is less than 5�

in one swing cycle of the pendulum. During the swing of the pendulum pulled to the

angle of 40�–60�, the coins do not fall from the plate in five swing cycles of the

pendulum, and keep the stacking state. After the pendulum is pulled to the angle of

30�–60�, the system can control the plate within 2 s to make the light point about

3 cm apart from the central line. The system was awarded the first in the 2011

National Undergraduate Electronic Design Contest.
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Humanoid Robot Design

Xueling Zhao, Shouquan Bian, Liguo Hao, and Peng Zhao

Abstract The paper introduces the design process of the mini-type humanoid

robot. According to the human morphological characteristics and the principle of

bionics, the robot structure close to the proportion of human body size is designed.

And the DOF (Degree of Freedom) configuration scheme in accordance with

functional requirements of the robot is designed by using the principle of least

DOF. The controller of the steering engine is designed to cooperate with the PC in

order to control the humanoid robot, and it can transform the commands transmitted

by the PC into signals controlling the steering engine. The experimental results

show that the humanoid robot is able to complete the corresponding action and

realize the dancing demonstration.

Keywords Humanoid robot • Steering engine • AVR

1 Introduction

The research on humanoid robot with human characteristics and behavior integrates

multi-science and is an important indicator of a country’s high-tech development

[1]. A lot of work has been done in the development of humanoid robot by the

researchers from the United States, Japan, South Korea, the United Kingdom and

other countries, and has achieved a breakthrough [2]. In this regard, China also

made a lot of work. For example, National University of Defense Technology,

Harbin Institute of Technology, Shanghai Jiao Tong University and other devel-

oped a biped walking robot [3], Beijing University of Aeronautics and Astronautics,
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Harbin Institute of Technology, Beijing University of Science and Technology

developed a multi-fingered dexterous hand [4], Chinese Academy of Sciences,

Hefei Institute of Substances developed intelligent feet [5].

A low-cost small humanoid robot meeting the basic requirements of the biped

robot is developed with the most basic motion function. With reference to the

proportion of actual limb of the human body, trunk, limbs and head of the robot are

built with aluminum extruded sections, each active joint uses a steering engine, and

the driver is designed to control steering engines to achieve each joint action. The

control software of steering engines is programmed to control the robot motion by

VB. Experiments show that the humanoid robot is able to complete the required

combination of dance movement.

2 System Design

The system mainly consists of the mechanical structure, the control circuit and the

PC control software, as shown in Fig. 1. The mechanical structure is built based on

of limbs of a real person, and is close to the actual proportion of the human body as

much as possible, and the activities of the joint is achieved through the steering

engine. The control circuit is used to control each steering engine and makes the

system imitate the body movements. PC control software is to schedule the robot

dance, and calculates the movement angle of corresponding joint for every action.

According to dance movements done by the system, the motion range of each

joint and sequencing are scheduled, and enter the PC software which is to transmit

one by one action instructions to the controller installed with the battery in the robot

body by serial communication interface. After receiving instructions, CPU in the

controller will control the steering engine driving the joint to move and reaching the

specified position. Thus, the system can imitate a variety of body movements.

3 Structural Design

The mechanical structure is basis of the robot making a variety of imitating action

[6]. The system wants to imitate lifelike human action, the number of joints and the

degree of freedom should be as much as possible because of very complex human

joints [7]. But the increase in the number of joints and the degree of freedom will

make the robot more difficult control, raising the cost of hardware [8]. It is found by

observing the performance of the dancers that the movements of the dancer’s arms,

legs and head will bring better visual effect, while the action of fingers and other

parts is generally not clear. Therefore, the mechanical structure uses only limbs and

joints with apparent movement, while such as fingers, spine and other joints are

ignored, which will reduce its degree of freedom.
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3.1 Degree of Freedom Configuration

The mechanical structure mainly consists of head, trunk, upper limbs and lower

limbs, as shown in Fig. 2. The head and the trunk are connected by a neck joint with

only one rotation degree of freedom. The upper limbs are connected to the trunk by

the shoulder joint with 2� of freedom, and can make side swing arm and front and

rear swing arm. The big arm and the forearm are connected together by the elbow

joint with one bending degree of freedom. The lower limbs are connected to the

trunk by the hip joint with 2� of freedom, and can make the side leg lift and the front

and rear leg. The thigh and the crus are connected together by the knee joint, and

can make the bending action. The crus and the foot are connected together by the

ankle joint, and can make the bending action. The system includes 11 joints with a

total of 15� of freedom.

3.2 Body Design

The system selects the aluminum extruded sections as the body, which ensures the

mechanical strength, simplifies the mechanism and reduces the weight of the

system. In Fig. 3, (a) is the trunk made of aluminum sheet, its hollow portion is

used to mount the circuit and the battery, and (b) is the basic shape of the upper and

lower limbs with the U-shaped aluminum. According to the mounting position, its

size can be adjusted to fix the steering engines.

3.3 Body Connection

The body is connected in accordance with the corresponding position, thus the

mechanical structure is built basically. In order to simplify the mechanism, the body

is directly connected by output shafts of steering engines, the rotation angle of

which corresponds to the flexion angle of the joint. For shoulder and hip joints with

Fig. 1 System structure
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2� of freedom, the system uses two steering engines orthogonal connection. Figure 4

shows the overall structure of the system.

Fig. 2 Body structure of humanoid robot

Fig. 3 Body outline
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4 Control Circuit Design

The control circuit serves to control the rotation angle of the output shaft for the

steering engine according to the dance movement scheduled, thus making the joints

bend for a variety of body movements. The control circuit controls the output angle

of the steering engines by changing the duty ratio of the square wave of 50 Hz, and

mainly includes MCU, power supply unit, communication interface, I/O expansion,

as shown in Fig. 5.

4.1 MCU and Interface Unit

The system uses AVR series of 8-bit microcontroller, ATmega48, as MCU. The

serial communication is used between the ATmega48 and PC by the MAX232 chip

converting TTL to RS232 level. The I/O ports are expanded by four serial-in

parallel-out chips of 74HC595, presenting 32-channel square waves in output and

simultaneously controlling 32 steering engines at most. For preventing the control

delay too long, four chips of 74HC595 are divided into two groups controlled by

two groups of I/O ports respectively. SMD(Surface Mounted Devices) are used in

the circuit to reduce the volume of the system.

Fig. 4 Overall structure

PC Communication 
interface MCU

I/O expansionPower supply 
unit

Steering engine 
1

Steering engine 
N

Fig. 5 Control circuit structure
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4.2 MCU Programming

The main function of the MCU program is to control the corresponding I/O port to

generate the square wave output with different duty ratio according to the instruc-

tions from PC. The program mainly includes the communication subroutine, the

timing subroutine, and the I/O output subroutine. The flowchart of the program is

shown in Fig. 6. The system initializes firstly after provided by electricity, and

controls the steering engines from different joints to present the square-wave output

with different duty ratio for making the system upright. The system starts to enter

the main loop after initialization. The loop mainly consists of the following steps:

inquiry serial instruction, changing the value of the duty ratio, timing comparison,

and output refresh.

The instructions which the serial interface receives are two consecutive frames

of data with each frame of 16 bytes. The system uses MG599 from Shenghui

Co. Ltd. as the steering engine controlled by the pulse width modulated signal of

20 ms changing linearly with a pulse width of 0.5–2.5 ms and the corresponding

position of 0�–180� for the steering wheel in the steering engine. Each byte

represents the pulse width of one square-wave output (0.1 ms) for reducing

microcontroller’s program computation. After receiving the serial data, the system

will refresh the array for the values of the pulse width.

The timer brings the time base interrupt of 0.1 ms, the timing variable accumu-

lated in the interrupt handling function is compared one by one with the data in the

array for the values of the pulse width in the loop body of the main program. If the

values are equal, the I/O port corresponding to the element in the array presents

Initialization

Inquiry serial instruction

A new instruction

Changing the value of the duty ratio

Timing comparison

Output refresh

Y

N

Fig. 6 The flowchart

of MCU
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the low level in output. When the timing reaches 20 ms, all I/O port will have the

output of high level and the timing variable will be zero clearing.

5 Software Design

The software for scheduling the dance movements is designed by VB. The dance

movements arranged by the operator are broken into changes in the angle of the

steering engine entered into the control interface according to the action sequence.

The control interface includes the channel setting, the serial setting, and the

operation setting. The serial setting is used to set the baud rate and the data format

for communication. The dance movements can be scheduled after the serial setting

completed.

According to the number of the steering engines used in the system, the

corresponding control channel is selected and activated. The progress bar for

each channel is dragged to control the corresponding steering engine after the

dance movement decomposition. After the setting for all the joints are completed

in decomposition and the adding command is clicked, the movement will be stored

in the instruction sequence. By this method, all dance movements can be set. When

the running instruction is clicked, the PC will transmit the instruction sequence to

MCU at setting interval in turn, then, the system can achieve the specified dance

movements.

6 Experimental Result

The function and reliability of the system are verified by experiments including

single joint testing and the multi-joint associated debugging, after the system

completed.

The single joint testing serves to determine the scope and direction of its rotation

angle and the initial position. The value of each channel can be changed through the

control interface in the PC, and thus the movement of the corresponding joint can be

observed. Table 1 shows the initial position for each joint when the system is static.

The single joint testing shows that this system can imitate the basic movements

of the human. While the human actions need multiple joints to exercise jointly, so

the multi-joint testing should be carried out.

With the simple squat as an example, the action needs the hip, the knee and the

ankle joints to exercise jointly, which ensures that the position of the center of

gravity will not shift and the system will not fall. The system can complete the squat

and keep balance by continuously adjusting the angle, the speed and the context of

the placement of the relevant joints.
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7 Conclusion

This paper describes the design process of the humanoid robot. The system

designed according to the structure proportion of the human body uses 15 steering

engines to complete the movement of every joint with 15� of freedom, provided

with an integrated controller for the steering engines which can control multi-way

steering engines by communicating with the PC in a coordinated fashion. The

experiments show that the design of the system is reasonable and the system

achieves all dance movements.
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Comparative Study on the Textbooks

of Classic “Electric Circuits Analysis”

Guanglin Han and Xiaoyang Song

Abstract “Circuit analysis” course is an important basic course of electrical and

related professional, is the foundation of the follow-up courses for students learn-

ing. This article from the relationship between the content of teaching philosophy

and teaching materials, methods and circuit design of the circuit analysis, the

relationship between knowledge structure and cognition of the students, the "circuit

analysis" to compare the textbook. To explore more suitable for Chinese students,

the introduction of foreign excellent achievements in teaching and teaching

methods, enrich and perfect our country University “circuit analysis” course

teaching.

1 Introduction

“Circuit analysis” curriculum theory, logic is strong, wide application, to cultivate

the students seriously rigorous science attitude, theory and practice ability, thinking

ability, analysis of experimental ability and scientific ability, computation ability to

have the vital role. In-depth understanding of domestic and foreign classic “circuit

analysis” the content of the teaching material and differences, to learn the success-

ful experience and reference of foreign materials, according to the current situation

and development trend of domestic teaching materials, summed up the more

suitable for Chinese students cognitive style of teaching contents, to build with

Chinese characteristics “circuit analysis” teaching material system.
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2 Relationship Between the Content of Teaching

and Textbook Author

Teaching philosophy is a textbook of the soul, is the core of the overall architecture

material. The study found the “circuit analysis” material initial part will explain the

author’s own teaching philosophy. The content of teaching materials and the

teaching idea gradually, to express the author’s teaching philosophy. Because

every one of the author’s teaching experience, the experience and the different

focus, the formation of teaching philosophy is different, so different. Reflected in

the teaching content of the presentation, basic knowledge of the theory of knowl-

edge, the emphasis of auxiliary materials, supporting, appendix design with per-

sonality and characteristics of the author’s unique, forming a diversity of materials.

Make the reader different textbooks, on the same theory and experience different

feeling, to obtain the most direct knowledge and ideas.

“J. David Irwin Basic Engineering Circuit Analysis” a book that: circuit analysis

has been in more extensive field reflects its importance, so the circuit analysis

teaching design goal should be to provide a more effective environment for students

as much as possible to understand the circuit principle analysis with the circuit

analysis, master skills, understand circuit relevant design ideas [1]. Due to the

development scale and the development needs of the different universities, consid-

ering the objective restrictions reduce hours, coupled with the impact of individual

differences in learning habit of students, “design of circuit analysis” to emphasize

learning design details, do not only provide detailed materials about the theoretical

knowledge, but also to provide the learning methods and learning for the skills. The

textbook compilation thoughts, the teaching material content and structure layout

and attention to details are required, try to do: clear and concise interpretation, the

basic theory is easy to read; provide a lot of help, meet the students’ individual

difference, make it quickly master the teaching content; to provide a large number

of able to solve the definitive answer examples, exercises and test project, give

readers ample opportunity to understand the content of teaching materials, teaching

knowledge digestion. The textbook is actually reflect the rich teaching experience

and practice experience, author of circuit analysis course reflection and experience.

China’s “circuit analysis” teaching textbooks written by the team, in the purpose

of creation is often discussed in textbook compiling team work. Emphasis circuit

materials is the basis of teaching materials for electrical majors, basic theory

focuses on the circuit and the commonly used analysis methods, this compilation

of the textbook content more logical and tight, but it is hard to explain, teaching his

experience and practice experience, easy to cause the same textbook, no character-

istics. To prepare the team have sufficient practical experience can be created for

the outstanding student textbooks in china.

Mr. Qiu Guanyuan pointed out, now the basic content and the scope of our

circuit courses have been largely stable, the content of textbooks focus on basic

knowledge, provides important theoretical foundation for the following study. In

order to meet the objective fact hours reduced, material cut too strict and profound
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knowledge about; increase the exercise type, reducing the number of exercises are

too simple, the extensive type of exercises; the addition of a small amount of new

knowledge, develop the basic ability of students’ thinking and responding to market

demand [2]. Our textbook has been absorbing advantages of excellent foreign

teaching materials, but the extent is still not enough. The basic idea of the teaching

material to add new content, on one hand, open up horizons of students, let the

students know their future development direction of professional; on the other hand,

presents a new circuit world to students, increase the learning interest.

3 Science History Plays an Important Role in the Teaching

of Circuit Analysis

Foreign open thought influence teaching contents, the author put circuit phenomena

attributed to natural science. That knowledge is the charge circuit and results from

the interaction between. Master the related knowledge of the need to understand the

history of electrical circuit theory. To understand the characteristics of the devel-

opment trend of modern engineering technology and method as well as the new

century circuit engineering, but also to understand the basic circuit theory origin,

development and maturation process. Therefore, most textbooks of circuit theory

the important historical figures and experiment to do a simple introduction. Some

textbooks is described in detail in the text and pictures of typical experiment. Let

the students see the development process of classic experiment.

“Introduction to Electric Circuits” in the first chapter introduces the history of

electricity scientists Guerlcke, Benjamin, Volta, Ampere, Joule, Maxwell and their

contributions to the theory of electricity, and attach the important schedule from

1600 to 1995 in electrical engineering. Each chapter in respectively introduces the

electricity class specialized historical figures, historical figures and all the experi-

ments and all attached to the photo [3]. Some textbooks not only describes the

research experience and experiment process circuit history have made outstanding

contributions to the scholars, and introduces their entrepreneurial history. The

author believes that this is not necessary, the role is: to enable students to under-

stand the development process of circuit theory, increase the learning interest; let

the students know more in-depth electrical theory, see how theory is developed and

improved in practice.

Circuit Textbooks in China rarely introduced important figures in the develop-

ment of electricity. Textbooks in China compared to the theory, so that the students

in the learning process to be boring. The author make the practice example to

us. The history of a landmark event, to raise the level of science and technology has

made great contributions to the history of the characters introduced to students. Use

the example of the scientific progress and development is hard work and sweat of

the scholars. Combine theory with practice. Students got the innovative education

and quality education.
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4 The Relationship Between Method and Circuit Design

of Circuit Analysis

Because of the influence of foreign culture, students’ abilities of attention. Circuit

analysis of the author attaches great importance to the circuit design, the circuit

analysis and circuit design in the equally important position, the design of organic

combination of the process and the actual circuit problem of circuit analysis, that is

to let the learning method of circuit materials to circuit analysis to solve practical

problems for circuit design.

“Electric Circuits” this book will make a case at the beginning of each chapter

and the end of circuit analysis, the application of knowledge to solve practical

problems in life, explains the research process of electronic products from the idea

to the specific product. With the design of practical engineering makes theory and

practice together in the circuit in the textbook, let students have a preliminary

understanding of electrical applications, to have a better understanding of their

future occupation. The teaching of theoretical knowledge and practical application

together, let the students have a good understanding of the importance of the basic

theory of in the textbook. To attract, stimulate the curiosity of the learners, active

imagination and desire to succeed in the electricity class specialized work. The

successful completion of a project from design to finished product, give students a

sense of achievement.

Our textbooks are mainly circuit analysis skills, very few specific issues related

to circuit design, put forward the importance of design and rarely on the circuit

analysis is an important feedback, it is easy to cause the students fuzzy circuit

analysis, the analysis method of become rigid experience, the theory and practice.

This point we should foreign circuit analysis teaching, the circuit design into the

circuitry neatly analysis. The need for such a textbook author has rich practical

experience in engineering circuit.

5 Part of the Experiment Teaching Materials to the Status

of Circuit Analysis

Circuit analysis course is set up on the foundation of experiment. The circuit

analysis experiment focus is to let the students for the actual project design. In

the process of finishing the project, theory and practice are combined. Let the

students strengthen capacity according to the theory of practical process. Design

experimental project and working process is to make students aware of their own in

the course of the experiment, which is easy to make mistakes, to avoid in the future

study. The author thinks that the foreign teaching material is the carrier of knowl-

edge, is the basis for preparation of the experiment; but our author thought exper-

iment is the circuit analysis theory verification method, is the students deepen

process of theoretical knowledge in practical process of impression.
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Our experimental analysis of key circuit is verified classical circuit theory. The

students’ learning process theory in the process of the experiment, enhance mutual

understanding and memory theory. Separate from the majority of university cur-

riculum theory and practice of courses, respectively. Because of our universities in

circuit teaching by the few hours, site equipment limitations, students can acquire

knowledge from teacher to most verbal description in the experimental part. From

the current settings of each college courses, this situation is easing. Circuit exper-

iment was also pay attention gradually. Such as: Undergraduate Electronic Design

Contest and other forms of attention; all kinds of advanced experimental equipment

into China; social experiment project in gradually into the university. All these

prove that our circuit teaching receive recognition. The students are trying to

improve their learning ability and practical ability.

6 The Relationship Between Knowledge Structure

and Cognition of the Students

The circuit analysis teaching attaches importance to teaching methods, teaching

ideas and practical experience. The textbook is an important carrier of the teaching

process, it provides the contributions made by a circuit of scientific development

platform for the author. Foreign materials with full respect for the teaching ideas

and teaching ideas of the author’s personal experience, according to the author’s

own teaching experience and industrial project design, on the basis of the cognitive

level of students to meet the reasonable arrangement of teaching material, the

layout. Students are the main body of learning activity, the preparation of teaching

materials should pay attention to the student’s cognitive level and cognitive style.

The author firstly have an overall mastery of knowledge difficulty, then according

to the knowledge of the difficulty of knowledge order, let the students in reading

materials can master the basic knowledge, so that students do not feel the content of

textbooks to understand, without logic. The intellectual content of the set to grab the

attention of the fundamental, from simple to difficult, not only in accordance with

the textbook architecture thinking order to knowledge points sequence analysis, but

in the overall level of students’ cognitive level. Considering the students psycho-

logical fear, foreign materials at the beginning part more often than domestic

teaching is easy to understand. Foreign materials will make simple symbols

corresponding marked in some after-school exercises, students can see the

corresponding symbols to understand the type and the level of exercise, if students

do exercises difficult, according to the corresponding symbols can be returned to

the relevant examples and the corresponding knowledge points [4].

Circuit in China focuses on the analysis of textbook knowledge theory and

circuit analysis method, the classification and knowledge structure according to

knowledge, and is in accordance with the students’ cognitive level of classification

and arrangement of knowledge. Although not completely sorted according to the
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knowledge of the depth, but let the students have a overall cognition to the circuit

knowledge, have overcome the difficulties of the circuit knowledge prepared

psychologically, to avoid students because the knowledge difficulty caused by too

large abandonment. In order to meet different levels of students, with the teaching

of different colleges and universities, circuit analysis teaching material of our

country as the circuit theory of classic textbook at the front half part, give full

consideration to the influence of psychology on the primacy effect and effect on

students’ learning to produce, as far as possible to make the students master the

most important knowledge in the most efficient stage [5].

7 Conclusions

In order to maintain its long-term vitality of an excellent circuit analysis teaching,

as learners in important assistant learning career, in a complete and detailed

knowledge system, learning habits and learning methods but also suitable for

different level students, each class conforms to the law of students’ cognitive

development, the most important thing is to keep pace with the times. The devel-

opment trend in the future so the circuit analysis teaching is to grasp the pulse of the

times, keep pace with the times, in the premise of basic knowledge of circuit

analysis, meet the cognitive level of modern students, for students to provide the

most suitable circuit analysis.
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MIMO System Based on UWB Transmitter

Channel Transmission Matrix Optimization

Guanglin Han and Tingting Wang

Abstract This study is based on UWB (Ultra Wide Band) MIMO (Multiple Input

Multiple Output) intelligent receiver. To optimize the use of PSO (Particle Swarm

Optimization) transmitter channel transmission matrix. Completed the design of an

intelligent receiver model. Simulation and test on it. The calculated results, UWB

can improve the quality of communication system.

1 Introduction

With the development of communication technology and parallel technology,

proposed the MIMO based on UWB technology, changing the traditional technol-

ogies can not make full use of the channel status, improve the quality of UWB

communication equipment. The first design of channel model of MIMO system

based on UWB, and then through the calculation of the optimal scheduling and

channel transmission matrix transmitter MIMO system based on UWB using the

PSO algorithm, using SVM (Support Vector Machine) design of intelligent

receiver, signal optimization of MIMO system based on UWB.

2 MIMO System Channel

The UWB system has high transmission rate, single antenna transmission system

can not meet the requirements of IEEE. The principle of the information theory by

Shannon: can be expressed in y(t) ¼ α • x(t) + n(t) single input channel and single
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output signal y(t) and signal transmission in x(t), the relationship between α and

channel noise gain of n(t), maximum channel capacity of C system:

C ¼ log2 1þ P

σ2
α2
�� ��� �

(1)

Type (1), the transmit signal power to noise power P, mean square value is σ2,
the gain is α [1].

If the use of power P emission signal or increase the transmitting and receiving

gain way of α channel capacity to increase signal transmission, will increase the

cost of physical realization. In order to improve the efficiency and the communi-

cation performance of emission, using the MIMO UWB system design [2].

To represent the channel model of UWB system using multipath channel model

is proposed by the IEEE802.15.3a working group. The multipath channel model of

MIMO, as shown in Fig. 1.

The user in the system are assumed to K, the transmitting station number is T,
each of the transmitting station forM number of transmit antennas, antenna number

allocation for each user is p, in order to simplify, using l (l ¼1) said the number of

multipath channel. Each user data stream into a constant rate of G data flow, then

G is integer times of M, assuming that the data stream and transmitting antenna

number equal to. Insert a isolated bits in each user Q bits of information behind the

sending end (empty bits) at the receiver, each of length (Q + 1)Tb bits. And the

transmitted symbol energy transmitting antenna was normalized, that is multiplied

by 1ffiffiffi
M

p , to keep constant the total average transmit energy can be in the same symbol

intervals [3].

3 MIMO Transmitter Channel Transmission Matrix

Optimization

3.1 Channel Reuse Model MIMO

Transmitted signals are processed by a computer to multiple antenna transmitter

antenna receiver, after receiving the signal, then through computer processing.

MIMO includes open-loop spatial multiplexing and closed-loop spatial

multiplexing. Fig. 2 is the whole process of sending and receiving transmitter.
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3.2 The MIMO Transmitter Channel Transmission Matrix
Optimization

UWB high frequency, wide spectrum, to avoid interference, must meet the follow-

ing conditions: when and only when the transmitter is received by a receiver to

broadcast. A transmitter is not at the same time broadcasting a plurality of receivers

of information. A receiver cannot receive a plurality of transmitters at the same time

information [1].

Transmission planning channel matrix can be used to represent the formula (2),

is one of the optimal scheduling scheme. TDMA scheduling matrix to be optimized

is expressed by matrix A. The set of positive integers Z+, if NTS, NGT, NS ∈ Z+ are
used to denote the total number of time periods, receiver and transmitter. Time,

receiver and transmitter domain can use GT ¼ {x|x ∈ Z+, x � NGT}, TS ¼ {x|
x ∈ Z+, x � NTS} and S ¼ {x|x ∈ Z+, x � NS} to say. The number of transmitters

need time domain as a collection of R ¼ r1, r2, r3, � � �rNS
½ �, the number of commu-

nication time transmitter 1, 2, 3. . . NS needs were r1, r2, r3, � � �rNS
. S∗ ¼ S [ {0}

said transmitter range. If the transmitter and receiver in the allocation of time not

communication counterpart, with value of 0 represents. If the corresponding
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Fig. 2 Two transmitters and two receivers whole multiple transmitters receivers
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transmitter receiver in a communication time distribution and the corresponding,

with 0 sets of non. The definition of a NS is composed of the columns of the matrix

vector, said transmitter if and only if it can be the receiver receives broadcasting,

with NS � NGT rows and NTS columns with matrix to express:

A ¼
A1

A2

⋮
ANS

2
664

3
775 ¼

a111 a112 � � �� � � a11NTS

⋮ ⋮ ⋮
a1NGT1 a1NGT2 � � �� � � a1NGTNTS

⋮ ⋮ ⋮
aNSNGT1 aNSNGT2 � � �� � � aNSNGTNTS

2
66664

3
77775 (2)

A matrix NGT � NTS is denoted by Ai, aijk ∈ Ai as the constraints associated with

the i, is the constraint relationship between the transmitter and the receiver, the

range was defined as the aijk:

aijk ¼ 1, If the transmitter i at the time of the k can be j receiver
0, else

ffl
(3)

Use a constrained matrix optimization problem to represent the MIMO commu-

nication scheduling problem. A matrix to be optimized for the P:

P ¼
p11 � � �� � � p1NTS

⋮ pik ⋮
pNGT1

� � �� � � pNGTNTS

2
4

3
5 (4)

Among them, a collection of S∗ represents the elements of the domain

[4]. Remove the matrix column number from TS element is arranged in order,

also from GT remove the row matrix and in accordance with the order of arrange-

ment. Let i, j ∈ GT, k ∈ TS, the matrix elements of the constraint domain: each

element value matrix are determined and only. Any matrix P of the two elements of

Pik, Pjk, if i 6¼ j, then Pik 6¼ Pjk; if Pik ¼ i, i ∈ S, then aijk � Pjk >0. The provisions

of these constraints and communication planning phase matching, minimum gap as

the objective function to be optimized, and its value for the matrix values in the

number 0 or 1 elements and the value corresponding to the demand quantity of the

absolute value of the difference. Physically speaking, said right limit emission time

each transmitter segment number for time demand number.

Using PSO of matrix operations are optimized, the following four steps:

1. Coding and generation of initial population

Particle matrix population by operational rules, the solution space (matrix

satisfying the constraints set). Represented by the matrix elements of Pjk, there are:
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Sinm ¼ 1, if Pnm ¼ i
0, else

ffl
, Si ¼

XTS
m

XGT
n

sinm (5)

The elements of the matrix are the initial population, according to the order from

small to large order. If:

Sjk ¼ i
��i∈S, aijk ¼ 1,

Xk�1

m¼0

XGT
n¼0

sinm≺ri, i 6¼ Ptk, t ¼ 0, 1, � � �, j� 1

( )
(6)

Is not empty, then AA BB can be used in an arbitrary elements to represent;

otherwise, CC 0. For nonempty set, Sjk can be used in an arbitrary elements to

represent Pjk; otherwise, Pjk ¼ 0. Auxiliary transmitter matrix using Si and Sjk to
say, convenient assignment of Pjk, m rows and n columns of the elements in a Si are

denoted by sinm. If the communication segment time distribution, the total number of

small, can make the initial population is easy to produce the best individual,

algorithm can fast convergence and solving speed.

2. Selection of fitness function

According to the definition of fitness function system:

f ¼
XNS

i¼1

f i (7)

f i ¼
2� Si, if Si � ri
2� ri � 3� Si � rið Þ, if Si > riand2� ri � 3� �

Si � r
�
> 0

0, else

8<
: (8)

3. The particle velocity and position update

To improve the speed of convergence, it should be appropriate to improve the

probability of evolution, can be in when the number of time allocated to a receiver

over the required time period when the number of repair particle matrix, the

diversity of population space is also improved.

Matrix of single elements of evolution, the maximum of each column specified

probability set probability of evolution and population matrix, evolution and not

judge. If:

Sjko ¼ i
��i∈S, aijk ¼ 1,

X
m 6¼k

XGT
n¼0

sinm≺ri, i 6¼ Ptk, t ¼ 0, 1, � � �, j� 1

( )
(9)

Is not empty, you can use any Sjko in a elements to represent; otherwise, Pjk ¼ 0.
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So the new generated particles under constraint conditions. Progeny many continue

to multiply and iteration, forming a plurality of population.

4. Iterative and termination conditions

In evolution, the forming process of the new species could be used each iteration

of PSO algorithm to represent. After several numerical evolution, if evolutionary

generation equals to the presets value, or relative error and father population and

population, termination of evolutionary operation. The relative error:

E k þ 1ð Þ ¼ f kþ1
max � f kmax

f kmax

� ε (10)

In the formula, fkmax and fkþ1
max are fitness, by type (7) and (8) available, k and

adaptive (k + 1) times themaximum degree of evolution. Terminate parameter for ε.

4 Simulation and Test of MIMO

The bit error rate performance index is as distinguishing different planning trans-

mission index. The PS parameter setting of experiment, the evolutionary probabil-

ity single-point random evolution operator probability of evolution and matrix were

0.5 separate evolutionary operators. Fig. 3 is the signal-to-noise ratio is 16–41 dB,

compare the channel capacity of UWB systemMIMO system UWBwith traditional

optimization based on.

From the experimental results, the distributed transmission mechanism than the

overall transmission performance is better; and PSO algorithm used to optimize

reuse mechanism and planning, the bit error rate is greatly reduced, performance
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significantly, the channel capacity increase. However, the interference is larger, the

optimization effect is not too obvious.

5 Conclusions

This paper has conducted the research and the simulation test on the theory of UWB

based on MIMO technology. Conclusion: the multiplex channel model can effec-

tively realize the MIMO system based on UWB, and there exists an optimal

scheme. To optimize the scheduling command channel transmission matrix

MIMO system based on UWB using PSO, the transmitter communication can be

carried out according to the optimized scheme, effectively improving the utilization

rate of the channel.
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Research of Fine Control Technology About

the Tire Rubber Production Line Auxiliary

Machine

Jin Chen, Rong-rong Zhang, Mao-lin Ji, Feng-cai Fang, Qing Wang,

and Ying Tong

Abstract Smelting auxiliary machine is an equipment which provide rubber

matrix for tire rubber production. This paper describes a technology which’s core

are sigma-delta ADC, impact aloft component extraction model weighed algorithm

and the structure of the double helix, solved the current involute spiral and elec-

tronic scale’s problem that emerge from powder state materials weighing automatic

device on tire rubber production line. It can effectively control the double spiral

conveyor, enhance weighing accuracy of smelting auxiliary machine, and improve

the mixing efficiency and benefit.

1 Introduction

With the rapid development of the automotive industry, tire industry is rapid

developing and continuous optimizing. Rubber tire market continues to increase,

and consumers also have the high standard of the tire. The high efficiency, high

standards of production system, which become very important to the rubber tire

manufacturers. Therefore, high-quality, high-precision control equipment become

extensive in rubber tire manufacturing industry. Smelting auxiliary machine is

indispensable on tire rubber production line. Powder, carbon black’s feeding,

weighing and feeding accuracy, are all have a influence on the speed and the

efficient of tire rubber production directly. Today, smelting auxiliary machine

weighing rubber on tire rubber production, are all deliver powder state materials

in high precision spiral transmitter. However, the weighing time of smelting
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auxiliary machine is so long during the weighing that the production efficiency is

limited, and outstripping weighing error easily when weighing, which causes

rubber weighing failure and decrease the production efficiency. This paper support

a way which’s core technology are sigma-delta ADC, impact aloft component

extraction model weighed algorithm and the structure of the double helix, that

used to auto weighing powder state materials. That way can overcome defects in

power state material automatic weighing, also made the weighing of materials

procedure more efficient, accurate, not only save raw materials effectively but

reduce costs.

2 Tire Rubber Auxiliaries Machine Survey

Smelting auxiliary machine is an equipment that feed, weight, prepare, transport,

storage natural rubber, carbon black, additives, accelerators, oil and etc. Despite

various businesses’ smelting auxiliary equipment is different, which generally

contains oil weighing, storage, transportation and fuel injection systems, the carbon

black feeding, weighing, transportation, storage systems and materials’ feeding,

let-off, the weighing system, auto control system and dust removal system [1].

Auto control system is mainly adopt the upper-lower level, it composed by the

microcomputer control system and PLC (Programmable Logic Controller) control

system. Microcomputer control as the host computer system, its function are collect

and organize data, dynamically monitor the production process, supervise the

production formula and print production report. PLC control system as the slave

computer system, establish the remote workstation [1] by using bus control. Remote

workstation is divided into oil, sizing system workstations and powder worksta-

tions. Each workstation will pass data and signals collected by themselves back to

the PLC system. PLC system uniform and analyzed all data and signal.

The main advantages of the smelting auxiliary machine are: First of all, due to

the improvement of the process of production machinery, get rid of the original

scattered on the condition of a thick layer of dust near the rubber mixer. Second, the

feeding of the carbon black, oil, sizing and other step that can be done automatically

except for the weighing of unvulcanized rubber that need to manual handling to

material scale. This made smelting auxiliary machine automation and mechaniza-

tion of unity [2], and the mixing efficiency has been greatly improved. At the rate of

40–60 r/min on banburying auxiliary equipment, the feeding of the raw material can

be finished in 10–20 s, the carbon black feeding can be completed in 15–40 s, while

the oil feeding takes about 10–20 s to finish [3]. Furthermore, employees often

caused the drop of the material in the feed at past, affect the accuracy of the

compound formula seriously. Also feeding time duration is long or short, that can

not be fixed, and affecting the implementation of the mixing process procedures

seriously. After the improvement of the auxiliary machine, the quality of

banburying mixer is improved in contrast to mixed by employees.
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3 The Pandect of the Auxiliary Machine Fine Control

At present, there are a lot of problems between the weighing system and feeding

system on the tire rubber production line. For example, the slow speed feeding and

poor accuracy when feeding. This seriously affected the mixing quality and effi-

ciency, but also the tire rubber production efficiency. So, the weighing system and

feeding system of the smelting auxiliary machine need to improve.

3.1 Design Idea

First, the double helix differential quantitative control device includes a major

control unit, load cell, human-computer interaction (HCI) device, switch input

and output modules, main screw driver and vice screwdriver. HCI adopting oper-

ation display panel to achieve setting and displaying the information of weight and

weighing accuracy. Weighing sensor is installed in the electronic scales for

collecting information on the weight of the material. Switch input and output

modules adopt PLC control modules to control switching capacity collect and

output data, the main control unit controlled main drive motor and vice spiral coil

motor via the main screw driver and vice screw driver. When operator input

information of the weight and weighing accuracy through the human-computer

interaction, the double helix differential quantitative control device according to the

operator’s command to start the primary and secondary helix spiral rotating and

feeding the material through the screw conveyor outlet into the electronic scales,

double helix differential quantitative control device collecting information sent by

the weight sensor, compared to the setting weight values constantly, and judge the

material handling state information of the main spiral and vice spiral helix, and then

control both of them to feeding material through the double helix differential

quantitative control device (Fig. 1).

Second, the data acquisition. It adopt spiral data acquisition and control device,

whose main cores are Σ-ΔADC (sigma-delta Analog-to-Digital Converter) and

impact aloft component extraction model weighed algorithm. Its input is connected

to the weighing sensor, rapid acquisition of the weighing data. Its output can be

connected to the PLC system which controls the helix to manipulate the screw

conveyor start and stop. Specific device has a simple structure, but the analog signal

susceptible to field work environment, so we adopt a digital filter, electromagnetic

shielding to modify the error.
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3.2 Key Technologies

The key technology of the entire program is how to collect, control, handle weight

information, that is perform data acquisition control device of the embedding

program to control the dual auger feeding process. This selection of model is

ADS1246 sigma -delta ADC, as smelting auxiliary machine main control section,

in combination with impact aloft component extraction model weighed algorithm,

manipulate the double helix conveyor. Its overall structure is shown in Fig. 2.

First of all, judge the specific location of the double helix conveyor before

acquisition and control device running, and then obtain the value of the preset

target weight information by the PLC system communication interface, the weight

of the collected information as the control target value. Then start double screw

conveyor, at the same time, recording start time and work time, also the rotational

speed of double helix conveyor. At this point, the acquisition and control device

acquest the load cell weight values, and record. When select weighed start, collect

the weight values of the second and third. Using these two values, generate 2 s

weight map. And then to establish the weight information model associated to

double helix conveyor. And make digital filtering and analysis to the value of the

weight, then extract the weight and impulse information, but also the estimated

aloft weight verification. Filtered off the impact introduced from the decrease of the

powder state material in the extraction of information by weight, that is impulse

information extracted in the information model. Then add the previously estimated

aloft weight value, and make up the estimated aloft weight value. Finally, according

to the results of the calculated weight value compared with a preset target weight

values, to control the start and stop of screw conveyor and the mechanical structure

of the precession speed, so as to achieve high-precision double auger quantitative

conveyance of plastic material.

Major control unitHCI device

Load cell

Main screw driver

Vice screw driver

Switch input and 
output modules

Fig. 1 The double helix

differential quantitative

control device
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4 The Weight of the High-Resolution Information

Collection

4.1 The Selection of AD Converter

Sigma-delta ADC is one of the existing analog-to-digital converter used in this

paper [4]. Sigma-Delta ADC is widely used among over-sampling ADC. The main

components of the sigma-delta ADC are the digital section and analog section. The

digital portion is used to extract the signal and using digital filter noise. While the

analog section is the signal modulator for modulating completed. The important

principle of sigma-delta modulator is the spectrum shaping and over-sampling, the

quantization noise in the band use the spectral shaping function to debilitating,

while the band quantization noise can be sampled using digital filter to eliminating,

so that the overall of the quantization noise is drastically reduced, by increasing the

spectral shaping function and the order number of the over-sampling ratio [5], the

precision of sigma-delta ADC can reach over 20 bit [6].

4.2 High Resolution Analog-to-Digital Conversion Circuit

In data acquisition and control device, the 24 -bit analog-to-digital converter

ADS1246 is used. It is a highly integrated [7], high-resolution and low-noise,

low-power analog-to-digital converter. ADS1246 analog-to-digital converter

including ultra-low-noise high-impedance programmable gain amplifier PGA (Pro-

grammable Gain Amplifier), the internal oscillator with adjustable single cycle of

Forecast aloft
weight 

verification

Digital 
filtering

Weight 
information

Impact 
noise 

filtering

Forecast 
aloft

weight
repair

Helix 
location 

estimation

Helix 
output 
control

Impact information
Target weight

Auxiliary 
power 

PLC Communication 
interface 

The man-machine 
interface 

24 bit sigma-delta
ADC   

Major control unit

Fig. 2 Double helix data acquisition-control technology
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high-resolution sigma-delta digital filter [8], and a simple but flexible

SPI-compatible serial interface.

Collected analog signal through multiple collector [9], enlarge collected signal

by PGA. Then enter the third order Sigma- delta modulator to modulate. the signal.

After that, put the modulated signal to the incoming adjustable digital filter, in

which filter out the signal-to-noise component. Finally, make the signal which has

filtered out the noise output from the serial port to reach the external circuit control.

4.3 Ultra-Low Noise Signal Conditioning

Collected signal generally contain noise. If we want to filter out the noise, we can

use the method of signal processing technology to eliminate the noise signal

generally, if can not, we must make the noise signal attenuation. A lot of noise

signal are considered to be additively, that means it can be superimposed. Accord-

ingly, the noise signal can be separated from the useful signal by linear filtering

techniques.

For the ADS1246 ADC used in smelting auxiliary machine, it including an

adjustable single-cycle set high resolution sigma-delta digital filter. Its use a finite

impulse response digital filter which has a linear phase, therefore, it can adjust the

type of the output data rate. And it’s always fixed in a single cycle, can be used for

the fast channel recycle, input multiplexer and supports data rates up to 2 kSPS.

And when the rate is 20 sps or less, the filter is giving a better refuse for 50 Hz and

60 Hz.

5 Fine Control Signal Extraction and Threshold Selection

5.1 The Weight Information Model Analysis

According to collected weight information’s chronological order, establish the

double helix conveyor weight information model. Equation (1) as follows:

X nð Þ ¼ ax1 nð Þ þ bx2 nþ kð Þ � cx3 nð Þ � Δx nð Þ (1)

ax1(n) is the output weight information of the double helix conveyor, bx2(n + k)
is the estimation aloft weight, cx3(n) is the impact caused when power state material

descending, Δx(n) is the environmental component of the system noise.

Add the collected weight information output by double screw conveyor to

estimated aloft weight value, and then subtracting corresponding impact and system

noise introduced from the decrease of the powder state material so as to get the final

weight information to manipulate feeding process of double screw conveyor.
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5.2 The Extraction of the Control Signal

To deal with analog signals is to extract useful information, and to remove the

noise, if it is possible. Its main purpose is to remove noise, or to improve the signal-

to-noise ratio [10]. We can use the technology of frequency domain, adaptive

digital filter, digital filter and the matched filtering detection theory, remove noise

from signal.

In most cases, the working principle of analog signal processing system is to

make the system reacting the signal, output and deal with the voltage, then

reconstruct the original signal analog form [11]. Signals are not complete the square

wave or sine wave in the actual situation, they are often a kind of complex

broadband functions which is performed as weak periodic short pulse signal that

lost in noise signal component [10]. This need repair tiny signal waveform that

annihilated in noise signal component through the integrator.

The analog integrator and analog adder sampling the analog signal, control

noise. The output signal as shown in formula (2):

Vout ¼ � 1

RC

ðT
0

Vindtþ Rf

R1

Vin (2)

6 Results and Discussion

6.1 Experimental Data

1. Data map of linearity testing for stabilized voltage supply static various points:

From Fig. 3, we can see with the increase of weight, the value of the stabilized

voltage supply increases, although there is error, it still shows good linearity.

The sensor analog circuit has a good linearity within the scope of work.

2. Gathering switching power supply, dynamic non-jog ADC output data. Wave-

form diagram is shown in Fig. 4.

When switching power supply provides energy, gathering dynamic ADC output

data, left is the original data map, right is data graph after filtering. We can see by

the comparison of the two figures, left noise is filtered obviously, in 0.5*104 point

collected impact component is filtered obviously, and in 3.5*104 point jog filtered.

6.2 Results and Discussion

It can be concluded by the above data and waveform:
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1. From Fig. 3, the linearity of the sensor and analog circuits within the scope of

work is good, although there is still a static error, it nearly showed a good

linearity.

2. From Fig. 4, adopt switching power supply provides energy, the ripple is rose,

since it has a greater impact on the signal-to-noise ratio, that compared to

stabilized voltage supply. And the signal through an adjustable single-cycle set

high resolution sigma-delta digital filter, which make the noise signal

filtered well.

3. Using technique of high-resolution ADC as the auxiliary machine’s main control

unit, impact aloft component extraction model weighed algorithm and double

helix conveyor mechanical structure, there is feasibility in specific manipulate

engineering.
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The PLL Amplifier Design Based on Analog

Multiplier

Lei Fan, Feng-cai Fang, Heng Quan, Qiang Li, Hui Wang, Yue-yang Cui,

and Jin Chen

Abstract The weak signal is referred to the amplitude of the useful signal with

respect to the amplitude of the noise signal is very weak, i.e. the useful signal is

drowned in noise. The weak signal detection use the issuance of electronic tech-

nology and signal processing to extract the useful signal from the noise. The key

lies in the weak signal detection process noise suppression, recovery and extract

useful signal. This article from the signal processing methods to improve the signal-

to-noise ratio discussed weak signal detection theory, this paper focuses on the

detection method and application of the principle of weak signal detection method

to detect weak signal amplitude and phase-locked loop amplifier.

1 Introduction

Weak signal is the amplitude of the useful signal related to the amplitude of the

noise is very small that the useful signal drowned by noise. Weak signal detection

and signal detection generally differed by conventional methods and techniques in

the noise signal cannot be detected in the amount of weakness .According to the

causing of the noise signal and its variation and correlation with the measured

signal, a range of solutions have been proposed, which improve the signal to noise

ratio and suppress noise becomes weak signal detection key. Currently, the weak

signal detection theory and methods of transportation in many areas and become an

indispensable means of detection of weak signal detection has become a hot spot of
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many scientific fields, and use the phase-locked loop amplifier detects weak signals

is a common methods.

2 Principles and Methods of Weak Signal Detection

Weak signal detection technique is used to study the noise and the useful signal

laws and characteristics, according to the different characteristics of the noise and

the signal given weak signal detection methods, so as to achieving the detection of

weak signals from the noise purposes [1]. In weak signal detection process is the

most important of the useful signal noise suppression effect, and to recover as much

as possible and extract useful signal, that is, maximizing the system to improve the

signal to noise ratio (SNIR) [2].

Here by the signal processing to improve the signal to noise ratio improvement

perspective simply discusses the principle of weak signal detection. If the noise

power spectral density in the entire frequency domain is evenly distributed, saying

this noise is white noise, if the noise power spectral density is known, then the noise

power can be expressed as:

Pn ¼ V2
no ¼

ð1
0

Sn fð Þdf (1)

Equivalent noise broadband Be ¼
Ð1
0
Kvodf, among Kvo ¼ Vo

Vs
.

A system is provided for the input noise is white noise, the signal processing

system, the signal input voltage is Vsi, the signal output voltage is Vso, input noise

voltage is Vmi, output noise voltage is Vmo, bandwidth of the input noise is white

noise, the noise bandwidth Bi,noise power spectral density Sni,the mean square

value of the input noise V2
ni ¼ Sni � Bi, if the system voltage gain with Kv( f )

representation, system noise equivalent broadband use Be Representation, the

output noise of meaning square value:

V2
no ¼

ð1
0

SniK
2
v fð Þdf ¼ Sni

ð1
0

K2
v fð Þdf ¼ Sni � Be � Kvo (2)

In the formula, Kvo ¼ Vso/Vsi.

Obviously SNIR available systems are:

SNIR ¼ V2
so=V

2
no

ffi �
V2
si=V

2
ni

ffi � ¼ KvoSniBi

KvoSniBe
¼ Bi

Be
(3)

By the (3), we know: input noise bandwidth of the system noise equivalent

bandwidth ratio of the signal processing system to improve the signal to noise ratio
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by (3), we know just reduce system noise equivalent bandwidth of the system can be

improved the output signal to noise ratio [3].

2.1 Narrowband Filtering

Narrowband filtering method is a commonly used method of weak signal detection,

the principle is to use the narrowband filter to filter out the noise signal, retaining

the useful signal [4]. White noise signal above has been carried out a detailed

analysis of the following key 1/f noise. Let upper cut-off frequency of the narrow-

band filter is f2, lower cut-off frequency is f1, bandwidth B ¼ f1 � f2, 1/f After a
narrow band filter noise power spectral density K0 � 1/f, The mean square value of

the output voltage can be expressed as:

E2
no ¼

ðf 2
f 1

K2
v K0 � 1

f

2
4

3
5df ¼ K2

vK0

ðf 2
f 1

1

f
df

¼ K2
vK0ln f 2 � f 1 þ f 1ð Þ=f 1½ � ¼ K2

vK0ln
ffi
1þ B=f 1

� (4)

By the formula (4) shows that the smaller the mean square value of the output

voltage is smaller, stronger inhibition of noise sound capability. The above shows

that narrowband filtering method can reduce the impact of noise on the useful

signal. The disadvantage is unstable, since the filter center frequency, with a limited

range.

2.2 Dual Noise-Cancellation

Since the signal and noise with completely different properties and characteristics,

in general, the variation of the signal is known, the variation of the noise is

unknown, but which satisfies the statistical law. According to this feature, you

can propose a dual-noising method, the principle as shown in Fig. 1. When the

random noise signals from the two channels into the adder, since the road noise, the

two opposite polarity, the adder in each addition operation can disappear. This can

eliminate a lot of noise of only a few strong noise from entering the threshold

circuit, the threshold circuit for counting the noise, according to known statistical

laws, the background count when a longer time constant. This can be achieved by

strong noise background count first measure it, and then subtracted from the total

number of the measured noise signal counts can achieve the purpose of the

detection signal. However, this method has its drawback is that only detect the

existence of weak signal sinusoidal signal, the signal waveform and not be able to

restore it.
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2.3 Synchronous Accumulation Method

As the useful signal is regular, repetitive changes in the noise is random, if the

cumulative number of times the signal can be improved SNIR, but this method

requires time-consuming [5]. Here’s a detailed description of this method. After

several repeated cumulative noise and output signals, respectively:

Noise:

V2
no ¼

Xn
i¼1

V2
ni ) Vno ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

V2
ni

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n=n V2

n1 þ V2
n2 þ � � � þ V2

nn

ffi �q

¼
ffiffiffiffiffiffiffiffiffi
nV

2

n

q
¼ ffiffiffi

n
p �

ffiffiffiffiffiffi
V

2

n

q
¼ ffiffiffi

n
p � En (5)

Signal:

Vso ¼
Xn
i¼1

Vsi ¼ n� 1

n
Vs1 þ Vs2 þ � � � þ Vsnð Þ ¼ nV s (6)

Then SNIR ¼ V2
so=V

2
no

ffi �
= V

2

s=V
2

n

� ffl
¼ n.

By the formula (5) and (6) shows that the greater the number n of total, SNIR, the

larger the can to improve the signal to noise ratio improvement purposes.

2.4 Correlation Detection Method

2.4.1 Since the Correlation Detection

Said autocorrelation function signal f(t) and the signal after delay τ f(t � τ)
correlation can be expressed as:

Preamplifier

Preamplifier

Input
Signal

Narrow band pass
filter
(f0 is the center
frequency)

Narrow band pass
filter
(f0 is the center
frequency)

Threshold
circuit

Count

Fig. 1 Dual noise canceling hair schematic
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R tð Þ ¼ lim
t!1

ðT
0

f tð Þf t� τð Þdt (7)

Formula (7) can be expressed by the following diagram autocorrelation principle

(Fig. 2):

Let the noise signal mix with xi(t) ¼ si(t) ¼ ni(t), where si(t) is the useful signal,
ni(t) is the noise signal, a weak signal is input to the relevant receiver, the signal is

divided by two aspects, where all the way into the delay device, the signal delay

time τ, the delayed signal xi(t � τ) and non-the delayed signal xi(t) is supplied to a

multiplying circuit for multiplying, for the subsequent integration of their product,

and taking the average. This allows to obtain the correlation function as a parameter

τ, which is obtained from the correlation output:

Rxx ¼ lim
T!1

1

T

ðT
0

xi tð Þxi t� τð Þdt ¼ Rss τð Þ þ Rsn τð Þ þ Rns τð Þ þ Rnn τð Þ (8)

2.4.2 Correlation Detection

Cross-correlation function describes two different random variables f(t) and F(t) the
correlation between, which is defined as follows:

Rf :F ¼ lim
T!1

1

T

ðT
0

f tð ÞF t� τð Þdt (9)

When the cross-correlation function Rf. F equal to zero, then f(t) an F(t) is

independent of no correlation; cross-correlation function Rf. F if not zero, then f(t)
and F(t) is not certain correlation. Let the noise signal is mixed with: x(t) ¼ s(t) + n
(t), where s(t) is the measured signal, n(t) is the noise signal, the map of the y(t) is
the known reference signal, wherein y(t) with the test signal s(t) correlated with the
noise n(t) no correlation. The y(t) via a delay τ delay, and then through the

multiplier for multiplication, integration may Rxy is:

Rxy ¼ lim
T!1

1

T

ðT
0

x tð Þy t� τð Þdt ¼ Rsy τð Þ þ Rny τð Þ þ Rsn τð Þ þ Rns τð Þ (10)

Since the reference signal y(t) and noise n(t) no correlation, so Rny ¼ 0; also

because the test signal s(t) and noise n(t) no correlation, so Rsn(τ) ¼ Rns(τ) ¼ 0 In

xi = si (t )+ni(t)↵

Multiplier

Delay (t )↵

Rxn (t )↵↵
Fig. 2 Since the correlation

detection schematic
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summary: Final Rxy(τ) ¼ Rsy(τ) Obviously Rsy(τ) test signal contains s(t), which
can be measured signal s(t) detected.

Phase-locked loop amplifier is a universal testing instrument, people often use it

to detect weak signals, because it not only has a frequency selective amplifier

selected frequency characteristics, but also the phase of the signal can be locked.

Phase-locked loop amplifier equivalent noise bandwidth is very narrow, much

smaller than the selected frequency bandwidth of the amplifier, in addition,

phase-locked loop amplifier also has an output stable and can be a good ability to

suppress noise, so generally used in phase-locked loop amplifier detect weak

signals.

3 System Overall Scheme

This system is mainly used MPS430, LM393, AD8034, CD4066, OPA2134, such

as chips, through the adder circuit integrates the signal to get mixed signals, and

then get through the attenuated signal attenuation network weak signal, and then

filtered and amplified by amplifying the signal, the amplified signal is then sequen-

tially through the lock phase loop amplification, low-pass filtering, we need to get a

detectable signal.

Test signal and the reference signal correlation is obtained by the multiplier and

low pass filter to achieve, usually in the lock-in amplifier usually used in switch-

mode multiplier [6, 7].

In the signal detection process, the noise is an interference signal in the detection

process has been interference detection results, and the noise and shielding mea-

sures cannot be shielded, so try to suppress noise, reduce the noise of the useful

signal interference, you can use a low pass filter to filter some narrowband noise to

improve the signal to noise ratio of the system. Accordance with the relevant

principles of the signal can be multiplication and integral calculation that the

correlation operation, filter out the noise of the useful signal interference.

4 Unit Circuit Design and Numerical Analysis

4.1 Adder Circuit and Attenuation Network

Sine wave signal source and the noise source through the blocking capacitor, into

the band-limited composed by AD8034 adder, the source generating a signal mixed

with the noise signal to produce an output signal and then enter the resistive divider

constituted by the attenuation network, signal attenuation, the attenuation of the

signal fed into the next unit circuit. The circuit unit using the same to the adder, the
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input impedance is large, to meet the general demands of the weak signal of the

input impedance is greater than equals to 1M requirements.

4.2 In-Phase Cascade Amplification Circuit

Since the signal out from the attenuation network is weaker, they through cascade

circuit, increased the voltage gain, the signal is amplified (Fig. 3).

4.3 Filter Circuit

Band -pass filter is used to eliminate the interference, the amplified signal input

filters and filtered to give pure DC signal. Band -pass filter allows a certain

frequency band signal can be masked by other frequency bands. At the same time

a signal simplest and the most common is a band-pass filter RLC oscillation circuit,

RLC oscillation circuit can make it within the band-limited signals, while the

frequency band the signal can be a lot of external filter. RLC oscillation circuit

can make within the band-limited signals, while signals outside the frequency band

of the filter can be a lot.
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Fig. 3 In-phase cascade amplification circuit
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4.4 Phase Lock Amplifying Circuit

PLL amplifier consists of four main components, namely, the reference channel,

low pass filter, phase-sensitive detector, the signal channels. With the frequency of

the input signal and the reference signal into the phase-locked loop amplifier can

filter out most of the correlation operation noise, the signal then enters a low-pass

filter is a DC signal can be obtained, and then the AD sampling, to measure the

weak signal.

In the lock-in amplifier of the reference signal and the test signal must be

synchronized square wave. Lock-in amplifier is usually used to detect a sine or

square wave signal, if the measured signal is a direct current, to be cut is generally

used to convert the first DC square wave signal amplitude after the measurement.

Sine wave signal and noise sources simultaneously blocking after entering the

adder, mixed-signal source output to meet the strong noise requirements of weak

signals extracted by the attenuation coefficient of attenuation network to meet the

actual requirements, eliminating high-frequency low-pass miscellaneous the inter-

ference wave, sine wave signal and into another path of the amplifier can be

adjusted to raise the voltage magnification factor enters phase shifter, the shift

signal from the switch control enters a comparator, the output signal is low-pass

filtered output signal at the same view into the multiplication the phase detector, the

output from the multiplier phase signal into the lower cutoff frequency of the

low-pass filter circuit, the filtered signal through the DC amplification, the ampli-

fied signal after AD conversion, the MPS430G2553 displayed on the LCD screen.

In the phase-locked loop amplifier circuits requires the use of multipliers, gener-

ally can be divided into analog multiplier, multirole multiplier and switch, since the

analog multiplier is fast but not stable enough, what’s more in communication with

the microprocessor when the need for conversion circuit; switching multiplier

generally used for high-speed ADC aim to sampling of the signal, and using some

of more complex operations carried out lock, so we chose switching multipliers.

4.5 Numerical Analysis

1. Circuit according to each unit, using the function signal generator, oscilloscope,

etc. The following signal values measured by the instrument

(1) Measure the sine wave signal source Vs(A)
(2) Measurement of the noise source Vn(B)
(3) Measure the signal source and the noise source through the mixed signal

adder source Vc(c).
(4) Measuring the attenuation of the signal source Vi(D)
(5) Measure the amplified filtered signal source V�(E).

2. Oscilloscope displays waveform (Fig. 4)
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5 Conclusion

With the increasing development of science and technology, weak signal detection

as an emerging technology applications continue to expand, at the same time, weak

signal detection technology also received continuous development and innovation,

people have also made some better detection methods. The above are just describ-

ing several commonly used methods, and focus on the use of phase-locked loop

amplifier for weak signal detection, in practical application, should be mastery

learning, depending on the signal and different requirements, different characteris-

tics and laws of the appropriate choice of method, in order to truly achieve the weak

signal detection purposes.
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Part IV

Millimeter Wave and UWB Technology



Rain Attenuation Prediction Models of

60GHz Based on Neural Network and Least

Squares-Support Vector Machine

Lina Zhao, Long Zhao, Qizhu Song, Chenglin Zhao, and Bin Li

Abstract Although 60 GHz mmWave (millimeter-wave) has attractive features

and promising applications, it is affected seriously by rain attenuation. Based on the

neural networks and SVM (support vector machine), two novel rain attenuation

prediction models for 60 GHz millimeter-wave are proposed in this paper. We

respectively applied the BP (back-propagation) neural network and LS-SVM (least

squares-support vector machine) to simulate the non-linear relationship between

rainfall intensity and rain attenuation, then the two models are compared with

general ITU-R model. Experimental results showed that both of the proposed

prediction models are indeed superior to the existing ITU-R model for rain atten-

uation prediction in the sense of both accuracy and stability while LS-SVM is the

most promising model for the prediction of rain attenuation.

Keywords 60 GHz mmWave • Back-propagation neural network • Least squares-

support vector machine • Rain attenuation

1 Introduction

With attractive features and broad unlicensed bandwidth, 60 GHz mmWave is

becoming one of the most promising candidates for multigigabit wireless commu-

nication system. Despite of advantages of 60 GHz mmWave, a lot of technical

challenges still need to be overcome before its fully deployed. Rain attenuation

effect, one of technical challenges, limits the practical use of 60 GHz mmWave for

longer terrestrial links and Earth-space urban communication [1].

Rain attenuation effect [2] is caused by the absorption and scattering of raindrops

and it can result in attenuation and depolarization of electromagnetic wave. In 2003,
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a study was performed by QinetiQ to investigate bastatic scattering at 60 GHz. This

study concluded that even for modest rainfall rates r (r < 10 mm/h), rain attenuation

is often evident [3]. The study also highlighted the need for the development of

theoretical models.

In order to predict rain attenuation of 60 GHz mmWave according to the rainfall

intensity, ITU-R recommended a popular model which established a non-linear

relationship between rain attenuation factor γR and rain intensity R (mm/h). The

ITU-R model [4] can be described γR ¼ k � Rα, where k and α are correlation

coefficients that depend on the raindrop size, frequency, electromagnetic wave

polarization and can be estimated by statistical regression and curving fitting.

Despite the ITU-R model has been widely used for calculating rain attenuation,

some problems still exist and attract widespread attention. On one hand, the

traditional ITU-R model can only satisfy accuracy requirement when frequency is

below 55 GHz, but it can not fully meet the high accuracy requirement of 60 GHz

mmWave. On the other hand, rain attenuation coefficients depend on complex

factors such as radio parameters which are difficult to be evaluated accurately.

Therefore, it is natural to find the evident difference between measured values of

rain attenuation and the ITU-R calculated ones.

Motivated by the considerations above, we utilize two efficient and robust

models for rain attenuation prediction inspired by the promising BP neural network

[5] and the LS-SVM [6] algorithm. Experimental results show that both of the

proposed prediction models are indeed superior to the existing ITU-R model for

rain attenuation prediction in the sense of both accuracy and stability.

The rest of this paper is structured as follows. The principles of BP neural

network and LS-SVM algorithm are depicted in Sects. 2 and 3, respectively.

Subsequently, two kinds of rain attenuation models are established according to

the measured rainfall intensity samples in Sect. 4. In Sect. 5, we compare the

performance of ITU-R model, BP neural network model and LS-SVM model in

the sense of accuracy and stability. Finally, we conclude the whole investigation in

Sect. 6.

2 BP Neural Network [5]

Artificial neural network (ANN) is a large-scale parallelism nonlinear dynamical

system, consisting of a series of simple nodes and the links between nodes. Neural

network processes the input knowledge by learning and analyzing samples

parallelly and possesses characteristic of high speed calculation, abundant associ-

ation, great robustness, potentiality of self-adaptive, self-organization and self-

learning.

BP neural network, a type of article neural network, is a multilayer feed-forward

neural network based on back propagation algorithm. It has been proven by

CHENT to be able to approximate continuous nonlinear function which makes
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the neural network widely-used in nonlinear system modeling. A typical BP neural

network is given as Fig. 1 shows.

We suppose a BP neural network composed of M layers and N nodes. The sum

input and output of the j-th neuron ofM-th layer are expressed as IMjk ,O
M
jk which can

be calculated as formulas (1) and (2). In these formulas, Wij represents the weight

between the i-th neuron of (M � 1)-th layer and the j-th neuron of M-th layer.

IMjk ¼
Xn
i¼1

WijO
M�1
jk (1)

OM
jk ¼ f ðIMjk Þ (2)

When it comes to back propagation, we define Ek as object function which

represents the error between expected output dk and actual output yk by the

formula (3). Then, the overall error value of these S samples can be calculated as

formula (4).

Ek ¼ 1

2

Xm
j¼1

ðdjk � yjkÞ2 (3)

E ¼ 1

2S

XS
k¼1

Ek (4)

The learning processing of BP neural network is equivalent to unconstrained

optimization problem. By optimizing the weights between nodes continuously, the

overall error value E will drop below some pre-determined threshold. After

the learning process, the “well enough” BP neural network can be applied to predict

the output according to input data.

3 LS-SVM Algorithm [6]

Standard SVM algorithm can convert an original sample space into a higher-

dimension or even infinite-dimension space through nonlinear mapping. By the

conversion, the nonlinear problems can be solved through the linear learning

machine in higher-dimension feature space. Compared with the SVM algorithm,

Suykens proposed LS-SVM algorithm. LS-SVM is the least squares version of

support vector machines (SVM), which is a set of related supervised learning

methods that analyze data and recognize patterns, and is used for classification

and regression analysis widely. By LS-SVM, we can find the solution by solving a

set of linear equations instead of a convex quadratic programming (QP) problem for

classical SVMs.

For a given set of training data set S ¼ fðx1; y1Þ; ðx2; y2Þ; . . . ; ðxn; ynÞg 2 Rn �
Rn, regression analysis is to find a function f after training. Then, if we give a new
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sample, we can get a corresponding output which has the minimum deviation from

the true value according to the trained function. According to the LS-SVM algo-

rithm, we can map the sample set into a higher-dimension feature space by the

following linear function:

f ðxÞ ¼ μTϕðxÞ þ t (5)

In the above formula, ϕ(x) represents the nonlinear mapping results from

original feature space to higher-dimension feature space, μ is the coefficient vector

in feature space while t is the offset. According to the structural risk minimization

principle, the risk bound is minimized by the following minimization problem:

minf1
2
μTμþ λ

2

Xl
i¼1

e2i g (6)

Subject to the equality constraints:

yi ¼ μTϕðxiÞ þ tþ ei i ¼ ð1 � lÞ (7)

Hence, the solution of LS-SVM regressor will be obtained after we construct the

Lagrangian function:

L ¼ 1

2
μTμþ λ

2

Xl
i¼1

αi½ μTϕðxi þ tÞ þ ei � yi� (8)

−

Fig. 1 BP neural network

topology diagram. The BP

neural network includes

input layer, hidden layer

and output layer. X
represents the input data

while the O represents the

output data
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where αi ∈ R are the Lagrange multipliers and the conditions for optimality are:

@L

@μ
¼ 0 �! μ ¼

Xl
i¼1

αiϕðxiÞ

@L

@t
¼ 0 �!

Xl
i¼1

αi ¼ 0

@L

@ei
¼ 0 �! αi ¼ γei

@L

@αi
¼ 0 �! μTphiðxiÞ þ ei þ t� yi ¼ 0:

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(9)

Elimination of μ and ei will yield a linear system instead of a quadratic pro-

gramming problem:

0 eTi
ei Qþ I=γ

" #
t

α

" #
¼ 0

y

" #
(10)

with ei ¼ ½1; . . . ; l�T ; α ¼ ½α1; . . . ; αl�T ; y ¼ ½y1; . . . ; yl�T ; Q ¼ ϕðxiÞTϕðxiÞ:
Radial basis function are chosen as kernel function, then LS-SVM regression

function can be obtained based on the least square method:

f ðxÞ ¼
Xl
i¼1

kðxi; xjÞ þ t (11)

Seen from the above formulas, the optimization problems can be converted to

linear equation according to the LS-SVM algorithm. Meanwhile, LS-SVM accel-

erates the speed of modeling by reducing the search dimension.

4 Two Kinds Rain Attenuation Models

In order to study the external factors which affect the rain attenuation model in

60 GHz, Vaclav Kvicera and Martin experimented in Prague for 5 years. The

experimental results show that the factors which affect the rain attenuation model

include the distance s between transmitter and receiver, frequency f, rainfall

intensity r, raindrop temperature t, humidity n, pressure P, wind velocity v, wind
direction d and visibility k [7]. Therefore, the prediction function of rain attenuation
model can be summarized as:

A ¼ f ðs; f ; r; t; n;P; v; d; kÞ (12)
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However, rain intensity is the key factor which has greatest influence on rain

attenuation. Over a 5-year period, cumulative distributions of rain intensity and rain

attenuation were measured exactly and the experimental samples proved to be

helpful as reference for further study. In this paper, we select the experimental

samples randomly from their experimental results and establish the model between

rain intensity r and rain attenuation A without considering the other factors by the

formula (13)

A ¼ k f ðrÞ (13)

4.1 BP Neural Network Model

In order to establish BP neural network model which represents the relationship

between rain intensity r and rain attenuation A, learning process should be

conducted first. In this paper, 78 samples of rain intensity are selected randomly

as example cases and the learning process works in small iterative steps. Firstly, one

of rain intensity samples is applied to network, and the network produces the

corresponding rain attenuation value based on the current state of its synaptic

weights. Then the mean-squared error signal is calculated. Next the error value is

propagated backwards through the network, and small changes are made to the

weights to reduce the error signals in each layer. The whole process is repeated for

each of the 78 example cases, then back to the first case again, and so on. The cycle

is repeated until the overall error value drops below pre-determined threshold.

Through several simulations, we choose to establish a “well enough” BP neural

network which composes the input layer with one node, a single hidden layer with

13 nodes and the output layer with one node. The selected transfer function of

hidden layer and output layer is “logsig” and “purelin”, respectively.

4.2 LS-SVM Model

Similarly, we can set up the LS-SVM model between rain intensity r and rain

attenuation A basing on the nonlinear combination principle of LS-SVM. Suppos-

ing 78 samples of rain intensity and rain attenuation values constitute the LS-SVM

training model fðXt; YtÞ;Xt 2 Rmglt¼1 , then the optimal linear regression function

can be obtained in higher-dimension feature space according to the formula (5).

After setting up mapping relationship, the problem of solving combinatorial

prediction function by LS-SVM is equivalent to constrained optimization problem.

Through several mathematical formula transformations, we can establish the fitting

function successfully. In order to get the function which can represent the mapping

between rain intensity and rain attenuation, we adopt Python27 for optimization,

while the optimized parameter is c ¼ 4,096, g ¼ 1, p ¼ 1.
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5 Performance Comparison

In accordancewith the principles above, BP neural networkmodel and LS-SVMmodel

for the prediction of rain attenuation have been set up successfully. To examine the

performance ofmodels, 27 rain intensity samples are selected as test sampleswhich can

be used to get the corresponding rain attenuation values based on BP neural network

model, LS-SVM model and ITU-R model. Figure 2 shows the contrast between the

predictive values and the measured values. In parallel, Figs. 3 and 4 give the absolute

error and square error, respectively.
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Fig. 2 Predictive values of different models. The predictive values based on BP neural networks

model and LS-SVM model have smaller deviations from actual measurement whereas the ITU-R

model can not always get the correct prediction
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Fig. 3 Absolute error of different models. The absolute errors of proposed models are apparently

smaller than ITU-R model

Rain Attenuation Prediction Models of 60GHz Based on Neural Network and. . . 419



0 5 10 15 20 25 30
0

1

2

3

4

5

6

The Number of Samples

S
qu

ar
e 

E
rr

or

BP
SVM
ITU−R

Fig. 4 Square errors of different models. The square errors of our proposed models are apparently

smaller than ITU-R model

In order to evaluate the performance of these models fully, the following three

indicators including mean absolute error (MAE), maximum error (MAX) and mean

square error (MSE) are adopted to compare the performance of models in this paper

just by the formulas (14)–(16), where ti represents predictive value of the three

models, ki represents the measured value and N is the number of test samples.

MAE ¼
XN
i¼1

ti � ki
N

(14)

MAX ¼ maxðjti � kijÞ (15)

MSE ¼
XN
i¼1

ðti � kiÞ2
N

(16)

According to the formulas, we calculate MAE, MSE and MAX of the three rain

attenuation models just as Table 1 shows.

In summary, BP neural network model and LS-SVM model are indeed superior

to the existing ITU-R model in the sense of both accuracy and stability. In addition,

because of LS-SVMmodel based on the principle of structural risk minimization, it

has the unique global optimum solution. So it is superior to the BP model.

Table 1 MAE, MSE, MAX of different models

Prediction models MAE MSE MAX

ITU-R model 1.1337 1.6605 2.3320

BP model 0.5988 0.6036 2.0348

LS-SVM model 0.5123 0.4362 1.4668
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6 Conclusion

Comparing with the popular model recommended by ITU-R, we proposed two

novel rain attenuation prediction models for 60 GHz mmWave based on the BP

neural networks and LS-SVM algorithm in this article. The experimental results

show that BP neural networks model is superior to the popular ITU-R model in the

sense of accuracy and stability. Meanwhile, LS-SVM model can predict the rain

attenuation with a better performance regardless of accuracy or stability compared

with the other models and that make it an ideal and promising model for rain

attenuation prediction at 60 GHz.
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The Received Signal Characteristics-Based

TOA Estimation in UWB Dense Multipath

Channels

Xinyue Fan, Wei Lu, and Fei Zhou

Abstract In impulse radio ultra wideband (IR-UWB) dense multipath environ-

ment, the time of arrival (TOA) based on energy detection (ED) estimation algo-

rithms are usually used as the ranging methods, in which the signal’s first path

(FP) detection is very challenging. In ED receiver, threshold-crossing

(TC) algorithms are used frequently. The choice of threshold becomes a key part

of TC algorithms, or else the false detection probability will be high. The paper sets

the threshold according to the skewness and the maximum slope of the received

signal, and then because of the fixity of the FP and the randomness of TC noise

samples, detects the FP by calculating the frequencies of TC energy samples in

certain frames. The performance of several approaches is compared via Monte

Carlo simulations using the CM3 channel model of the standard IEEE 802.15.4a.

Simulation results show that the TOA estimation algorithm in the paper outper-

forms others.

Keywords UWB • Time of arrival • Energy receiver • Threshold

1 Introduction

In recent years, with the development of near field communication and mobile

technology, location-based services (LBS) have got much attention in indoor

environment. Many fields need accurate positioning information, such as hospital,

airport and storage. Because IR-UWB technology owns the advantages of high time

resolution, high data rate and strong penetration, it is very applicable and typically

intended for precise ranging and location. Classic UWB ranging method is to

detect the first arrival path. However, under the influence of noise, multipath and
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non-line-of-sight (NLOS), the first arrival path is mostly not the strongest. This

makes TOA estimation challenging [1].

Conventional matched filter (MF) algorithm [2], such as RAKE receiver and

correlator, can be employed to TOA estimation in UWB systems. As the MF

algorithm needs apriori channel information and high sampling rate, it is not

practical in many applications. The maximum likelihood (ML) algorithm [3, 4]

has the similar disadvantages. On the other hand, the ED-based algorithm with low

complexity at sub-Nyquist sampling rate is studied widely. One simple method is

maximum energy selection (MES) algorithm [2] which directly selects the strongest

energy sample of ED output as the FP path. But in multipath or NLOS case, the FP

is always not the strongest path. Another method called TC algorithm is most

frequently used. It compares each energy sample to an appropriate threshold.

Therefore, the choice of threshold becomes a key factor that affects the estimation

accuracy.

In [5], the authors proposed the optimal threshold algorithm. It can achieve high

accuracy, while the cost of calculation is too large. In [6], cell averaging constant

false alarm rate (CA-CFAR) algorithm was used to set an adaptive threshold. In [7,

8, 10], the authors approached TOA estimation according to the characteristics of

the received signal. Reference [9] defined the threshold as a function of delay. In

[11], the paper focused on weighted non-coherent receiver for IR-UWB systems.

In this paper, the threshold is set based on the skewness and the maximum slope

of the received signal. Then by calculating the frequencies of TC energy samples, a

new threshold is obtained to consider TOA. The algorithm improves the estimation

accuracy especially in the case of low signal-to-noise ratio (SNR). The paper is

organized as follows. Section 2 describes the system model. Section 3 introduces

the implementation of the algorithm. Section 4 presents the simulation results.

Section 5 gives a conclusion to the paper.

2 System Model

2.1 Signal Model

The transmission signal in IR-UWB systems can be expressed as

s tð Þ ¼
ffiffiffiffiffi
Es

p X1
j¼�1

ajp t� jTf � cjTc

� �
(1)

where Es is the energy of pulses; p(t) is UWB pulse waveform; Tf and Tc are the

frame duration and chip duration respectively; Np is the number of chips in a frame.

aj ∈ {�1, 1} and cj ∈ {0,1, . . .,Np} represent time hopping code and polar code

respectively. Note that Tp, the pulse duration, is smaller than Tc. One transmission

signal symbol consists of a number Nf of frames, and every frame has one pulse.
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Transmitted in a multipath channel, the received signal is given by

er tð Þ ¼
XL
l¼1

αls t� τlð Þ (2)

where l represents each multipath; τl is the delay of the l ‐ th multipath component,

among these delays, τ1 is the TOA to be estimated and uniformly distributed in (0,

Tb]. And αl denote the channel gains.
Without loss of generality, perfect synchronization between the transmitter and

the receiver is assumed here, and no modulation is considered. The paper adopts a

single user strategy, i.e. cj ¼ 0, aj ¼ 1. Then the received signal can be rearranged

as

r tð Þ ¼
ffiffiffiffiffi
Es

p XN�1

j¼0

p t� jTf

� � � h tð Þ þ n tð Þ (3)

where N is the number of frames; n(t) is the additive white Gaussian noise (AWGN)

with zero mean and two sided power spectral density N0/2.

2.2 System Model

The typical receiver model of TC estimator is shown in Fig. 1.

The signal passes through a band-pass filter (BPF), is processed with a square

law device, and enters an integrator before sampling as indicated in Fig. 1. The

integrator output samples are

ZED
n,k ¼

ð n�1ð ÞTfþk∗Tint

n�1ð ÞTfþ k�1ð ÞTint

rbpf
�� ��2dt (4)

where n ¼ 1, 2, . . ., N, k ¼ 1, 2, . . ., bTf/Tintc; N is the number of frames; ZEDn;k
represents the k ‐ th energy sample value in n ‐ th frame. rbpf is the output of BPF,
and Tint is the size of integral interval. The paper assumes that the FP completely

falls within its corresponding energy sample after integration.

3 Algorithm Implementation

In order to select the FP, the problem changes into choosing the first energy sample

exceeding the threshold. In dense multipath environment, TOA estimation is not a

pure parameter estimation problem, but rather a joint detection-estimation problem
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[5]. The choice of threshold becomes significant. If the threshold is set too low, it

will lead to a high false alarm probability. This kind of error is called large error. On

the other hand, if the threshold is set too large, it will arouse a low probability of

detecting the FP and a high probability of detecting an erroneous path. This kind of

error is called the small error [10]. In the presence of noise, the big error dominates

in TC algorithms. Therefore, by reducing the false alarm probability, estimation

accuracy can be greatly improved. As the optimal threshold is needed, but it is hard

to get, the paper keeps away from setting threshold to reach optimal threshold, but

sets it according to the skewness and the maximum slope of the received signal.

Then based on the randomness of TC noise samples and the fixity of the FP, the

frequencies of TC energy samples are employed to estimate TOA. The estimation

procedures are shown in Fig. 2.

In the observation time, it is can be assumed that the channel is time invariant. In

addition, the noise in different frame is statistic independent. Specific procedures

are as follows:

1. Calculate the output ZEDn;k of integrator in each frame using (4);

2. Because the threshold in this procedure directly influences the results of fre-

quencies of TC energy samples, the skewness and the maximum slope of

integrator output are employed to set the threshold. By considering the charac-

teristics of received signal, estimation accuracy will be improved.

In the statistics, skewness is used to measure the asymmetry of real random

variable probability distribution. The value of skewness can be positive or negative.

Its computation formula can be given by:

S ¼ 1

Nb � 1ð Þσ3
XNb

i¼1

xi � xð Þ3 (5)

where x and σ is the mean value and standard deviation of integrator output

respectively. Specifically, for noise only, low SNR or large freedom of

chi-squares distribution cases, S ¼ 0.

As time delay or transmission time is not taken into account by skewness, the

maximum slope of integrator output is regarded as another measure value. The

calculation of the maximum slope is as follows: there has a number Nb of data. The

data is divided into a number (Nb � Mb + 1) of groups. Then the slope of every

group is obtained by using the least squares line fit algorithm. Hence, the maximum

value can be selected.

The relationship between skewness, the maximum slope and SNR respectively is

shown in Fig. 3. From Fig. 3, it shows that skewness increases as SNR increases. On

the contrary, the maximum slope increases as SNR decreases. Moreover, the

BPF square-law 
detection integrator FP 

detector
r(t)

TOA 
estimationb p frFig. 1 The TC

receiver mode
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skewness changes slowly compared with the maximum slope when SNR is under

15 dB. The situation is contrary when SNR is more than 15 dB. Therefore, a single

parameter can not reflect the characteristics of the received signal in a wide range of

SNR. So the skewness and the maximum slope are combined as (6) to set the

threshold.

J ¼ S�M (6)

The relationship between J and SNR can be seen in Fig. 4. From Fig. 4, it can be

seen that J is a monotone increasing function in a wide range of SNR.

In order to obtain the threshold, the relation between RMSE and threshold

coefficient is considered first. By 1,000 CM3 channel realizations, the relationship

of RMSE, J and threshold coefficient is obtained in Fig. 5. As indicated in Fig. 5, the

threshold coefficient corresponding to the least value of RMSE is regarded as

optimal threshold coefficient ξbest. As J increases, ξbest becomes smaller. By

choosing ξbest, the relationship between J and ξbest is shown in Fig. 6. The red

curve is fitting curve according to the known data.

The optimal threshold coefficient approaches 0.1 when J is more than 10. And it

reaches 0.7 from 0.8 when J is less than 5, so J is taken as mean value 0.75. By

combining Fig. 6, the relationship between J and ξbest is gotten as follows:
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detection integrator

Setting 
threshold for 
each frame

decision

r(t)

Frequencies of TC 
energy samplesSet a new threshold

rb p f
EDZn,k

Zk

nh
Vn,k

nto a

Fig. 2 The estimation

procedure
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ξbest ¼
0:75 J < 5

�0:03137 � J � J þ 0:3436 � J � 0:029 5 � J � 10

0:1 else

8<
: (7)

So the threshold can be expressed as:

ηn ¼ ξbest max Zkð Þ �min Zkð Þð Þ þmin Zkð Þ (8)

3. The output of integrator ZEDn;k is compared to ηn. Then a new sequence Vn,k can be

obtained by using (9).
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Vn,k ¼ 1 if ZED
n,k > ηn

0 else

ffl
(9)

where P is the number of energy samples in a frame.

4. By using (10), add Vn,k of all frames to get Zk. It represents the frequencies of

each TC energy sample in N frames.

Zk ¼
XN
n¼1

Vn,k (10)

5. Set a new threshold to detect FP. As the noise samples are uniformly distributed

in noise region, the probability that two TC noise samples in different frames

have the same index is very small. Moreover, FP is always not the strongest path

in the presence of NLOS and noise, so the frequencies of TC FP may not reach

N sometimes. It works well when η is not more than 9N/10 or not lower than N/2
[10]. In this paper, the new threshold η is set to be 2/3 � max(Zk).

Zk are compared to η. And the desired index is the index kwhen Zk first reaches η.

ntoa ¼ First k
��Z

k
>¼ η

� �
(11)

Then TOA can be expressed as follows:

τtoa ¼ ntoa � 1ð ÞTint þ Tint=2 (12)
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4 Simulation Results

The simulation parameters used are set as follows.

θ ¼ 0.4 � 10� 9, Tf ¼ 200ns, Tp ¼ 1ns, tint ¼ 1ns, Tb ¼ 100ns, B ¼ 3GHz.
With 1,000 I.E. 802.15.4a CM3 (office LOS) channel realizations generating for

each algorithm, the root mean square error (RMSE) is examined for different

algorithms. The simulation results are shown in Fig. 7.

In the simulation, the normalization coefficient of normalized threshold

(NT) algorithm is 0.3. The false detection probability is 0.08. And the algorithm

“TC all” based on the characteristics of received signal is simulated by using (7).

As indicated in Fig. 7, it shows that the estimation errors of all algorithms are

large under 20 dB, and the performance is unstable. As the noise becomes weak-

ened when SNR is more than 20 dB, the performance of all algorithms tends to be

stable gradually, and the estimation error reaches 0.5 ns approximately at last.

Because FP is mostly not the strongest path in real situation, the estimation error of

MES algorithm is large. When the threshold is smaller than the amplitude of FP, the

NT algorithm can achieve good estimation accuracy. The algorithm based on the

characteristics of received signal relies on the received signal much. Its estimation

accuracy is better than the first two algorithms from 10 to 20 dB. As the influence of

noise is reduced, the algorithm based on frequencies improved the estimation

accuracy much, especially from 15 to 25 dB. Our method considers the skewness

and the maximum slope of the received signal. Moreover, by calculating the

frequencies of TC energy samples, the early detection probability can be reduced

effectively. As indicated in Fig. 7, it shows that our approach has the best perfor-

mance. Especially in low SNR range, it improves estimation accuracy obviously.
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5 Conclusion

The paper focuses on TC algorithms of UWB ED receiver. First the threshold is set

according to the skewness and the maximum slope of received signal. Because of

the randomness of TC noise samples and the fixity of FP, the frequencies of TC

energy samples are calculated to consider TOA. This algorithm is easy to imple-

ment. And simulation results show that it can improve estimation accuracy in low

SNR range.
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A Method of Object Identification Based

on Gabor-Network and UWB

Kang Liu and Ting Jiang

Abstract UWB communication has obvious advantages in the aspect of transmis-

sion rate, power consumption and price cost. Therefore, it has become the focus of

the academia and industry. For the low power consumption, high multipath reso-

lution and strong penetrating power, UWB radar has great potential in person

positioning, object detection and obstacle recognition. This paper takes the advan-

tage of UWB radar’s environmental perception ability and combines it with Gabor

transform in the scenes with different obstacle such as los, human body and metal

barrier. We extract the UWB radar signal’s Gabor coefficients and combine them

with neural network to identify categories and locations.

Keywords UWB • Gabor • Neural network • Identification

1 Introduction

For UWB radar’s low power consumption, high multipath resolution, strong con-

cealment and penetrating power, it is mainly applied in radar target detection,

imaging, complex environment detection and positioning for person [1]. In this

paper we research UWB radar’s ability of perceiving transmission environment by

extracting its Gabor transform coefficients.

Gabor transform is a time-frequency method for signal analysis and Gabor

transform is a kind of integral formula based on Gabor transform coefficients

[2]. Now, Gabor transform and Gabor transform are known as one of the best

ways in communication and signal processing. Gabor transform can be used for

signal’s feature extraction [3].
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In this paper, we extract the Gabor transform coefficients of the received UWB

radar’s signal in some kinds of outdoor transmission environment with different

obstacles such as LOS, metal barrier and human body. Further we use neural

network, a kind of pattern recognition method, to realize the purpose of determining

the current transmission environment type according to the received UWB signal.

We call the neural network combined with Gabor coefficients as Gabor-network.

The paper is organized as follows: we do some introduction of Gabor transform,

including the Gabor transform principle and method in part 2. In part 3 we combine

UWB signal’s Gabor coefficients with neural network to realize the obstacle’s

location and type identification. Finally, the conclusions are given according to

the simulation results in part 4.

2 Gabor Transform and Neural Network

2.1 Using Gabor Transform to Extract Signal Features

The most basic question in Gabor transform is how to choose the Gabor primary

function and how to calculate the Gabor transform coefficients, which means how

to realize the Gabor transform [4]. Before the introduction of discrete Gabor

transform of dimensional signal, we draw out the concept of continuous Gabor

transform first.

2.1.1 Continuous Gabor Transform of Dimensional Signal

Assume that φ(t,ω) is a continuous dimensional signal. We define the Gabor

transform as follows:

φ tð Þ ¼
X1

m¼�1

X1
n¼�1

amn tð Þgmn tð Þ (1)

The following three functions:

gmn tð Þ ¼ gmn t� mTð ÞejnΩt (2)

amn ¼
ð
φ tð Þγ�mn tð Þdt (3)

γmn tð Þ ¼ γ t� mTð ÞejnΩt (4)

is called Gabor primary function, Gabor coefficients and dual Gabor primary function

respectively [5] T and Ω show the sampling interval of time and frequency. Critical

sampling happens when TΩ ¼ 2Π, undersampling happens when TΩ > 2Π
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and oversampling happens when TΩ < 2Π. Gabor transform exist only when

TΩ � 2Π. Function (4) is known as Gabor transform. To completely reconstruct

the original signal, g(t) and γ(t) must satisfy the following conditions:

X1
m¼�1

X1
n¼�1

γ�mn t0ð Þgmn tð Þ ¼ δ t� t0ð Þ (5)

Function (8)is called completely reconstruction formula. gmn(t) and γ(t) which
satisfy the conditions above is described as complete. The more practical function is :

ð1
�1

γ tð Þg� t� mTð Þe�jnΩtdt ¼ δmδn (6)

which is called biorthogonality relation. γ(t) and g(t) are orthogonality just when m
and n are not zero at the same time. Therefore we say γ(t) is the biorthogonality

function of window function g(t).

It is worthy emphasizing that biorthogonality relation still stand when γ(t) and
g(t) are exchanged, which means Gabor transform and Gabor coefficients can be

described as:

φ tð Þ ¼
X1

m¼�1

X1
n¼�1

amn tð Þγ t� mTð ÞejnΩt

¼
X1

m¼�1

X1
n¼�1

amn tð Þγmn tð Þ
(7)

amn ¼
ð1
�1

φ tð Þg� t� mTð ÞejnΩtdt

¼
ð1
�1

φ tð Þg�mn tð Þdt
(8)

When coefficients calculation method is selected, the following question is the

choice of basis functions, because a more appropriate basis function can make the

Gabor transform have a better localization performance in the aspect of time and

frequency [6].The most commonly used basis function is gaussian function.

2.1.2 Discrete Gabor Transform of Dimensional Signal

Considering the UWB receiver’s signal is discrete on the time axis, in order to

extract the Gabor coefficients, we need to use discrete Gabor transform.

φ(k) is a finite discrete time signal whose length is Ls, window function g(k) has

a length of Lg,we prolongate φ(k) and g(k) respectively to generate two sequence

φ̂ kð Þ and ĝ kð Þ whose period is L ¼ Ls + Lg
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Supposing time and frequency sampling interval is respectively ΔM and ΔN.
Define M ¼ L/ΔM, N ¼ L/ΔN, we will get:

φ̂ kð Þ ¼
XLSΔM�1

m¼� LS
ΔM

XN�1

n¼0

amnĝ mn kð Þ (9)

where

amn ¼
XLS�1

k¼0

φ̂ kð Þγ̂ �
mn kð Þ (10)

ĝ mn kð Þ ¼ ĝ k � mΔMð ÞWnk
N ,WN ¼ ej

2π
N (11)

γ̂ mn kð Þ ¼ γ̂ k � mΔMð ÞWnk
N (12)

The conditions for completely signal reconstruction is:

ΔM � ΔN � L (13)

Which means ĝ kð Þ and γ̂ kð Þ should satisfy:

XL�1

k¼0

ĝ k þ mNð ÞW�nk
ΔM γ̂ � kð Þ ¼ δm

δn, 0 � m � 1

N
, 0 � n < ΔM

(14)

Gabor transform coefficients amn can be calculated by FFT:

amn
XLS�1

k¼0

φ iþ mΔMð Þγ� ið ÞW�n iþmΔMð Þ
N (15)

When extracting the Gabor coefficients, Gabor transform for obvious fluctuating

part of the signal is enough, it can reduce redundancy. We select eight time scale,

fifteen frequency scale so we can get 120 Gabor coefficients as the input vector of

neural network. At the same time, identification result of target classification is the

output vector of the neural network.

After training the network with training sample is done, we input test data to

realize target recognition.
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2.2 Neural Network Recognition Mode

Neural network model consists of input layer, hidden layer and output layer. Each

layer contains several neurons node which is used to process information. Neurons

in different layer is linked together [7]. Neurons in the same layer has no

connections.

Neural network information dissemination process in one layer to another layer

by neurons to neurons, this kind of operation is called positive-propagation of

information. In contrast, the error’s dissemination is called back-propagation in

neural network [8].

Specific, neural network’s basic implementation process is disseminating infor-

mation from the input layer to the output layer and disseminating the error between

the expected value and actual value from the output layer to the input layer. The

neural network will adjust the weights and thresholds at the same time.

The information’s positive-propagation and error’s back- propagation will be

repeated again and again until the error of the output layer is less than a given value

or the number of iterations has reached the maximum value. After the learning

procedure, the neural network will have the ability of identification.

3 Application in Target Recognition

3.1 Test Scene

The test scenarios used in this article is shown in Fig. 1 below:

The distance between transmitter and receiver is 21.3 m, data collection is done

in a small forest. Figure 1 shows the four different locations of obstacles.

When we start testing, the same obstacles will be placed in different locations or

different obstacles will be placed in the same location respectively.

3.2 Test Procedures

Using the Gabor coefficients to realize object’s type recognition is carried out as

following: the different obstacles like metal cabinet, LOS conditions and human are

placed in position No.3, then we establish training sample sets and testing sample

sets respectively. At last we do the Gabor transform for each sample set to extract

the Gabor coefficients.

Using the Gabor coefficients to identify the location is carried out by

establishting training sample sets and testing sample sets respectively with obsta-

cles (human) at position No. 1, 2, 3, 4 respectively.
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After getting sample of each set, we extract the Gabor coefficients and make

them as the input vector for the Neural network. The algorithm flow is shown in

Fig. 2.

In order to confirm that the extracted Gabor coefficients can describe the

character of received signal completely, we can use the Gabor coefficients to

reconstruct the signal and compare the reconstructed signal with original signal’s

waveform, if the waveform are the same, then we can confirm the Gabor coeffi-

cients is effective.

Taking the scene in which there is one person at position No. 2 for example,

Fig. 3 shows the original signal and reconstructed signal. Red signal represents the

original signals and blue signal is the signal reconstructed by the Gabor coefficients

of original signal.

Through the observation, the reconstructed signal has no distortion, which

means the Gabor coefficients can represent the original signal correctly.

To show the distribution of the Gabor coefficients derived from the received

signal intuitively, taking the scene in which there is one person at position No. 2 for

example again.

The Gabor coefficients of received signal is shown in the 3D coordinate vector

diagram in Fig. 4, the x coordinate is frequency domain scales, y is the time scale, z

coordinates is the Gabor coefficients after normalizing.

Joining the Gabor coefficients matrix in the time - frequency domain together

according to the row vector, we can get a training sample.

The training sample set is sent into the neural network to train it. Finally we send

test sample set into neural network to identify the obstacle and statistical accuracy.

Fig. 1 Test scene

Training
sample

Neural network
(untrained)

Samples need
to be classified

classify

Neural network
(trained)

Output

Fig. 2 Algorithm flow
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We select 450 groups of data under each scenes, 225 sets of which is used for

training and learning, the rest of the 225 groups of data is used to test the

identification effect.

We set the error of the neural network as 0.01, the stride length as 3000 steps and

select the BP training algorithm. The neural networks will be trained until it reach

the training error of the large step.

3.3 Test Result

Through simulation calculation, the recognition statistical rate of obstacles classi-

fication and the obstacle position identification are shown in Tables 1 and 2.

Fig. 3 Original signal and

reconstructed signal

Fig. 4 Gabor coefficients

of the received signal
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By the test results, the different locations and different types of obstacles can be

well identified by using the Gabor-network.

4 Conclusion

In this paper we study the ability of perceiving different transmission environment

of UWB communication process by using the Gabor coefficients of UWB signals

and combining them with the neural network’s learning and classification ability.

We can achieve the goal of classification when we send Gabor coefficients of

signals into the neural network as the input vector.

Acknowledgment This work was supported by NSFC (61171176).
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Table 1 Accuracy of identify obstacles classification

Obstacles

classification

Total test samples

number

Correct classification

number

Classification accuracy

(%)
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Table 2 Accuracy of identify obstacles position

Obstacles

position

Total test samples

number

Correct classification
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(%)
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A Method of Target Detection and

Identification Based on UWB and PSO-WNN

Feng Gao and Ting Jiang

Abstract UWB radar is widely used in target detection and identification because

of its spectrum in range of GHz. A novel method of target detection based on

Particle Swarm Optimization-based Wavelet Neural Network (PSO-WNN) and

UWB is proposed. Using this method, we extract and analyze the characteristic

parameters of the received signals and channel impulse responses in the commu-

nication systems from the view of UWB communications, then apply PSO-WNN to

identify the target. According to the obtained results, this method is quite effective

for target identification.

Keywords UWB • PSO • Wavelet neural network (WNN) • Target identification

• Channel characteristic parameters

1 Introduction

In recent years, wavelet neural network (WNN) is widely used in pattern recogni-

tion as a new artificial neural network (ANN). WNN combines feed forward neural

networks with wavelet theory. As a result, compared with classical neural networks,

WNN has a better generalization property and is more appropriate for the modeling

of high frequency signals. In the learning algorithm of WNN, Back Propagation

(BP) and its improved algorithms are most widely used. While BP algorithm is

essentially a gradient descent learning algorithm, the complexity in the actual

application often makes it have some shortcomings such as long training time,

low precision, local minimum and so on [1]. PSO algorithm, which has some

advantages of simple structure, parallel processing, few adjustment parameters

and stronger global convergence [2], is a good alternative to optimize the WNN.
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In the UWB communication technologies, the received signals change when

placing different obstacles between the UWB-IR transmitter (TX) and UWB-IR

receiver (RX). Thus, we can identify target by analyzing the forward received

signal. On the basis of this idea, a method based on selected bispectra and radial-

basis function (RBF) was successfully applied to identify obstacle by You Minglei

[3] while a method based on the ROROP (resilient back-propagation) and the

channel characteristic parameters was proposed to detect and classify the target

by He Junqin [4]. Although these methods succeed, they have some shortcomings.

The data they use is from simulated channel model and the capacity of approximate

and robust is not doughty. On the basis of previous research results, we design the

whole procedure as follows: First, we can obtain the Channel Impulse Response

(CIR) from received signals by CLEAN algorithm. Second, we use the UWB

channel parameters (e.g. channel energy, excess delay) which are obtained from

CIR as the features of targets. Finally apply the designed PSO-WNN to identify

target in the real scenario.

The paper is organized as follows. In Sect. 2 characteristic parameters used as

feature vector are introduced. In Sect. 3 we introduce Particle Swarm Optimization

and Wavelet Neural Network, whose feature vector for the target recognition is

built based on the characteristic parameters of the UWB channel, then PSO-WNN

is proposed. In Sect. 4 we get raw test data from the real scenarios of different

targets and PSO-WNN is applied to identify different targets. Finally, according to

the test results, the conclusions are given in Sect. 5.

2 The Selection of Feature Vector for WNN

By analyzing the signals, we can find that the waveform of signals received in

different communication environments is slightly different. These differences con-

tain the essential information called characteristic parameters for us to identify the

special target. So extracting characteristic parameters to distinguish targets is

critical. These parameters are selected mainly from the view of channel based on

the following considerations: (1) the main parameters such as the delay and the

number of multipath are used to describe multipath channel; (2) if targets are placed

between TX and RX, signals are considerably more weakened and have smaller

energy and amplitude due to reflections or obstructions; (3) the root mean-square

(RMS) delay spread, is larger if targets placed between TX and RX. Besides we also

consider other parameters that described in the literature. Taking all these consid-

erations into account, characteristic parameters in use are as follows:

1. Maximum amplitude of the received signal:

Amax ¼ max
t

r tð Þj j (1)
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2. The mean excess delay:

τexcess ¼

ðþ1

�1
t r tð Þj j2dt

ðþ1

�1
r tð Þj j2dt

(2)

3. The number of MPCs that contain 85 % of the received energy:

NP E85 ¼ min
n

Xn
t¼1

r tð Þj j2 > 0:85Er

 !
(3)

4. The number of the MPCs within 10 dB of the strongest path for each received

signal:

NP 10dB ¼
X
t

r tð Þj j > 10�Amax
ffi �

(4)

5. Energy of received signal:

Gr ¼
ðþ1

�1
r tð Þj j2dt (5)

6. Variance of received signal:

σ2rj j ¼
1

T

ð
T

r tð Þj j � μ rj j
h i2

dt (6)

where μ rj j ¼ 1
T

ð
T

r tð Þj j½ �dt

7. Kurtosis:
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K ¼ 1

σ4rj jT

ð
T

r tð Þ � μ rj j
��� ���h i4

dt (7)

8. Skewness:

S ¼

1
T

ð
T

r tð Þ � μ rj j
h i3

dt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

ð
T

r tð Þ � μ rj j
h i2

dt

vuut
2
64

3
75
3

(8)

Besides, these characteristic parameters will be used as feature vector of WNN.

3 Fundamentals of PSO-WNN

3.1 Fundamentals of WNN

The WNNs have been successfully applied in the field of function learning,

nonlinear system identification [5], and time series predictions [6]. The core of

wavelet neural network is wavelet transform. In general, the wavelet transform of

time series signal f(t) is defined as follows:

WT a; bð Þ ¼ 1ffiffiffi
a

p
ð1

�1
f tð Þψ t� b

a

ffl �
dt (9)

Where ψ(t) is the mother wavelet, and a and b are the scale and time-shift

parameters, respectively. The WNN can be considered as a special case of neural

network. The difference is that the transfer function of the hidden nodes take

nonlinear mother wavelet function instead of classical Sigmod function. Because

it combines the function of time-frequency localization by wavelet transform and

self-studying by neural network, the network possesses doughty capacity of approx-

imate and robust. The structure of WNN is shown as Fig. 1.

In this paper, the activation function of the hidden neurons is Mexican Hat

mother wavelet, whose function is shown as follows:

ψ xð Þ ¼ e�x2=2 1� x2
ffi �

(10)

While the activation function of the output layer is Sigmoid function, shown as

follows:
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σ uð Þ ¼ 1

1þ e�u
(11)

As shown in the Fig. 1, WNN is made up of three layers: input layer, hidden

layer and output layer.

1. Input layer: the input vector is made up of the characteristic parameters, which is

expressed as follows:

X ¼ X1 X2 � � � Xm½ � (12)

In this formula, m represents the number of characteristic parameters. Besides

the number of nodes in the input layer is determined by that of characteristic

parameters. As described in Sect. 2, the number of characteristic parameters is

eight.

2. Output layer: the output vector is the target to be classified and can be expressed

as follows:

Y ¼ Y1 Y2 � � � Yn½ � (13)

In this paper, there are three targets: LOS, woods and iron cabinet. Thus, the

number of output layer is three.

3. Hidden layer: the number of nodes of hidden layer is determined by the empir-

ical formula.

4. Error function: the error function uses the principle of minimum mean square

error (MSE).

Yi ¼ σ uið Þ ¼ σ
XK
k¼1

wk, iψak, bk

XM
m¼1

wm,kxm

 !" #
i ¼ 1, 2, � � �,N (14)

Input Layer
Output Layer

X1

Xm

wmk

wkn

w11w11

Hidden Layer
(Wavelets)

Ψk

Ψ2

∑

∑

Ψ1

Y1

Yn

Fig. 1 The structure of

Wavelet Neural Network
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E Nð Þ ¼ 1

N

XN
i¼1

Di � Yið Þ2 (15)

Where D is the desired output vector, Y is the actual output vector, K is the

number of iterations, N is the number of nodes of output layer.

From the structure of Fig. 1, the key of making up a proper WNN is how to

calculate the parameters {wmk,ak,bk,wkn} in the net.

3.2 Fundamentals of PSO

PSO stemmed from the research on the prey behavior of a swarm of bird [7]. As one

of the evolutionary computation techniques, PSO imitates the process of a flock of

birds searching food. Instead of crossover and mutation in Genetic Algorithm (GA),

PSO follows the principle that particles follow the best one to search for the best. In

PSO, each potential solution is represented as a particle in a population (called

swarm), which is initialized with a random position and search velocity. Each

particle has its fitness value determined by the optimized function and its velocity

that determined its flight course and distance. A particle updates itself by following

two essential values: pbest and gbest in each iteration. pbest is the best solution

obtained by itself while gbest is the best solution found by all the particles. Besides
the produce of updating itself is accomplished by the two formulas:

Xi k þ 1ð Þ ¼ Xi kð Þ þ vi k þ 1ð ÞΔt (16)

vi k þ 1ð Þ ¼ wvi kð Þ þ c1r1 Pi � Xi kð Þ½ �=Δtþ c2r2 Ps � Xi kð Þ½ �=Δt (17)

where Xi represents the position of the particle i, Pi represents the best previous

position of particle i, Ps represents the best position among all particles in the

population X, k is the algebra of evolutionary iteration, w is the internal weight

coefficient, c1 and c2 are the learning efficiencies, r1 and r2 are the random real

numbers in the range of [0,1], Δt represents the space length of the particle in

iteration, vi represents the velocity of the particle, and in the range of [0.1].

Thus, particles communicate with each other and share their information among

each other during their search. The search don’t stop until the given max iteration

frequency or fitness value meets the requirement.

3.3 Process of PSO-WNN

In this article, PSO is used to optimize wavelet neural network to avoid the curse of

dimensionality and enhance the learning capability as well as the training effi-

ciency. Associated with previous analysis on WNN, the parameters to be global
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optimized are {wmk,ak,bk,wkn}. At the same time, he fitness value can be calculated

by formula (15).

Considering all these, the process of PSO-WNN is represented as follows:

Step 1: Normalize the given input variables and expected output.

Step 2: Define the element of position vector function X of particle swarm as

structure of the wavelet neural network, including the number of the hidden

layer neurons and give termination condition.

Step 3: Initialize particle swarm.

Step 4: For all particles of the swarm, the following steps are taken:

1. Using the global best gbest and local best of each particle pbest, each

particle’s velocity and position are updated according to formulas (16) and

(17);

2. Evaluate the fitness of each particle and compare the evaluated fitness value

of each particle with its pbest. If current value is better than pbest, then pbest
is updated with current position;

3. If current value is better than gbest, gbest is updated with current position.

Step 6: This procedure proceeds until termination condition is satisfied, and then the

global optimum values are obtained. Otherwise, loop to step 4.

Step 7: Initialize WNN with the optimum {ωm,k,ak,bk,ωk,n}.

4 Application of PSO-WNN Model to UWB Target

Identification

4.1 Measurement Setup and Environments

The measurements were taken using PulsON 400 (P400) RCM by the Time Domain

Co, Ltd. The P400 RCM operating band is from 3.1 to 5.3 GHz, with center

frequency 4.2 GHz. Time Domain Broadspec toroidal dipole antennas are used

3.56m

6. 252m

8. 867m

11. 93m

8.729m

8.957m

15. 695

UWB-IRTX
UWB-IRRx

Fig. 2 The curve of fitness

function in the process of

optimization
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for transmitting and receiving antennas. The gain of the antenna is about 3 dbi. The

P400 RCM is controlled by a PC and data are recorded digitally. Our measurements

have been conducted in foliage. As shown in Fig. 2, the UWB-IR transmitter

(TX) and UWB-IR receiver (RX) were placed at fixed position, while the height

of both TX and RX were fixed at 1.5 m from the floor and the distance is 19.136 m.

Then two objects: wood board and small iron cabinet were placed between Tx and

Rx to build different scenarios.

As shown in Fig. 2, we set seven different spots for each target to enhance the

reliability of results. And in each spot we conducted 100 times measurements for

each scenario. So there are three scenarios in our measurement: LOS, woods and

iron cabinet. Thus in total we got 2,100 times data, which are divided equally into

two pieces: for training and testing. Give 15 as the number of nodes in hidden layer.

Give 200 as the number in the swarm, c1 ¼ 2, c2 ¼ 2 is given as the initialized

parameters in PSO. Give 1,000 iteration steps or 0.001 exactness ratio as the

precondition to terminate the training of the network learning.

4.2 Results of Identification and Analysis

The data and figures obtained in the process are shown as follows.

Figure 3 shows the result of PSO optimization. Green spots represent pbest, red
ones represent gbest and blue ones represent the position of the particle. After every
iteration, the position is gradually approaching the gbest.

Fig. 3 The topology of

foliage environment and

measurement antennas

deployment and target

position

Table 1 Comparison of target identification results between WNN and PSO-WNN

Class LOS (%) Wood board (%) Iron cabinet (%)

WNN 93.1429 96.8571 76.8571

PSO-WNN 94.8571 100 90.8571
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Table 1 shows comparison of target identification results between WNN and

PSO-WNN. The results show that the recognition rate of PSO-WNN is higher than

90 % and the targets are effectively identified. From the comparison, it is obvious

that PSO can enhance the performance of WNN in target identification based on

UWB.

5 Conclusions

In this paper, we build three scenarios in foliage. The channel characteristic

parameters are extracted to be feature vector. PSO-WNN is used to identify targets.

The results of measurement demonstrate that the method proposed in this paper

based on PSO-WNN and UWB is efficient for target identification.

Acknowledgment This work was supported by NSFC (61171176).
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A New UWB Target Detection and

Identification Method Based on Extreme

Learning Machine

Hao Shen and Ting Jiang

Abstract UWB is a short-range wireless communication technology with strong

resolution, detection and anti-jamming capability. UWB radar has been widely used

in the transportation detection, bridge detection [1], medical detection [2], etc.

However traditional UWB radar is used for target detection and identification by

analyzing the echo signals. It cannot content the requirement of accomplishing

communication and target detection at the same time which is significant in

individual combat and intrusion detection. In this paper, we propose a novel target

detection and recognition method which is different from the traditional UWB radar

to content the above requirement. This method extracts the characteristic parame-

ters of the received signals instead of the echo signals, and employ the extreme

learning machine (ELM) to identify target. According to Matlab simulation result,

the new method is quite fast and effective in target identification.

Keywords UWB • ELM • Channel characteristic parameters • Target

identification

1 Introduction

UWB possess not only a good performance in communication, but also the capa-

bilities of environment detecting. When UWB signals transmit across the target

obstacle, the signals will reflect, diffract, scatter and transmit, etc. UWB receiver

will receive different signals through different target obstacle. It is possible to

analyze the characteristic parameters of the received signals instead of the echo

signals to identify target obstacle. There are some studies, in which UWB radar is
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used for target detection and identification by analyzing the received signals in the

target recognition literature [3].

The past studies in the field have shown there is a major disadvantage that the

learning speed of neural networks is much slower than practical required. To

resolve these disadvantages of neural networks, in this paper we suggested a new

learning algorithm called extreme learning machine for single-hidden layer

feedforward neural networks (SLFNs) which randomly choose hidden nodes and

analytically determines the output weights of SLFNs. In theory, this algorithm

tends to provide good generalization performance at extremely fast learning

speed [4, 5]. To verify the effectiveness of the method, we apply the method to

three UWB outdoor communication scenes with different types of target obstacles

and the simulation results demonstrate that this method can identify the target

extremely fast and precisely.

The paper is organized as follows: In Sect. 2, we discuss the characteristic

parameters of the UWB channel, in Sect. 3, the extreme learning machine algorithm

is introduced, in Sect. 4, we apply the method in UWB outdoor communication

scenes and analyze the simulation result, in Sect. 5, the conclusions are given.

2 Extracting the Characteristic Parameters of UWB

Channel

In general, the characteristic of signals is analyzed by their energy, amplitude,

delay, number of multipath, waveform. The delay and the number of multipath are

the key parameters in UWB channel. So in this section, we focus on these two

parameters. In the delay, we consider the excess delay which describes the delay of

the arriving time of the multipath signal relative to time zero and the RMS delay

spread which is the standard deviation of the mean delay.

2.1 The Excess Delay

τexcess ¼

ðþ1

�1
t
ffiffir tð Þffiffi2dt

ðþ1

�1

ffiffir tð Þffiffi2dt
(1)
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2.2 The RMS Delay

τRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
K

τK � τmð Þ2P τKð Þ
X
K

P τKð Þ

vuuuut (2)

Where, τK is the delay of the kth multipath, τm is the mean excess delay, P(τK) is the
power delay distribution.

2.3 The Number of Significant Paths Within 10 dB of Peak

In the number of multipath, we use the number of significant paths (NSP) within

10 dB of peak which is the paths whose energy is in the 10 dB dynamic range

compared with the largest peak path.

NP 10dB ¼
X
t

ffiffir tð Þffiffi > 10�Amax
� �

(3)

Where, Amax is the maximum amplitude of the received signal.

In addition, we choose the maximum amplitude of the received signal, the total

energy of the received signal, the number of paths that contain 85 % of the total

energy, the variance of the received signal, the Kurtosis coefficient and the Skew-

ness coefficient as supplements of the characteristic parameters. Channel charac-

teristic parameters are different and these parameters are used as the input vector of

extreme learning machine and the target objects can be classified and identified.

3 The Extreme Learning Machine Algorithm

Extreme learning machine is a new learning algorithm for single-hidden layer

feedforward neural networks (SLFNs). The output of SLFNs with L hidden nodes

and activation function g(x) as on (4):

f L xð Þ ¼
XL
i¼1

βiG ai; bi; xð Þ ¼ ti (4)

Where ai and bi are the learning parameters of ith hidden nodes, βi is the weight
vector connecting the ith hidden node and the input nodes.

A New UWB Target Detection and Identification Method Based on Extreme. . . 455



βi ¼ βi1; βi2; . . . ; βim½ �T (5)

Given any small positive value ε>0 and activation function g which is infinitely
differentiable in any interval, there exists K � Q such that for Q arbitrary distinct

samples (xi ti), where xi∈Rm and ti∈Rn for any wi and bi randomly chosen from any

intervals of Rn and R, according to any continuous probability distribution, then

with probability one,

ffiffiffiffiHN�mβM�m � T
0 ffiffiffiffi < ε (6)

The weight vector connecting the hidden nodes and the output nodes can be

obtained by the least squares solutions of the linear equations. The weight vector as

on (7):

β̂ ¼ Hþ � T (7)

For single-hidden layer feedforward neural networks, ELM learning algorithm is

available for any infinitely differentiable activation functions [6, 7]. Traditional

activation functions include Sigmoidal function, Sine function, Hardlim function,

etc. In this paper we choose Sigmoidal function as activation function of ELM. The

readers can find more information about the SLFNs in references [8, 9].

4 Simulate and Analyze

4.1 Outdoor Communication Scene

The outdoor communication scene is a forest in the west of Beijing University of

Posts & Telecommunications. To verify this method can identify the target at any

position, we set seven positions for each target obstacle as Fig. 1 shown. In Fig. 1,

the RX and TX indicate the transmit device and receive device. The distance

between two devices is 19.136 m. Every star indicates the position target obstacles

may be placed and each position we set three kinds of obstacles which are no

obstacles (LOS), wood block (WB), iron cupboard (IC). Every scene for each

position we collect 1,000 date.

In the outdoor communication scenes, the received signal is mixed with noise.

After denoising, we extract the characteristic parameters from the received signals.

Figure 2 shows the variance and the total energy of the received signals under three

scenes. Figure 3 shows the RMS delay spread and the number of significant paths

within 10 dB of peak of the received signals. The characteristic parameters change

with the different targets. It is obvious the received signals change in different

scene.
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Fig. 1 The target distribution in outdoor communication scene

Fig. 3 The distribution of RMS delay spread and the NSP within 10 dB of peak

Fig. 2 The distribution of the variance and the total energy of the received signals
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4.2 Analysis of the Simulation Result

In these experimental studies, 100 received signals in each position are used for

each of the target obstacle. So, the total number of the acquired received signals is

100 � 7 � 3 ¼ 2,100. In order to facilitate the training and recognition, we sep-

arate half of the received signals for training and half of the received signals for

recognition. The characteristic parameters extracted from received signals are used

as the input vector of extreme learning machine and the result of recognition and

identification is the output.

Figure 4 shows the recognition results, different shapes represent different

classes. By counting the number of errors, we get the recognition rate. The results

of testing experimental studies of ELM method for UWB target recognition can be

shown in Table 1. The performance of the proposed ELM learning algorithm is

compared with the popular algorithms of feedforward neural networks like the BP

algorithm by using same input vector. All the experimental studies for the BP and

ELM algorithms are carried out in MATLAB2012a. environment running in a PC

has dual-core 3.0 GHz CPU and 2 GB RAM. In Table 1, The performance

comparing results of ELM method with BP method are given as below. Table 1

shows the recognition rate of ELM method is better than BP method. The recog-

nition rate increase 10 and 15 % in the case of WB and IC. Moreover, the training

time of ELM method is only 2.5 % of BP method.

Fig. 4 The recognition

result of simulation

Table 1 The performance

comparing results of ELM

method with BP method

Algorithms LOS (%) WB (%) IC (%) Training Time (s)

ELM 96 98.5714 87.1492 0.39063

BP 96.8571 88.8571 71.7143 15.3438
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5 Conclusions

In this paper, we suggested a new UWB target detection and identification method

based on ELM. The UWB channel characteristic parameters are extracted from

received signals, and ELM is selected to detect targets. The simulation results

demonstrate that the ELM method can produce a higher recognition rate and can

learn thousands of times faster than traditional BP method. The new ELM method

will have a board application prospect in UWB target detection and identification.
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Target Detection and Classification by UWB

Communication Signal Based on

Third-Order Cumulants

Yi Zhong, Zheng Zhou, and Ting Jiang

Abstract We have taken an experimental study about a novel method of the

feasibility of ultra-wideband (UWB) communication system to concealed obstacles

detection and classification. The recognition of target can be achieved by received

UWB-IR signals from the UWB communication system which is different from

traditional method using UWB radar echoes. In this paper, we propose a third-order

statistic method to extract features that are representative of the target types from

the received signals. Then, support vector machine (SVM) is used to realize the

obstacle identification. The detection performance is compared with that of feature

extraction method based on statistical characteristics of received signal (Ru Ying

et al., Globecom Workshops (GC Wkshps), 2012 IEEE;1389–1393, 2012; Junqin

He et al., Globecom Workshops (GC Wkshps), 2012 IEEE, 1460–1463, 2012).

According to the experiment based on real data collected by the received signals of

UWB communication, the results indicate that the detection method based on third-

order cumulant shows better noise immunity than that based on statistical

characteristics.

Keywords UWB communication • Target detection • Third-order cumulant • Sup-

port vector machine

1 Introdution

In recent years, UWB radar-based detection and identification of concealed targets

in a strong clutter background, such as foliage, soil cover or building has been well

studied. In their studies, all the objects are identified by analyzing echo data [1,

2]. In this paper, a new target detection and recognition method from the view of

Y. Zhong (*) • Z. Zhou • T. Jiang

Key Laboratory of Universal Wireless Communication, Ministry of Education, Beijing

University of Posts and Telecommunications, Beijing, China

e-mail: zhongyim2m@gmail.com

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical

Engineering 246, DOI 10.1007/978-3-319-00536-2_53,

© Springer International Publishing Switzerland 2014

461

mailto:zhongyim2m@gmail.com


UWB communications is proposed, which is different from the recognition princi-

ple of the traditional UWB radar. The system is completely using received UWB

communication signals to achieve the objective that the identification and percep-

tion will be done simultaneously during the communication procedure. The method

extracts features that are representative of the target from these received signals,

then employs machine learning techniques to identify target.

Two points are important in establishing our approach: the first is that we

concentrate on the obscured targets recognition through foliage based on the real

data collected by received signals of UWB communication system. It has been

theoretically demonstrated that the effectiveness of the proposed UWB communi-

cation system used for target identification based on simulated data of ultra-

wideband indoor obstacle scenes modeled by Finite Difference Time Domain

(FDTD) in [3, 4]. However, it has been shown that theoretical simulation methods

have many deficiencies, such as: (1) upper frequency of UWB signals below 2 GHz

due to limited amount of computer memory, (2) the more obvious differences of

extract features compared to real scenarios related to the calculation error based on

FDTD, (3) different targets identification on the same position with simulation

model. Contrapose this phenomenon, we investigate the feasibility of classifying

the real measured data using UWB wireless commutation in this paper.

The second key point of our approach is that we consider to decrease the noise

effect and to enhance the detection performances. Because Gaussian noise can be

completely inhibited by higher-order cumulant (HOC) and characteristics can be

very rich after any HOC, this paper presents a simple, very low complexity, robust

method based on third-order cumulant that can easily be applied to classify various

targets in the proposed UWB communication system. This feature extraction

method can be better utilized and suppress the Gaussian noise comparing to the

statistical characteristics.

The paper is organized as follows. In Sect. 2, a brief introduction of data

measurement and collection in real scenarios is provided. In Sect. 3, third-order

cumulant classification approach using SVM is explained. The obtained experi-

mental results are illustrated in Sect. 4. Finally, conclusions are given in Sect. 5.

2 Data Measurement Using UWB Radar

We selected a forest to take the targets penetration measurement in September

2012. Our work is based on the received UWB-IR signals from the UWB commu-

nication system.

We placed the UWB-IR transmitter (TX) and UWB-IR receiver (RX) at fixed

positions. Four scenarios are measured, one scenario is the LOS and others are

NLOS scenarios. Targets of human, wood board and small iron cabinet are placed

separately to build different penetration scenarios. For the LOS scenarios, the

penetration measurement was taken without target placed between TX and

RX. For the NLOS scenarios, considering the uncertainty in target position, we
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selected four points within a region between the TX and RX to ensure the method

can effectively detect and classify the concealed obstacle in the monitoring area.

The topology is shown in Fig. 1, in which the deployment of the measurement

equipment and target positions are illustrated. More than 500 penetration measure-

ment data were collected when a target placed at each position.

3 Method of Target of Recognition

The target recognition process block diagram of UWB communication is shown in

Fig. 2 and consists of three steps: sense through foliage data collection, feature

extraction, and target classification and recognition. In Sect. 2, we have discussed

the data collection in real scene. The proposed method consists of two procedures—

the generation of feature extraction, and the classification of obstacle.

3.1 Proposed Feature Extraction

1) Higher order basis

High order statistics, especially the general third-order cumulant, which is

mostly used in the practical engineering field, concerned us here is the capability

of HOS to alleviate the effect of Gaussian noise.

Let {x(t)} be a zero-mean kth-order stationary random process. The kth-order
cumulant of this process, denoted Ckx(τ1,τ2, � � �,τk � 1), is defined as the joint kth-
order cumulant of the random variables x(t), x(t + τ1), � � �, x(t + τk � 1), i.e.,

Ckx τ1; τ2; � � �; τk�1ð Þ
¼ cum x tð Þ, x tþ τ1ð Þ, � � �, x tþ τk�1ð Þð Þ (1)

The second-, and third-order cumulant of zero-mean x(t) are,

Fig. 1 The topology of

forest environment and

measurement antennas

deployment and target

location
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C2x τð Þ ¼ E x tð Þx tþ τð Þf g (2)

C3x τð Þ ¼ E x tð Þx tþ τ1ð Þx tð Þx tþ τ2ð Þf g (3)

where E denotes the expection operater.

A non Gaussian signal can be decomposed into its higher order cumulant

functions where each one of them may contain different information about the

signals. This can be very useful in signal classification problems where distinct

classification features can be extracted from higher order domain [5].

Suppose x(t) is interfered by a independent additive Gaussian noise e(t), and we

have y(t) ¼ x(t) + e(t); then

Cky τ1; τ2; � � �; τk�1ð Þ
¼ Ckx τ1; τ2; � � �; τk�1ð Þ þ Cke τ1; τ2; � � �; τk�1ð Þ (4)

Since e(t) is Gaussian and k � 3 then, Cky(τ1,τ2, � � �,τk � 1) ¼ Ckx(τ1,τ2, � � �,τk
� 1), whereas C2y(τ) ¼ C2x(τ) + Cke(τ). This makes the HOC of Gaussian process

and even the colored Gaussian process constantly zero. In essence, cumulants can

draw non-Gaussian signals out of Gaussian noise, thereby boosting their signal-to-

noise ratios[6].

2) Feature extraction based on third-order cumulant

If a random process is symmetrically distributed, then its third-order cumulant

equals zero. In fact, to avoid the computation complexity of the third-order

cumulant, 1-D slices of the third-order cumulant is usually applied in signal

processing.

A 1-D slice of the kth-order cumulant is obtained by freezing (k-2) of its k-1

indexes. Many types of 1-D slices are possible, including radial, vertical, horizon-

tal, diagonal, and offset-diagonal. All these 1-D slices are very useful in applica-

tions of cumulants in signal processing [7].

Third-order cumulant diagonal slice has following three properties:

• The diagonal slice of the third-order cumulant retains all the useful signal

characteristics.

• Additionally, 1-D higher order cumulants slice of Gaussian processes are zero.

• Further, since only 1-D slice of the cumulant are used, the computational burden

is still modest.

Because of those inherent advantages, we propose an extraction method based

on 1-D diagonal slice of third-order cumulant. In this paper, we select 1-D third-

order cumulant diagonal slice as the effective features of the received UWB

communication signals.

Fig. 2 Block diagram of UWB communication target recognition
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If x(t) is a real-valued, zero-mean and stationary random process, suppose τ1 ¼
τ2 ¼ τ in (4), its third-order cumulant diagonal slice can be consistently estimated

using

C3x τð Þ ¼ E x tð Þx tþ τð Þx tþ τð Þf g
¼ E x tð Þx2 tþ τð Þ� � (5)

3.2 Classification Using Support Vector Machine

We use an SVM as a classification algorithm because of its some superior properties

[8]:

• The optimization problem for constructing an SVM has a unique solution.

• The learning process for constructing an SVM is rather fast.

• Simultaneously with constructing the decision rule, one obtains the set of

support vectors.

• Implementation of a new set of decision functions can be done by changing only

one function (kernel K(xi,x)), which defines the dot product in Z-space.

As SVM is a binary classifier, we detect and classify the target sense through

foliage in four scenarios by incorporate multi- classification techniques. In this

paper, we choose one-versus-one method and classify the scenarios based upon

majority vote. This method process is rather fast and exhibit higher accuracy

compared with other methods [8].

The data recorded were separated into two sets for processing, training set and

validation set respectively. The training set is used as the basis for training of SVM,

and the validation set is used to test the accuracy of the classification algorithm. To

maintain a more realistic investigation of this classification technique, the training

and testing sets do not include any overlap in data or any same position feature

samples selected as the processing sets.

We use LibSVM, a freely available SVM library implemented by Chang and Lin

[9]. In the SVM training process, the radial basis function (RBF) kernel function is

selected because it is the most commonly used kernel for its powerful performance.

The penalty parameter c of the SVM and the RBF kernel function width g is

searched exhaustively by grid search parameter optimization approach to minimize

average classification error for each SVM.

4 Experimental Results

4.1 Database Description and Experimental Design

The dataset used in our experiments is a penetration measurement of four scenes

through foliage taken over in a forest by the UWB communication system in
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autumn 2012. From the 500 samples acquired by the extraction features of UWB

communication received signals through each targets, 200 samples were selected

randomly in each four location. The database were used to generate a random set of

600 training samples (used for learning the classifiers), and 200 test samples

(exploited for assessing their accuracies).

The experimental analysis was organized into two main experiments. The first

aims at analyzing the feasibility of detecting and classifying target sense through

foliage using UWB communication system based on proposed 1-D third-order

cumulant slice extraction method. In the second experiment, proposed method of

1-D third-order cumulant slice is compared with the statistical characteristics

adopted for the detection and classification statistic under various levels of added

Gaussian white noise.

4.2 Results of Experiment 1: Classification in the Original
Scenarios

In this part, proposed 1-D third-order cumulant diagonal slice is employed to detect

and classify the different target types by using classifier SVM. The performance of

the proposed method was examined using a Monte Carlo simulation 100 times with

best related parameters c and g.
The results in terms of classification accuracy provided by the proposed method

are summarized in Table 1. In order to assess the stability of each classifier, we

derived some statistics by looking at the overall accuracy (OA). The results

reported in Table 1 confirm the feasibility of the UWB communication detection

system in terms of all the four targets, with accuracy 100.00 % for “wood board”,

99.46 % for “no target”, 91.00 % for “small iron cabinet”, 89.50 % for “human”.

Furthermore we can conclude that, the proposed method is effective in detecting

and classifying the concealed obstacles with overall accuracy higher than 94 % for

all the four classifiers.

4.3 Results of Experiment 2: Classification in Additive
Gaussian Noise

At last, we perform classification for a range of signal-to-noise ratios (SNRs) to

demonstrate the robustness of the proposed method based on classifier SVM. And

the results are compared with that of statistical characteristics method. For the

statistical characteristics, we select energy of received signal Er, RMS delay spread

τRMS and mean excess delay τexcess these three parameters as the effective features.

White Gaussian noise is added to the received UWB communication signals and
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features are extracted using the two methods. The comparison between the perfor-

mances of the above mentioned methods is given in Fig. 3.

From Fig. 3, we can see that the detection effect of third-order cumulant is

extremely better than that of statistical characteristics at all the SNRs. For SNR

¼ 3 dB, the third-order cumulant method still exhibited an acceptable accuracy

(higher than 82 %), whereas a worse accuracy (lower than 80 %) was obtained by

the method of statistical characteristics. From the obtained experimental results, it

can easily be inferred that the method based on third-order cumulant achieves very

good recognition rates even in the presence of large amount of Gaussian noise,

whereas the statistical characteristics verified to be very sensitive to Gaussian noise.

Therefore, we can say that the statistical characteristics method is not suitable in the

target detection with additive Gaussian white noise.

5 Conclusions

In this paper, we have assessed the potential of the novel UWB communication

system in the problem of recognizing and classifying targets obscured by foliage in

a forest. Using two feature extraction methods based on statistical characteristics

and third-order cumulant, we demonstrated that characteristic features of the targets

from their UWB received signals can be classified by using classifier SVM. As

shown by the comparison with statistical characteristics feature extraction method,

it appears that proposed 1-D third-order cumulant diagonal slice can be effectively

trained at all the circumstance, even if the signals with additive Gaussian white

Table 1 Classification accuracy of third-order cumulant and statistical characteristics

Class No target Wood board Small iron cabinet Human OA

Accuracy (%) 99.46 100.00 91.00 89.50 94.99
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Fig. 3 The performance of

third-order cumulant and

statistical characteristics

with SVM classifier
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noise(over 94 % correct on average for 10 dB SNR). However, the average

accuracy of statistical characteristics with varying level of noise is not conclusive

(only 85 % correct on average for 10 dB SNR). Therefore, we can conclude that

proposed 1-D third-order cumulant diagonal slice shows extremely better effec-

tiveness and robustness of the novel UWB communication recognition system.
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A New Method of Target Identification in

UWB Communication System Based on

Smooth Pseudo Wigner Ville Distribution

and Semi-supervised Clustering

Qiqi Tang and Ting Jiang

Abstract Ultra Wideband (UWB) technology has been widely used for target

identification with its strong penetrability, high resolution and good anti-

interference ability. This paper proposes a new method to detect and classify target

surrounded by foliage based on the real data collected from the UWB communica-

tion system. Different targets between the transmitter and receiver affect the signal

differently, so the received signal contains lots of information about the target. We

use smooth pseudoWigner Ville (SPWVD) distribution to extract the feature vector

of the signal and apply the semi-supervised method to realize the target identifica-

tion. The experimental result shows that this method is very effective. It provides a

potential way of target identification in normal UWB communication system.

Keywords UWB technology • Target identification • Smooth pseudo Wigner Ville

distribution • Semi-supervised clustering

1 Introduction

The identification of target hidden in the foliage is always a research hotspot and of

great significance. It has many applications both in the military and civilian field

such as border violations, jungle combat, mountain rescue and fight against illegal

poaching [1]. Since the target is all or partly covered by the foliage, it is hard to

“see” them with normal methods.

The signal whose relative bandwidth is greater than 20 % is called Ultra

Wideband (UWB) signal [2]. The spectrum of UWB is in range of GHz, therefore

it is widely used to identify target for its strong penetrability, high resolution and

good anti-interference ability [3]. In recent years, the study about target
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identification using UWB has made a lot of progress. Most of them achieve the goal

by using UWB radar and analyzing the reflected signal [4]. Liu Dong Hong

proposed a way to identify target by using UWB radar based on waveform

matching; Fang Xue Li successfully detected and classified the target in the foliage

with UWB-SAR (Ultra Wide Band Synthetic Aperture Radar). In those models, the

target identification and communication are totally two independent processes.

As we all know, the shape of received signal’s waveform is greatly influenced by

the communication channel. So we can combine target identification and commu-

nication together. We can identify target in normal wireless communication system

by analyzing the forward received signal. Based on this idea, Minglei You success-

fully identified whether there is a target or not in the transmitting channel by using

selected bispectra and radial-basis function (RBF) [5]. Junqin He studied the

channel characteristic parameters and applied the ROROP (resilient back-

propagation) to detect and classify the target [6]. Although these methods success-

fully identified the target, they have some shortages. The data they use is from

simulated channel model and the ability of noise immunity is not good. Besides

they need a lot of data to train the classification machine so as to classify the target.

To overcome these shortages and identify target in real environment, we propose

a new target identification method. It can detect whether there is a target between

the transmitting channel and identify what kind the target is with a few previous

sample data. It extracts the time-frequency feature of the received signal as the

feature vector and uses semi-supervised clustering [7, 8] to identify the type of the

target. All the data is collected from real outdoor experiments. The result shows this

method is very effective and maybe can be used into real application.

This paper is organized as follows. Section 2 describes the main idea of the

method, the time margin distribution of smooth pseudo Wigner-Ville distribution

[9] and K-means algorithm. The time margin distribution of smooth pseudo

Wigner-Ville distribution (SPWVD) is used to extract the feature vector of the

signal. The K-means algorithm is one method of semi-supervised clustering and is

used to classify the targets. The method is applied in four scenes in Sect. 3. In

Sect. 4, we get the result and analyze it. Finally, we make a conclusion in Sect. 5.

2 The Basic Idea

The received signal will be greatly affected by the obstacle between the transmitter

and the receiver. Therefore, the time frequency distribution is various. We extract

the time margin distribution of the smooth pseudo Wigner-Ville distribution as the

feature vector of the target and use it as the input of the K-means [10] Clustering

which is used to classify the target.
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2.1 The Marginal Distribution of the Smooth Pseudo
Wigner-Ville Distribution

The smooth pseudo Wigner-Ville distribution is an important kind of time fre-

quency distribution. It shows the time-frequency (t-f) signature [11] of the signal

and provides combined information of the time domain and frequency domain. The

form is as follows:

W t; fð Þ ¼
ðþ1

�1

ðþ1

�1
z tþ τ

2

ffi �
z � t� τ

2

ffi �
e�2πτf h τð Þg μð Þdτdμ (1)

The g and h are real symmetric window and h(0) ¼ g(0) ¼ 0 [12].

In order to extract the time frequency feature of the signal, we calculate the time

margin distribution of smooth pseudo Wigner-Ville distribution. It shows the real-

time energy of the signal and the definition is as follows:

mf tð Þ ¼
ðþ1

�1
tW t; fð Þdf (2)

2.2 K-Means Clustering

The semi-supervised clustering analysis is one of pattern recognition method and

can be used to classify the target. It divides the data into different groups by the

feature and can identify the type with some marked sample data.

The K-means clustering is an important kind of semi-supervised clustering. It

has been employed in different applications of data analysis and can achieve the

goal that the distance of the data in the same kind is small while the distance in

different kind is large. It can divide the data effectively and correctly. The principal

is as follows:

1. Choose K data as the center of the clustering. Each data represents the center of a

kind. Assume that the center is C ¼ {x1, x2, x3. . .xk } ;
2. Calculate every data’s distance D to every data in C and find the smallest

distance Di (1 < ¼i < ¼k). We think this data is of the same kind with Xi.

3. Modify C. Xi equals the mean of all of data in kind i.
4. Return to step 2.Do the process of calculating distance, judging kind and

modifying center again until the new distance to center equal the last time’s

distance. Then finish the clustering process [13].
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3 Experimental Activities

3.1 Experiment Process

The experiment is performed in a forest. The measurements are made using two

UWB radios named P400 RCM (product of Time Domain) which operating fre-

quency is 3.1–5.3 GHz with center frequency of 4.2 GHz. The UWB signal

transmitter (RX) and receiver (TX) is set at the fixed position and the distance

between them is 19.136 m. The target is between RX and TX. Three kinds of target

including wooden door, iron cabinet and human beings is applied in this experi-

ment. Besides, we get the data without targets as to judge whether there is a target or

not. For each kind of target, concerned the randomness of the target’s position

between the two radios, we measured seven positions in our experiment. In each

position, we measured 500 times and got 500 digitalized received signals. The

positions and surrounding of the target is shown in Fig. 1. The stars represent the

target and the target is surrounded by trees.

3.2 Data Processing

In this experiment, four scenes (no target, wooden door, iron cabinet, human

beings) are made. After collecting data, we process the data and get the result.

The steps are as follows:

1. For each scene, randomly extract 30 sample data from the position which is the

nearest position to the line between TX and RX among all the positions. Mark

these sample data. They form the sample dataset.

2. For each scene, randomly select 270 data. Combine these data as the test dataset.

Disturb the order of the test dataset.

3. Calculate clustering center. For each scene, calculate the mean of the sample

data’s time margin of SPWVD distribution. Use these four records as the initial

center of the K-means clustering.

4. Combine these sample data and test dataset as the data to be clustered. Calculate

their time margin of SPWVD, and then conduct K-means clustering.

5. Identify the target. If a data in test dataset is in the same group with certain

marked sample dataset, then we can know which kind of target the data belongs

to. In that way, the target is identified.
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4 Results and Analysis

Figures 2, 3, 4, and 5 shows received signal’s time margin of SPWVD in different

scene respectively. It represents the change of instantaneous energy over time.

From those figures, we can see in different scenes, because of the target, the signal’s

instantaneous energy changes differently. We can identify the target with this

feature.

We count the error numbers and calculate the recognition rate to see the

effectiveness of the method. The test use only 10 % of the whole data as the sample

data and the other 90 % are test data. The average recognition rate is shown in

Table 1.

To study the noise immunity of the method, we add noise to the test data and

applied two different methods to identify target. Figure 6 shows average recogni-

tion rate in the situation of different SNR (Signal to Noise Ratio) [14]. From this

figure we can see the method using SPWVD and K-means has better noise immu-

nity than the method using channel characteristic parameters and RPROP proposed

by Junqin He. Especially, when the SNR is between 4 and 7 db, the recognition rate

of the method using SPWVD can be above 85 %, while the other one is below 70 %.

Besides, the number of sample data we need to use in K-means is smaller than in

Fig. 1 The positions and

surrounding of the target in

our experiment

0
0

0.05

0.15

0.2

0.25

0.3

0.35

0.1

10 20

time margin of SPWVD in No Target scene

30 40 50 60 70

Fig. 2 Time margin of

SPWVD in the scene of no

target

A New Method of Target Identification in UWB Communication System Based on. . . 473



0
0

0.05

0.15

0.2

0.25

0.3

0.4

0.45

0.5

0.35

0.1

10 20

wooden door's time margin of SPWVD

30 40 50 60 70

Fig. 3 Time margin of SPWVD in the scene of wooden door

0

0

0.05

0.15

0.2

0.25

0.3

0.35

0.1

10 20

iron carbnet's time margin of SPWVD 

30 40 50 60 70

Fig. 4 Time margin of SPWVD in the scene of iron cabinet

0
0

0.05

0.15

0.2

0.25

0.3

0.35

0.1

10 20

human being's time margin of SPWVD

30 40 50 60 70

Fig. 5 Time margin of SPWVD in the scene of human being

474 Q. Tang and T. Jiang



RPROP. In our experiment, the time for classifying target in ROROP is about five

times longer than semi-supervised K-means. So, the method of using SPWVD and

semi-supervised K-means has better performance than the one using channel

characteristic parameters and RPROP.

5 Conclusion

In this paper, we propose a new method for target identification. It is different from

traditional radar which is usually used to identify target with back reflected signal.

It uses the forward received signal in UWB communication system. The data is

collected from real experiment. The result shows the average recognition rate is

more than 90 %.With very few previous sample data, we can detect and classify the

target at a high rate. This method enable us combine normal wireless communica-

tion with target identification together. However, the experiment only studies the

identification of the still target. It can’t identify the moving targets. In the future

studies about it will be made to realize that goal.
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Radar Signal Processing



A SVD-Based Visual Attention Detection

Algorithm of SAR Image

Shuo Liu, Zongjie Cao, and Jin Li

Abstract This paper proposes a new method based on visual attention and singular

value decompositions (SVD) for target detection in SAR image. SAR image is

confronted with many difficulties such as complicated environment and scarcity of

target information. To solve these problems, we proposed the method that com-

bined the pyramid model with singular value decomposition to simulate human

retina. The human retina collected information in Non-uniform way. Experimental

results validate a effect performance of the method in improving both the efficiency

and the accuracy of target detection in complicated environment and weak target

condition.

Keywords Singular value decomposition (SVD) • Visual attention • Target detec-

tion • SAR image

1 Introduction

Visual attention of human visual system makes human focus on the interest areas

rapidly and make a decision on them [1]. So the visual attention greatly improved

the ability of human visual system to deal with the complicated environment image.

Obviously, there is a positive effect to introduce the visual attention into target

detection in SAR image.

Current visual attention model are generally using gauss pyramid model pro-

posed by Burt and Crouely to simulate a feature of human retina [2]. The feature

can be described as that center of the retina has smaller receptive field, otherwise

the receptive field in periphery of the retina is much bigger [3]. So the feature can be

concluded as that sampling density and visual resolution of a position become
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smaller with the increase of the distance between the position and the center of the

human retina, a large number of information in periphery were compressed

[4]. After building a gauss pyramid model, visual attention system would guide

the attention to an interest area according to some feature of a target such as shapes,

color and intensity [5]. But with the continuous development of military technol-

ogy, the situation of target detection in SAR image became more difficult, the

environment around target became more complicated and information of target

became less [6]. Current visual attention method is not suit to the target detection in

complicated environment and condition of weak target.

In this paper, a new visual attention algorithm for target detection is proposed.

Because the gauss pyramid model of visual attention was hard to compress a SAR

image which concludes weak targets effective. But the singular value decomposi-

tion method can keep the important information of a SAR image when the image

was compress [7]. So combining the SVD with gauss pyramid model and produce

images with different compression ratio. This makes the images keep target infor-

mation and obscure environment information well. Then achieve the purpose of

efficient target detection in the case of complicated environment and weak target.

2 Visual Attention Model Based on Pyramid

The model of Itti is a classic visual attention model and the algorithm proposed in

this paper is improved on the basis of the Itti. In this part, we describe the details

about building the pyramid model. The details of Itti model can be found in

literature [6].

Visual attention model adopt multi-scale spatial to simulate non-uniform sam-

pling mechanism of human retina. Burt and Crouely proposed the pyramid structure

from summary of the non-uniform sampling mechanism. One pyramid structure of

an image is show in Fig. 1.

The establishment of pyramid structure includes two steps: one is smoothing,

another is down-sampling. Itti model adopt linear discrete guass filter to do

smoothing and down-sampling in the horizontal and vertical directions of the

input image respectively and formed eight different resolution sub-image. Includ-

ing the original image, there are nine images to build up the gauss pyramid

structure. The smoothing filter is [1 4 6 4 1] and down-sampling is achieved by a

convolution with a filter [1 1]/2. Using the two filters to achieve the aim, which take

the average value of every two pixels in the previous image as one pixel value in the

next image. The two steps can be combined into a convolution with a filter K ¼ [1 4

6 4 1]*[1 1]/2 in the horizontal and vertical directions respectively.
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3 Visual Attention Model Based on SVD

Singular value decomposition has the characteristics of energy aggregation for an

image. This makes it to be a popular technology in the area of image compression.

This algorithm extracted the algebraic feature from an image. The feature react the

essential characteristics of an image, so the SVD algorithm has the advantages of

insensitive to a noise and complexity of an image.

3.1 The SVD Algorithm

The SVD algorithm is defined as follows: A is a matrix of m � m dimension. It can

be computed as three matrices U, S and V which can be expressed as

A ¼ U � S � VT (1)

Where S is a matrix of m � n dimension (same as A) and U and V are matrices

of m � m and n � n dimension respectively. The singular value decomposition of

matrix A is equal to solve eigenvalues and corresponding eigenvectors of AAH and

AHA. The singular value of matrix A is the square root of the eigenvalues of the

matrix AAH or AHA. The matrix S is a diagonal matrix that can be expressed as

followed diag(S) ¼ (σ1, σ2, σ3, � ��, σk). The diagonal elements can be constituted

by the singular value of A and has been ordered according to value by descending.

So matrix A can be approximated by matrix B and the rank of matrix B is k.

Fig. 1 Pyramid structure of

an image
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B ¼
Xk
i¼1

ffiffiffiffi
si

p
uið Þ ffiffiffiffi

si
p

vHi
� �

(2)

Where ui and vi are the column vectors of matrix U and V respectively. si is the

i-th singular value. According to the energy aggregation characteristics of Singular

value decomposition, we can discard the smaller proportion eigenvalues,

corresponding eigenvectors and retain the bigger proportion part.

3.2 SVD Combined with the Pyramid Model

In order to make the visual attention model adjust to the target detection in

complicated environment SAR image, we combine SVD with pyramid model.

The information about targets was retained and about environment was obscured

in these images with different compression rate. This let the center-surrounding

module find the saliency point more effectively and optimize the detection results in

complicated environment.

The major steps of the proposed SVD-Pyramid model method are listed as

follows.

Step (1) Perform the SVD to original SAR image I to extract one diagonal matrix S

and two orthogonal matrices U, V.

Step (2) Compute the number of non-zero elements in matrix S and assigned to

k. These k elements in descending order constitute a vector q.

Step (3) Discard the minimum of m elements in q and the remaining elements

constitute a vector q1. m ¼ k*0.6.

Step (4) Use the elements in the vector q1 to be the diagonal elements in a new

diagonal matrix S1.

Step (5) Perform the formula (2) to extract a new compressed image I1.

Step (6) Repeat steps 1–5 until m < k*0.02.

3.3 Processing Steps

Based on the SVD algorithm mentioned above and visual attention model-Itti

model, the flowchart about visual attention based on SVD algorithm is presented

in Fig. 2.

Because the algorithm in this paper is based on Itti model, the detailed steps of

the algorithm will not be listed. In feature extraction module, we use features

including intensity, color, orientation, consistency. In center-surround difference

module, the images of No. 2,3,4 are selected as center-image and the numbers of

surround-image are 2,3,4 add 3,4.
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4 Simulations

In order to validate the feasible of the proposed algorithm, several simulations have

been performed. The simulation data are divided into two types. One type data

concludes 20 images. The size of each image is 384 � 256. These images are in the

simple environment and conspicuous target condition. The targets are tanks and in

the glassland environment. The other type data are images of complicated environ-

ment and weak targets. The size of each image is 2406 � 512. The targets are tanks

and in the glassland and jungle environment.

The simulation compares the algorithm of Itti model with the visual attention

based on SVD method. Figures 3 and 4 are the test image in the first type data and

second type data respectively.

In the simulation, compare the Fig. 5 with Fig. 6, two methods get six FOA areas

and six areas cover the targets well. So, for an SAR image of simple environment

and conspicuous target, the Itti model and visual attention based SVD method have

a good effect. The size of FOA in SVD method is smaller.

In order to verify the performance of visual attention based SVD algorithm in

complicated environment condition, we make another simulation by second type

data. Figures 7 and 8 are the simulation result of one image in the data. In this

simulation, the FOA area is shown by the yellow line area. Comparing the Fig. 7

with the Fig. 8 (contain the front six FOA), the seven FOA areas obtained by Itti

model method only have three of them covered targets, others covered the shadow

areas and empty areas. Otherwise, all the seven FOA areas obtained by the
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Fig. 2 Flowchart of visual

attention based on SVD
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algorithm proposed in this paper covered targets exactly. The visual attention based

SVD algorithm can adapt to the condition of complicated environment and weak

target.

Fig. 3 The test image of

simple environment

Fig. 4 The test image of

complicated environment

Fig. 5 The result of Itti

model algorithm in simple

environment
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Fig. 6 The result of

VA-SVD algorithm with

simple environment

Fig. 7 The result of Itti

model algorithm in

complicated environment

Fig. 8 The result of

VA-SVD algorithm in

complicated environment
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5 Conclusion

In this paper, a visual attention based SVD algorithm adapted to SAR image target

detection in complicated environment and weak target condition has been devel-

oped. The method of combining singular value decomposition with pyramid model

has been introduced in detail. To validate the performance of the method, some

simulations have been performed. These results show the feasibility of visual

attention based SVD algorithm to SAR image target detection in complicated

environment condition.
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SAR Target Recognition via Sparsity

Preserving Projections

Lan Li, Jian Cheng, and Haijun Liu

Abstract Feature extraction is critical in Synthetic Aperture Radar (SAR) target

recognition. Principle Component Analysis (PCA) which preserves global structure

and Locality Preserving Projections (LPP) which captures local structure are two

typical feature extraction methods in SAR target recognition. But they both keep

only one kind of space structure. To combine these two structures, a method of SAR

target recognition via Sparsity Preserving Projections (SPP) is proposed in this

paper. First, SPP is employed to extract features. It preserves sparse reconstruction

information which contains both global and local structure. Natural discriminative

information is also kept in sparse reconstruction coefficients without prior knowl-

edge. Then, Sparse Representation based Classification (SRC) is utilized in classi-

fication because of its robustness to noise. Experimental results on MSTAR datasets

demonstrate effectiveness of our method.

Keywords SAR target recognition • Feature extraction • Sparse representation

• Sparsity preserving projections

1 Introduction

Synthetic Aperture Radar (SAR) target recognition has become an important

research topic due to its imaging advantages. Target scatter information could be

obtained regardless of weather situations, working periods and environmental

conditions. Therefore, it is widely used in national defense especially in real-time

battlefield. But the unique imaging mechanism causes lots of speckle noises

distributing on whole image, and it’s hard to estimate poses of SAR targets.

Those make SAR target recognition a tough task.
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Sparse Representation (SR) has become a hot issue recently and been used in

many areas [1–3]. SR is robust to noise, and natural discriminating information can

be kept without prior information. It also saves trouble of pose estimating in SAR

target recognition [4, 5]. Thiagarajan [2] combined random projection with SR to

realize SAR target recognition. The advantages of SR in SAR target recognition are

well stated. Zhang [4] proposed Joint Sparse Representation (JSR) to fully exploit

SAR images under multi-views. The training data without feature extraction is

deployed as dictionary atoms directly. Nevertheless, these papers didn’t focus on

feature extraction. Wright [6] pointed out that if sparsity in face recognition

problem is properly harnessed, the choice of feature extraction is no longer critical.

However, in SAR target recognition problem, training samples and testing samples

are both polluted by speckle noises, hence, feature extraction method plays an

important role. Principal Component Analysis (PCA) [7] and Locality Preserving

Projection (LPP) [8] are two typical feature extraction methods. The former cap-

tures global information and the latter preserves local information. These two kinds

of information are both useful for recognition while no precedent of their combi-

nation is employed in SAR target recognition.

To settle this issue, a Sparsity Preserving Projections (SPP) based feature

extraction method is used in our paper. SPP is a new feature extraction method

which preserves sparse reconstructive relationship [9]. Natural discriminating

information is kept without prior knowledge due to application of SR in process.

Global and local structure can be both preserved well. Furthermore, unlike general

feature extraction methods of local information preserving, local information in

SPP is robust to noise. Experiments on MSTAR datasets demonstrate the effective-

ness of our method.

2 SAR Target Recognition via SPP

2.1 Sparse Representation (SR) and Sparse Representation
Based Classification (SRC)

Given a signal y ∈ Rm, a matrix D ¼ [d1,d2, � � �,dn] ∈ Rm � n and SR coefficient

vector a ∈ R
n. D is a dictionary whose each column denotes a dictionary atom and

usually composed of training images in SAR target recognition, and n is the number

of dictionary atoms. SR aims to seek a linear combination of dictionary atoms to

represent y by imposing a sparse restriction on representation coefficient vector

a which also could be called sparse reconstructive weight, i.e.

min
a

ak k0 s:t: y ¼ Da (1)

where k • kp refers to lp norm. However, (1) is NP-hard. There are two ways to

solve this thorny problem.
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1. Greedy algorithm. The representative algorithm is Orthogonal Matching Pursuit

(OMP).

2. Convex relaxation. The objective function after convex relaxation is as follows:

min
a

ak k1 s:t: y ¼ Da (2)

In reality, (1) and (2) also take noise into consideration [6]. Wright [6] proposed

SRC to perform classification in SR. SRC gives a signal label by evaluate how well

the SR coefficients associated with each class in reconstructing. Therefore, we

rewrite D ¼ [D1, � � �,Di, � � �,DK] and a ¼ [a1; � � �;ai; � � �;aK] where K is the num-

ber of classes. Di and ai are dictionary and SR coefficient vector associated with the

i th class training samples, respectively. So reconstruction of y on each class could

be represented as:

y
_
i ¼ Diai, i ¼ 1, � � �,K (3)

We then classify y based on these reconstructions by assigning it to the object

class that minimizes the residual between y and y
_
i:

class yð Þ ¼ min
i

y� y
_
i

��� ���
2

(4)

2.2 Sparsity Preserving Projections (SPP) and Analysis of Its
Application on SAR Target Recognition

SPP explores projections to preserve sparse reconstructive weights. It uses a

modified sparse representation framework to acquire sparse representation of

each training data on subspace of all training data except itself. Given training

data matrix X ¼ [x1,x2, � � �,xn] ∈ Rm � n. The modified sparse representation

framework is:

min
vi

vik k1 s:t: xi ¼ Xvi , 1 ¼ eTvi, i ¼ 1, � � �, n (5)

where vi ¼ [vi1, � � �,vi,i � 1,0,vi,i + 1, � � �,vin]Τ is a n-dimensional vector whose ith
element is zero, and e is a vector of all ones.

Sparse reconstructive weight vector vi reflect intrinsic geometric properties of

data in some sense. Natural discriminating information is contained owing to the

application of sparse representation in weight construction. Then an objective

function is defined to obtain projection w which best preserves the optimal sparse

weights:
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minw
Xn
i¼1

wTxi � wTXvi
�� ��2

¼ minww
TX I� V� VT þ VTV

� �
XTw

(6)

where V ¼ [v1,v2, � � �,vn]. To avoid degenerate solutions, a constraint wTXXTw

¼ 1 is added to (6), and then the minimization problem is further transformed to a

maximization problem for compact expression and more numerically stable solu-

tion [9]:

maxw
wTXVβX

Tw

wTXXTw
(7)

where Vβ ¼ V + VΤ � VΤV, then the optimal problem could recast to solve a

generalized eigenvalue problem.

Data’s SR coefficients can be seen as data’s sparse character. It is well-known

that SR reveals natural discriminative information without prior knowledge. There-

fore, SPP becomes discriminative by means of retaining data’s sparse character.

SPP is a global feature extraction method from the view of objective function.

Furthermore, the dictionary atoms automatically chosen to reconstruct data reside

in same subspace with data. Therefore, SPP preserves local structure as well.

To avoid sacrifice of original image information, complex noise suppression

isn’t adopted. In this case, the local structure seized by LPP is easily affected by

noise, while local structure in SPP is robust to noise thanks to SR’s robustness.

Though global feature extraction is effective in resisting interference of noise in

low dimension space, it is underperforming in high dimension space. SPP maintains

merits of global and local feature extraction. Therefore, it’s quite potential to utilize

SPP as feature extraction in SAR target recognition.

The algorithmic procedure of SAR target recognition via SPP with SRC is given:

1. Input: a test sample y, a matrix of K classes training samples X ¼ [X1, � � �,
Xi, � � �,XK] ∈ Rm � n, where Xi ¼ xi, 1; xi, 2; � � �; xi, li½ � indicates the ith class

training data and n ¼
XK
i¼1

li indicates the number of all training data;

2. Normalize the columns of X;

3. Feature extraction using SPP. So the dictionary could be expressed asD ¼ WΤX

¼ [D1,D2, � � �,DK] and y could be represented as ey;
4. Solve l1 norm problem: a

_ ¼ mina ak k1 s:t: Da ¼ ey ;
5. Output: class yð Þ ¼ mini ey � Dia

_
i

��� ���
2
, a
_ ¼ a

_
1; � � �; a_K

h i
, i ¼ 1, � � �,K.
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3 Experiments

The proposed SAR target recognition method is tested on the MSTAR (Moving and

Stationary Target Acquisition and Recognition) database provided by DARPA/

AFRL America. The information of targets for training and testing is given in

Table 1. All the images are 128 � 128 pixels and the resolution is 0.3 m � 0.3 m.

The azimuth of the target lies between 0�and 360�.

3.1 SAR Image Preprocessing

As large area of the background noise and the non-uniform scattering will affect the

performance of recognition rate dramatically, we exclude the redundant back-

ground and adjust the amplitude of images firstly:

1. Turn multiplicative noise to additive noise through logarithm transformation;

2. Exclude the redundant background by crop original image to the size of 50 � 50

pixels with the target at the center.

Examples of original image and preprocessed images are shown in Table 2.

3.2 Experimental Results and Analysis

Our method is compared with four approaches: (1) PCA for feature extraction and

SRC for classification, (2) PCA for feature extraction and K-Nearest Neighbor

(KNN) for classification, (3) LPP for feature extraction and SRC for classification,

(4) LPP for feature extraction and KNN for classification. The result is shown in

Fig. 1. And a comparison of best performance is given in Table 3.

It can be seen in Table 3 and Fig. 1 that SPP + SRC outperforms other

approaches. LPP performs poorly both under KNN and SRC, and PCA based

Table 1 Training and testing

datasets from MSTAR
Type Depression angle Size

Training set BMP2-c21 17� 233

BTR70-c71 17� 233

T72-132 17� 232

Testing set BMP2-c21 15� 196

BMP2-9563 15� 195

BMP2-9566 15� 196

BTR70-c71 15� 196

T72-132 15� 196

T72-812 15� 195

T72-s7 15� 191
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methods achieve good performance in low dimension but doesn’t continue as the

dimension of feature increases while SPP dose.

As LPP captures local structure by keeping neighborhood relationships which

are measured by Euclidean distance, the local structure is easily influenced by noise

which is inevitable in SAR target recognition and manually chosen parameters such

as number of neighbors. This results in LPP an inappropriate feature extraction

method in SAR target recognition task. As PCA reconstructs data by retaining as

much of the variability in the data as possible, it’s quite useful in weakening noise

in low dimension. That makes PCA a good feature extraction method in low

dimension as shown in Fig. 1, whereas data in low dimension means insufficient

target information. This causes that the best recognition of PCA based methods

which occurs in dimensionality of 100 fails to exceed SPP. The best recognition

Table 2 SAR image

preprocessing
Original image After step 1 After step 2

Fig. 1 Recognition

performance with

increasing dimension

numbers

Table 3 Comparison on best

recognition rate
Method Recognition rate Dimensionality

PCA + SRC 0.9447 100

PCA + KNN 0.9392 125

LPP + SRC 0.8454 75

LPP + KNN 0.8718 75

SPP + SRC(Our method) 0.9575 225
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result of SPP + SRC occurs when the number of dimension is 225, and Table 4

gives specific corresponding recognition rates of seven types. The sparse character

of targets representation indicates latent recognition information and less affected

by noise. And it’s integrated into SPP by means of retaining SR coefficients.

Another evidence of SPP’s effectiveness is shown in Fig. 2 by comparing

“eigentargets” associated with 9 largest eigenvalues in PCA, SPP and LPP. Appar-

ently, the “eigentargets” of LPP is seriously polluted by noise and fail to well

describe target information. In spite of the nine “eigentargets” of PCA barely

comprised of noise, they contain inadequate target information. And as the dimen-

sion of feature increases, more noise information is added in to mislead recognition

as incremental number of eigenvectors is kept in PCA. Though the “eigentargets”

of SPP preserve both target information and noise information, target discrimina-

tive information is leading in “eigentargets” of SPP. As Table 4 shows, recognition

rates on seven types are pretty high, and specifically, recognition rates on BMP-c21,

T72-132 and BTR70-c71 are 100, 100 and 100 %, respectively. This illustrates that

the sparse character preserved is beneficial to recognition in noise condition

especially when the testing sample has the same type with training samples, and

preserving of noises makes less sacrificing of original image information. There-

fore, this kind of mixture of target and noise is beneficial for classification.

4 Conclusion

This paper proposes a SAR target recognition method via SPP. SPP is employed as

feature extraction and SRC is utilized as classifier. SPP preserves sparse recon-

struction information which captures both global and local structures. What’s better

is that it maintains more discriminative target information under acceptable noise.

The effectiveness and advantages of our method are demonstrated in experiments.

Table 4 Best recognition rates of SPP + SRC on testing data

Type BMP2-

c21

BMP2-

9563

BMP2-

9566

BTR70-

c71

T72-

132

T72-

812

T72-

s7

Recognition

Rate

1 0.9077 0.8980 1 1 0.9436 0.9529

Fig. 2 Nine “eigentargets” of PCA (left), SPP (middle) and LPP (right)
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Comparing Spectral Analysis Methods

of the Wind Profiling Radar Echoes

Mingbao Hu, Hongbing He, Weihua Ai, and Miaoying Li

Abstract In order to know the feasibility of the modern spectrum methods being

applied in the wind profiling radar, direct transform based on Fast Fourier Translate

(FFT), the wavelet technology and maximum entropy method (MEM) are

contrasted by using simulated and real data respectively. The results show: when

the radar echo is strong, the effect of three methods are equivalent, but when the

echo is weak, the MEM spectra is better than others; the MEM can powerfully

remove the ground clutter, and the effect of wavelet technology isn’t obvious; the

MEM has smoother spectrum and can be used to suppress white noise.

1 Introduction

It has been a long time that direct transform based on Fast Fourier Translate(FFT) is

used in spectral analysis of the wind profiling radar(hereinafter referred to as

profiler) signals [1], after getting the power spectrum, via DC removal, integration,

cancellation and filtering, noise and clutter can be restrained. Because the noise and

clutter spectrum often mix with the signal spectrum, it’s difficult to remove them.

The signal detected by the profiler is weaker, and is more susceptible to interference

of the noise and clutter. Thus FFT’s effort is finite in many cases. In order to

improve quality of data, wavelet transform was used to remove the noise and

ground clutter from the profiler echoes, but the wavelet transform’s effort is

subjected to an appropriate choice of the wavelet basis [2]. As one of the modern

spectrum methods, Maximum entropy method (MEM) is early used for power

spectrum estimation of the weather signals [3]. In this paper, using simulated and

real profiler signals, FFT, the wavelet technology and MEM are contrasted respec-

tively, and better method for improving spectral analysis is discussed.
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2 Analysis Methods

2.1 Wavelet Transform

After wavelet transform has been done for profiler echoes using discrete and

orthonormal wavelet, because noise is spread over all scales of wavelet coefficients,

but signal distributed in large wavelet coefficients, and the ground clutter lies in the

several maximum of the lowest frequency coefficients in the wavelet domain. Thus

the wavelet coefficients’ magnitude of the signal is larger than that of the noise, and

smaller than that of the ground clutter. By means of cutting, nulling, thresholding

and other processing to the wavelet coefficients, noise and clutter are removed from

the echoes, the useful signal is reconstructed by the inverse wavelet transform.

Assumption that wi,j is the lowest frequency coefficients, λ1 is the threshold of

rejecting the clutter, K is the adjustment factor which is relative to the weather. wi,j

is given by

wi, j ¼ sign wi, j

� ��
Kλ1

�
wi, j

�
wi, j

�� �� � λ1
wi, j

�� �� < λ1
(1)

Where sign(w) is sign function, and give out the sign of w.
De-noising is different from rejecting the clutter. Noise is random, and distrib-

uted over the whole wavelet domain, and corresponded to wavelet coefficients of

small value. After wavelet decomposition, because the amplitude of the wavelet

coefficient of signal is usually larger than that of noise, wavelet coefficients having

rejected the ground clutter can be further processed. De-noising uses the threshold

λ2, that is, the wavelet coefficients being larger than λ2 are reserved, and that being

smaller than λ2 is being reduced to zero. λ2 is determined by [4]

λ2 ¼ σ �
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
2log Nð Þ

p
(2)

Where σ is the standard deviation of noise, N is signal length. σ is unknown in

the actual situation and can be estimated by the wavelet coefficients as follows

σ̂ ¼ Median xj j
0:6745

(3)

Where Median |x| is the medium value of the wavelet decomposition coefficient

in (1).
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2.2 Maximum Entropy Method

When MEM is used for spectral analysis of the profiler echoes, it corresponds to a

predicted error filter with minimum phase [5]. The power spectrum density s( f ) of
input data {X(n)} that is determined jointly by the filter coefficients a(1,K), a(2,K), . . .,
a(K,K) and its output power Pk can be written as

S fð Þ ¼ PKΔt

1�
XK
k¼1

a k;Kð Þexp �j2π f kΔtð Þ
�����

�����
2

(4)

With minimizing the energy sum of the predicted error of the forward and

backward filter as constrains, Burg had given out the recursive algorithm of the

filter coefficients [6]. The recursive formulas are as follows

f K nð Þ ¼ f K�1 nþ 1ð Þ � a K;Kð ÞbK�1 nð Þ (5)

bK nð Þ ¼ bK�1 nð Þ � a� K;Kð Þf K�1 nþ 1ð Þ (6)

a k;Kð Þ ¼ a k,K � 1ð Þ � a K;Kð Þa� K � 1,K � 1ð Þ (7)

a K;Kð Þ ¼
2
XN�1�K

n¼0

b�K�1 nð Þf K�1 nþ 1ð Þ

XN�1�K

n¼0

bK�1 nð Þj j2 þ f K�1 nþ 1ð Þj j2
� � (8)

Where K ¼ 1,2,. . .; M. k ¼ 1,2,. . .,K�1. And assumption f0(n) ¼ b0(n) ¼ X
(n).

The filter coefficients can be given recursively under K is increased up to

appropriate from 1 using (5)–(8), then power spectrum can be computed using (4).

3 Simulated Test

In order to objectively evaluate these methods, the comparative analysis is made

using the simulated signals. The power spectrum and its corresponding time signals

are simulated by Sirmans method [7], that is, Gaussian spectrum having known

spectral width is given firstly, next it is quantized, and is added random white noise

of a certain amplitude in the end. By this time, the discrete spectrum called the

simulated spectrum which is relatively in accordance with the practice has been

gotten. The simulated time signal is gotten by applying inverse FFT to the simu-

lated spectrum.

Using the simulated I, Q signals, the results of the three methods are shown in

Fig. 1. In the figure, the rows are the results of that there in turns from top to bottom
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are MEM, the wavelet-based technique and FFT. Fig. 1a–c give the processing

results of �5, 0, 5 dB (signal/noise—SNR) respectively. From the figure, we can

get: when signal is strong(SNR is larger than 0 dB), the three methods all give out

signal peaks normally; but when signal is weak(SNR is about�5 dB), the effect that

the MEM resolve signal peak is better than the other methods. In the same time, the

smoothly spectrum can be given out in MEM, that indicates MEM can also suppress

the random white noise to the some extent.

4 Real Data Analysis

The comparative analysis of the three methods (FFT, wavelet-based technique and

MEM) is also made using the I, Q signal measured by the profiler. A typical result is

shown in Fig. 2. In the figure, the horizontal axis is Doppler velocity, which

maximum value is 10.0 m/s; vertical axis is height in metres.

Figure 2a shows the results of FFT, obvious peaks can be found in many layers,

but signal peak isn’t obvious between 3,150 and 4,350 m. Figure 2b shows the

results of the wavelet-based technique, DC are suppressed in all layers, and signals

positioned near zero frequency are also suppressed in 2,850, 4,800 and 4,950 m, and

peaks between 3,150 and 4,350 m cannot be found availably. Figure 2c shows the

results of MEM, obvious peaks and its continuity in height are easily seen, and

spectrum is obviously improved between 3,150 and 4,350 m, this indicates the

MEM is superior to the other methods.

5 Conclusions

Via having analysed the FFT, wavelet-based technique and the MEM using simu-

lated and real I, Q signals respectively, we can get:

When signal is strong, the three methods have little difference on resolving

signal peak, and when signal is weak, the MEM is better than the other methods;

-25.6

a b c

-25.6 -25.625.6 25.6 25.6

Fig. 1 Comparing the simulated results of the three methods using different signals. (a) �5 dB;

(b) 0 dB; (c) 5 dB

498 M. Hu et al.



MEM can suppress the ground clutter and the random white noise to the some

extent and gives out a smoothly spectrum.
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Improved Multi-Channel Reconstruction

Algorithm for High Resolution Wide Swath

Imaging with Squint Stripmap SAR

Weihua Zuo and Rui Min

Abstract The multi-channel reconstruction algorithm was proposed to reconstruct

the down-sampled azimuth echo in the side-looking stripmap SAR with displaced

phase center multiple azimuth beam antenna configuration. It is an effective

algorithm for high resolution wide swath imaging. But when it is applied in squint

mode directly, the de-focus phenomena appear in azimuth direction. The reason

responsible for that lies in the non-zero doppler center frequency. In this paper, we

improve the original multi-channel reconstruction algorithm, in which the aliased

doppler center frequency is compensated in the preprocessing step and the recon-

struction filter for each channel is adjusted. The analysis is given in details. The

simulations verify the validity of the proposed method.

Keywords Synthetic aperture radar • Squint mode • Multi-channel reconstruction

algorithm
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1 Introduction

High resolution wide swath (HRWS) imaging is required in many SAR applications

such as map acquisition, disaster evaluation and ocean observation etc [1, 2]. Unfor-

tunately high resolution and wide swath imaging give contradicting requirements to

SAR system design. This contradiction can be reflected by the selection of the pulse

repetition frequency (PRF). In traditional SAR system, PRF should satisfy the

condition described in (1), in which ρa is the azimuth resolution, Wg is the swath

width, θf is the far incident angle and c is the speed of light.

V

ρa
� PRF � c

2Wgsinθf
; (1)

High azimuth resolution ρa requires large PRF to ensure the left part of (1),

while wide swath requires small PRF to ensure the right part of (1).

In order to conquer the contradiction, several solutions were proposed. Currie [3]

proposed the multiple elevation beam (MEB) and multiple azimuth beam (MAB)

imaging modes. The shortcoming of the MAB lies in the discontinuous swath. The

MAB mode has two configurations called single phase center MAB (SPC MAB)

and displaced phase center MAB (DPC MAB). All the followed proposed methods

for HRWS imaging are based on the researches of [3]. Callaghan [4] combined the

MEB and MAB to form a Quad-element array. The proper null steering technolo-

gies were proposed to suppress the range and azimuth ambiguities. Suess [5]

proposed the HRWS mode. In HRWS mode the scan on receiver (SCORE) tech-

nology based on digital beam-forming (DBF) in elevation was combined with MAB

to compensate the transmitter gain loss in elevation direction. Nicolas [6] and Xu

[7] combined MAB or MEB with the scan mode or the terrain observation by

progressive scans (TOPS) mode to get super-wide swath image. The multi-

dimension waveform encoding (MWE) technology was proposed by Krieger [8]

to improve the ambiguity suppression ability for HRWS imaging. The literature

[9, 10] gave the realization of MWE in details.

As for the imaging algorithm for HRWS imaging, the multi-channel reconstruc-

tion algorithm was proposed in [11] and [6] for the DPC MAB configuration. It

reconstructs the azimuth spectrum from down-sampled azimuth echoes of multiple

azimuth channels. And the nonuniform sampling caused by the platform movement

is considered and compensated. Thus it is an effective imaging algorithm for

HRWS imaging with DPC MAB. But it is proposed for side-looking stripmap

mode. When it is applied in squint mode directly, because of the non-zero doppler

center frequency, the de-focus phenomenon occurs in azimuth direction [12]. In this

paper, it will be improved to make it applicable for squint stripmap mode.
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2 The Improved Multi-channel Reconstruction Algorithm

2.1 The Original Multi-channel Reconstruction Algorithm

Before discussing the multi-channel reconstruction algorithm, the DPC MAB

antenna configuration is given in Fig. 1, in which there are one transmit antenna

and three receive antennae along azimuth direction. The dimension of each antenna

in azimuth direction is da. The effective phase centers are shown as crosses. The

distance between them is da ∕ 2.
Set the azimuth return of point target P in the kth receive antenna is Sak(t) as (2),

in which λ is the wavelength, R0 is the shortest slant range of P.

SakðtÞ ¼ exp �j
4πRxkðtÞ

λ

� �
; k ¼ 0; 1; 2 (2)

In (2), Rxk(t) is:

Fig. 1 The DPC MAB

antenna configuration in

side-looking stripmap

SAR mode
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RxkðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þ V2t2

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þ V2ðt� kda

V
Þ
2

s2
4

3
5=2; k ¼ 0; 1; 2 (3)

In traditional SAR, the azimuth return in the kth effective phase center is Str,ak as:

Str;akðtÞ ¼ exp �j
4πRtr;xkðtÞ

λ

� �
(4)

In (4), Rtr,xk(t) is:

Rtr;xkðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þ V2ðt� kda

2V
Þ
2

s
(5)

Based on the approximations in side-looking mode:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0 þ V2t2

q
� R0 þ V2t2

2R0
,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2
0þV2ðt� kda

2VÞ
2

q
� R0þ V2

2R0
ðt� kda

2VÞ
2
and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
0þV2ðt� kda

2VÞ
2

q
� R0þ V2

2R0
ðt� kda

2VÞ
2
,

the relationship between Sak(t) and Str,ak(t) is as:

SakðtÞ ¼ Str;xkðtÞ exp �j
πðkdaÞ2
2λR0

" #
(6)

Set the azimuth return in traditional stripmap SAR be S(t). Then the relationship

between S(t) and Str,xk(t) is Str;xkðtÞ ¼ Sðt� kda
2VÞ . Combining it with (6), we can

get (7).

SakðtÞ ¼ Sðt� kda
2V

Þ exp �j
πðkdaÞ2
2λR0

" #
(7)

Converting (7) to the doppler frequency domain, (8) is obtained, in which Bd is

doppler band. From (8), it is found the echo of the kth channel is the time-shift

version of the correct echo byΔt ¼ kda
2V , and an additional phase term exp �j πðkdaÞ

2

2λR0

h i
is added, which in fact can be omitted because kda � R0.

Sakð faÞ ¼ Sð faÞ expð�j
πkda
V

faÞ exp �j
πðkdaÞ2
2λR0

" #
; fa 2 ½�Bd

2
;
Bd

2
� (8)

When SAR works with PRF ¼ Bd

Na
(Na is the number of the displaced antenna

along azimuth direction), although the azimuth echo is down-sampled by Na in each

single channel, the total azimuth echo or spectrum can be reconstructed from all the

echoes of displaced azimuth channels. The reconstruction is accomplished by the
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filtering to each channel and the summarization of all the filtered echoes. For

simplicity, the filters for a two-channel DPCA configuration are given as follows.

For the 0th channel, the filter is as (9).

F0ð faÞ ¼

1

1� expð j πdaV PRFÞ ; �PRF < fa < 0

1

1� expð�j πdaV PRFÞ ; 0 < fa < PRF

8>>><
>>>:

(9)

For the 1th channel, the filter is as (10).

F1ð faÞ ¼

1

expð�j πdaV faÞ � expð�j πdaV ð fa þ PRFÞÞ ; �PRF < fa < 0

1

expð�j πdaV faÞ � expð�j πdaV ð fa � PRFÞÞ ; 0 < fa < PRF

8>>><
>>>:

(10)

2.2 The Improved Multi-channel Reconstruction Algorithm

The original multi-channel reconstruction algorithm was proposed in side-looking

mode. In this subsection we will discuss the situation when SAR works with

moderate or high squint angle.

The most important difference between the side-looking and the squint mode is

the doppler frequency center fdc. In side-looking mode, the doppler band is in base

band ½� Bd

2
; Bd

2
�. In the squint mode, the doppler frequency band is not in base band

any longer, but in a pass-band as ½fdc � Bd

2
; fdc þ Bd

2
�, in which fdc 6¼ 0. When the

azimuth echo is down-sampled with PRF ¼ Bd

Na
, the azimuth spectrum will be not

only aliased but also be folded in ½� PRF
2
; PRF

2
� . If the original multi-channel

reconstruction algorithm is applied, the de-focus phenomenon appears in azimuth

direction. In order to reconstruct the azimuth spectrum correctly, some revisions

must be made to the original multi-channel reconstruction algorithm. In the fol-

lowing parts, we take two receive azimuth channels for example to analyze.

2.2.1 Preprocessing Step

The azimuth spectrum aliasing and folding phenomena in squint mode are shown in

Fig. 2. After FFT operation, the observed spectrum is in ½� PRF
2
; PRF

2
�, shown as the

red-mapped area. Because normally fdc is not an integer times of the PRF, the

observed spectrum is not alike that in the pass-band fdc þ ½� PRF
2
; PRF

2
�, shown as
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the blue-mapped area, which is the desired spectrum for reconstruction. The fdc
will be folded in the base band as f 0dc. The relationship between them can be

described as f 0dc ¼ fdc � b fdc
PRFc � PRF. The aliased doppler center frequency should

be compensated to obtain the desired spectrum for the followed reconstruction.

It can be accomplished by the phase term as (11).

Halpc ¼ expð�j2πf 0dctÞ (11)

The compensation is implemented before the reconstruction and imaging steps,

so we can call it a preprocessing step. Though after the phase compensation, the

obtained spectrum is still aliased and folded, it is alike that in fdc þ ½� PRF
2
; PRF

2
�.

Thus it can be used for the spectrum reconstruction.

2.2.2 Multi-channel Reconstruction Filters for Squint Mode

The original multi-channel reconstruction algorithm was proposed based on the

multi-channel sampling theory of the low-pass signals [13]. In [13], the limited

band ½� Bd

2
; Bd

2
� is divided into Na sub-band. The reconstruction filter for each

channel is calculated in the first sub-interval I1 ¼ ½� Bd

2
;� Bd

2
þ PRF� . The first

sub-interval in squint mode should be I1 ¼ fdc þ ½� Bd

2
;� Bd

2
þ PRF� . All the

followed derivation is alike that of the original multiple channel reconstruction

algorithm. Based on the preprocessing step and the analysis, the improved recon-

struction filters for the kth channel should be as follows.

For the 0th channel, the filter is as (12).

Fig. 2 The aliased and folded spectrum in each channel
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F0ðfaÞ ¼

1

1� expðj πdaV PRFÞ ; �PRF < fa < 0

1

1� expð�j πdaV PRFÞ ; 0 < fa < PRF

8>>><
>>>:

(12)

For the 1th channel, the filter is as (13).

F1ð faÞ¼

1

expð�jπdaV ð faþ fdcÞÞ�expð�jπdaV ð faþ fdcþPRFÞÞ ; �PRF< fa< 0

1

expð�jπdaV ð faþ fdcÞÞ�expð�jπdaV ð faþ fdc�PRFÞÞ ; 0< fa<PRF

8>>><
>>>:

(13)

2.2.3 Imaging Processing

After the preprocessing step and the reconstruction filtering, the azimuth spectrum

is obtained, which can be used for imaging. We take advantage of the nonlinear

chirp scaling algorithm (NCSA) [14] for the followed imaging processing.

3 Simulation Results

In this section, some simulation results are provided. The system parameters for

simulation are listed in Table 1. Nine point targets are selected for the imaging. The

echo of them will be processed by the method proposed in HRWS [5], the original

multi-channel reconstruction algorithm [6, 11] and the proposed method respec-

tively. The simulation results are shown in Fig. 3. The comparison between the

imaging results is provided as follows.

The left image in Fig. 3 is obtained by the method proposed in HRWS system.

The azimuth data of all channels are interleaved with the sequent order of the

effective phase centers, while no other processing steps are implemented. From the

imaging result, it is found that in the azimuth direction there are two other “Ghost”

shades except for the desired imaging result. This is because in HRWS method,

each channel is down-sampled by Na ¼ 2. Without the azimuth spectrum recon-

struction, the azimuth spectrum will be aliased and folded in ½� PRF
2
; PRF

2
� . The

discontinuous and folded spectrum makes errors in the range walk correction,

which result in the “Ghost” shades.
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The middle image in Fig. 3 is obtained by the original multi-channel reconstruc-

tion algorithm. It is found that there are two images of each point target. And the

position of each point target is wrong. This can be explained as follows. Although

the azimuth data of each channel is filtered by the corresponding reconstruction

filter, it does not consider the non-zero doppler frequency. The filter’s phase,

moreover, is incorrect because of the incorrect doppler frequency interval. Thus

the azimuth spectrum is not reconstructed correctly actually, which results in errors

in followed imaging steps such as range walk correction.

The right image in Fig. 3 is obtained by the proposed method of this paper. It is

found all the targets are in the correct positions. The de-focus phenomenon in

azimuth direction disappears. This is because before the reconstruction, the folded

doppler center frequency f 0dc is compensated to obtain the desired spectrum. The

reconstruction filter, moreover, is revised to the correct value. Then the reconstruc-

tion is implemented perfectly. After the imaging processing steps, the correct image

is obtained.

Table 1 The parameters for simulation

Parameter Value Parameter Value

Carrier frequency 2 GHz Squint angle 5∘

Platform height 10,000 m Platform velocity 200 m/s

Antenna azimuth dimension 4 m Azimuth channel number 2

HRWS method

50 50 50

100100100

150 150 150

200200200

250 250 250

300300300

350 350 350

400400400

450 450 450

2000200020001500 1500 1500100010001000 500500500

Range/sample Range/sample Range/sample
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Original multi-channel
reconstruction algorithm The proposed method

Fig. 3 The imaging results obtained by (left) HRWS method, (middle) original multi-channel

reconstruction algorithm, (right) the proposed method
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4 Conclusions

In this paper, the multi-channel reconstruction algorithm is improved based on the

research of the spectrum structure in squint stripmap mode with DPCA configura-

tion. The simulation results comparison between the HRWS method, the original

multi-channel reconstruction algorithm and the proposed method verifies the valid-

ity of the proposed method.
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Design and Implementation of 0.28 THz

Terahertz Radar System with Ranging

Capabilities

Kun Tian, Jin Li, and Gang Yao

Abstract This Terahertz radar system has ranging capabilities with high precision.

By frequency modulating the K-band supplied by Agilent E8257D PSG analog

signal generators, we have achieved a range resolution of approximately 8 cm for

targets at a range of several meters. This work demonstrates the feasibility of high-

resolution terahertz radar based on an all solid-state approach. This system has great

potentiality in bandwidth improving. We could obtain a sub-cm resolution from it

by some improvement.

1 Introduction

Terahertz band is the type of electromagnetic wave that the frequency range is from

100 GHz to 10 THz, which is between millimeter wave and infrared. Because of its

high frequency and wide bandwidth, the spatial resolution and range resolution of

terahertz radar system could be higher than conventional radar system working in

X-band. This advantage makes it prospectable in the domain of radar target

imaging, environment monitoring, safety inspection and anti-terrorism detection.

For example, we could use it in secure communication among satellites and

imaging radar system, such as airship detection at High Altitude Platform Station

(HAPS) and ballistic missile imaging in midcourse.

Compared to traditional millimeter-wave radar system, the advantages of

terahertz radar system is as below. First of all, the shorter wave length could be

convenient for providing wider bandwidth, which causes higher precision of imag-

ing. Second, the narrower antenna beam in terahertz band could not only obtain

higher antenna gain in radar LOS for improving the ability of multi-target discrim-

ination and recognition, but also reduce the opportunity of main lobe jamming. The
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higher gain of main lobe may also suppress the side lobe interference [1, 2]. When

we contrast between terahertz radar and laser radar, the advantages are also in two

aspects. On one hand, the beam width of terahertz radar is wider than lidar, which

causes a larger visual field and better searching ability. On the other hand,

sub-millimeter wave has good fog penetration capability than laser. Thus, the

terahertz detector is more effective than photodetector under a terrible weather

condition. At the present time, the experimental terahertz radar systems are

580 GHz imaging radar system in Jet Propulsion Laboratory (JPL) in US [3–7]

and 220 GHz COBRA Inverse Synthetic Aperture Radar (ISAR) imaging system in

Research Establishment for Applied Science (FGAN) in Germany [8]. In this paper,

the frequency of radar system is 0.28 THz, and we can use this system ranging and

distinguish targets with a range resolution of approximately 8 cm.

2 Radar System Design

This radar system adopts LFMCW waveform with two independent channels for

transmitting and receiving. The bandwidth of LFMCW is 2.4 GHz, and the fre-

quency sweep period is 10 ms, so the chirp rate is 240 GHz/s. The timing diagram

for signal transmitting and receiving is below (Fig. 1).

The block diagram of this terahertz radar system is as follow (Fig. 2).

By 12 times frequency multiplied the K-band supplied by Agilent E8257D PSG

analog signal generator by power amplifier modules and frequency multiplier

chains consisting of doublers and triplers, we obtain the terahertz wave at about

0.28 THz. In transmitting channel, the signal generator supplies signal at 21.5 GHz,

and turns into 23.5–23.7 GHz after modulates by a VCO with bandwidth 200 MHz

at 2–2.2 GHz. When transmitting, we achieve the frequency at 282–284.4 GHz and

the bandwidth is 2.4 GHz. The receiving channel is the same as transmitting

channel except the initial frequency is at 21.4 GHz and the final frequency is at

140.4–141.6 GHz because of a subharmonically mixer.

From the diagram, we can see that the initial frequency at transmitting channel is

100 MHz higher than it at receiving channel. We obtain the 100 MHz IF signal by

mixing the two initial signals and 12 times frequency multiplied it. The transmitted

signal is downconverted and deramped by subharmonically mixer with LO at

140 GHz. The final IF signal of ~1.2 GHz is orthogonal two-channel zero-IF

processing by ADL5382 and we use FFT algorithm to obtain the frequency caused

by range.

3 Experiment Results

Integration of transmitting, receiving, signal processing and display systems we

acquire the terahertz radar system as below. Figure 3 is the photo of the radar

system and transmitting-receiving system.
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Figure 4 is the result of ranging experiment (1). In this experiment, the distance

between radar system and target is 1.04 m, and the IF signal is 1,312 Hz that

corresponding to the range of 0.82 m. The error is 0.22 m.

Figure 5 is the result of ranging experiment (2). In this experiment, the distance

between radar system and target is 2.70 m, and the IF signal is 3,905 Hz that

corresponding to the range of 2.44 m. The error is 0.26 m.

Table 1 is the data of range experiments. From these experiments, we could get

the conclusion that the errors are always existent and is about -0.24 m after

averaging. In this system, the error is caused by the lager delay of receiving channel

due to more MMIC chips used in it.

f

f

B = 2.4GHz

bf

( )tτ t

t

Tt = 10ms

T = 100ms

Fig. 1 The timing diagram for signal transmitting and receiving. τ(t) represents time delay by the

range of target, and fb is proportional to the range of target
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Fig. 2 Block diagram of radar system
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Fig. 3 Terahertz radar system
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Fig. 4 The result of ranging experiment (1)
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Fig. 5 The result of ranging experiment (2)
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From Fig. 6, we can see that the transmitting and receiving channels are out of

step, which leads to a fixed additional frequency added to the IF signal caused by

real distance. The fixed error is corresponding to the fixed frequency, which is

decided by the response time of two channels. In this system, the ranging error is

about -0.24 m. That is to say, the additional frequency is about 384 Hz. So, the

response time of receiving channel is 1.6 ns delayed by transmitting channel

according to the 240 GHz/s chirp rate. We can use this value to compensation the

measurement result.

The result of ranging resolution is shown in Fig. 6. There are three peaks in the

IF spectrum, 1,862, 1,983 and 2,533 Hz, which are corresponding to 1.40, 1.48 and

1.82 m after compensation. It is accord with the truth, and moreover, this system

can distinguish the targets in the range of about 8 cm (1.40 and 1.48 m). This is the

bandwidth-limited range resolution of the 2.4 GHz LFMCW radar measurement by

ΔR ¼ c/2B.

4 Conclusion

This paper introduces the terahertz radar system we established by frequency

multiplication method. Range resolution of 8 cm was achieved by ramping the

transmit signal over a bandwidth of 2.4 GHz in 10 ms and these results demonstrate

the feasibility of high-resolution terahertz radar based on an all solid-state

approach. In this system, the bandwidth of transmitted signal can be improved to

about 15 GHz easily by increasing the VCO’s bandwidth, and then, we could

acquire sub-cm resolution.

Acknowledgement This work has been supported by the Fundamental Research Funds for the

Central Universities (ZYGX2011J020).

Table 1 Data of ranging experiments

IF (Hz) Measurement range (m) Real range (m) Error(cm)

1,312 0.82 0.104 -0.22

1,608 0.100 0.123 -0.23

2,087 0.130 0.157 -0.27

3,150 0.197 0.218 -0.21

3,905 0.244 0.270 -0.26

4,430 0.277 0.302 -0.25

4,839 0.302 0.326 -0.24

5,368 0.336 0.359 -0.23
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The Impact Analysis of the Array Elements

Number on the Beam Direction in the

Presence of Amplitude and Phase Errors

Xu Wang, Huiyong Li, and Julan Xie

Abstract The digital beamforming is able to improve the performance of the radar

system. The amplitude and phase errors are the unavoidable non-ideal factors in the

real system. As a matter of course, such errors would lead to the deterioration of the

performance of the antenna array. In this paper, the impact analysis of the amplitude

and phase errors on the beam direction for different elements numbers is analyzed.

A relationship between the number of elements and the beam direction in the

presence of amplitude and phase errors is deduced. The analysis reveals that the

real beam direction in the presence of amplitude and phase errors can approximate

to the ideal one by increase the number of elements. The simulations show that the

real results follow the trend of the deduced ones.

Keywords Amplitude and phase errors • Beam direction • Number of elements •

Pointing deviation

1 Introduction

In modern warfare, various jamming, stealth target, low altitude penetration, anti-

radiation missile and saturation attack are becoming the mainly threats and chal-

lenges to the radar system. The application of the phased array radar has reduced

many difficulties faced by radar systems. Especially the digital beamforming (DBF)

technique has effectively improved the performance of radar systems. Comparing

with analog beamforming, the digital beamforming has many advantages. For

example, digital beamforming is much easier to reduce sidelobe level and to form

particular beam pattern. For such reasons, digital beamforming has been gaining
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popularity in the fields of mobile communication, satellite communication and

radar.

However, the amplitude and phase errors among RF channels will lead to the

deterioration of the performance of the antenna array. A considerable amount of

work has been done to analyze the effect of amplitude and phase errors on the

performance of the antenna array [1–3]. Generally, it will lead to the beam sidelobe

rising and the beam direction mismatching. In tradition, many algorithms of the

calibration of amplitude and phase errors have been applied to solve these problems

[4–6]. In this paper we analyze the effect of the amplitude and phase errors from a

different point of view. The impact of the number of elements on the beam direction

in the presence of the amplitude and phase errors has been analyzed. The analysis

results show that the performance of the antenna array can be improved by

increasing the number of the array elements.

This paper is organized as follows. In Sect. 2, a uniform linear array model has

been presented. And in Sect. 3, the impact of the number of the array elements on

the beam direction in the presence of the amplitude and phase errors has been

analyzed. In Sect. 4, MATLAB simulation has been shown. In Sect. 5, the conclu-

sion has been presented.

2 Problem Formulation

Consider a signal source impinging on an N-element uniform linear array (ULA).

Ideally, the beam pattern is given by

Fo xð Þ ¼
XN
n¼1

ane
j n�1ð Þx (1)

where ai is the amplitude weighting of element i.

x ¼ 2πd sin θ � sin θ0ð Þ=λ (2)

where θ0 is the desired beam direction. When the presence of the amplitude and

phase errors is considered, the beam pattern becomes

F xð Þ ¼
XN
n¼1

an þ Δanð Þe jΔφne j n�1ð Þx (3)

where Δai and Δφi are two zero mean random variables and independent with each

other. Their variances is σa and σφ, respectively. Obviously, we can get the

maximum value of F(x) when x ¼ 0, if there are no amplitude and phase errors.

The antenna power pattern can be written as
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P xð Þ ¼ F xð Þj j2 ¼ F
ffi
x
� � F∗

ffi
x
�

¼
XN
n¼1

an þ Δanð Þe jΔφne j n�1ð Þx �
XN
t¼1

at þ Δatð Þe�jΔφt e�j t�1ð Þx

¼
XN
n¼1

XN
t6¼n
t¼1

an þ Δanð Þ at þ Δatð Þe j Δφn�Δφtð Þe j n�tð Þx þ
XN
n¼1

an þ Δanð Þ2: (4)

We can get the beam direction by analyzing P(x).

3 Problem Analysis

In this section, the impact of the array elements on the beam direction in the

presence of the amplitude and phase errors will be analyzed. Assuming that ai ¼ 1

i ¼ 1, 2, � � �, N, (4) can be written as

P xð Þ¼
XN
n¼1

1þan
2

ffi �þffi
1þΔa1

�fffi1þΔa2
�
e j Δφ1�Δφ2�xð Þþ���þffi

1þΔaN
��

e j Δφ1�ΔφNþ 1�Nð Þxð Þgþ 1þΔa2ð Þfffi1þΔa1
�
e j Δφ2�Δφ1þxð Þþffi

1þΔa3
��

ej Δφ2�Δφ3�xð Þþ���þ 1þΔaNð Þe j Δφ2�ΔφNþ 2�Nð Þxð Þgþ���þffi
1þΔaN

� ffi
1þΔa1

���

ej ΔφN�Δφ1þ N�1ð Þxð Þþ 1þΔa2ð Þe j ΔφN�Δφ2þ N�2ð Þxð Þ

þ���þffi
1þΔaN�1

�
e j ΔφN�ΔφN�1þxð Þg: (5)

Equation (5) can be transformed as follow

P xð Þ¼2
ffi
1þΔa1

� ffi
1þΔa2

�
cos

ffi
Δφ1�Δφ2�x

�þ���þffi
1þΔaN

���

cos Δφ1�ΔφNþ 1�Nð Þx½ �gþ2
ffi
1þΔa2

�� ffi
1þΔa3

���
cos Δφ2�Δφ3�xð Þþ���þffi

1þΔaN
�� cos Δφ2�ΔφNþ

ffi
2�N

�
x

� fflg
þ���þ2 1þΔaN�1ð Þffi1þΔaN

�
cos

ffi
ΔφN�1�ΔφN�x

�þXN
n¼1

1þan
2

ffi �
: (6)

The maximum value of P(x) has been evaluated based on the formula of dP(x)/
dx ¼ 0.
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Apparently, we can get the maximum value of P(x) when x ¼ 0, if there are no

amplitude and phase errors. Since Δφm � Δφn + (m � n)x is comparatively small,

we can get

dP xð Þ=dx ¼ 2
ffi
1þ Δa1

� ffi
1þ Δa2

�ffi
Δφ1 � Δφ2 � x

�þ � � � þ ffi
N � 1

���

1þ ΔaNð Þ Δφ1 � ΔφN þ ffi
1� N

�
x

� fflg þ 2
ffi
1þ Δa2

� ffi
1þ Δa3

���
Δφ2 � Δφ3 � xð Þ þ � � � þ ffi

N � 2
�ffi
1þ ΔaN

�
Δφ2 � ΔφN þ ffi

2� N
�
x

� fflg
þ� � � þ 2 1þ ΔaN�1ð Þffi1þ ΔaN

�ffi
ΔφN�1 � ΔφN � x

� ¼ 0: (7)

Substituting (2) into (7) and solving (7), the beam direction in the presence of the

amplitude and phase errors can be expressed as follow

θ ¼ arcsin f N,Δam,Δφmð Þ=g N,Δamð Þ þ sin θ0½ � (8)

where

f N,Δam,Δφmð Þ=gffiN,Δam� ¼ λ

2πd

XN
m¼1

1þ Δamð Þ�
(

XN
t¼1

t� mð Þ 1þ Δatð Þ
" #

Δφm=
XN�1

n¼1

n2
XN�n

t¼1

1þ Δatð Þ 1þ Δatþnð Þ
#" )

: (9)

The relationship has been established between the number of elements and the

beam direction. It is clearly shown that the amplitude errors have little impact on

the beam direction. If Δφm ¼ 0, in other words, there are only amplitude errors, (8)

can be transformed as follow

θ ¼ arcsin 0þ sin θ0f g ¼ θ0: (10)

Equation (10) shows that the actual beam direction is equal to the desired value

that we want. This result has been proved in the numerical simulation later in Sect. 4

by Fig. 1. It is straightforward to prove that the order about N of the function f(N,
Δam, Δφm) is greater than that of the function g(N, Δam). Consequently, we can get

lim
N!1

f N,Δam,Δφmð Þ=g N,Δamð Þ½ � ¼ 0: (11)

This result has also been proved in the numerical simulation by Figs. 3 and 4.

Because the amplitude errors have little impact on the beam direction, it is

necessary to analyze the impact of the phase errors alone. Without loss of gener-

ality, an assume has been made, that is Δai ¼ 0. Equation (8) can be written as

follows if there are no amplitude errors
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θ ¼ arcsin Aþ sin θ0½ �: (12)

Considering A as the directing offset, we can express it as

eA ¼ A=60 ¼
N2 þ N
ffi �XN

m¼1

Δφm=πð Þ � 2N
XN
m¼1

m Δφm=πð Þ

2N5 þ 5N4 � 5N2 � 2N
: (13)

Calculating the absolute value of (13), we can get an inequation as follow

0 � eA��� ��� �
N2 þ N
ffi �XN

m¼1

Δφm=πj j þ 2N
XN
m¼1

m Δφm=πj j

2N5 þ 5N4 � 5N2 � 2N
: (14)

Extending (14), the upper limit of eA��� ��� can also be transformed as

0 � eA��� ��� �
N2 þ N þ 2N2
ffi �XN

m¼1

Δφm=πj j

2N5 þ 5N4 � 5N2 � 2N
: (15)

Since Δφm is assumed to be the random variable followed the uniform distribu-

tion of (�90�, 90�), the maximum value of |Δφm/π| can be defined as 1/2. Moreover,

the non-zero minimum value of |Δφm/π| is assumed to be Δδ. Calculating the

Fig. 1 Comparison of the

mathematical beam

direction and the actual

value in the presence of

amplitude only

The Impact Analysis of the Array Elements Number on the Beam Direction in. . . 521



limitation of eA��� ��� while N tends to infinity, an equation is obtained and shown as

follow

lim
N!1

N2 þ N þ 2N2
ffi �XN

m¼1

Δφm=πj j

2N5 þ 5N4 � 5N2 � 2N

8>>>><
>>>>:

9>>>>=
>>>>;

� lim
N!1

N2 þ N þ 2N2
ffi �

NΔδ
2N5 þ 5N4 � 5N2 � 2N

8<
:

9=
; ¼ 0

lim
N!1

N2 þ N þ 2N2
ffi �XN

m¼1

Δφm=πj j

2N5 þ 5N4 � 5N2 � 2N

8>>>><
>>>>:

9>>>>=
>>>>;

� lim
N!1

N2 þ N þ 2N2
ffi �

N=2

2N5 þ 5N4 � 5N2 � 2N

8<
:

9=
; ¼ 0:

(16)

Combining (13) with (16), the limitation of |A| can be achieved when the number

of elements tends to infinity based on the approximation theorem:

lim
N!1

Aj j ¼ 0 ) lim
N!1

θ ¼ θ0: (17)

Equation (17) shows that the directing deviation in the presence of the phase

errors tends to zero when the number of elements tends to infinity. Consequently,

the actual beam direction is equal to the ideal value.

In fact, the optimum value of beam direction can be obtained as long as the

number of elements is large amount.

4 Numerical Simulation

A ULA with elements ranged from 10 to 100 and inter-element spacing d ¼ 0.5λ is
used in the simulations. To consider the worst case, it is assumed that the amplitude

errors follow the Gaussian Distribution with variance of 0.09 and the phase errors

follow the Uniform Distribution from �90� to 90�. To prove the result (10),

100 times independent repeat trials have been made. From Fig. 1, we can see that

the actual beam direction is always equal to the ideal one. Actually, the amplitude

errors have little impact on the beam direction.

Since approximation exits in the derivation, there must be deviation between the

actual beam direction in the presence of amplitude and phase errors and the

mathematical value calculated from (8) and (12). To make comparison, both of
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them have been simulated. It is shown from Fig. 2, apparently, that small deviation

exits between the mathematical value and the actual one in the presence of phase

errors only. Both of them tend to the ideal beam direction as long as the number of

elements is more than 60.

Moreover, the case that both the amplitude and phase errors are considered is

simulated. Figures 3 and 4 show that the beam deviation is larger than the case in

Fig. 2. This is caused by the amplitude errors. However, the directing deviation

tends to be zero as long as the number of elements is large enough. This phenomena

is the same with the one in Fig. 2.

Fig. 2 Comparison of the

mathematical beam

direction and the actual

value in the presence of

only phase errors

Fig. 3 Comparison of the

mathematical beam

direction and the actual

value in the presence of

both amplitude and phase

errors and the ideal beam

direction is 30�

The Impact Analysis of the Array Elements Number on the Beam Direction in. . . 523



5 Conclusion

The relationship between the number of elements and the pointing direction has

been presented in the presence of amplitude and phase errors. It has been proved

mathematically that the offset of beam direction in the presence of phase errors

tends to zero with the number of elements increasing to infinity. Simulations have

been done and verified the mathematical derivation. The actual pointing direction,

it is shown in the presence of not only phase errors but amplitude and phase errors,

can be ideal with the number of elements more than 60.
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Virtual Transmitting-Receiving

Beamforming Approach to Achieving

Narrower Mainlobe for MIMO Radar by

Tapering

Yubing Jiang, Wei Zhang, Huiyong Li, and Cheng Luo

Abstract An innovative approach is introduced to form narrower mainlobe of

virtual transmitting-receiving beamforming by transmitting orthogonal coding

waveforms from the antenna elements and digitally processing of their echoes at

the receiver. The benefits such as increased angle resolution and increased Doppler

resolution of MIMO radar mainly depend on the sparse arrays without the adverse

effects of sidelobes. However, due to the actual limitation, such as room limitation

for airborne, cost or other factors, we have to set the array in dense arrays

configuration. With the proposed amplitude taper approach, a narrower main

beam can be achieved with dense arrays configuration after virtual transmitting-

receiving beamforming which can improve the performance of detecting slow

moving target. The signal-to-noise ratio (SNR) loss of tapering is also discussed.

Keywords MIMO radar • Narrower mainlobe • Beamforming

1 Introduction

Multiple-input and multiple-output (MIMO) radar has been a very active area for

several years. In recent literatures [1–5], MIMO radars have been shown to provide

a number of potential benefits as compared with conventional radar, such as

increased angle resolution, increased Doppler resolution, sharper airborne radar

clutter notches, etc. MIMO radars emit orthogonal signals, the orthogonal signals

can be extracted at the receiver by a matched filterbank, and the extracted signals

can be used to improve the spatial resolution for clutter. The phase differences

caused by different transmitting antennas along with the phase differences caused

by different receiving antenna can form a new virtual array steering vector. With
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judiciously designed antenna positions, one can create a very long, critically

sampled, array steering vector at a small number of antennas [6]. Just as pointed

in [7], the fundamental advantage of coherent MIMO radars is that they enable the

use of sparse arrays without the adverse effects of sidelobes.

However, due to room limitation, there is no enough room for sparse arrays

configuration, especially for airborne radar application. Secondly, with sparse

arrays configuration, the array elements can’t be used by the transmitting array

and receiving array at the same time, so the cost will rise. In this paper, we only

consider the dense arrays configuration, i.e., the transmitting array and receiving

array use the same antennas, the spacing between the transmitting antennas and

receiving antennas are half of wavelength. The goal of our work is achieving

narrower mainlobe than traditional beamforming [8].

The rest of the paper is organized as follows. In Sect 2, the concept of MIMO

radar will be briefly reviewed. In Sect. 3, firstly, the beamforming technique and

traditional MIMO radar synthesized beamforming will be briefly reviewed. Then,

we formulate narrower beamforming approach of the MIMO radar with dense

packed array; the signal-to-noise ratio (SNR) loss is also discussed. Finally,

Sect. 4 concludes the paper.

2 MIMO Radar Signal Mode

The assumed MIMO radar system geometry is shown in Fig. 1.

As illustrated in Fig. 1, the transmitting antennas are the same with the receiving

antennas, such as azimuth angle θ and elevation angle φ. There are NT transmitting

elements with uniform space dT, and NR receiving elements with uniform space dR.
The receiving antennas are collocated with transmitting antennas meaning that

monostatic MIMO radar configuration is used. At each transmitter, a coherent

processing interval consists of L pulses, and the signals are assumed to be orthog-

onal to each other. The radar platform travels at velocity v. In this paper, we assume

NR ¼ NT ¼ N, dT ¼ dR ¼ d ¼ λ/2, where λ is the wavelength. In each pulse

repetition interval (PRI) Tr, the system will transmit a waveform set.

s tð Þ ¼ s1 tð Þ, s2 tð Þ, . . . , sNT
tð Þ½ �T (1)

snt tð Þ (nt ¼ 1, 2, . . ., NT) is the transmitting signal from the ntth element, they

are orthogonal to each other. We define the transmitting steering vector, receiving

steering vector and Doppler vector in (2), respectively.
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vT θð Þ ¼ 1; ej2πγf s ; . . . ; ej2πγ NT�1ð Þf s
� �T

vR θð Þ ¼ 1; ej2πf s ; . . . ; ej2π NR�1ð Þf s
� �T

vD ¼ 1; ej2πf d ; . . . ; ej2π L�1ð Þf d
� �T (2)

Each received signal is processed for all of the transmitted waveforms, we

employ sH as the filter bank in the receivers, and if the iso-range ring is divided

in the cross-range dimension into NC(NC � NTNRL ) clutter patches, then the

discrete form of the clutter data from the lth pulse is

xl ¼ stack Xlð Þ ¼ stack Yls
H

� � ¼ XNC

i¼1

ξ θið Þej2π l�1ð Þf d, ivR θið Þ
O

vT θið Þ (3)

Where Yl ¼
XNC

i¼1

ξ θið Þej2π l�1ð Þf d, ivR θið ÞvTT θið Þs, and
N

means Kronecker prod-

uct. With fd,i ¼ 2vTr sin θi cos φ/λ, and fs,i ¼ dR sin θi cos φ/λ. Generally, ξ(θi)
can be modeled as a zero-mean independent complex Gaussian random variable

with the variance of σ2i . Then we can stack the total clutter snapshot of the pulses in
a vector form:

x ¼ stack Xð Þ ¼
XNC

i¼1

ξ θið ÞvD θið Þ
O

vR θið Þ
O

vT θið Þ∈CNTNRL�1 (4)

v

θ
ϕ

Transmitting element

Receiving element

iso-range bin

x

y

zFig. 1 MIMO radar

geometry
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3 Narrower Mainlobe Beamforming Approach

The orthogonal signals of MIMO radar can be extracted at the receiver by a

matched filterbank, the extracted signals can be used to improve the spatial reso-

lution for clutter. The NTNR-length array steering vectors are equivalent to the

steering vectors that would result from a spatial convolution of the transmitting and

receiving phase centers providing an augmentation of the conventional array

steering vectors.

Without losing generality, we assume that only an equally-spaced linear array is

considered for beamforming. The digital filter coefficient vector w is selected as

w ¼ κs�0 ¼ κ vR θ0ð Þ
O

vT θ0ð Þ
ffl ��

¼ κ1v
�
R θ0ð Þ� �O

κ2v
�
T θ0ð Þ� �

¼ wR

O
wT (5)

Where κ ¼ κ1κ2, they are all constants, wT is the digital filter coefficient vector

of virtually transmitting beamforming, and wR is the weighting of receiving

beamforming. With the optimum filter in (5), we can get the virtual antenna gain

through the virtual transmitting-receiving beamforming

G θ; θ0ð Þj j ¼ wT θ0ð Þs θð Þj j ¼ wR

N
wTð ÞT vR θð ÞN vT θð Þð Þ�� ��

¼ κ
XNR

n¼1

e�j2πf s,0e j2πf s, i

�����
�����
XNT

n¼1

e�j2πγf s,0e j2πγf s, i

�����
�����

(6)

Which has the form of a discrete Fourier transform (DFT), and H denotes the

Hermitian operation. The virtual transmitting-receiving beamforming of MIMO

radar can be viewed as the product of DFT of two square waveforms. From Fourier

theory, the main lobe of the transform is widened. To make it clear, we rewrite the

signal after matched filter in MIMO radar receiver as a matrix as

vR
O

vTT ¼
1 ejf s . . . ej N�1ð Þf s
ejf s ej2f s ejNf s

. . . . . . . . .
ej N�1ð Þf s ejNf s . . . ej 2N�1ð Þf s

2
664

3
775 (7)

Where γ ¼ dT/dR ¼ 1, For the example we considered in this paper, i.e., dense

array configuration.

From the properties of DFT, the main lobe of square waveform is narrower than

the triangle waveform with the same length. Intuitively, we can set an inverse-

weight process.

The inverse-weighting matrix corresponding to (7) is given by
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D ¼

N � � � N

N � 1
1

� � � � � � � � � � � �
N

N � 1
� � � N

3

N

2

1 � � � N

2
N

2
6666666664

3
7777777775

(8)

Define d ¼ stack (D), where stack (·) is the stacking operator. Then the total

digital filter coefficients vector corresponding to the virtual transmitting-receiving

beamforming is wnew ¼ w
J

d. If a taper or windows is employed, there is a loss

in SNR since the weight vector wnew is no longer perfectly matched to the expected

signal s.

It is straightforward to calculate this loss in SNR as follows. We define the

virtual transmitting-receiving taper efficiency ratio, ηeff, as the ratio of the tapered

output SNR (SNRtap) to the optimal SNR (SNRopt). For the tapered case, wnew ¼
s�0

J
d, where to insure the unity gain constrain wH

newwnew ¼ 1, vec(t) must satisfy

w
0
newwnew ¼ s0

K
s�0

ffl �H
d�

K
d

ffl �
¼ 1 . . . 1½ � d�

K
d

ffl �
¼ dk k22 ¼ 1 (9)

Where kdk2 denotes the usual Euclidean vector norm. The definition of ηeff is
given as the following:

ηeff ¼
SNRtap

SNRopt
¼ wT

news0
�� ��2

N2
¼

s�0
J

s0
� �H

d

��� ���2
N2

¼ dk k21
N2

(10)

Where s0 is the expected signal, kdk21 denotes the -norm.

For the 4-element virtual transmitting-receiving beamforming, kdk1 ¼ 3.537,

which when substituted into (10) yields ηeff ¼ 0.7819 (-1.0685 dB). We note that

with the number of elements increase, ηeff will degrade, this is illustrated in Fig. 2.

From Fig. 2, we note that with number increase, the degrading rate of ηeff will
slow down. There is a tradeoff between the benefits from narrow mainlobe and SNR

gain loss. The narrow beam can be used to improve angle resolution, increased

Doppler resolution, weak the clutter from mainlobe competes with target. We can

still use the Dolph-Chebyshev window function as

wnew ¼ w
K

d
K

wch,N

O
wch,N

ffl �
(11)

We named (11) as Method1. We can make a change of Dolph-Chebyshev

window function which can be well suppressed the sidelobe. wch,2N � 1 is the

weights of Dolph-Chebyshev window function with 2N � 1 points, then extend it

Virtual Transmitting-Receiving Beamforming Approach to Achieving Narrower. . . 529



to N2 points, the output of matched filter with the same phase will have the same

weight of Dolph-Chebyshev window function.

wch,N2 ¼ wch, 2N�1 1ð Þ, � � �,wch, 2N�1 Nð Þ, � � �,wch, 2N�1 Nð Þ, � � �,wch, 2N�1 2N � 1ð Þ½ �T
(12)

We named (12) as Method2. Then Method1 can be given as

wnew ¼ w
K

d
K

wch,N2 (13)

Where w is defined in (4). We can get the virtual antenna gain as

G θ; θ0ð Þj j ¼ wT
new θ0ð Þs θð Þ�� �� (14)

The narrower mainlobe which we would get through using the proposed Taper

method may bring superiorities, such as improved angular resolution, increased

Doppler resolution, sharper airborne radar clutter notches.

4 Simulated Results

Consider a four-element array is used in transmitter and receiver, i.e., NT ¼ NR ¼
N ¼ 8, dT ¼ dR ¼ d ¼ λ/2, θ0 ¼0o. The carrier frequency f0 is 1.2 GHz, pulse

repeat frequency (PRF) is 2,000 Hz. M ¼ 64 pulses will be transmitted in one

coherent processing interval (CPI). The radar travels at v ¼ 125 m/s. The input

SNR for one antenna and one pulse is -5 dB, CNR is 45 dB. The beampattern
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without Dolph-Chebyshev window is showed in Fig. 3. For convenience, the out-

puts of beamforming are normalized.

From Fig. 3, it can be seen that, through the amplitude taper, the mainlobe is

narrower than the virtual transmitting-receiving beamforming without amplitude

taper.

We will make a comparison among the three transmitting-receiving

beampatterns corresponding to two kinds of generating weights of Dolph-

Chebyshev window in (13), (11) and the Phased Array(PA) radar which uses

Dolph-Chebyshev window only in receiving beamforming. The beampattern com-

parison for Dolph-Chebyshev window methods corresponding to (13), (11) and the

PA radar with 30-dB Dolph-Chebyshev window is showed in Fig. 4.

From Fig. 4, it is worth to note that the sidelobe of Dolph-Chebyshev window is

not being suppressed effectively, this is due to the shape of window function has

been change. We can also see that the sidelobe of Dolph-Chebyshev window

Method2 has been suppressed effectively. Due to the virtual transmitting-receiving,

the sidelobe has been well suppressed. For PA radar, due to the consideration of

maximal power transmitting, the Dolph-Chebyshev window is only used in receiv-

ing beamforming, the sidelobe is well suppressed but has wider mainlobe width.

5 Summary and Conclusions

We propose an amplitude taper approach which can get narrower mainlobe,

improve the detection performance for slow moving target which is an important

aspect of modern airborne radar. Such weighting may improve the clutter suppres-

sion performance to a remarkable degree. The proposed virtual transmitting-
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receiving beamforming with tapering approach can also be used other beamspace

STAP algorithms.
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CFAR Detection Method in Multi-target

Environments for Foreign Object Debris

Surveillance Radar

Jing Wu, Hong Wang, Xuelian Yu, Xuegang Wang, and Meng Zhao

Abstract Detection of weak targets in heavy ground clutter is the key issue for

Foreign Object Debris (FOD) surveillance radar on airport runways. Since of

“target-masking” effect, traditional CFAR detection algorithms cannot detect

FOD in multi-target environments effectively. To solve these problems, a

trimmed-mean clutter-map CFAR method based on order-statistics is proposed in

this paper. First, multi-target echo model of Frequency Modulation Continue Wave

(FMCW) radar on airport runways is established. Then, several of the largest

samples in reference window are discarded and the remaining ones are averaged

as the clutter-level estimation to tolerate interfering targets. In order to obtain a

stationary detection threshold to reduce false alarm probability, clutter-map cells

are updated scan-by-scan in time domain. At last, simulations verify effectiveness

of this proposed method.

1 Introduction

FOD (Foreign Object Debris) usually refers to a fixed small object located on

airport runways that has capacity to damage aircraft. The FOD surveillance system

mainly uses radar monitoring technology to detect and locate targets [1]. SCR

(Signal-to-Clutter Rate) of FOD surveillance radar lower than others, because the

length of runway is generally about 3,000 m while FOD is only between 3 and

20 cm and erection height of antennas (typically 2 m) is limited due to airport

security requirements [2], FOD surveillance radar should detect weak targets in

heavy clutter effectively. The “target-masking” effect occurs when there are several

interfering targets in adjacent range units. In this paper, we focus on CFAR

(Constant False Alarm Rate) detection in multi-target environments.
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CFAR is used to achieve stable detection threshold in spite of intensity fluctu-

ation of clutter and interfering targets. Either Cell-Averaging CFAR or Ordered-

Statistics CFAR is only appropriate to situations that clutter fluctuates smoothly in

adjacent range cells [3,4]. Traditional Nitzberg clutter-map CFAR uses a digital

filter to update background level estimation at each scan; however, it will result in a

sharp increase of detection threshold so that “target-masking” effect occurs in

multi-target environments [5,6]. To solve these problems, this paper proposes a

Trimmed-Mean Clutter-Map CFAR (TM-CM-CFAR) method based on order-

statistics. In this case, several of the largest samples in a reference window needed

to be trimmed to tolerate interfering targets and average of remaining ones is the

clutter-level estimation.

2 Principle of FOD Surveillance Radar

In order to detect FOD in heavy clutter effectively, FMCW (Frequency Modulation

Constant Wave) radar system has been used to obtain high range resolution. The

principle block diagram of FOD surveillance radar is provided in Fig. 1.

The transmitted signal from FM generator is

ST tð Þ ¼ A cos 2π f 0tþ
1

2
μt2

� �
þ ϕ

� �
� T

2
< t <

T

2

0
@

1
A (1)

Where, ϕ is an initial phase, f0 is the center frequency, B is the signal bandwidth,

T is the time period and μ ¼ B/T represents the slope of frequency modulation.

Normally, we can assume that there are I FOD targets, radial distance of each FOD

is Ri(i ¼ 1, 2, � � �, I), delay of each echo is τi and τi ¼ 2Ri/c, where c is the speed
of light. Thus, the total target echo is sum of a number of sinusoidal signals and can

be expressed as

SR tð Þ ¼
XI

i¼1

Bi cos 2π f 0 t� τið Þ þ 1

2
μ t� τið Þ2

� �
þ ϕþ Δφi

ffl �
(2)

Where, Δφi is the phase shift of each echo. As shown in Fig. 1, ST(t) is the local
oscillation signal and SR(t) enters the mixer too. After band-pass filtering of the

mixer’s output, a beat signal is achieved as

SB tð Þ ¼
XI

i¼1

Ci cos 2π μτitþ f 0τi �
1

2
μτi

2

� �
� Δφi

� �
(3)

Obviously, each frequency component of beat signal is fi ¼ μτi ¼ (B/T ) � (2Ri/

c). Deal with Fourier transformation, different spectrum positions corresponding to
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different frequency components of the beat signal are used to estimate distance of

FOD targets. However, FOD target is small and the intensity distribution of each

target is not uniform, hence, CFAR is needed to locate FOD targets in heavy clutter

accurately. That’s to say, a target will be declared present if the amplitude of

spectrum exceeds its estimation which is yielded by a CFAR detector and absent

otherwise. If a target is detected, we can take its frequency in the spectrum and

calculate its range.

3 TM-CM-CFAR Algorithm Based on FOD Detection

The statistical characteristics of clutter in different ground environments for Mil-

limeter Wave (MMW) radar had been analyzed in paper [7], and the envelope

distribution of backscattering signals can be approximated by Rayleigh law if

scatters are enough. Moreover, for FOD surveillance radar, land clutter fluctuates

dramatically in spatial domain while more smoothly in time domain [8]. Therefore,

clutter level should be estimated by clutter-map and updated scan-by-scan to realize

CFAR detection. The architecture of TM-CM-CFAR detector is shown in Fig. 2.

Where, tl(i,j) is the sample of the (i,j)th azimuth-range unit in clutter map cells

and also the input of CFAR detector at the lth scanning period while zl(i,j) is output
of the square law detector. If tl(i,j) only contains clutter without target signal, zl(i,j)
is subjected to exponential distributed. Steps of TM-CM-CFAR are as follows.

Step 1. The clutter map cells are divided by a rectangular sliding reference window

and the tested unit is not involved in clutter level estimation. There areM units in

the reference window and are fed into a ranker which outputs are in ascending

order according to amplitude. The largest m samples are removed and the

remaining M � m samples are sorted as

v1l i; jð Þ � v2l i; jð Þ � � � �vkl i; jð Þ � � � � � vM�m
l i; jð Þ (4)

Clearly, {vkl (i,j)} doesn’t satisfy the requirement of IID (Independent and

Identically Distributed) each other so that a linear transformation is needed.

Step 2. Linear transformation is used to make {vkl (i,j)} meet IID, just as

Frequency modulator

⊗
×Mixer

IF amplifier Band-pass filter A/D

CFAR detector Band-pass filter

FM generator

Target location FFT

Fig. 1 Structure of FOD surveillance radar
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w1
l i; jð Þ ¼ M v1l i; jð Þ-v0l i; jð Þ� 	

w2
l i; jð Þ ¼ 


M � 1
�
v2l i; jð Þ-v1l i; jð Þ� 	

⋮ ⋮ ⋮
wM�m
l i; jð Þ ¼ 


mþ 1
�
vM�m
l i; jð Þ � vM�m�1

l i; jð Þ� 	
(5)

Where, v0l (i,j) � 0 and {wk
l (i,j), k ¼ 1, 2, � � �, M � m} are statistically IID

and also exponentially distributed. We can define the clutter power is λ, so the

probability distribution function of {wk
l (i,j)} is

f wð Þ ¼ 1

λ
exp �w

λ

� 
(6)

Step 3. When the largest samples are been trimmed, the weighted average of others

is the clutter power estimation of the tested unit. The weighted coefficients are

defined as

ηk ¼

1

M

M � m� k þ 1

M � mð Þ � M � k þ 1ð Þ

8>>><
>>>:

k ¼ 1ð Þ

k 6¼ 1ð Þ
(7)

Thus, we can achieve the estimation of zl(i,j) is

pl i; jð Þ ¼ 1

M � m

XM�m

k¼1

vkl i; jð Þ ¼
XM�m

k¼1

ηkw
k
l i; jð Þ (8)

Step 4. Since the land clutter from runways changed with the scanning of antennas,

Square-law 
detector Trimmed Linear 

transformation
Weighted
average

Detection

⊗ET ⊕
Delay

Recursive filter

tl (i, j) zl (i, j) {vk
l  (i, j)} {wk

l (i, j)}

p
l 
(i, j)

q
l 
(i, j)q

l−1 
(i, j)

ω

1-ω

Fig. 2 Architecture of TM-CM-CFAR detector
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a recursive filter is designed to obtain stable detection threshold to control false

alarm. As shown in Fig. 2, ω is a recursive factor and output of the filter is

ql i; jð Þ ¼ ωpl


i, j
�þ 


1� ω
�
ql�1



i, j
�

¼ ωpl i; jð Þ þ ω


1� ω

�
pl�1



i, j
�þ � � � þ ω 1-ωð Þl�1p1



i, j
�

¼ ω
Xl�1

n¼0

1� ωð Þnpl�n i; jð Þ

(9)

Natural of MGF (Moment Generating Function) shows that the MGF of

multiple IID random variables shall be equal to the product of each other.

Hence, the MGF of ql(i,j) is

Mq uð Þ ¼
Yl�1

n¼0

Mp ω 1� ωð Þnu½ � ¼
Yl�1

n¼0

YM�m

k¼1

Mw ω 1� ωð Þnηku½ �

¼
Yl�1

n¼0

YM�m

k¼1

1þ ηkω 1� ωð Þnλu½ ��1

(10)

Step 5. Decision criteria of TM-CM-CFAR detector is

zl i; jð Þ
H1

�
<
H0

TEql�1 i; jð Þ (11)

Where, zl(i,j) is the tested statistic, TE is a threshold factor and TEql � 1(i,j) is
the detection threshold. It represents by H1 when a target is detected and by H0

otherwise. Since TEql � 1(i,j) is a random variable, the false alarm probability is

Pf ¼Eq P zl i;jð Þ�TEql�1 i;jð Þ��H0

� 	� �¼Mq uð Þ��
u¼

TE

λ

¼
Yl�1

n¼0

1þ 1

M
TEω 1�ωð Þn

2
4

3
5
�18<

: �
YM�m

k¼2

1þ M�m�kþ1

M�mð Þ � M�kþ1ð ÞTEω 1�ωð Þn
2
4

3
5
-19=
;

(12)

In fact, TM-CM-CFAR can be equivalent to Nitzberg clutter-map CFAR when

m ¼ 0. Figure 3 gives the computed TE with various iteration factors and the

number of trimmed cells when Pf ¼ 10� 5.
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4 Analysis of Simulation

To verify effectiveness of the proposed CFAR algorithm for FOD detection, we

carry out simulation in this section with two interfering targets. Since it is difficult

to obtain a close-form expression of the amplitude distribution of echoes in multi-

target situations, Monte-Carlo simulation has been used to obtain detection prob-

ability with different simulation parameters. Relevant parameters of FMCW radar

are listed in Table 1.

The range resolution is ΔR ¼ c/2B 	 55.6cm. Hence, the total number of

azimuth-units and range-units are 60 and 540 respectively. The simulation param-

eters of targets are listed in Table 2.

To better observe simulation results, Fig. 4a only gives a partial enlarged view of

detection results of the 15th azimuth-unit which is the orientation of targets when

Pf ¼ 10� 5, M ¼ 32, L ¼ 20, ω ¼ 0.2 (where, L is the number of scanning cycle

times in a loop). The solid line with circles is samples of echo, the dashed line is the

detection threshold for the number of trimmed samples is 0 and the solid line is the

threshold for the number of trimmed samples is 2. Obviously, if there are two

interfering targets in the reference window, detection of two censored samples can

be better than ones or zero censored samples, where the threshold in the vicinity of

the target range-unit has a raised and cannot detect low power targets accurately.

Figure 4b indicates the detection probability for M ¼ 32, L ¼ 20, ω ¼ 0.25.

Obviously, if there are two interfering targets in reference window, the best

performance of detector only in the case that the number of trimmed samples is

equal to the number of interfering targets. Figure 4c shows that different iteration

factor corresponding to different detection probability. Pd will be reduced with

increase of ω. In fact, it is clearly from Fig. 4, when ω < 0.125, threshold

coefficient TE has a drastic increase and Pd increases naturally. Moreover, the

smaller ω is, the longer accumulation time is. So ω usually be set between 0.125

with 0.25. Figure 4d indicates that Pd will be increased with L only when L < 10.
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Table 1 Relevant parameters of FMCW radar

Center frequency 10 GHz Scanning angle (-30
,30
)
Bandwidth 100 MHz Sampling frequency 4 MHz

Width of runway 300 m Modulation frequency 1 ms

Table 2 Simulation parameters of targets

Main target Interfering target 1 Interfering target 2

Distance of target 125 m 123 m 127 m

Coordinate position (15,225) (15,220) (15,230)

SCR 10 dB 12 dB 8 dB
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Fig. 4 Simulations of detection performance with different parameters. (a) A larger view of figure

for target detection (b) Pd with L ¼ 20, ω ¼ 0.25 for different m. (c) Pd with L ¼ 20, m ¼ 2 for

different ω (d) Pd with ω ¼ 0.25, SCR ¼ 10dB for different L
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Therefore, in order to obtain a stable threshold and the detection time as little as

possible, L can be limited between 10 with 20.

5 Conclusions

In order to overcome the “target-masking” effect and detect FOD target effectively,

the trimmed-mean clutter-map CFAR has been discussed. In the sliding reference

window, several of the biggest samples are trimmed and others are averaged as

clutter-level estimation. This detector reduces the probability of interfering targets

involve the clutter-level estimation to improve the detection probability. Besides,

the recursive filter is used to achieve stable detection threshold. Compared with

conventional CFAR algorithm, TM-CM-CFAR not only has better anti-interference

performance, but can also achieve higher detection probability with low SCR in

multi-target environments. It has important significance for FOD detection on

airport runways.
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Time-Shifted Synchronization Applied into

the Low-Cost Chaos Radar

Lianjun Sun, Jinfeng Hu, Cheng Luo, and Zishu He

Abstract In this paper we firstly report a design of time-shifted synchronization

aimed at the low-cost chaos radar. Based on the theory by Voss (Phys Rev E 61(5):

5115–5119, 2000), we adopt the first-order Taylor formula to make the delay

parameter correspond to the system parameters which are resistors and capacitors

of the chaotic circuit. So we can control time delay by adjusting the resistors and

capacitors of chaotic system. And we prove that it is feasible to realize the time

delay in analog domain of chaotic signal generated by the low-cost chaos radar

without a variable delay line. It is so significant in taking the place of the delay

devices in the engineering filed that the cost of ultra-wideband chaotic beam-

forming radar can be decreased. The simulation results suggest that generalized

synchronization is maintained over the entire chain length. Compared with the

traditional methods bringing about the time delay by the phase shifter, this article’s

way only leads to a little attenuation. And the time delay can be controlled by

adjusting the size of coupling parameters and the number of slave systems.

Keywords Chaos radar • Time-shifted synchronization • Wideband beam-forming

1 Introduction

The low-cost chaos radar with coherent reception was proposed in 2010. This radar

uses chaotic signals with a matched filter which can work as a coherent receiver. It

can be achieved by a simple RLC circuit. Several papers have proved this chaotic

radar can measure range and velocity [1–4]. So it is a new milestone in the

development of chaotic radar. If we can directly realize the time-delay of chaotic
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signal in analog domain utilizing the synchronization character of chaos, doesn’t it

have a profound significance in ultra-wideband beam forming?

There are several conventional solutions which realize the time delay, such as

the random signal radar [5] of the Pennsylvania University utilizes the delay lines,

some phased array radars [6] put to use the phase shifter. Among these solutions

there is a common shortcoming that these devices are expensive and complicated,

and the phase shifter is just suitable for narrow-band signal.

In our work, we firstly report the time-shifted synchronization aimed at the

low-cost chaos radar. We adopt the first-order Taylor formula to make the delay

parameter correspond to the system parameters which are resistors and capacitors

of the chaotic circuit. The simulation results show that it is feasible to directly

realize the time delay in analog domain without a variable delay line. It’s only a

little attenuations compared with the phase-shifter way.

This paper is organized as follows: Sect. 2 introduces the principle of the

low-cost chaos radar. Section 3 proposes the time-shifted synchronization theory

[7] into the low-cost chaos radar. Section 4 presents the simulation results. Finally,

conclusions are given in Sect. 5.

2 The Principle of the Low-Cost Chaos Radar

2.1 Signal Generation

The chaos signal with a matched filter can be generated by (1)

€x� 2β _x þ ω2 þ β2
� �

x� sð Þ ¼ 0

_x tð Þ ¼ 0 ) s tð Þ ¼ sgn x tð Þð Þ
�

(1)

where ω ¼ 2π, β ¼ ln(1.9), and sgn xð Þ ¼ þ1, x � 0

�1, x < 0

�
.

Figure 1a shows a typical waveform generated by (1). Figure 1b shows the

corresponding phase-space projection.

2.2 Coherent Reception Using a Matched Filter

The echo signal r(t) ¼ x(t � τ) + v(t) is a sequence of basis pulses, where v(t) is the
additive noise. A matched filter for r(t) is defined as (2)
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_z tð Þ ¼
XN�1

m¼0

sm � r tþ mþ 1ð Þ � r tþ mð Þf g
€y tð Þ þ 2β _y tð Þ þ ω2 þ β2

� ��
y tð Þ � z tð Þ� ¼ 0

8><
>: (2)

where y(t) is the matched filter output, ω ¼ 2π, β ¼ ln(1.9), sm is the polarity of

each basis pulse and N is the number of basis pulses in r(t).
The impulse response of the system with (2) is h(t) ¼ x(�t),so it is a matched

filter for signals given by (1). The output of x(t) via its matched filter is

y tð Þ ¼
ðþ1

�1
h uð Þx t� uð Þdu ¼

ðþ1

�1
x �uð Þx t� uð Þdu ¼ Rxx tð Þ (3)

As shown in (3), a signal’s matched filter output is equivalent to its autocorre-

lation function in mathematical formula. So the system in (3) is a matched filter for

x(t) that can be used to achieve coherent reception.

3 The Time-Shifted Synchronization Theory Aimed at the

Low-Cost Chaos Radar

In this section, we firstly apply the time-shifted synchronization theory into the

low-cost chaos radar. Based on the theory by Voss, we adopt the first-order Taylor

formula to make the delay parameter correspond to the system parameters which

are resistors and capacitors of the chaotic circuit. So the two systems from Voss’s

theory, a “master” and a “slave,” which are unidirectionally coupled via an easily

controlled time-delay feedback in such a manner that the slave system predicts the

0 100 200 300 400 500 600 700 800 900

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

t(us)

x(
t),

s(
t)

x(t)
s(t)

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-10

-5

0

5

10

15

dx
(t)

x(t)

a b

Fig. 1 (a) Typical waveforms of and obtained from (1). (b) Phase-space projection obtained from (1)
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behavior of the master system. The contiguous systems are cascaded by coupling

vectors.

According to (1) the chaotic signal generator, let’s restate as follows:

€x� 2β _x þ ω2 þ β2
� �

x� sð Þ ¼ 0 (4)

where assume x ¼ [x,x0]T ¼ [x1,x2]
T, (4) is equivalent to (5), it is the mathematical

of the master system.

dx1
�
dt ¼ x2

dx2
�
dt ¼ 2βx2 � ω2 þ β2

� �
x1 þ ω2 þ β2

� �
s:

8><
>: (5)

Assume y1 ¼ [y1 y10]T ¼ [y11,y
1
2]
T, according to the first-order Taylor formula a

delay signal y t� λð Þ � y tð Þ � λ _y tð Þ, so the mathematical of the slave system set as

follows:

dy11
�
dt ¼ y12 þ k1 x� y1 þ λ _y1

� �
dy12

�
dt ¼ 2βy12- ω2 þ β2

� �
y11 þ ω2 þ β2

� �
sþ k2 x� y1 þ λ _y1

� �
8><
>: (6)

where k1 ¼ [k11,k12], k2 ¼ [k21,k22] are the coupling vectors, λ is a tunable system
parameter controlling delay time.

To simplify (6), set the parameter k12 ¼ k21 ¼ 0, so (6) is reduction to (7)

dy11
�
dt ¼ y12 þ k11 x1 � y11 þ λ _y11

� �
dy12

�
dt ¼ 2βy12- ω2 þ β2

� �
y11 þ ω2 þ β2

� �
sþ k22 x2 � y12 þ λ _y12

� � :
8><
>: (7)

The (7) is the truly slaver system, where system parameter ω ¼ 2π, β ¼ ln(1.9),

s is the sign function defined as (8)

_y1 tð Þ ¼ 0 ) s tð Þ ¼ sgn y1 tð Þ� �
(8)

To increase the time delay, we can also construct several slave systems which

are cascaded one another by the coupling vector such as (9)

dym1
�
dt ¼ ym2 þ k11 ym�1

1 � ym1 þ λ _ym1
� �

dym2
�
dt ¼ 2βym2 - ω2 þ β2

� �
ym1 þ ω2 þ β2

� �
sþ k22 ym�1

2 � ym2 þ λ _ym2
� �

8><
>: (9)
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where the parameters ω and β are the same as (1), m ¼ 1, 2, 3, � � �, M, M is the

number of slave systems, the sign function s is defined as (10)

_ym tð Þ ¼ 0 ) s tð Þ ¼ sgn ym tð Þð Þ (10)

4 Numerical Simulation Results

In order to verify the correctness and validity of the delay system model, this

section gives the results from the numerical simulation by Matlab.

Set the Matlab parameters as follows:

The time step is t ¼ 0.01;the delay time parameter λ ¼ � 0.03 (λ < 0, all the

slave systems lag the master system); the initial value of the various systems are

[�0.9123, 0]T;the coupling parameters k11 ¼ 2.1, k22 ¼ 0.9; the number of slave

systems isM ¼ 5.We do the simulation by the fourth order Runge-Kutta algorithm

from Matlab and combining with (5) and (9).

Figure 2 shows that generalized time-shifted synchronization is maintained over

the entire chain length despite several attenuations between the output of master

system and the fifth slave system.

Figure 3 shows that phase-space projection of the fifth slave system, suggesting

that the output is still chaotic. It is homologous with the master system’s phase-

space projection presenting by Fig. 1b.

Figure 4 shows that an enlarged view of the output of the master system with five

slave systems, the master system’s output anticipates the other systems. Each of the

slave systems lags the preceding system by a bit of time units. Thus, y11 follows x1,

y21 follows y
1
1, etc. The chaotic waveform of all system’s output are resemble but a

little distortion in the form of amplitude. The error that the fifth slave system

output’s peak of wave exceeds the peak of the master system is about 0.2. In

short, we can control the time delay by designing the number of slave systems.
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Figure 5 shows that an enlarged view of the output waveforms of the fifth slave

system in different values of λ, the output lags each other with the increasing of the
absolute of λ. So we can also control the time delay by adjusting λ.

Figure 6 gives a distinct contrast about showing the same delay time, we

separately employ the traditional solution which depends the phase shifter and

the method of this article. We can obviously comprehend that the traditional
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solution achieves the delay time by means of changing the phase of signal which

leads to the bigger distortion of amplitude. The performance is far behind the

method of this paper. It just may be suitable for narrow-band signal.
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5 Conclusions

In this paper we firstly report the time-shifted synchronization aimed at the low-cost

chaos radar. This way which realizes the time delay by the synchronization char-

acter of chaos is useful where a time delay or memory is needed but variable delay

line technologies are expensive or impractical to the broadband signal. As a result,

an adjustable lag or anticipation effect can be easily achieved, making the method

simpler and more economical to implement in ultra-wideband beam forming.
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High Squint SAR Imaging Using theModified

Range-Doppler Algorithm

Zhihao Mei, Youxin Lv, Jing Wu, and Meng Zhao

Abstract Based on the imaging geometry of squint mode, the characteristics of

echoes based on four order approximate expressions in slow time domain in squint

mode are analyzed in this paper. The conclusion that the influence of range walk is

much larger than range bending in high squint mode is drawn. The traditional

Range-Doppler algorithm is no longer suitable for high squint SAR imaging. Based

on the conclusion a modified Range-Doppler algorithm suitable for high squint

SAR imaging is derived in this paper. At first range walk is corrected in range

frequency domain to make the coupling between range and azimuth small. After

that, range compression, secondary range compression, azimuth compression and

higher order phase correction are presented in the modified algorithm. Compared

with the traditional Range-Doppler algorithm, the imaging results of simulation are

presented to demonstrate the accuracy and validity of the proposed algorithms in

high squint SAR imaging.

Keywords Synthetic aperture radar • High squint mode • Modified range-Doppler

algorithm • Range walk

1 Introduction

Synthetic Aperture Radar is a kind of two-dimensional imaging sensor. Compared

with the traditional range imaging sensor and the infrared imaging sensor, SAR has

a huge advantage. It can work all-time, all-weather, gain high resolution image of

the ground target similar to optical photograph in low-visibility weather conditions.

Based on the orientation of azimuth beam, SAR has two kind of geometric model-

positive mode and squint mode. The positive mode is relative simple and the
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complete algorithm like Range-Doppler algorithm and Chirp Scaling algorithm

[1–3] are almost suitable for this mode. Squint mode is more complex than positive

mode and the traditional algorithm is no longer suitable for this mode. We need to

improve the traditional algorithm.

SAR obtains the two-dimensional signals of range and azimuth. Range cell

migration correction is the most important part in high squint SAR imaging. The

range cell migration concludes the range walk and range bending. In the positive

mode, there is only the part of range bending. But there are two parts in squint

mode. In high squint SAR imaging, range walk is much larger than range bending

and range walk makes the coupling between range and azimuth seriously. That can

lead to the defocusing and fuzzy of targets. So, correcting the range cell migration

to realize the decoupling of two-dimensional signals is the key part in high squint

SAR imaging [4–6].

2 Signal Analysis in Squint SAR Mode

The geometry of squint SAR is shown in Fig. 1. We assuming that platform fly

along the X axis and the speed is v.Q is the point target in this geometry, its azimuth

coordinate is X, r is the slant distance from the platform to the beam center on the

ground, R(ta;r) is the instantaneous slant distance from the point target to the

platform, θ is the squint angle.

R(ta;r) is instantaneous slant distance between ground targets and platform:

R ta; rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ vta � Xð Þ2 � 2r vta � Xð Þ sin θ

q
(1)

Through Taylor series expansion, with fourth-order kept, we can get

R ta; rð Þ ¼ r � vta � Xð Þ sin θ þ cos 2θ

2r
vta � Xð Þ2 þ sin θ cos 2θ

2r2
vta � Xð Þ3

� cos 2θ 1� 5 sin 2θð Þ
8r3

vta � Xð Þ4 (2)

RRCM(ta) is the Range cell migration and we can know from (2) that

RRCM tað Þ ¼ � vta � Xð Þ sin θ þ cos 2θ

2r
vta � Xð Þ2 þ sin θ cos 2θ

2r2
vta � Xð Þ3

� cos 2θ 1� 5 sin 2θð Þ
8r3

vta � Xð Þ4 (3)

s(τ) is the linear frequency modulation signal that radar transmits.
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s τð Þ ¼ A0 τð Þexp j2πf cτ þ jπKrτ
2

� �
(4)

The raw signal is backscattered by the ground targets to receiver and we can get

the baseband echo signal.

sr τ;tað Þ¼A0 τ�2R ta;rð Þ
C

� ffl
Aa tað Þexp �j

4π

λ
R ta;rð Þ

� �
exp jπKr τ�2R ta;rð Þ

C

� ffl2
( )

(5)

From (5), we can know that the variation of R(ta;r) can not only influence the

phase of echo signal, but can also cause the coupling between range and azimuth.

3 Modified Range-Doppler Algorithm

The basic principle of traditional RD algorithm and modified RD algorithm is the

same. It is to decompose the two-dimensional imaging into two one-dimensional.

The processing diagram of modified Range-Doppler algorithm is shown in Fig. 2.

The procedure concludes five steps: range walk correction; range compression;

secondary range compression; azimuth compression and higher-order phase

correction.

Beam coverage area

Heading

Platform
footprint

H
ei

gh
th

Short distance

Slant distance r

Instantaneous distance R
(ta;r)

θ Squint angle

Beam center
footprint

Point target Q

Doppler plan

Radar platformFig. 1 Imaging geometry

of squint mode
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The frequency signal in range domain can be obtained by performing FFT over

the fast time.

s1 f r; tað Þ ¼ exp �j
4π

C
f c þ f rð ÞR ta; rð Þ

� �
exp �jπ

f 2r
Kr

� �
(6)

From (6), we can get the function expression of range walk correction.

H1 f r; tað Þ ¼ exp j
4π

C
f r þ f cð ÞΔR tað Þ

� �
(7)

Wherein ΔR(ta) ¼ � vta sin θ, the function of H1(fr;ta) is to offset the compo-

nent of vta sin θ. Through this procedure, we can get the corrected represents of

echo signal.

s2 f r; tað Þ ¼ exp �jπ
f 2r
Kr

� �
exp �j

4π

C
f r þ f cð ÞR1 t að Þ

� �
(8)

R1 t að Þ ¼ r þ X sin θ þ v2 cos 2θ

2r
t a

2 þ v3 sin θ cos 2θ

2r2
t a

3

� v4 cos 2θ 1� 5 sin 2θð Þ
8r3

t a
4 (9)

Given t a ¼ ta � X=v.
The range compression of modified algorithm is carried out through pulse

compression. In fact, it is a problem of matched filtering. To make the calculation

easy, we usually carry out this operation in frequency domain. From the represents

(6), we can get the function expression of range compression.

H2 f r; tað Þ ¼ exp jπ
f 2r
Kr

� �
(10)

Echo signal

Range FFT

Range 
compression 

H2

Secondary range 
compression and 

Higher phase 
correction H3

Azimuth FFT

Azimuth 
compression

H4

Azimuth
IFFT

Imaging 
result

Range IFFT

Range walk 
correction

H1

Fig. 2 Processing diagram

of modified range-Doppler
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Through the operation of range compression and range walk correction, we can

get the new represents of signal.

s3 f r; tað Þ ¼ exp �j
4π

C
f r þ f cð ÞR1 t að Þ

� �
(11)

We can get the expression of 2-D frequency domain performing FFT over the

slow time.

s4 f r; f að Þ ¼
ð
s3
	
f r; t a



exp �j2πf at af gdt a (12)

Using the principle of POSP [7], we can easily get the accurate expression of

s4(fr;fa)

s4 f r; f að Þ ¼ exp j ϕ0 f að Þ þ ϕ1 f r; f að Þf r þ ϕ2 f r; f að Þf 2r
� �� �

(13)

Given

ϕ0 f að Þ ¼ � 4π

λ
r � 4πX sin θ

λ
� 2π

X

v
f a þ

2πr

λf 2aa
f 2a þ

4πv sin θr

λ2f 4aa
f 3a

ϕ1 f r; f að Þ ¼ � 4πr

C
� 4πX sin θ

C
� 2πr

Cf 2aa
f 2a �

8πv sin θr

λCf 4aa
f 3a

ϕ2 f r; f að Þ ¼ 4πvr cos θf aa þ 3 sin θf að Þ
C2f 4aa

f 2a

f aa ¼
2v cos θ

λ

The expression of secondary range compression and higher order phase correc-

tion are

H3 f r; f að Þ ¼ exp jϕ2 f r; f að Þf 2r þ jϕ11 f r; f að Þf r
� �

(14)

ϕ11 f r; f að Þ ¼ 2πr

Cf 2aa
f 2a þ

8πv sin θr

λCf 4aa
f 3a (15)

Then performing IFFT over the range frequency domain and we can get the

signal in Range-Doppler domain.

s5 τ; f að Þ ¼ sin c Δf τ � 2 r þ X sin θð Þ
C

 �� �
exp jϕ0 f að Þf g (16)

Wherein Δf is the bandwidth of transmitted pulse.

The matched filtering function of azimuth can be expressed as

H4 τ; f að Þ ¼ exp �j
2πr

λf 2aa
f 2a þ

4πv sin θr

λ2f 4aa
f 3a �

4πr

λ

 �� �
(17)
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After that, performing IFFT over the slow time can get the final signal expres-

sion in 2-D time domain. (Wherein Δfa is the Doppler bandwidth.)

s6 τ;tað Þ¼ sinc Δf τ�2 rþXsinθð Þ
C

� ffl� �
sinc Δf a ta�X

v

� ffl� �
exp �j

4π

λ
Xsinθ

� �

(18)

4 Simulation Results

In this section, the algorithm proposed in this paper is compared with the traditional

algorithm. The radar parameters are given in Table 1.

The simulation results are shown as followed. Figure 3 shows the imaging result

of traditional RD algorithm when the squint angle is 10. Figure 4 shows the imaging

result of modified RD algorithm when the squint angle is 10. Figure 5 shows the

imaging result of modified RD algorithm when squint angle is 50. Figure 6 shows

the simulation results of four targets with modified RD algorithm.

The results indicate that the algorithm proposed in this paper works better than

traditional algorithm when squint angle is large.

Table 1 Radar simulation

parameters
Signal bandwidth/MHz 33.3

Pulse width τ/μs 2.6

Center distance/m 5,000

Wavelength λ/m 0.03

Platform speed/m/s 200

Carrier frequency fc/GHz 10
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5 Conclusion

In this paper an efficient SAR imaging algorithm suitable for high squint is shown

The proposed algorithm firstly constructs range walk correction function in range

frequency domain to make the coupling small. Then range compression, secondary

range compression, range bending correction and higher order phase correction are

constructed in 2-dimension frequency domain. The point target simulation and

processing results are presented to demonstrate the accuracy and validity of the

proposed algorithm.
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A Two-Stage Target Detection Method

for High-Resolution SAR Images

Yuchen Ge, Zongjie Cao, and Jilan Feng

Abstract Since that traditional CFAR is not suitable for high resolution target

detection of SAR images, in this paper, a new two-stage target detection method is

proposed. On the first stage, we extract ROIs from the SAR image based on the

variance weighted information entropy (WIE). The rough ROIs are further

processed with a series of methods, including false alarm exclusion, rectangular-

completing and centroid alignment. On the second stage, for each ROI, we adopt a

variational segmentation algorithm to accurately extract the target. In our experi-

ment, in particular, we test the proposed method on a real SAR image, and its

effectiveness is successfully demonstrated.

1 Introduction

Among applications of SAR images, the Automatic Target Recognition (ATR)

system is of great importance. The target detection of SAR images, serving as the

first stage of ATR systems, provides a basis for the validity of subsequent

recognition.

By now, the most widely used detection algorithm is constant false alarm

detection (CFAR). CFAR algorithms detect targets by pixel-wise threshold opera-

tion, in which the threshold is adaptively computed for each pixel according to the

statistical property of pixels within a local window.

For Mean Level (ML) CFAR, some common used detectors are cell average

(CA) [1], greatest of (GO), and smallest of (SO)-CFAR [2]. In order to improve the

performance of the of ML class in the detection for multi-target situation, Rohling

proposed order statistic (OS) CFAR [3], which brings derivatives like Generalized

order statistics CFAR [4], Linearly Combined Order Statistics CFAR [5] and so
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on. When it comes to adaptive CFAR detection, we have Variably Trimmed Mean

[6] Excision-CFAR Approach [7], etc.

However, since that CFAR is a kind of pixel level methods of target detection, it

is not suitable for SAR images of high resolution in reality. First of all, the impact of

speckle of high resolution SAR image is serious, which increases the probability of

false alarm. Secondly, in high resolution SAR images, a target often occupies a lot

of resolution cells, and is with multiple number of independent strong scattering.

After CFAR detection, a target is likely to be composed of a plurality of distributed

pixels that cannot form a connected region, which increases the probability of false

alarm and the loss of information of structure and shape.

To overcome the problems of traditional CFAR algorithm, this paper proposes a

target extraction algorithm of high-resolution SAR image based on ‘location-

segmentation’ stages, importing the variance weighted information entropy

(WIE) concept from infrared image to the detection stage of high resolution SAR

image. This particular concept serves to measure the non-uniformity of infrared

image. On first step, ROIs are obtained through an iterative algorithm based on

WIE. Subsequently, we refine the ROI regions and filter out false alarms. At the

second stage, the variational SAR image segmentation method is utilized to get ROI

pieces. In the experiment part, we test this new algorithm with a real high resolution

SAR image and a composed SAR image with transcendental position information

and get result which confirms the validity.

The rest of the paper is organized as follows. Section 2 introduces SAR image

positioning based on the variance weighted information entropy. In Sect. 3, the

detailed steps of each detection stages are introduced and the variational segmen-

tation method is introduced in Sect. 3.4. Section 4 is devoted to experimental results

for SAR target extraction with the proposed techniques. Conclusions are drawn in

Sect. 5.

2 SAR Image Positioning Based on the Variance Weighted

Information Entropy

Graph entropy is a statistical form of characteristics, which reflects the average

information of a figure. After getting the probability distribution of each gray level

from an image, suppose that Pi represents the proportion of the gray value of pixel

i. Then the one-dimensional graph entropy can be expressed as:

H ¼
X255
i¼0

pilogpi (1)

Although, one-dimensional graph entropy can depict the accumulation charac-

teristics of gray level distribution, it can only represent global information rather
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than the property of its spatial relationships [8, 9]. Hence, the variance WIE is

introduced in this paper to deal with location processing.

2.1 The Variance Weighted Information Entropy (WIE)

The variance WIE was first applied to the detection of infrared images. Due to the

fact that infrared objects with different radiation usually appear to have distinct

gray value in real images, the variance WIE which has been proved to be a simple

and effective quantitative description index for the complex degree of infrared

image background [10], is introduced:

H sð Þ ¼ -
X255
s¼0

s-sð Þ
2

Pslog Psð Þ (2)

Where Ps is the probability of the gray-levels in the infrared image, and s is the

mean intensity of the infrared image. Especially, When ps ¼ 0, let Ps log (ps) ¼ 0;

Considered that SAR images are also non-uniformed, in this paper, we import

WIE to the detection stage of SAR images. We test the value of WIE from a real

SAR image in its uniform area, area including the ups and downs, and area which

contains the target. The result is shown in the picture below, which preliminary

verified the conjecture (Fig. 1).

Analogous to the infrared image, the variance WIE of SAR images can be

expressed as:

H sð Þ ¼ -
X255
s¼0

s-sð Þ
2

Pslog Psð Þ (3)

Where Ps is the probability of the gray-levels in the SAR image, and s is the

mean intensity of the SAR image. Especially, When ps ¼ 0, let Ps log (ps) ¼ 0;

3 Target Extraction by Using a Location-Segmentation

Strategy

Briefly, this average WIE algorithm based on ‘positioning - segmentation’ is

reflected in a ‘rough-refine’ structure: First of all, extract block pieces which may

contain the target though ROIs [11]. Then, refine the ROIs and conduct the

variational segmentation. In fact, both rough extraction and refine adjustment

process involve multiple iteration and image updating.
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As it mentioned before, one-dimensional graph entropy can only represent

global information rather than the property of its spatial relationships. In order to

obtain the target position information in the SAR image, we divide image into

pieces, using global WIE as well as local WIE to reflect both information. Figure 2

shows the consolidated flowchart of the whole algorithm.

3.1 Pretreatment

Firstly, measure the size of the input image F and denote it by X � Y. Due to the

fact that averaging segmentation method is proposed to the subsequent stage of ROI

rough extractions which demands for the size of the image, we must intercept or

expand the image boundary.

Suppose the closest power of 2 item for X is 2M and closest power of 2 item for Y

is 2N, then we intercept or expand the image boundary into 2M � 2N.

After that, we get the global WIE from the pretreated image F through (3).

According to the conjecture of SAR images preliminary verified before, areas

which contain target have a higher WIE value, so we divide the SAR image into

blocks with certain size. Serving as potential blocks for ROIs, the seed block can be

gained through getting its local WIE and a given threshold.

For images that contain multiple objectives, in order to get the complete ROIs

through iteration. We need to set a global threshold Th:

Th ¼ k � meanEntropy (4)

Where meanEntropy is the mean value of the variance WIE of the whole image,

and k is a constant which defines the number of detected target. An inappropriate

value of k will cause the phenomenon of false alarm or missed alarm. The

experience range of k is [0.5, 3].

Fig. 1 The WIE value of a real SAR image in different areas (a): the original image; (b1): an

uniform area, WIE ¼ 0.58; (b2): an area including the ups and downs, WIE ¼ 0.76; (b3): an area

which contains the target, WIE ¼ 0.82; the size of (b1), (b2), (b3) are all 100 � 100 pixels
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3.2 Rough Extraction

After pretreatment, the size of the image F has been adjusted to 2M � 2N.

Step 1: Evenly divide image F into four Sub-regions of 2M � 1 � 2N � 1.

Step 2: For sub-regions from 1 to 4, calculate their WIE value respectively.

Step 3: Label the sub-region with maximum WIE value, and denote its value

into Hmax.

Step 4: Get the mean μ, and the standard deviation σ of the labeled sub-region in

Step 3, so the sub-threshold Ht of it is measured as follows:

Ht ¼ μþ α� σ (5)

Where α is a constant which defines the size of the seed block. If the value of α
is too small, it may result in too small size ROIs, which cannot contain the entire

targets, and a too big α may lead to too big size ROIs, which contains too much

background. The experience range of α is [0.5, 3].

Step 5: Judge whether Hmax is greater than Ht, if Hmax � Ht, then the labeled area

in Step 3 is a seed block; if Hmax < Ht, let m ¼ m/2, n ¼ n/2 and repeat Step

1–Step 4, until the maximal value in the variance weighted information SAR

image satisfies Hmax � Ht or m ¼ 2 or n ¼ 2.

Step 6: Judge the seed block attended by Step 5 again, if Hmax > Th, the seed

block is truly a ROI and then go to Step 7, otherwise, the ROI detection stops.

Step 7: The gray values of the pixels in the ROI are set to the mean gray value, and

then go back Step 1 using the updated image.

3.3 ROI Adjustment

The averaging segmentation based on mean WIE can roughly determine the

location of ROIs. However, due to the restrictions of itself, targets are often not

completely included in the ROI or are not completely in the center of the ROI. To

get an effective segmentation in next stages, this paper proposes a series of

processing methods, including false alarm exclusion algorithm, rectangular-

completing algorithm of ROI and centroid alignment algorithm to adjust the ROI.

First of all, a false-alarm exclusion algorithm based on the knowledge of target

size is applied to all ROIs in the image. Among ROIs, whose area less than the

setting value LEVEL will be ruled out. Next, we conduct a rectangular-completing

algorithm of ROIs, adjusting ROI with irregular shape to a rectangle. Finally, let the

Input
SAR image Pretreatment ROI Adjustment Variational 

Segmentation
Output 

SAR image
Rough  extraction 

of  ROI

Fig. 2 Consolidated flowchart of the whole algorithm
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geometric center of the ROIs be aligned with the centroid of the corresponding area

on the Image F.

In a 2-dimensional space the coordinate formula of the centroid is expressed

particularly as:

rm ¼
X

miriX
mi

(6)

Where r ∈ [x,y]; mi denotes the weighting of pixel i and ri denotes the coordi-
nate of pixel i;

Let rg be the geometric center of a piece of ROI, then the displacement distance v

is as follow:

v ¼ rm � rg (7)

Repeat the steps above until that v is less than a certain standard (2 units for

instance).

3.4 Segmentation

Due to the impact of speckle noise, SAR image segmentation is known to be

difficult. In this paper, we address this problem with a variational SAR image

segmentation approach.

The variational image segmentation approach based on statistical model has

shown its effectiveness in SAR image segmentation. It formulates the problem of

SAR image segmentation as energy minimization. To deal with the effect of

spackle noise, statistical models are often used to define the energy functional. In

this paper, the Gamma model is used [12]. Hence, the statistical models of spackle

noise is defined with mean μk and a number of looks l.

Pk u x; yð Þð Þ ¼ l1

μkΓ lð Þ
u x; yð Þ
μk

ffi �l�1

e� lu x; yð Þ
μk

, k∈ i; bð Þ (8)

According to the Gamma model, the energy for ROI segmentation is defined as

follows:

Let u: Ω ! R be the intensity SAR image, defined on Ω � R2. u is assumed to

be composed of target, denoted by Ωi and background, denoted by Ωb. That is

Ω ¼ Ωi [ Ωb. Both Ωi and Ωb is homogeneous regions that follow the Gamma

distribution. The image data is therefore modeled by a mixed Gamma distribution.

The likelihood function of the probability model is:
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L u x; yð Þð Þ ¼
Y

x;yð Þ∈Ωi

pi u x; yð Þð Þ
Y

x;yð Þ∈Ωi

pt u x; yð Þð Þ (9)

Based on maximum likelihood criterion, we can realize the regional segmenta-

tion of Ωi and Ωb through the maximization of the likelihood function. And the

maximization of likelihood function L equals to the minimization of �log (L).

Therefore, we can take advantage of the statistical model of coherent speckle noise

and define the energy functional as follows:

ER Φð Þ ¼ �log Lð Þ ¼ �
X

k∈ i;bð Þ

X
x;yð Þ∈Ωk

log pk u x; yð Þð Þð Þð Þ (10)

Utilizing the statistical model of an image, energy functional can make full use

of the area information and the influence of coherent speckle noise which has high

anti-noise performance. Meanwhile, since that image edge is the most intuitive

criterion to distinguish the different parts of the image. We add image gradient part

in the energy functional models to define the constraints of energy so as to improve

the accuracy of boundary location:

EB ¼ ∮cg ∇uj jð Þds (11)

Where ∇ denotes the gradient operator, and g(|∇u|) is a monotone decreasing

function of image gradient

Thus, consolidate ER and EB, we can define the following energy functional

model:

E ¼ ER þ λEB (12)

After the energy functional has been established, the segmentation of a ROI is

obtained by solving the energy minimization problem. Here, the Split-Bregman

algorithm is used [13].

4 Experiments and Results

In this paper, we conduct one experiment to test the performance of this algorithm.

Figure 3 shows a group of tanks in the wild which contains trees, grass, road,

tanks, military facilities and other complex objects types. Picture (a) defines the

original SAR image of 512*1,024 pixels. Yellow lines in picture (b) sketches the

outline of ROI that has deformity shapes after rough extraction. Picture (c) includes

two types of lines which are red and green, the former type shows the outline of

ROIs after the rectangular-completing stages and the latter one sketches the outline

of ROIs after the centroid alignment stages. The obvious changes between picture

(b) and picture (c) verified the effectiveness of ROI adjustment. The last picture in

A Two-Stage Target Detection Method for High-Resolution SAR Images 563



Fig. 3 shows the output image after variational segmentation. The whole program

takes 6.93 s in this

5 Conclusions

A Two-stage Target Detection Method for High-resolution SAR images is pro-

posed. The ROIs are first roughly detected by the variance WIE. And then the

adjustment method which includes three parts is introduced to improve the location

of ROIs. At last, the targets are accurately extracted by variational segmentations

Experiments show very promising results for our method.

Acknowledgments This work is supported by the National Natural Science Foundation of China

(Grant No.61271287).

Fig. 3 Experiment and results. (a) the original SAR image; (b) ROIs after rough extraction;

(c) ROIs adjustment; (d) variational segmentation
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Bistatic ISAR Imaging Algorithm Based

on Compressed Sensing

Lin Dong, Fan Luhong, and Jin Li

Abstract Compressed sensing (CS) theory can be used to extract target scattering

characteristics and frequency characteristics from the partially missed bistatic

ISAR(Bi-ISAR) echo directly to achieve high-resolution imaging. In this paper,

based on the analysis of sparse property of BI-ISAR signal, sparse basis matrix and

the observation matrix which is irrelevant to the sparse base matrix are constructed

to get the observed signal. Provided that l1 norm of original signal coefficients

based on sparse base is minimum, gradient projection method is used to reconstruct

the target signal with high precision, and then bistatic ISAR imaging algorithm

based on CS is given. Computer simulations using frequency stepped signal are

given to verify the effectiveness of the proposed method.

Keywords Bistatic inverse synthetic aperture radar • Compressed sensing •

Stepped-frequency signal • High-resolution imaging

1 Introduction

Compared with traditional ISAR [1], Bi-ISAR [2] has larger operating distance and

better security, anti-interference and anti-interception performance. Bi-ISAR is of

great importance in military and civilian fields. However, imaging targets of

Bi-ISAR are usually non-cooperative. Affected by actual situation, the received

echo signal may be partially missing. Moreover, because of the existence of bistatic

included angle, range resolution gets lower as bistatic included angle gets larger,

which eventually causes range resolution of Bi-ISAR to be far lower than that of

monostatic radar with equivalent bandwidth [3]. Transmitting signal bandwidth is

increased by traditional solutions usually to raise range resolution, and linear
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interpolation [4, 5] and all-pole model matching algorithm [6] in sparse part of

signal are utilized. Nevertheless, when the sparse degree of the signal is too large,

this kind of methods will result in large errors, thus the quality of Bi-ISAR imaging

is affected. With the increasing requirement of ISAR imaging precision, traditional

method cannot meet the demand of high resolution imaging in the case of large

sparse extent. It has become a research hot spot about how to carry out high

resolution imaging of target using sparse signal.

Donoho et al. proposed CS theory in 2004 [7, 8], and proved that as long as the

signal is sparse in an orthogonal space, lower frequency sampling can be used to get

sparse signal and then the signal is reconstructed with high probability. Bi-ISAR

target scattering points usually occupies a small space in the imaging projection

plane, thus the Bi-ISAR signal is sparse, and this is in line with the basic require-

ments of the CS theory. So according to the CS theory framework, in Bi-ISAR

target signal sparse condition, high-resolution ISAR target image is got through few

observed sample combined with sparse optimization algorithm, at the same time the

burden of data sampled and stored are greatly reduced. In the algorithm, simulation

of stepped frequency signal [9] is used, and ISAR turntable imaging model [10] is

constructed to get target echo signal. Then combining signal sparse characteristics

on timer axis with compressive sensing theory, a suitable sparse basis is built. The

signal is projected onto the substrate to do low-frequency sampling, then in signal

recovery using the gradient projection algorithm based on the l1 norm sparsity

constraint [11, 12], finally target scattering characteristic and Doppler information

with high-precision is extracted and high-resolution image is got. In the end of this

paper, the feasibility and effectiveness of the algorithm is verified by simulation.

2 Compressed Sensing Theory

In the signal processing, said coefficient of signal X with length of N � 1 is sparse

on a set of orthogonal basis Ψ, so linear observation of coefficient signal vector can
be done by a observation matrix unrelated to transform basis Ψ: Φ : M � N(M <
< N ), and observation collection Y : M � 1 is got. Optimization algorithm can be

used to reconstruct original signal X from observation collection Y with high

accuracy. This is the basic concept of CS theory. The approximate steps of CS

signal processing are:

First, if signal X ∈ RN is sparse on a certain orthogonal basis, work out trans-

formation coefficient Θ ¼ ΨTX, and Θ is equivalent or approximate sparse repre-

sentation of Ψ; second, design a steady M � N-dimensional observation matrix

unrelated to transform basis Ψ, and observe Θ to get observation collection Y ¼
ΦΘ ¼ ΦΨTX, finally, because of stability and uniqueness of the minimum 1-norm

solution, use optimization problem under the 1-norm to solve X’s exact value or

approximation. That is to solve the following problem:
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min ΨTX
�� ��

l1
s:t: ACSX ¼ ΦΨTX ¼ Y (1)

The compression sampling process shown in Fig. 1:

3 Bi-ISAR Imaging Algorithm Based on CS

3.1 Sparse Representation of the Echo

In the sparse representation process, if using a linear FM signal, in order to meet the

requirement of sparse representation in CS theory, a step of neglecting higher order

term is needed to go through and the imaging precision is affected to a certain

extent. Compared with linear FM signal, the phase and the time of the stepped

frequency signal is linear relation not quadratic power relationship, and the signal

sparse representation can be got accurately. Therefore, the stepped frequency signal

is used as transmitted signal in this algorithm. Launched stepped frequency signal

can be described as:

s tð Þ ¼
XN
n¼1

XM
m¼1

rect
t� tmn
TP

� �
exp �j2πf mt½ � (2)

Based on (2), scattering point’s echo on target in nth sequence and mth pulse is:

s n;mð Þ ¼ A � rect t� t pð Þ
Tp

� �
exp �j2πf m�Kþ1 t� t pð Þ

� ffl� �
(3)

A is amplitude, n ¼ 1, 2, 3 . . . N, m ¼ 1, 2, 3 . . . M + k(n), carrier frequency
fm � K + 1 ¼ f0 + (m � K ) � Δf. The entire target’s echoes are obtained by adding

the echoes of individual scattering points:

Sparse signal Sparse 
convert Recover

XTΨ=Θ

Creat observe 
matrix
Φ

ΦΘ=Y
Projection

YXAtsX CST =Ψ ..min
1

Create sparse 
base matrix

Ψ

X

^
X

Fig. 1 CS theoretical frame
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sR n;mð Þ ¼
XI

i

Ai � rect
t� ti pð Þ
Tp

� �
exp �j2πf m�Kþ1 t� ti pð Þ

� ffl� �
(4)

Making s 0ð Þ tð Þ ¼ Airect
t
TP

	 

exp �j2πf m�kþ1 tð Þ� �

, echo can be expressed as:

sR n;mð Þ ¼
XI

i¼1

s0 t� ti pð Þð Þ (5)

Now, construct sparse basis Φ ¼ [s0(t), s0(t � t0), s0(t � 2t0), s0(t � 3t0 . . .)],
where t0 is equivalent delay time unit which is set based on the demand of imaging

resolution. As long as t0 is small enough, delay time ti( p) of any target scattering

point can be approximately equal to integral multiple of t0, so target echo can be

represented by some points in this sparse basis. If the echo’s sparse said coefficient

on the basis Φ is θT ¼ [θc1θc2θc3 . . . θcL]1 � L, the original signal on this sparse

basis can be expressed as:

sR n;mð Þ ¼ Φθ (6)

θ is sparse projection coefficient. Furthermore, the target only takes up a very

small part in imaging region, so echo signal can be represented by a very small part

of Φ, that is sr ; t̂; tmð Þ is sparse in space Φ.

3.2 Structure of Observation Matrix

Fourier basis is the most direct and effective basis on Bi-ISAR imaging, and is

widely used in various sparse representation algorithm. Here Fourier basis is used to

construct the observation matrix Ψ:

e�jω0t0 e�jω1t0 � � � e�jωM�1t0

e�jω0t1 e�jω1t1 � � � e�jωM�1t1

⋮ ⋮ ⋱ ⋮
e�jω0tN�1 e�jω1tN�1 � � � e�jωM�1tN�1

2
664

3
775 (7)

In the formula, ωm ¼ 2πfm represents frequency and tn represents azimuth

sampling time. Observed sample Y ¼ ΨΦθ can be got by combining this observa-

tion basis and (7).
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3.3 Recovery of Original Signal

Based on CS theory, the problem of estimating sparse coefficient θ from observed

signal Y can be described as

θ̂ ¼ argmin θk kl1 s:t: Y ¼ Θθ (8)

Θ ¼ ΨΦ is known matrix. Solving formula is a NP difficult problem. Convex

optimal problem can be solved by solving a linear programming problem, which

also be called Basis Pursuit. If considering the errors in process of reconstruction,

the above problem can be described as:

θ̂ ¼ argmin θk kl1 s:t: Y � Θθk kl2 � ε (9)

This problem can be solved by using Gradient Projection for Sparse Reconstruc-

tion (GPSR) [12] which is one of LP problem solving method. The first step of

GPSR: (9) can be described as:

min
θ

1

2
Y � Θθk k2l2 þ τ θk kl1 (10)

In (10), θ ∈ RN, Y ∈ RN,and Θ is M � N matrix, and τ is non-negative param-

eter. Let θ ¼ u � v, in which u, v are non-negatives. So (9) is described as:

minθ
1
2

Y � Θ u� vð Þk k2l2 þ τ1Tnuþ τ1Tn v, in which 1n ¼ [1,1, . . .,1]T. Then let

z ¼ u
v

� �
, b ¼ ΘTY, c ¼ τ12n þ �b

b

� �
, B ¼ ΘTΘ �ΘTΘ

�ΘTΘ ΘTΘ

� �
, so the expression

is further written:

mincTzþ 1

2
zTBz � F zð Þ, z � 0 (11)

The gradient of (11) is ∇F(z) ¼ c + Bz.To solve (11), there are four steps

pretreatment needed to go through:

1) Iterative process of z(k) to z(k + 1), set w(k) ¼ (z(k) � a(k)∇F(z(k)))+
2) Select the parameter λ(k) ∈ [0,1], set z(k + 1) ¼ z(k) + λ(w(k) � z(k))
3) In iteration z(k), along the negative gradient � ∇F(z(k)) to search, define g(k) as:

g
kð Þ
i ¼ ∇F z kð Þ� ffl� ffl

i
0


,

,
z
kð Þ
i > 0

���� ∇F z kð Þ� ffl� ffl
i
< 0

other

4) Select initial value is α0 ¼ arg min αF(z
(k) � αg(k)), so the accurate formula is:
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α0 ¼
g kð Þ� fflT

g kð Þ

g kð Þð ÞTBg kð Þ (12)

Now, do a iteration to get estimated value of α0 to recover the original echo, then
get the imaging result.

In sum, Bi-ISAR imaging method based on CS can be described as following

steps: (Fig. 2)

4 Verification of Simulation Experiment

To verify correctness of imaging method in this paper, Bi-ISAR imaging

two-dimensional geometry model is constructed as shown in Fig. 3a. To facilitate

analysis, the entire imaging model is projected on the same plane. Radar transmitter

is placed in position RL, receiver is placed in position RR, and assuming the distance

of transmitter and target is L, the distance of receiver and target is R.
The model of imaging target scattering points is shown in Fig. 3b. Radar’s

transmitting signal is stepped frequency signal.

Radar parameters are shown in Table 1. It launches 64 stepped pulse groups and

every pulse group includes 128 pulses.

The simulation result is shown in Fig. 4. Partial deletion of original echo data is

shown in Fig. 4a. The simulation result of complete echo data RD imaging

algorithm is shown in Fig. 4b, and every point target is clearly visible. Imaging

result of sparse signal is shown in Fig. 4c–e. Sparse aperture all-pole RD imaging is

used in Fig. 4c, and the error is larger. The method used by Fig. 4d is direct-zero

padding imaging for sparse echo, and its side lobe is higher and imaging point is

bistatic ISAR echo signal

echo signal preprocessing low speed sampling

motion compensation recover through 1-norm 
minimum

original signal
sparse conversation

create sparse base matrix

create observed matrix

high resolution imaging

GPSR

Fig. 2 The Bi-ISAR

imaging algorithm based

on CS
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blurry. The result of method mentioned in this paper is shown in Fig. 4e. Every

point target is clear and imaging result is without side lobe clutter. It’s the most

ideal method.

5 Conclusion

In the Bi-ISAR echo sparse situation, linear prediction or parametric model inter-

polation estimated by power spectrum is used to estimate full aperture data in

traditional methods, then traditional Range-Doppler algorithm is used to achieve

imaging. Ideal image can be obtained by this method when signal sparse degree is

small, but a serious distortion will be caught as sparse degree reaches certain extent.

As it mentioned in this paper, Bi-ISAR signal sparse imaging method based on

CS is irrelevant to signal sampling method because of different signal representa-

tion. Since the characteristics of range and Doppler information are directly dis-

tracted, imaging results of the proposed method has no side-lobe clutter. When data

are partially missing, imaging quality of the proposed method is far superior to

other imaging algorithms. Simulations of multiple point targets are conducted to

verify and the effectiveness of the proposed method.

LR
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TARGET

R

L

●

● ● ●

● ● ●
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● ● ●

● ● ●
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●●●

a bFig. 3 (a) The Bi-ISAR

imaging geometry model,

(b) the imaging target

scattering points model

Table 1 Bi-ISAR imaging simulation parameters

Parameters

Variable

name

Variable

value Parameters

Variable

name

Variable

value

Carrier frequency f0 10 GHz Bandwidth B 1 GHz

Pulse repetition

frequency

PRF 400 Hz Observation

time

CPI 2.5 s

Stepped frequency ∇f 10 MHz Distance R0 10 km
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Fig. 4 (a) Original echo; (b) the complete echo data RD imaging; (c) the sparse aperture all-pole

RD imaging; (d) the Sparse direct zero-padding imaging; (e) the result based on CS

574 L. Dong et al.



References

1. Martorella M, Palmer J, Homer J et al (2007) On bistatic inverse synthetic aperture radar. IEEE

Trans Aerospace Electron Syst 3:1125–1134

2. Simon MP, Schuh MJ, Woo AC (1995) Bistatic ISAR images from a time-domain code. IEEE

Antenn Propag Mag 37(5):25–32

3. Skolnik MI (2001) Introduction to radar systems. McGraw-Hill, New York

4. Cuomo KM, Piou JE, Mayhan JT (1999) Ultra wide-band coherent processing. IEEE Trans

Antenn Propag 47(6):1094–1107

5. Potter LC, Arun KS (1989) Energy concentration in band-limited extrapolation. IEEE Trans

Acoust Speech Signal Process 37(7):1027–1041

6. Li HJ, Farhat N, Shen Y (1987) A new iterative algorithm for extrapolation of data available in

multiple restricted regions with application to radar imaging. IEEE Trans AP 35(5):581–588

7. Tsaig Y, Donoho DL (2006) Extensions of CS. Signal Process 86(3):549–571

8. Donoho DL (2006) CS. IEEE Trans Inform Theory 52(4):1289–1306

9. Varshney KR, Cetin M, Fisher JW et al (2008) Sparse representation in structured dictionaries

with application to synthetic aperture radar. IEEE Trans Signal Process 56(8):3548–3561

10. Ya-biao Z, Zhen-bo Z, Zi-yue T et al (2006) Bistatic inverse synthetic aperture radar image

formation. J Electron Inform Tech 28(6):969–972

11. Jalal Fadili M, Starck J-L, Moudden Y et al (2010) Image decomposition and separation using

sparse representations: an overview. Proc IEEE 98(6):983–994

12. Figueiredo Mario AT, Nowak RD, Wright SJ (2007) Gradient projection for sparse recon-

struction: application to compressed sensing and other inverse problems. IEEE J Sel Top

Signal Process 1(4):586–597

Bistatic ISAR Imaging Algorithm Based on Compressed Sensing 575



Continuous Potts Model Based SAR Image

Segmentation by Using Dictionary-Based

Mixture Model

Yadan Yu, Zongjie Cao, and Jilan Feng

Abstract In this paper, Potts model based on the dictionary-based mixture model

(DMM) is proposed to make image classification. Potts model is used for SAR

image segmentation by minimizing energy functional, which is a weighted sum of

data fidelity and the length of the boundaries of the regions. However, it needs prior

information such as the number of regions and the probability density function of

image. In this paper, we overcome this problem by using the dictionary-based

mixture model, which can compute the optimal number of segments automatically

and the probability density function of complex SAR image. Experiments on

several real SAR images show that Potts model based on DMM has better perfor-

mance in SAR image segmentation than that with sole distribution.

1 Introduction

The classification of SAR images is a crucial problem. Traditionally classification

methods are easy to be affected by speckle noise. Therefore, it will lose message of

targets and edge while it is processing image, which makes the classification results

bad. We take advantage of variational classification method (Potts model) [1]. It

can attain accurate classification results without speckle noise, which has been

proved in the reference [2–4]. However, statistical model based on variational

methods usually requires prior information such as the number of regions and

initial conditions, which could be unpleasant in real applications. Therefore, it is

desired to develop variational SAR image segmentation methods that require less

supervised information.

Recently, a novel SAR image statistical modeling method called Dictionary-

based mixture model (DMM) [5] has been proposed to describe the statistical
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property of complex SAR scene. As finite mixture models are widely used to fit data

with complex distribution, DMM is different from them by using SAR statistical

models as its component models. Dictionary includes Log-Normal distribution,

Nakagami distribution, generalized Gaussian Rayleigh (GGR) distribution, sym-

metric α-stable distribution (SαSGR), Weibull distribution and k-root distribution.

Log-normal distribution is fit to urban [6]. Nakagami distribution is applied to the

multi-look data and non-textured image areas [6, 7]. GGR distribution is always

used to single-look SAR image data [6]. SαSGR distribution can make better results

in the urban areas [8, 9]. Weibull distribution is successfully applied to land, sea and

sea-ice [6]. K distribution can well describe uneven region. Different distribution

owns different advantages. Put gray values divided into segments. Then, the six

distributions are used to every segment to estimate PDF. The maximum likelihood

criterion is presented to choose the best model for every segment. The whole image

PDF is the sum of production of the segment probability and its optimal model. We

get the optimal number of segments by comparing the correlation coefficient

between histogram and estimated PDF of the whole image. As a result, DMM

can automatically compute the optimal number of classification segments and get

the optimal PDF of image.

In this paper, a novel variational SAR image segmentation approach is presented

by taking advantage of DMM. Note that the DMM can model complex SAR images

by learning component models as well as the optimal component number. There-

fore it can be taken as a good initialization of variational SAR segmentation

models. We combine the DMM with the continuous Potts model, which leads to

a fully unsupervised variational SAR image segmentation approach.

The continuous Potts model is introduced in Sect. 2. In Sect. 3, we describe

dictionary-based mixture model and give the algorithm. Section 4 reports the

classification results. A conclusion is drawn in Sect. 5.

2 The Continuous Potts Model

In this article, we assume that the labels of the segments are {l1,l2, . . .,ln}. Then, the
every pixel in the image will be classified to some corresponding label by Potts

model.

The whole image is represented by Ω, while {Ω}ni ¼ 1 is n disjoint subdomains.

The Potts Model is:

min Ωið Þni¼1

Xn

i¼1

ð
Ω
f i xð Þdxþ α

Xn

i¼1
∂Ωij j (1)

Subject to: Un
i ¼ 1Ωi ¼ Ω, Ωk \ Ωl ¼ ∅,, 8 k 6¼ 1,

Where |∂Ωi| is the length of boundary of ith subdomain Ωi. The function fi(x) is
the probability density function of the SAR image background. In the Potts model,

the subdomains are disjoint.
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In order to compute the optimal labels, we define characteristic function Ui(x),
i ¼ 1, 2, . . ., n, to delegate the characteristic functions of disjoint domains.

Ui xð Þ ¼ IΩi xð Þ :¼ 1, x∈Ωi

0, x=2Ωi

ffi
, i ¼ 1, . . . n (2)

The length of boundaries of disjoint domain:

∂Ωij j ¼
ð
Ω
∇Ui xð Þj jdx, i ¼ 1, . . . , n (3)

Let (2) and (3) substitute to (1). Then, we can attain another different style of the

Potts model:

minUi xð Þ∈ 0;1f g
Xn

i¼1

ð
Ω
Ui xð Þf i xð Þdxþ α

Xn

i¼1

ð
Ω
∇Ui xð Þj jdx (4)

Subject to: ∑ n
i ¼ 1Ui(x) ¼ 1, 8 x ∈ Ω

From above formulation, we can find that the Potts model is binary configura-

tion. And it is typically formulated as the minimization of an energy function which

mathematically encodes all the information needed for the imaging and vision task.

Lower energy solutions are regarded as better posteriori estimates. In the Potts

model, the number of the labels n and the probability density function fi(x) is

needed to be defined. In this paper, we adopt the dictionary-based mixture model

to determine n and probability density function fi(x). Thus, the dictionary-based

mixture model is the initialization of the Potts model.

In this paper, we compare the segmentation results based on DMM with that

based on gamma distribution. To clear the paper structure, we give the following

algorithm flow chart (Fig. 1).

As far as we know, the gamma model is usually used and well-known. We don’t

repeat it. Next, let’s introduce the DMM.

3 The Dictionary-Based Mixture Model for SAR

Amplitude Probability Density Function Estimation

To take the heterogeneous scenario into account, when several distinct land-cover

typologies presents in the same SAR image, a DMM for the distribution of grey

levels is assumed. All the gray values of the image will be assigned to one of K

segments, where Kmax is equal to 10 based on experience. Therefore, all the gray

values will be divided into K segments. Then, every distribution in dictionary will

model every segment in the image. The maximum likelihood criterion is used to

judge which distribution is best of the segment. The PDF of the all SAR image is the
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sum of the production of the corresponding distribution of the segment and its

probability.

pz z
��θ� � ¼ Xk

i¼1
Pipi z

��θi� �
, z � 0 (11)

Where pi(z|θi) is the best distribution of the segment. And z is the gray value of

the segment, while Pi is the probability of ith segment. The letter i is the number of

segments. And:

Xk
i¼1

Pi ¼ 1, 0 < Pi < 1 (12)

Parameter spaces: Φ ¼ {θ : ∑ k
j ¼ 1Pj ¼ 1, θi ∈ Φi, 0 � Pi � 1, i ¼ 1, . . .,

K, where parameter θi is estimated of ith segment by the Mellin transform in this

paper, since it brings smaller calculation and more accurate estimation than current

estimation and maximum likelihood estimation. The PDFS and estimation equa-

tions of the distributions are in the dictionary in Table 1.

Then, we make use of an algorithm to gain the result of fitting with image, called

Dictionary Stochastic Expectation Maximization (DSEM) algorithm. tth DSEM

iteration as follows:

E-step: Compute the posterior probability Tti(z) of every gray value to redistrib-

ute gray value to the K segments.

Tt
i zð Þ ¼ Pt

ip
t
i zð Þ

pt zð Þ , pt zð Þ ¼
Xk
j¼1

Pt
jp

t
j zð Þ (13)

Where, z ¼ 1, . . . Z is the gray value and i ¼ 1, . . . K is the number of

segments.

Input SAR image

Potts model

Segmentation

results based on

Gamma model

DMMPrior knowledgeGamma model Prior knowledge

Segmentation

results based on

DMM

Fig. 1 The flow chart of DSEM algorithm
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S-Step: According to the posterior probability Tti(z), we sample a segment σi for
the gray value z. The category label of segments is {σi, i ¼ 1, . . ., K}.

MoLC-step: Compute the tth iteration probability Pi
t of every segment and the tth

iteration first three logarithmic accumulations K1i
t, K2i

t, K3i
t to estimate the param-

eters of segments by the method-of-log-cumulants (MoLC) [7].

Ptþ1
i ¼

X
z∈Qt

i

h zð ÞlnzXZ�1

z¼0
h zð Þ

(14)

Kt
1i ¼

X
z∈Qt

i

h zð ÞlnzX
z∈Qt

i

h zð Þ (15)

Kt
2i ¼

X
z∈Qt

i

h zð Þ lnz� Kt
1i

� �2
X

z∈Qt
i

h zð Þ (16)

Where Qt
i ¼ {z : St(z) ¼ σi}, S

t(z) is sampling result σi of the gray value z in the
ith iteration. The label σi is the i

th segment of the image. We will take use of the prior

information of the image histogram to compute the first three logarithmic accumu-

lations of every segment to attain distributions fj(�∕ ξj) parameters ξtij (i ¼ 1, 2, . . .

K, j ¼ 1, 2, . . ., M) by Table 1. The letter M is the number of the distributions in

the dictionary.

MS-step: Calculate the tth iteration log-likelihood values Ltij of the estimated

probability density functions fj(�∕ ξtij) of every distribution in the dictionary of every
segment.

Ltij ¼
X

z∈Qt
i

h zð Þlnf j z=ξtij

ffl �
(17)

Where h(z) is the image histogram, z ¼ 0,1,. . .,N-1, the letter N is the maximum

gray value. When log-likelihood value Ltij(i ¼ 1, 2, . . ., K, j ¼ 1, 2,, . . ., M) in the

Table I MoLC equations for all the parameteric families included in the adopted dictionary

Parametric family MoLC equation

f1 Log-Normal κ1 ¼ μ
κ2 ¼ σ2

f2 Nakagami 2κ1 ¼ In μ + Ψ(L) – In L
4κ2 ¼ Ψ (1, L)

f3 GGR κ1 ¼ λΨ (2λ) – In γ – λG1(λ)G0(λ)–1

κ1 ¼ λ2 Ψ (1, 2λ) + λ2G2(λ)G0(λ)–1 –λ2 G1(λ)2G0(λ)–2

f4 SαSGR ακ1 ¼ Ψ (1)(α – 1) + α In 2 +In γ
κ2 ¼ Ψ (1, 1)α–2

f5 Weibull κ1 ¼ Inμ + Ψ (1)η–1

κ2 ¼ Ψ (1, 1)η–2

f6 K-root 2κ1 ¼ Inμ + Ψ (L) – In L + Ψ (M) – In M
4κ2 ¼ Ψ (1, L) + Ψ (1, M)

8κ3 ¼ Ψ (2, L) + Ψ (2, M)
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segment is the maximum, the corresponding PDF is the best estimation. The

iteration is stopped, until log-likelihood is stable. At last, we compute the correla-

tion coefficient ρK between histogram and K-segment PDF estimation. The number

K of the max correlation coefficient ρ* is the optimal number K* of segments. The

initialized probabilities of segments are same and equal to the value 1
K, while the

initialized gray values in every segment are randomly assigned.

From above description of DSEM algorithm, we can get the following flow chart

(see Fig. 2).

We can attain the mixture model probability density function fi(x) and the

optimal number K* of segments which is the n in the Potts model. Of course, the

results of DSEM algorithm is substituted to the Potts model as the input.

4 The Classification Results

In this paper, we make use of the following SAR data to verify the performance of

the proposed approach for SAR image classification:

Input SAR amplitude data; set K=1, p*

Initialization: Randomly assign gray values into K segments

Set iterations t=0;

MoLC-step: All the distributions are applied to segments to estimate

parameters

MS-step: Select the optimal model of every segment by the maximum

likelihood criterion

E-step: Estimate the posterior probability of every gray value at every

segment

S-step: According to the posterior probability, sample a segment for

every gray

t=t_max?

Compute the correlation coefficient between k-segment

estimation PDF and image histogram

p_k>p*?
Store the resent PDF,

set p*=p_k

K=K_max?

stop

K=K+1

Yes

Yes

No

Yes

Fig. 2 The flow chart of DSEM algorithm
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Two-look TerraSAR-X, Stripmap, approximately 6-m resolution, HH-polarized

image. We present the experiments with three portions, TSX1and TSX2 (see Figs. 2

and 3).

The original SAR images, estimated results and classification results are

described in the following figures. We also proposed a contrast classification

method, which is the Potts model only based on gamma model and the number of

segment is assumed.

The DSEM method has been used in the TerraSAR images (See Figs. 3 and 4).

The top right images of the three figures are the estimated results. In Figs. 3 and 4,

the correlation coefficients are 0.986, 0.979. And the corresponding optimal num-

ber of segments is 2 in the two figures, while the corresponding optimal model of

each segment is: Weibull model and Log-Normal model, Log-Normal model and

GGR. The correlation coefficients between the resulting estimated PDFs and the

image histograms are so high for all images considered, thus demonstrating the

effectiveness of the proposed method in terms of estimation accuracy. As we all

know, the estimated results are more accurate, the classification result is better.

From the above two figures, we can easily find that the classification results of

Potts model based on DMM model is more accurate than that of Potts model based

on gamma model. The classification result of gamma model is fuzzy, while that

based on DMM model is clear and obvious.

LN
0.02

0.018

0.016
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The results of DMM

p

a b

c d

Fig. 3 The fitting and classification results of TSX1. (a) The original image of the TSX1 (b) The

result of DSEM. (c) The classification result based on DSEM (d) The classification result based on

Gamma
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5 Conclusion

In this letter, we combine the Potts model with dictionary-based mixture model to

classify the SAR image. Moreover, Potts model needs prior information such as the

number of regions and the probability density function of image, which is available

in the DMM. In the DMM, a set of theoretical or empirically models for SAR

amplitude data have been adopted as a dictionary. It can automatically choose the

optimal number of segments and get the optimal model of each segment.

The report results of the application method to several real SAR sensors have

suggested that the Potts model based on the dictionary-based mixture model is more

efficient, from the viewpoint of a visual comparison between the below left figure

and corresponding below right figure of the above figures. Moreover, we can find

that the DSEM algorithm is an attractive method for PDF modeling in the complex

SAR images.
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A High-Resolution Terahertz LFMCW

Experimental Radar

Yao Gang, Zhang Biao, and Min Rui

Abstract A summary of UESTC’s Terahertz (THz) imaging radar is presented,

with an emphasis on some key design aspects. By using of the linear frequency

modulated continuous-wave (LFMCW) radar technique with a 4.8 GHz bandwidth,

nearly 3 cm range resolution is achieved. Some measures are taken for correcting

the signal error in the intermediate frequency receiver to optimize the radar’s range

resolution. High dynamic range detection comes from the radar’s system structure,

low-noise LMF source. And the radar image can be acquired in ISAR

imaging mode.

Keywords Terahertz • LFMCW radar • Error correction • ISAR

1 Introduction

Terahertz frequency band is a very important research and valuable undeveloped

frequency resource, which especially has a great potential for development of high-

resolution imaging radar. Compared to the traditional microwave radar, the advan-

tages of terahertz radar system are as follows. First of all, the shorter wave length is

favorable toward provide a wider bandwidth, which could benefit higher precision

of imaging. Secondly, the narrow antenna beam in terahertz band could not only

obtain higher antenna gain in radar LOS, improving the ability of multi-target

discrimination and recognition, but also reduce the opportunity of main lobe

jamming. Terahertz radar detection system is an important direction of terahertz

technology in domestic and overseas.

LFMCW radar has advantages of high range resolution; low transmit power,

high receiver sensitivity and simple structure etc. There is no distance blind area,
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better anti-stealth ability than pulse radar, anti-background clutter and anti-

jamming characteristics, and it’s particularly suitable for near range applications.

Terahertz wave has great bandwidth itself, so making use of the LFMCW radar

structure can obtain very high range resolution; the emission power of terahertz

wave is still very low at present, and LFMCW radar has lower emission power than

pulse radar, so using LFMCW radar system can reduce the transmitter power

requirements. In consideration of the great bandwidth of terahertz waves and the

high range resolution of LFMCW radar, the terahertz LFMCW radar can obtain

high range resolution.

Currently, the international research institutions with terahertz radar experimen-

tal systems are the Jet Propulsion Laboratory (JPL) 0.6 THz radar imaging system

[1], the German Institute of Applied Science (Forschungs gesellschaftfür

Angewandte Naturwissenschaften, FGAN) High Frequency Physics and Radar

Techniques(FHR) 0.22 THz COBRA ISAR imaging system [2]. In 2006, Dengler

et al. of JPL, have successfully developed the first high-resolution terahertz imaging

system of 2 cm range resolution, this system introduced frequency modulation

continuous wave (FMCW) radar technology into the imaging system, processed the

waveform distortion compensation by software, obtained 2 cm range resolution

internal 4 m [3]. In 2008, Cooper et al. of the 0.6 THz radar imaging system have

successfully developed 0.58 THz high-resolution three-dimensional imaging radar

system based on the further 0.6 THz radar imaging system [4]. The imaging system

used to the ISAR imaging can obtain sub centimeter resolution. In 2007, Essen

et al. of German Institute of Applied Science (FGAN) High Frequency Physics and

Radar Technology (FHR) Laboratory, have successfully developed a 220 GHz

terahertz imaging radar system COBRA-220 [5]. The system is also based on

LFMCW radar system, which FM bandwidth is 8 GHz, successfully achieved the

1.8 cm range resolution in 200 m distance.

In this paper, we present an overview of the THz imaging radar technology. The

radar is currently a portable laboratory prototype system operating in a linear

frequency-modulated continuous-wave (LFMCW) mode over a 4.8 GHz bandwidth

in UESTC. The remainder of this paper is organized as follows. Section 2 describes

LFMCW signal model. In Sect. 3, a dual-source structure model for intermediate

frequency receiver in the THz radar is developed. This is followed by Sect. 4 in

which a detailed analysis of the signal and correcting method are presented. In

Sect. 5, the experiment results for the LMFCW THz radar are shown. We conclude

the paper in Sect. 6.

2 LFMCW Signal Analysis

In ideal conditions, LFMCW radar’s transmitting and receiving signal frequency

can be shown in Fig. 1. The transmitting signal is expressed as
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St tð Þ ¼ exp 2πf 0tþ πKt2 þ θ0
� �

, 0 � t � T (1)

Where f0 is the carrier frequency, t is the time variable, K is the frequency

modulation slope, and T is the duration of signal, θ0 is the initial phase.
If τ is the time delay of a stationary target at the range R, then the received signal

can be expressed as:

Sr tð Þ ¼ St t� τð Þ
¼ exp 2πf 0 t� τð Þ þ πK t� τð Þ2 þ θ0

n o
, τ � t � T

(2)

Where τ ¼ 2R/c,and c is the speed of light.

In order to reduce sampling rate, the beat signal can be obtained in intermediate

frequency after mixing the transmitting signal and received echo signal.

Sb tð Þ ¼ St tð Þ � Sr
� tð Þ

¼ exp 2πf 0τ þ 2πKτt� πKτ2
� �

, τ � t � T
(3)

The beat frequency can be calculated which is the derivative of the beat signal

phase.

f b tð Þ ¼ 1

2π
� dΦb tð Þ

dt
¼ Kτ ¼ K

2R

c
(4)

It is obvious that the beat frequency is a fixed value, only related to the distance

and frequency modulation slope. Then the range of target is expressed as:

R ¼ f bc

2K
¼ cT

2B
f b (5)

So the frequency of the beat signal is the identification to the target range. After

sampling was carried out on the beat signal of LFMCW radar, the beat frequency

signal’s frequency spectrum can be obtained by the discrete Fourier transform

(DFT). In the spectrum the peak lines is corresponding to the beat frequency and

static target’s range.

0

D f (t)

f (t)

0f

tf rf

T

B

t . K

t

tt

t

Fig. 1 Time-frequency of

transmitting signal (ft),
receiving signal (fr) and
beat signal (Δf(t))
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3 Intermediate-Frequency Receiver

Figure 2 can show the conventional LFMCW radar’s system structure which signal

model is analyzed in previous chapters. The power of signal source is limited by

apparatus in THz wave band. The single frequency source has difficulty to drive

transmitting and mixing at the same time. If two independent frequency sources are

employed in radar system, it may lead to the issue of phase out of sync.

The “non-coherent dual-source implementing coherence” way is applied in the

THz LFMCW radar system. The coherent system structure can be shown in Fig. 3.

Mixing twice need to be used in order to realize coherent system. The intermediate

frequency receiver is designed after the first mixing of the received THz band

frequency signal. The second mixing, I/Q demodulation, signal correction and some

other processing are involved in the intermediate frequency receiver.

Signal source S1 and S2, two low frequency linear frequency modulation signal,

are used to produce transmitting signal and the local oscillator (LO) signal respec-

tively. They can be respectively represented as:

S1 tð Þ ¼ A1exp 2πf C1tþ πKS1t
2
�þ ϕ1

� �
(6)

Signal
source

Transmitter

Receiver

Amplification
filter

AD
sampling FFT

Signal
source

Fig. 2 The conventional

LFMCW radar system

structure

BPF BPF

BPF BPF

BPF BPF IF
Receiver

×2

×2

×2 ×3

×3

×12

×2

Tr

Re

LO IF

Trigger

S1

S2

RF

LO1

RF

power
divider

power
divider

Fig. 3 THz LFMCW radar system structure
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S2 tð Þ ¼ A2exp 2πf C2tþ πKS2t
2 þ ϕ2

� �
(6)

Where fc1 and fc2 are the carrier frequency, t is the time variable, Ks1 and Ks2 are

the frequency modulation slope, ϕ1 and ϕ1 are the initial phase.

Transmitting signal can be generated from the source S1 by means of � 12

frequency multiplication (� 2 twice and � 3 once), band-pass filtering and ampli-

fication. Then it can be represented as:

ST tð Þ ¼ ATexp 2π � 12f C1tþ π � 12K0t
2 þ 12ϕ1

� �
(7)

where AT is the signal amplitude. It is supposed that R(t) is the range of target and
τ(t) ¼ 2R(t)/c is echo signal time delay. The received echo signal can be expressed

as:

SR tð Þ ¼ KATexp 2π � 12f C1 t� τ tð Þð Þ þ π � 12K0 t� τ tð Þð Þ2 þ 12ϕ1

n o
(8)

LO signal in THz band can come from the source S2 by the same procedure as

transmitting signal. It can be expressed as:

S
LO1

tð Þ ¼ ALO1exp 2π � 12f C2tþ π � 12K0t
2 þ 12ϕ2

� �
(9)

where ALO1 is the amplitude of the LO signal. The first mixing is realized between

received echo signal (SR(t)) and the LO signal (SLo1(t)). So the obtained interme-

diate signal is:

S
IF
tð Þ ¼

AIFexp 2π 12 f C2 � f C1ð Þtþ 12f C1τ tð Þ þ μτt tð Þ � μτ tð Þ2=2
h i

þ 12Δϕ
n o

(10)

where AIF is the amplitude of the intermediate frequency signal, μ ¼ 12K0 is the

frequency modulation sloop, Δϕ ¼ ϕ2 � ϕ1 is the difference of initial phases.

The other LO signal is acquired through the procedure—mixing S1 and S2,� 12

frequency multiplication, amplifying and filtering. It can be represented as:

S
LO

tð Þ ¼ ALOexp 2π � 12 f C2 � f C1ð Þtþ 12Δϕf g (11)

In the end, the result of mixing intermediate frequency signal SIF(t) and LO

signal SLO(t) is:

S
B
tð Þ ¼ S

IF
tð Þ � S�

LO
tð Þ

¼ ABexp 2π μτ tð Þtþ 12f C1τ tð Þ � μτ tð Þ2=2
� fflh i

(12)

The results show that the initial phase difference is offset through taking

advantage of the dual-source system structure. The results are consistent with the
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traditional single source LFMCW radar system structure. Thereby, the problem

about dual-source’s non-sync can be solved effectively.

4 Error Analysis and Correction

If the radar tone is measured for the time Δt, the Fourier-limited single-target

spectral width will be δf bmin ¼ 1
Δt. In according to (5), the minimum range resolu-

tion can become:

δrmin ¼ c

2K0

δf bmin ¼
c

2K0

1

Δt
¼ c

2ΔF
(13)

It means that range resolution only depends on the total swept bandwidth. The

inverse relationship between range resolution and bandwidth is similar to the

ordinary pulsed radar. With a bandwidth of 4.8 GHz, the theoretical range resolu-

tion of our THz radar is 3.1 cm, however this theoretical value is only achieved if

unwanted modulation in the LFM waveform is compensated for.

Now the amplitude an phase error would be discussed in detail, which will

deteriorate severely range resolution. Suppose a modulation in phase or amplitude

of the LFM waveform can be modeled as perturbations φ(t) and A(t) in the

transmitted and LO signals which are not flat in the total bandwidth. Besides, a

direct current or low frequency component SL(t) will bring owing to sampling in our

practical THz radar system. Thus (12) becomes:

S
B
tð Þ ¼ ABexp 2π μτtþ 12f C1τ tð Þ � μτ2=2ð Þ� �

�A tð Þ � exp Δφ
�
t
�� �þ SL

�
t
� (14)

Where A(t) ¼ ALO(t) � AT(t � τ), Δφ(t) ¼ φLO(t) � φT(t � τ).
In order to compensate for this degradation, some steps are taken in signal

processing.

Firstly, a smoothing low-pass filter is applied to remove the low frequency

component SL(t).
Secondly, a calibration signal is acquired as reference using a typical bright

target at a range R0 in the radar’s operating range, and the referent IF signal is

recorded.

Sref tð Þ ¼ exp 2π μτ0tð Þf g � AR0 tð Þ � exp ΔφR0 tð Þf g (15)

Finally, some other subsequent signals are divided by this calibration reference

before spectral analysis, so the detected IF signal will be modified as:
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S
B
tð Þ ¼ S

B
tð Þ � exp �ΔφR0 tð Þf g=AR0 tð Þ (16)

The signal spectrum will also be shifted by a known amount Δf ¼ μτ0 ¼ μ 2R0

c

which can be added back easily. The resolution can improve significantly as long as

the compensated amplitude approaches unity and the phase approaches zero.

5 Experimental Result

The LFMCW radar prototyping system working in the THz waveband has been

developed in the Radar Imaging Laboratory of UESTC. The transmitting signal

bandwidth is 4.8 G. Some experiments have been conducted and the results will be

shown as follows. Figure 4 is the picture of the radar system, Fig. 5 shows a testing

metal ball range detecting experiment results with the range 1.25 m, and three metal

ball detection can been seen in Fig. 6. Finally, eight metal rods are arrayed in the

platform which can rotate at a constant speed controlled by servos system, their

image can be obtained by ISAR imaging method, shown in Fig. 7.

6 Conclusions

It is feasible to use LMFCW radar in THz waveband to obtain high range resolution

and high quality images. Some measures taken for correcting the signal error are

valid in the intermediate frequency receiver to optimize the radar’s range resolu-

tion. The radar’s system structure, low-noise LMF source can do the trick. In short,

the THz LFMCW radar is an effective tool for range detection and imaging.

Fig. 4 The real product

photo of the THz LFMCW

radar
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Fig. 5 (a) Single metal ball testing scene. (b) The sampled data (real and imaginary part).

(c) Spectrum of signal noise floor detected. (d) Range detect without error correction; (e) Range

detection after error correction (range 1.25 m, frequency 40 Hz)
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A Spatial Regularity Constrained Active

Contour Model for PolSAR Image

Segmentation

Zongjie Cao and Ying Tan

Abstract A variational active contour model based on the statistical model and

local information of PolSAR images is proposed for PolSAR image segmentation.

The energy functional of the proposed model consists of two parts: the likelihood

data term, and the regularization term. We introduce a spatial regularization term

which imposes a regional homogeneity effect on the segmentation results. The

contours are evolved by minimizing the functional using fuzzy region competition

method. With the above two modification, the proposed method can lead to more

accurate and efficient PolSAR image segmentation algorithm than method based on

standard level set method. Experimental results on both synthetic and real PolSAR

images are shown. Performance evaluation and comparison with another method

are also given.

Keywords Polarimetric aperture radar • Image segmentation • Variational method

• Spatial regularization

1 Introduction

Polarimetric synthetic aperture radar (PolSAR) provides more information about

the investigated objects by measure complex scattering matrix with full-

polarization, thus improving the ability for us to automatic interpreting the

observed scenes. Segmentation is a crucial step for understanding PolSAR image

[1]. But due to the presence of strong speckle noise and the complexity of data,

segmentation of PolSAR image is a difficult task. Much effort has been made on

trying to solve this problem. In recent years, there have been many works in

applying the variational active contour model [2, 3] in SAR and PolSAR image
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segmentation problems. In [4], active contour model is used to segment the SAR

images, and a multiregion representation model is proposed. In [5], the active

contour method is used to separate the water and land region in SAR images, and

then the segmentation results are used for flood monitoring. The curve evolution

problems in both [4] and [5] are solved with standard level set method [6]. Although

the level set method is flexible with topological change, it may result in unexpected

state since the energy function has local minimum. The standard level set method is

also computational inefficient as it needs re-initializing steps. In [7], this disadvan-

tage of level set method is overcome by designing a new energy functional which

has a global minimum. All those methods mentioned above are developed for

intensity SAR images, but not for fully polarimetric SAR images. For active

contour method applied in PolSAR image segmentation, we refer to [8] and

[9]. In [8], a B-spline snake model is used for boundary detection in PolSAR

images. In [9], Ayed et al. extended their work in [4] to polarimetric images.

However, like all classical snake models, the B-spline snake suffers the difficult

of topological change. As the active contour model in [9] is implemented via

standard level set method, it shares the same disadvantages of the method in [4]

such as local minimum and computational inefficient, just as [7] point out. Besides,

all energy functionals in aforementioned works are composed of two parts: a

likelihood data term and a regularization term. The regularization term is used to

introduce prior information about the images into the energy functional. In those

works, the regularization term are simply chosen as the Euclidean length of the

contour, which will ensures the contour to be smooth. Nevertheless, no more prior

information is introduced. However, works show that by incorporating proper prior

information, better segmentation results can be obtained [10, 11].

To overcome those limitations, we propose an active contour model for PolSAR

image segmentation with spatial regularity constraint. The segmentation of PolSAR

images is formulated as a maximum a posterior probability problem. Assuming that

each statistical homogenous region is independent, the conditional probability for

each region is modeled by complex Wishart distribution. A prior that considers the

neighborhood correlation is introduced in the form of prior probability for each

pixel. The segmentation is performed by minimizing energy functional derived

from maximum a posterior probability principle. Like in [7], to avoid the disad-

vantages of standard level set method, the energy functional is modified to be

convex. The effect of this modification is twofold. On one hand, the energy

functional is convex means that a global minimum can be achieved, which ensures

a unique segmentation result. On the other hand, this modification also enables us to

adopt the fast fuzzy region competition method to execute the minimization. So the

algorithm becomes more computational efficient.

The rest of this paper is organized as follows. Section 2 addresses the proposed

active contour model, in which the prior information term is introduced and

discussed. Section 3 introduces the minimization scheme. Experiment results are

demonstrated in Sect. 4 and finally the paper is concluded.
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2 The Proposed Model

Assuming thatΩ be the image domain, and T(x) is the complex PolSAR data at each

pixel x. The PolSAR image is assumed to be composed of N regions. The goal of

segmentation is to derive a partition of the image domain,

i.e. Ω ¼ [ kΩk, Ωi \ Ωj ¼ ∅, i 6¼ j. Denote the conditional probability of T(x)
belongs to region Ωk as p(T(x)|Ωk), and the prior probability for each region Ωk is p
(Ωk), then by assuming each region is statistical independent, the segmentation of

PolSAR image into N region can be modeled as a maximum a posterior probability

problem:

Ωkf gNk¼1 ¼ argmax
Ωkf gNk¼1

YN
k¼1

Y
x∈Ωk

p Ωk

ffiffiT xð Þ� �

¼ argmax
Ωkf gNk¼1

YN
k¼1

Y
x∈Ωk

p Ωkð Þp T xð ÞffiffiΩk

� � (1)

By logarithm operation, we can derive the energy functional to be minimized,

that is:

E ¼ �log
YN
k¼1

Y
x∈Ωk

p Ωkð Þp T xð ÞffiffiΩk

� �" #

¼
XN
k¼1

ð
x∈Ωk

� logp T xð ÞffiffiΩk

� �� logp Ωkð Þ
(2)

The probability distribution function of the PolSAR matrix data is often assumed

to be Gaussian-Wishart distribution. More specifically, it is often assuming that

mono-look PolSAR data follows complex Gaussian distribution and multi-look

PolSAR data follows complex Wishart distribution. For simplifying the flow of

the reasoning, we just assume that the PolSAR data is multi-look (The mono-look

case can be treated by the same flow with complex Gaussian model). For multi-look

case, the polarimetric covariance matrix is often used to represent the PolSAR data.

The probability density function of the covariance matrix T(x) in each regionΩk can

be written as:

p T xð ÞffiffiΩk

� � ¼ det T xð Þð ÞL�n
exp �L � tr C�1

k T xð Þ� �� �
K L; nð Þdet Ckð ÞL (3)

where K L; nð Þ ¼ π
n n�1ð Þ

2 Γ Lð ÞΓ L� nþ 1ð Þ, L is the number of looks, and n is the

dimension of the data, Ck is the mean covariance matrix of the data in region Ωk.

In [9], the prior term log p(Ωk) is chosen as a classic boundary length term which

imposes a smooth effect on the contour. This term considers the interaction of
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points on the contour. However, the correlation between adjacent pixels is ignored.

Therefore, unsatisfying results can be obtained when the background disturbance is

strong. For inhomogeneous regions, the contours tend to be very fragmental.

Furthermore, at the boundary of two adjacent regions, the transition area can be

classified as regions with intermediate property, which leads to the appearing of

line-like misclassified areas.

We propose to solve those problems by adding a regional regularization term,

which introduces a prior information that considers the neighborhood correlation of

pixels. The assumption is simple but reasonable: the more pixels in the neighbor-

hood of one pixel belong to a specific region, the higher the probability of this pixel

belongs to this specific region is. Obviously, this assumption encourages the

adjacent pixels to be classified into a same region, and thus enhance the ability of

contours to resist the effect of the area inhomogeneity and background disturbance.

For each pixel xwith neighborhood area N(x), the prior probability can be estimated

by:

p x∈Ωkð Þ ¼ 1

G
exp �σ

M xð Þ
Mk xð Þ � 1

� ffl� ffl
, k ¼ 1, 2� � �N (4)

where G is the normalization coefficient,M(x) is the total number of pixels in N(x),
andMk(x) is the number of pixels in N(x) that belongs to region Ωk,the parameter σ
controls the increasing speed of the prior probability from 0 to 1. It can be easy

observed that the probability is higher with bigger Mk(x). By multiplying this prior

probability, the local region information is introduced to increase or decrease the

posterior probability of one pixel belongs to a specific region.

By substituting (3) and (4) into (2), with some algebraic manipulations and

removing terms independent with segmentation [9], we can yield:

E ¼
XN
k¼1

ð
x∈Ωk

log det Ckð Þð Þ þ σ
M xð Þ
Mk xð Þ � 1

� ffl
dx (5)

We also add the classic regular term related to the boundary length:

Er ¼
XN
k¼1

ð
Γk

ds (6)

where ds is the Euclidean arc-length. Then we can obtain the new maximum a

posterior probability energy functional with a weighting coefficient β:

600 Z. Cao and Y. Tan



E ¼
XN
k¼1

ð
x∈Ωk

log det Ckð Þð Þ þ σ
M xð Þ
Mk xð Þ � 1

� ffl
dxþ β

XN
k¼1

ð
Γk

ds (7)

3 Minimization Energy Functional by Fuzzy Region

Competition

With level set representation and multi-region scheme, minimizing the energy

functional leads to the segmentation of PolSAR images. But the traditional level

set methods is computational inefficient as it often needs the re-initialization step,

which is time consuming, to keep the level set function to be signed distance

function[12]. Moreover, the existence of local minimum of the energy functional

(7) may make the evolving contours to stop at undesired positions [12]. At last, as

[7] point out, the utilizing of signed distance function makes it’s difficult to set an

appropriate terminate criterion. Recently, many efforts have been devoted to find

global minimizer of active contour model and many efficient algorithms [13, 14]

have been proposed. We adopt the multiphase fuzzy region competition methods in

[14] to implement the minimizing of energy functional (7) to obtain the segmenta-

tion of PolSAR images.

Following the idea in [14], firstly we introduce the fuzzy membership functions

ui ∈ BV[0,1](Ω), ∑ N
i¼1ui ¼ 1 to represent the regions. Note that BV[0,1](Ω) is the set

of bounded variation functions valued between 0 and 1. The bigger the value of

ui(x) is, the more likely the pixel x belongs to region Ωi. The representation is

natural, and with the set of membership functions U ¼ {uk}
N
k¼1, the pixel x is

decided to belong to region Ωk if:

k ¼ argmin
i

i
ffiffiui xð Þ ¼ max uj xð Þ, j ¼ 1, 2� � �N� �� �

(8)

Using (8), each pixel can be assigned a unique label which corresponds to a

segmented region. Then set λ ¼ 1/β, the fuzzy region competition energy func-

tional corresponding to (7) is:

E ¼
XN
k¼1

ð
Ω
∇ukj jdxþ

XN
k¼1

λ

ð
Ω
uk log det Ckð Þð Þ þ σ

M xð Þ
Mk xð Þ � 1

� ffl	 

dx (9)

where || is the L1 norm, ∇uk is the gradient of uk and the first term is the boundary

length. Note that:

ξk ¼ log det Ckð Þð Þ þ σ
M xð Þ
Mk xð Þ � 1

� ffl
(10)

The direct minimizing of (9) based on a PDE is slow [13]. For efficiently
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minimizing of energy (9), based on [13–15], we use a convex regularization of the

variational model:

E ¼
XN
k¼1

ð
Ω
∇vkj jdxþ 1

2θ

ð
Ω
vk � ukð Þ2dxþ λ

ð
Ω
ukξkdx

� ffl
(11)

where V ¼ {vk}
N
k¼1 is the auxiliary variable set. Each vk ∈ V is called the dual

variables of uk ∈ U. And θ is chosen small enough to make sure that uk and vk are
almost identical with respect to L2 norm.

The value of energy function E is decided by three sets U, V and Ξ ¼ {ξk}Nk¼1.

Based on [13, 15], it easy to verify that (11) is convex with respect to uk and vk
respectively when Ξ is fixed. So with Ξ fixed, the minimization can be executed

with respect to uk and vk separately, and to iterate until convergence. Firstly fix V,

minimizing (11) with respect to each uk ∈ U. For uN ¼ 1 � ∑ N�1
k¼1 uk, only

uk, k ¼ 1, 2, � � � N � 1 need to be solved, Let ∂E/∂uk ¼ 0 yield:

euk ¼ vk � λθ ξk � ξNð Þ, k ¼ 1, 2, � � �N � 1 (12)

To satisfy the condition of ui ∈ BV[0,1](Ω), we project euk on [0,1], that is:

euk ¼ min max euk; 0ð Þ, 1f g, k ¼ 1, 2, � � �N � 1 (13)

Secondly, fix U, minimizing (11) with respect to each vk ∈ V, which yields the

following solution:

vk ¼ uk � θdiv wkð Þ, k ¼ 1, 2, � � �N � 1 (14)

where wk is given by:

∇ θdiv wkð Þ � vkð Þ � ∇ θdiv wkð Þ � vkð Þj jw ¼ 0 (15)

Equation (15) comes from solving the dual formulation of (11) respect to vk, and
wk is the auxiliary variable. We refer [13, 15] for the details of mathematic

derivation. wk can be updated by fix point method with initialization condition

w0
k ¼ 0:

wnþ1
k ¼ wn

k þ τ∇ div wn
k

� �� uk=θ
� �

1þ τ ∇ div wn
k

� �� uk=θ
� �ffiffi ffiffi (16)

The time step is set as τ < 1/8 to ensure converge stably [15].

After updating the membership functional, each ξk ∈ Ξ is updated by using (10).

The prior probability is updated with (4), and Ck is updated by:
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Ck ¼

ð
Ω
ukT xð Þdxð
Ω
ukdx

, , k ¼ 1, 2, � � �N � 1 (17)

Finally, the label for each pixel is obtained according to:

L xð Þ ¼ argmin
i

i
ffiffiui xð Þ ¼ max uj xð Þ, j ¼ 1, 2� � �N� �� �

(18)

With the three steps, the energy functional can be minimized efficiently, and the

algorithm can be summarized as:

Step 1: Initializing the membership functions uk, k ¼ 1, 2 � � � N;
Step 2: using (17) and (10) to compute ξk for k ¼ 1, 2 � � � N;
Step 3: updating vk, k ¼ 1, 2 � � � N � 1 by (16) and (14);

Step 4: updating uk, k ¼ 1, 2 � � � N � 1 by (12) and (13), and

uN ¼ 1 � ∑ N�1
k¼1 uk.

Repeat steps 2–4 until the convergence condition ∑ N
k¼1kunþ1

k � unkk < ε is

satisfied.

4 Experiment Results

We set the parameters in the experiments as follows. The neighborhood area of

pixel x is set as a square window, and the size is generally chosen to be 5 � 5.

Bigger size means more local information is used, but also more computational

burden is added. M(x) is equal to 25 for all images, Mk(x) can be computed by

convolution the label map with the window. In the experiments, the parameter σ
ranges from 0.02 to 2, in which the probability arises with a moderate velocity. The

parameters used in the fast minimization scheme are chosen to be θ ¼ 1.5, λ ¼ 0.3,

τ ¼ 1/8, which are suitable for a wild range of PolSAR images. For better

segmentation results, the parameter θ and λ can be decided by the following

principle: bigger θ and smaller λ should be used for obtaining smoother segmenta-

tion result, and vice versa. The stopping parameter ε is set as a function of the image

size (Nx,Ny) and the number of regions N. It is chosen as ε ¼ 0.03 � Nx � Ny � N
in our experiments.

Firstly, the proposed method is tested on a synthetic 8-look PolSAR image. The

image is composed of three regions as shown in Fig. 1a. Figure 1b is the image with

initial contours. To show the advantage of the proposed method over method in [9],

we demonstrate the segmentation results of two methods in Fig. 1c, d. With the

method in [9], spurious regions are presented at the boundary of two regions, as

shown in Fig. 1d, which are in the white rectangle. However, the spurious regions

are absent in Fig. 1c, which is obtained by the proposed method. It shows that by

introducing the local prior information, the proposed spatial regularity constrained
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active contour method can lead to more accurate segmentation result than the

maximum likelihood method in [9].

In Fig. 2, we show one experimental result on a real L-Band 4-look AirSAR

PolSAR image in San Francisco Bay. In the middle of the image is an island. We

segment the image with the proposed method and the method in [9]. Again, the

proposed method gets satisfied results in Fig. 2b, and the comparing method pro-

duces many fragmental regions in Fig. 2c. That is because the proposed method

uses the local prior information, and thus has stronger ability to resist the effect of

area inhomogeneity and background disturbance.

The method in [9] is implemented with traditional level set method, which

converges slowly and is time consuming. As we adopt the fast fuzzy region

competition method, both iteration numbers and consumption time decrease dra-

matically, which means the proposed method is much more practical.

5 Conclusion

We present a maximum a posterior probability active contour model for PolSAR

image segmentation. By introducing the local prior information into the energy

functional, the proposed method is more applicable for PolSAR image segmentation

Fig. 1 Segmentation of a synthetic PolSAR image. (a) The synthetic PolSAR image; (b) Initial

contours; (c) Segmentation result of the proposed method; (d) Segmentation result of methods in [9]

Fig. 2 Segmentation of an AIRSAR PolSAR image. (a) Initial contour; (b) Final contour of the

proposed method; (c) Final contour of the method in [9]
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than current ones. Because of using the fuzzy region competition method, the

method is also computational efficient. Experiments on both synthetic and real

SAR images demonstrate the superior performance of the proposed methods. The

future work includes exploring more appropriate prior models and investigating

techniques to decide the number of regions automatically.
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The Research on Fuzzy Ontology Modeling

Method and Its Application on Intelligent

Household Security

Huang Lin, Yongheng Wang, and Xiaoming Zhang

Abstract Currently the ontology based context modeling technology has got a

wide application. Semantic information which includes vague information and

user’s preference brings huge challenge to ontology modeling, because the existing

ontology model can’t deal with the large information from semantic context with

fuzziness and uncertainty so that we can’t provide satisfying intelligent information

service for the user. In this paper, we propose a sharing fuzzy ontology modeling

method based on fuzzy theory to solve this problem, by establishing a fuzzy

ontology conceptual model which includes the fuzzy membership function and

the fuzzy limited concept. Finally a intelligent household security fuzzy ontology is

demonstrated to prove the feasibility of the proposed approach.

Keywords Fuzzy ontology conceptual model • Fuzzymembership function • Fuzzy

limited concept • Intelligent household security

1 Introduction

The service model of the future convergence network is transforming from “net-

work-centered” and “content-centered” to “user-centered.” Whether the service can

sense the user context and adapt according to the user’s requirement and preference

will be pivotal to the success the future convergence service [1]. Context modeling

based on the ontology is widely applied [2].

The ontology technology plays an important role on semantic information

organization, semantic information access and semantic information processing

[3]. Human win the high intelligent fuzzy logic thinking ability, and can deal

with fuzzy information in the process of development. In the application of web
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service, the fuzzy ontology little considers user’s preference and application sce-

narios so that it can’t provide user with more satisfied service, meanwhile it doesn’t

make full use of the fuzzy membership degree and fuzzy reasoning to support

decision service for the user [4]. The current fuzzy ontology research primarily

focuses on domain ontology modeling of specific areas, and only applies the

obfuscation of semantic in specific areas instead of establishing general sharing

fuzzy ontology which can apply fuzzy ontology to different areas and tasks [5]. This

paper describes the fuzzy set and the fuzzy relation by using fuzzy membership

degree, puts forward to two kinds of fuzzy concepts which are the extend fuzzy

limited concept and the range fuzzy limited concept, establishes a fuzzy ontology

conceptual model, and conducts the OWL semantic description on fuzzy member-

ship function and fuzzy limited concept. At the same time based on this model a

fuzzy ontology of household security is established.

2 Related Concept

2.1 Fuzzy Ontology

Ontology is composed of entity, attribute, relationship and axiom. With the help of

ontology user and system can communicate with each other. But the ontology based

context model can’t handle the fuzzy context information and their uncertainty

reasoning. So we propose to use the fuzzy ontology [5] to address this issue. Several

fuzzy ontology descriptions have been proposed, a fuzzy ontology is a quintuple

defined as F ¼ < I, C, R, F, A >. I is the individual set. C is all the concepts of the

domain. E is all the objects that involved in the interaction between the user and

the service, which has the same attributes. And it can be defined as E ¼ C [ U. F is

the fuzzy taxonomic relationship. R is fuzzy non-taxonomic relationship. A is

axioms that expressed in a logical language.

2.2 Fuzzy Set

There is a mapping relation: μA : U ! [0,1]; μ ! μA(u) ∈ [0,1]. Fuzzy set is

defined as A; the theory of the domain is defined as U; the subset of U is defined

as u. if 8 u ∈ U is set up, a certain value of μA(u) is restricted to [0,1]. μA(u) is the
membership degree, in other words μA(u) is the membership degree of the fuzzy set

(A) when the element u is from theory of the domain(U ). When the value of μA(u) is
0 or 1, the set is a precise set.
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2.3 Fuzzy Membership Function

For the fuzzy set, when it need to reflect each element to the membership degree of

a fuzzy set, Membership Function [6] is applicable to describe the fuzzy set which

exists in the theory of domain (U ).

When it is necessary to process the fuzzy information by using fuzzy theory, the

first thing is to define the membership function. There are some usually used

membership functions which are Trapezoidal Function, Left Semi-Trapezoidal

Function, Right Semi-Trapezoidal Function, Normal Function, and Triangular

function. When U values [k1, k2], Trapezoidal Function and Normal Function are

defined as follows:

Trapezoidal u; k1; k2; a; b; c; dð Þ ¼

0 u � a
u� a

b� a
a < u � b

1 b < u � c
d � u

d � c
c < u � d

8>>>>>><
>>>>>>:

(1)

Normal u; k1; k2; a; bð Þ ¼
e�π u�vð Þ2 u� vj j � b� a

2

0 u� vj j > b� a

2

8>>><
>>>:

(2)

2.4 Fuzzy Limited Concept

Fuzzy limited concept is used as the prefix for the accurate concept or the fuzzy

concept. Fuzzy limit concept mainly includes the extend fuzzy limited concept and

the range fuzzy limited concept.

Extend fuzzy limited concept is used to modify information so that we can

strengthen the tone or abate tone. Extend fuzzy limited concept is defined as

follows:

μMλA μð Þ ¼ μλ uð Þ½ �λ ¼ μM
λ μð Þ (3)

λ which is positive real number is the degree of operator, when it is greater than

1,Mλ is the degree of operator that strengthens the tone; when it is less than 1,Mλ is

the degree of operator that abates the tone. The degree of the extend fuzzy limited

concept can be said the power set of “μλ(u)” and “λ.” Extend fuzzy limited concept

only works on the fuzzy concept and the fuzzy relationship, and doesn’t work on the

precise concept and the common relationship.

Range fuzzy limited concept is used to modify information so that we can blur

the semantic information. Its main roles in the following two aspects: 1. It can
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obscure clear semantic information; 2. It can make the fuzzy concepts and fuzzy

relations more blurred. Range fuzzy limited concept is defined as follows:

μN uð Þ ¼ μA uð Þ � μE ν; uð Þ (4)

The fuzzy set is defined as N ¼ A [ E, E which is fuzzy relations with U is

range fuzzy limited concept, and this relationship is generally similar relationship.

One of the range fuzzy limited concept can meet the Normal distribution. Fuzzy

relations (E) can show in (2).

The precise concept “177 cm” after modified by range fuzzy limited concept

“about” is fuzzy information “about 177 cm” that can express:

μabout uð Þ ¼ A177 uð Þ � E 177; uð Þ ¼ E 177; uð Þ (5)

3 Implementation

To achieve fuzzy ontology model, we follow the latter approach, based on the

ontology definition and formalization, by combining the fuzzy concept and fuzzy

relation in the fuzzy theory, by solving the uncertainty and fuzziness of the concept

and relation through the fuzzy membership degree. At the same time, for uncer-

tainty of the thing boundary scope fuzziness, it is necessary to add fuzzy limited

concept before the described concept and relationship so that we can fully extend

the fuzziness for specific domain ontology. After part of the chapter, the OWL

semantic description of fuzzy membership function and fuzzy limited concept is

described; the sharing fuzzy ontology model including fuzzy membership function

semantic model and fuzzy limited concept semantic model is designed.

3.1 Fuzzy Membership Function OWL Semantic

The OWL semantic description [7] of Normal Function is the following, and it is

mainly described about function data types, parameters and variables. Pseudo codes

are firstly described.

Define float variable “u” as ID, as an input from Normal
Distribution Function whose domain is "#Normal".

Define float datatypes “k1”. “k2”. as ID, resulting from
Normal Distribution Function whose domain is "#Normal".

Define float parameters “a”. “b” “degree” as ID, resulting
from Normal Distribution Function whose domain is "#Normal".

<owl:DatatypePropertyrdf:ID¼ "u"."k1"."k2"."b"."degree">
<rdfs:range rdf:resource ¼ "XMLSchema#float"/>
<rdfs:domain rdf:resource ¼ "#Normal"/>

</owl:DatatypeProperty>
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<owl:DatatypeProperty rdf:ID ¼ "a">
<rdfs:comment rdf:datatype ¼ "XMLSchema#float"/>
<rdfs:domain rdf:resource ¼ "#Normal"/>

</owl:DatatypeProperty>
Above the OWL describes the variable “u,” datatypes“k1” and “k2,” parameters

“a” and “b” and the degree which all belong to Normal Function. By using the same

way, we can describe the ontology semantic of other functions by using OWL.

3.2 Fuzzy Limited Concept OWL Semantic

Fuzzy limited concept is made of the extend fuzzy limited concept and the range

fuzzy limited concept. There are described below that are a extend fuzzy limited

concept “extremely” and a range fuzzy limited concept “about.”

Define float 4.0 as “extremely”, resulting from extend fuzzy
limited concept.

Define float 10.0 as “about”, resulting from range fuzzy
limited concept.

<owl:AllDifferent>
<owl:distinctMembers rdf:parseType ¼ "Collection">

<ExtendLimited rdf:ID ¼ "EM_extremely">
<limited rdf:datatype ¼ "XMLSchema#string"> extremely

</limited>
<lambda rdf:datatype ¼ "XMLSchema#float" > 4.0</lambda>

</ExtendLimited>
<RangeLimited rdf:ID ¼ "RM_about">
<limited rdf:datatype ¼ "XMLSchema#string" > about</

limited>
<delta rdf:datatype ¼ "XMLSchema#float" > 10.0</delta>

</RangeLimited>

3.3 Conceptual Model of Sharing Fuzzy Ontology

Ontology is a conceptual model [8]. When we need to establish a big situation by

using the ontology tool, it is usually divided into some parts. According to the above

research, a ontology may contain the precise concept, the accurate relation, the

fuzzy concept or the fuzzy relation. So the precise ontology of a big ontology must

be the precise concept or the precise concept with the accurate relation. And the

fuzzy ontology may be the fuzzy relation with the precise concept, the fuzzy

concept or the fuzzy relation with the fuzzy concept. So the conceptual model of

sharing fuzzy ontology is showed in Fig. 1.
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3.4 Implementation of the Sharing Fuzzy Ontology

Based on the conceptual model, we can visually build the sharing fuzzy ontology

using the popular ontology editor tool of Protégé_4.2. The main concepts and their

hierarchies of the sharing fuzzy ontology as shown from Protégé_4.2 are presented

in Fig. 2.

The fifth layer displays most subclasses of the fuzzy membership and the fuzzy

limited concept, and the sixth layer displays some exact concept respectively

belonging to the extend fuzzy limited and the range fuzzy limited concept.

3.5 Model of Intelligent Household Security

After creating the concept and the relation of intelligent household security

according the above model, we can define attributes of concepts, create axioms of

concepts and attributes, and add instances and axioms into intelligent household

security according to the domain knowledge and application requirement. In Fig. 3

the third layer is three concepts which are user, device and environment; the sixth

layer is some attributes and instances about security. The model is simple but it can

be extended. And we can find the process of modeling is not unambiguous but also

straightforward.

Example: We may define data types Age: UAge ¼ [120,200] ! [0,1], denoting

the degree of a person being short, middle and high, as: RYong(u;20,100;40,50);

thing
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Fig. 2 Implementation of the sharing fuzzy ontology

Fig. 3 Model of intelligent household security
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RMiddle(u;20,100;45,50,60,70);. ROld(u;20,100;65,75). The age of the people from

the household can be reflected in Fig. 4.

4 Conclusion

The paper has done the research on the fuzzy membership function and the fuzzy

limited concept, then conducts the OWL semantic description about the two

concepts, sets up a conceptual model of the sharing fuzzy ontology and implements

it by using the ontology editor tool of Protégé_4.2. Finally a intelligent household

security fuzzy ontology is demonstrated to prove the feasibility of the proposed

approach.

In the future work, there are a large amount of uncertain information and

knowledge in the real application, so we will resolve the problem of uncertainty

reasoning of fuzzy context by using fuzzy reasoning theory. Meanwhile, we will

compare the fuzzy reasoning theory with the other reasoning theories to optimize

the reasoning.
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Wideband Radar Target Detection Based

on the Probability Distance of Empirical

Cumulative Distribution Function

Guishan Lin, Zhiming He, Jing Wu, Meng Zhao, and Zhihao Mei

Abstract The broadband radar technology has attracted much attention in the field

of modern radar. Wideband radar target detection is the important part of broadband

radar integration systems, in which there are still many technical problems to be

solved Wehner DR (1995) High-resolution radar, 2nd edn. Artech House, Boston,

MA, pp 12–18; Wei Z (2009) Research on the techniques of radar constant false

alarm rate detection under complex clutter. University of Aeronautics and Astro-

nautics, Nanjing. The significant broaden of radar bandwidth makes that many

preconditions in the narrow-band radar theoretical systems are no longer applica-

ble, which also results in a series of new theory and technical issues with broadband

radar. In this paper, I proposed new target detection algorithms based on the

probability distance of empirical cumulative distribution function (ECDF), on

which four detectors were designed. And also analyze the detection performance

of these detectors through comparative simulation.

1 Introduction

Cumulative distribution function(CDF) as a real probability distribution of random

variables of a complete description, has certain advantages of measure the differ-

ence in statistical properties. The target detection algorithm based ECDF main draw

goodness of fit test. Use the “distance” between the empirical cumulative distribu-

tion function of sample data and the experience of the target echo data to sentence if

the target is present [1].

The sequence of Empirical Cumulative Distribution Function can be calculated

as follows.
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Suppose (x1, x2, . . ., xN) is the observed random variable X to get sample

sequence, first by ascending order of the sample data, the ordered ascending (x (1),

x (2), . . ., x (N)), define the real number domain function.

eF xð Þ ¼
0, x < x 1ð Þ

k

N
, x kð Þ � x< kþ1ð Þ, k ¼ 1, 2, � � �,N � 1

1, x � x Nð Þ

8>><
>>:

(1)

eF xð Þ is called empirical cumulative distribution function (ECDF). According to

Glivenko Theorem, the random variable X is the cumulative distribution functioneF xð Þ and the empirical cumulative distribution function of the sample has the

following relationship:

P lim
N!1

sup
�1<x<þ1

eF xð Þ � F xð Þffiffi ffiffi ¼ 0

� �
¼ 1 (2)

That is, when the sample data is more than enough, by the sample estimate the

cumulative distribution function and the theoretical values in the statistical sense is

equivalent replacement.

2 Goodness of Fit Test Criteria

Represented by KS test based on the empirical cumulative distribution function

(ECDF) goodness of fit test mainly has KS test, CVM test and AD test [2].

KS test statistic above infimum empirical cumulative distribution function to mea-

sure the difference between the value and the theoretical. Basic statistics expression:

dks ¼ sup
�1<x<1

F xð Þ � FX xð Þj j (3)

CVM test statistic is based on secondary statistics to measure the difference

between empirical cumulative distribution function and theoretical value. Basic

statistics expression:

Q ¼ N

ðþ1

�1
eF xð Þ � F xð Þ

h i2
φ xð ÞdF xð Þ (4)

Where, N is the sample length of the sequence, the weighting function. When

φ(x) ¼ 1, (4) is converted to CVM classical statistics, the basic expression:

W2 ¼ N

ðþ1

�1
eF xð Þ � F xð Þ

h i2
dF xð Þ (5)

When φ(x) ¼ {F(x)[1 � F(x)]}� 1, (5) is converted to AD test statistic.
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Basic statistics expression:

A2 ¼ N

ðþ1

�1

eF xð Þ � F xð Þ
h i2
F xð Þ 1� F xð Þ½ � dF xð Þ (6)

In practical applications, the amount of calculation of the statistics are larger, to

simplify the operation, and suitable for engineering applications, it must be discrete

simplified. Observed statistic expression, the key of optimize is to simplify the eF
xð Þ � F xð Þ calculations.
Continuous random variable X is the cumulative distribution function F(X)

subject to uniform distribution on the interval the [0,1], that is:

Z ¼ F Xð Þ � U 0; 1ð Þ (7)

Definition zi ¼ F(xi) is a sequence of samples after the change of probability

integral data sequence, it is empirical cumulative distribution function of this data,

Then the eF xð Þ � F xð Þ can be calculated instead of eFZ zð Þ � FZ zð Þ to calculate the

distance between the empirical cumulative distribution function and the theoretical

cumulative distribution function. that is:

eF xð Þ � F xð Þ ¼ eFZ zð Þ � FZ zð Þ ¼ eFZ zð Þ � z (8)

Formula (8) into (5), and discrete treatment, gets:

M2 ¼ 1

12N
þ
XN
i¼1

eFZ zið Þ � 2i� 1

2N

ffiffiffiffi
ffiffiffiffi
2

(9)

Formula (9) into (6), and discrete treatment, gets:

A2 ¼ �N � 1

N

XN
i¼1

2i� 1ð Þlnzi þ 2N þ 1� 2ið Þln 1� zið Þ½ � (10)

3 Algorithm Description

The key point of the target detection algorithm based ECDF is to estimate the

difference of empirical cumulative distribution function between the current echo

signal and clutter signal, mainly draws the ideas of clutter map and goodness of fit.

Accordingly, designing ECDF differences estimation methods refer to different

goodness of fit test criteria [3]. In other word it is to design and deduce test statistic

which can be measured the “distance” of empirical cumulative distribution function

between current echo and clutter [4].
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Real-time target detection algorithm has certain requirements in the actual radar

work. Therefore, the detection statistic calculations must balance contradiction

between complexity and precision. Select clutter sample of sufficient length to fit

for clutter empirical cumulative distribution function F(X) then produce the

corresponding F(X) table for practical engineering applications to reduce the

amount of computation and improve the detection efficiency. Basic processing

block diagram as Fig. 1:

Similar to the KS test, you can design one statistic to quantify and estimate the

different ECDF and two detectors can be designed.

1. The maximum detector based on probability distance, its expression is:

TMax ¼ max eF xið Þ � F xið Þffiffi ffiffin o
, TMax ≷

H1

H0
η, i ¼ 1, 2, � � �,N (11)

2. The summing detector based on probability distance, its expression is:

TSum ¼
XN
i¼1

eF xið Þ � F xið Þffiffi ffiffi, TSum ≷H1

H0
η (12)

Where eF �ð Þ is the cumulative distribution function of current echo signal and

F(�) is the cumulative distribution function of current clutter signal.

Similar to the CVM test, you can design secondary statistics to quantify and

estimate the different ECDF and detectors can be designed as follow:

1. The SVM detector based on probability distance, its expression is:

TSVM ¼
XN
i¼1

eF xið Þ � F xið Þ
h i2

, TSVM ≷H1

H0
η (13)

Similar to the AD test, you can design AD test statistic to quantify and estimate

the different ECDF and detectors can be designed as follow:

TAD ¼
XN
i¼1

eF xið Þ � F xið Þ
h i2
F xið Þ 1� F xið Þ½ � , TAD ≷H1

H0
η (14)

ascending order
echo

ECDF compute difference
estimate

F(x) table

sentenceThreshold
comparisondata H0/H1

Fig. 1 Basic processing block diagram based ECDF
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In practical engineering, real-time computing the empirical cumulative distri-

bution function of current echo signal is very difficult. Therefore, we must simplify

the four detectors. For (7), the probability distance between echo empirical cumu-

lative distribution function and clutter empirical cumulative distribution function

can be converted into the distance between echo integral change empirical cumu-

lative distribution function Integral change and uniform distribution cumulative

distribution function. As (8), the above four types of detectors can be simplified to:

1. KS maximum detector, its expression is:

TMax ¼ max z
0
i � i=N

ffiffi ffiffin o
, TMax ≷

H1

H0
η, i ¼ 1, 2, � � �,N (15)

2. KS summing detector, its expression is:

TSum ¼
XN
i¼1

z
0
i � i=N

ffiffi ffiffi, TSum ≷H1

H0
η (16)

3. CVM detector, its expression is:

TCVM ¼
XN
i¼1

z
0
i � i=N

� ffl2

, TCVM ≷H1

H0
η (17)

4. AD detector, its expression is:

TAD ¼
XN�1

i¼1

Nz
0
i � i

� �2
i N � ið Þ , TAD ≷H1

H0
η (18)

Where {z0i} is {zi ¼ F(xi)} array in ascending order, let Z ¼ [z01 � 1/N, z02
� 2/N, � � �, z0N � 1]T then (17) can be written in vector form:

TCVM ¼ ZTZ (19)

Formula (18) vector form:

TAD ¼ ZTHZ (20)

Where H ¼ N2 � diag[(N � 1)� 1,(2N � 4)� 1, � � �,(Ni � i2)� 1, � � �,
(N � 1)� 1]

Processing block diagram as follow (Fig. 2):
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4 Simulation Performance Analysis

Compare and analyses the four detectors (Max detector, Sum detector, CVM

detector, AD detector) detection performance simulation through Monte Carlo

simulation method. Minimize the simulation computation and improve the effi-

ciency of detection algorithm without prejudice to the detection performance of

target detection algorithm [5].

This section of the basic parameters of the simulation is set as follows:

1. Transmitting signals: transmit signals using linear FM signal (LFM), FM pulse

width 40 μs, and bandwidth of 300 MHz;

2. Target model: The target is assumed to be stationary or slow moving target

goals, with eight scattering centers, the relative position of the scattering point

(m) and amplitude RCS respectively [10, 6, 17, 20, 22, 28, 30, 40], and [0.8, 0.3,

0.2, 0.6, 0.4, 0.3, 0.5, 0.9], ignoring phase effect;

3. Clutter distribution parameter settings:

Rayleigh distribution: a ¼ 1, b ¼ 2, v ¼ 1;

Weibull distribution: a ¼ 1, b ¼ 1.5, v ¼ 1;

K distribution: a ¼ 1, b1 ¼ 2, b2 ¼ 2, v1 ¼ 1, v2 ¼ 2;

Generalized compound distribution: a ¼ 1, b1 ¼ 1, b2 ¼ 1.5, v1 ¼ 3,

v2 ¼ 2;

4. Detection distance window: N ¼ 50 m;

5. False alarm probability: pf ¼ 10� 2;

6. Monte Carlo: simulation times. Num ¼ 100/pf ¼ 104;

Performance compares between Max, Sum, CVM and AD detector detection.

Different clutter distribution models of max detectors, Sum detector, CVM

detector and AD detector r detection performance SCR-pf curve in Fig. 3a–b:

It can be seen from the simulation results, the four detectors detect differences in

performance of the merits comparison in different clutter, but relatively stable. AD

detector detection performance is better than the other three detectors and with

good stability in various clutters. The detection performance of Sum detector and

CVM detector are center. The performance of these two detectors has advantages

and disadvantages in a different clutter. And relatively speaking, Max detection

performance of four detectors is biased disadvantage. This is because the echo

sequences of Max detector deviate from clutter to the maximum extent are with

greater randomness. Sum detector and CVM detector respectively a statistics and

secondary statistic assess the global gap, but the weighting function does not

express a different local feature differences. The AD detector is more accurate

characterization of the probability of each point deviation using the weighting

F (x) table
echo

{  } {  } {   }
ascending

sort
threshold

comparative
sentence

H0/H1

z'izixi calculate
statistics

T

Fig. 2 Improved target detection algorithm based on ECDF processing block diagram
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function φ(x) ¼ {F(x)[1 � F(x)]}� 1. So that weighted mean square distance can

be more stable and more accurate measure the difference between current echo

empirical cumulative distribution function and clutter empirical cumulative distri-

bution function.

References

1. Cong-ana X, Taoa J et al (2012) CFAR detector based on Anderson-Darling test. Comput Eng

38(9):231–233

2. Aggarwal M, Ahuja N (2004) Split aperture imaging for high dynamic range. Int J Comput Vis

58(1):1–17

3. Debevec PE, Malik J (1997) Recovering high dynamic range radiance maps from photographs.

Proc of ACM SIGGRAPH’97. ACM Press, Los Angeles, CA

4. Mitsunaga T, Nayar SK (1999) Radiometric self calibration. Proc of IEEE Conference on

Computer Vision and Pattern Recognition. IEEE Press, Fort Collins, CO

5. Fattal R, Lischinski D (2011) Gradient domain high dynamic range compression. Proc of the

29th Annual Conference on Computer Graphics and Interactive Techniques, Vancouver, Can-

ada, 7–11 August, 2011

Fig. 3 (a) Rayleigh distribution and Weibull distribution. (b) K-distribution and Generalized

compound distribution

Wideband Radar Target Detection Based on the Probability Distance of. . . 623



Study of Illuminated Area and Doppler

Characteristics of Airborne Pulse Radar

Based on Vector Analysis

Haijiang wang

Abstract In this paper, using vector analysis tool, the illuminated area and the

Doppler frequency distribution are studied. Through coordinate transform, the

relationship between the radar antenna’s frame and the ground frame under air-

craft’s motion attitude is derived. By space-time analysis, the overlap area of the

radar beam’s footprint and the pulse’s illuminated area is obtained, and the Doppler

frequency expression is deduced and the Doppler frequency distribution is plotted.

1 Introduction

In a certain radar system, we always want to describe the time-space relation as

clear as we can. Radar geometry study is very important for the deduction of radar

echo signal. For example, in airborne radar, if we want to write out the radar echo

equation, even obtain the illuminated area and Doppler characteristics, the geom-

etry relation among the airplane, the antenna, and the ground must be analyzed

intensively.

Some researchers have done some study on the illumination characteristics of

radar. In [1], Korkmaz and van Genderen measured the footprint of stepped

frequency CW radar using a probe antenna, but they used little geometry and

time-space analysis. In [2], for airborne radar, the attitude changes and their

influences on the echo’s Doppler spectrum were analyzed, but the time-space

analysis was little and the illuminated area was not obtained. In [3], the radar

pulse’s wave field on the ground was calculated with pseudospectral time domain

method. This article is written on the hypothesis that the antenna’s shape is known
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and its position is fixed and there is no any discussion of the radar platform’s motion

and attitude changes.

In this paper, we will use vector analysis tool to study the geometry configura-

tion of airborne pulse radar. In Sect. 2, under the hypothesis of the airplane’s

attitude we deduce the relationship between antenna coordinate frame and ground

coordinate frame. In Sect. 3, through the analysis of transmitted and received

signal’s paths of the radar, according to the vector differential equation, a complete

expression of the radar echo is obtained. In Sect. 4, the echo area of the airborne

pulse radar and the echo’s Doppler distribution on the ground are calculated.

Section 5 is the conclusion.

2 Coordinate Frame Relationship

Suppose that ground frame is formed by unit vectors X̂ , Ŷ and Ẑ . X̂ and Ŷ are

parallel to ground level and Ẑ is perpendicular to it.

Ẑ ¼ X̂ � Ŷ (1)

Suppose the aerocraft frame is formed by unit vectors F̂ (along fuselage

direction), Ŵ (along wing direction) and T̂ (along top direction), and they satisfy:

T̂ ¼ F̂ � Ŵ (2)

Suppose the initial attitude of the aircraft is:

F̂
0

Ŵ
0

T̂
0

2
64

3
75 ¼

1 0 0

0 1 0

0 0 1

2
4

3
5 X̂

Ŷ

Ẑ

2
4

3
5 (3)

Then suppose the aircraft rotates along the top axis T̂ by an angle ψ , which is

called the azimuth angle. Through vector calculation, the new attitude is:

F̂
00

Ŵ
00

T̂
00

2
64

3
75 ¼

cosψ sinψ 0

� sinψ cosψ 0

0 0 1

2
4

3
5 F̂

0

Ŵ
0

T̂
0

2
64

3
75 ¼ P ψð Þ

X̂

Ŷ

Ẑ

2
4

3
5 (4)

On this basis, let suppose the aircraft rotates along the new wing axis Ŵ
00
by an

angle α, which is called the elevation angle, then the attitude of the aircraft becomes

to:
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F̂
0 0 0

Ŵ
0 0 0

T̂
0 0 0

2
64

3
75 ¼

cos α 0 sin α
0 1 0

� sin α 0 cos α

2
4

3
5 F̂

00

Ŵ
00

T̂
00

2
64

3
75 ¼ A αð ÞP ψð Þ

X̂

Ŷ

Ẑ

2
4

3
5 (5)

On the basis of the above two-time rotation, suppose the aircraft rotates ones

more along the fuselage axis by an angle β, which is called the rolling angle, then

the attitude is:

F̂

Ŵ

T̂

2
4

3
5 ¼

1 0 0

0 cos β � sin β
0 sin β cos β

2
4

3
5 F̂

0 0 0

Ŵ
0 0 0

T̂
0 0 0

2
64

3
75 ¼ B βð ÞA αð ÞP ψð Þ

X̂

Ŷ

Ẑ

2
4

3
5 (6)

For the angles above, the range of elevation angle α is [0π), the range of azimuth

angle ψ and rolling angle β are both [0 2π). These three angles cover all possible

attitudes of the aircraft.

The antenna frame can be derived from the aircraft frame:

x̂

ŷ

ẑ

2
4

3
5 ¼

1 0 0

0 cos γ þ π

2

0
@

1
A � sin γ þ π

2

0
@

1
A

0 sin γ þ π

2

0
@

1
A cos γ þ π

2

0
@

1
A

2
66666664

3
77777775

F̂

Ŵ

T̂

2
4

3
5 ¼

1 0 0

0 � sin γ � cos γ
0 cos γ � sin γ

2
4

3
5 F̂

Ŵ

T̂

2
4

3
5

¼ Q γð Þ
F̂

Ŵ

T̂

2
4

3
5

(7)

Where γ is the depression angle of the antenna’s main-lobe, ẑ represent the

direction of the main-lobe’s center line, x̂ ¼ F̂ is along the fuselage direction and

ŷ ¼ ẑ � x̂ . So the antenna frame is obtained by rotating the aircraft frame by γ þ π
2

along the fuselage direction.

From above discussion, the relationship between antenna frame and ground

frame can be written as:

x̂

ŷ

ẑ

2
4

3
5 ¼ Q γð ÞB βð ÞA αð ÞP ψð Þ

X̂

Ŷ

Ẑ

2
4

3
5 ¼ Π α; β; γ;ψð Þ

X̂

Ŷ

Ẑ

2
4

3
5 (8)

It is obviously that:
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Q 0ð Þ ¼ B 0ð Þ ¼ A 0ð Þ ¼ P 0ð Þ ¼ eI ¼
1 0 0

0 1 0

0 0 1

2
4

3
5 (9)

Through algebra calculation it can be easily obtained that:

Q γð ÞB βð Þ ¼
1 0 0

0 sin β � γð Þ � cos β � γð Þ
0 cos β � γð Þ sin β � γð Þ

2
4

3
5 ¼ C β � γð Þ (10)

Without loss of generality, let’s assume the azimuth angle ψ ¼ 0, then:

Π α; β; γ; 0ð Þ ¼ Q
ffi
γ
�
B
ffi
β
�
A
ffi
α
� ¼ C

ffi
β � γ

�
A
ffi
α
�

¼
cos α 0 sin α

cos β � γð Þ sin α sin β � γð Þ � cos β � γð Þ cos α
� sin β � γð Þ sin α cos β � γð Þ sin β � γð Þ cos α

2
4

3
5 (11)

3 Expression of the Airborne Pulse Radar’s Echo Signal

Before considering the expression of the airborne pulse radar’s echo signal, let’s

deduce a formula for the differential of a vector’s magnitude.

For any vector a:

aj j2 ¼ a � a (12)

Conduct differential operation on both sides of the above equation, we have:

2 aj jd aj j ¼ 2a � da (13)

So,

d aj j ¼ a

aj j � da ¼ â � da (14)

This result is very important and we will use it in the later soon.

Suppose the position vector of the aircraft is:

R tð Þ ¼ R0 þ tv (15)

Where v is the velocity vector.

Assume that a ray in the radar beam is transmitted at time zero and reaches the

ground point, the length of the ray is:
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l1 ¼ rj j ¼ rs � R 0ð Þj j (16)

If the reflected signal arrived to the radar at time t, then the distance that the

reflected signal traverses is:

l2 ¼ rs � R tð Þj j (17)

Suppose the transmitted pulse signal of the airborne radar is:

S tð Þ ¼ Am tð Þejω t (18)

Where

Am tð Þ ¼ 1 0 � t � τ
0 elsewhere

�
(19)

The time delay between the received signal and the transmitted signal is:

td tð Þ ¼ l1 þ l2
c

¼ 1

c
rs � R 0ð Þj j þ rs � R tð Þj j½ � (20)

For the radar’s motion, l1, l2 and td are functions of t. According to (11), the

differential coefficient of td is:

d td
d t

¼ � 1

c

rs � R 0ð Þ½ �
rs � R 0ð Þj j þ

rs � R tð Þ½ �
rs � R tð Þj j

� ffl
� v (21)

It is obviously that:

td 0ð Þ ¼ 2 r

c
;

d td
d t

����
t ¼ 0

¼ � 2

c
r̂ � v ¼ � 2vr

c
(22)

So the one-order expansion of td can be obtained:

td tð Þ � 2 r

c
� 2vr

c
t (23)

The second item in the above equation is much smaller than the first item, so in

the amplitude expression, it can be neglected:

Am t� tdð Þ ¼ Am t� 2 r

c

� 	
(24)

But in the phase expression the second item in (23) cant be neglected because

Study of Illuminated Area and Doppler Characteristics of Airborne Pulse. . . 629



after multiplied by ω it can also reached to the magnitude order of π. So the

following expression of the airborne pulse radar’s echo signal can be obtained:

s tð Þ ¼
ðð
Σ

Am t� 2r
c

ffi �
G2 ϕ; θð ÞΛ rsð Þexp jω 1þ 2vr

c

ffi �
t� 2r

c

�
 �
r2

dΣ (25)

4 The Airborne Pulse Radar’s Illuminated Area

and the Doppler Characteristic Distribution

Expressing with the radar’s antenna frame, the vector r̂ is:

r̂ ¼ sin θ cosϕ x̂ þ sin θ sinϕ ŷ þ cos θ ẑ (26)

Because rs ¼ R(0) + r and rs � Ẑ ¼ 0, so R 0ð Þ þ r½ � � Ẑ ¼ 0. Suppose

R 0ð Þ ¼ H Ẑ , then r � Ẑ ¼ rr̂ � Ẑ ¼ �R 0ð Þ � Ẑ ¼ �H. Basing (26) we can

obtained:

r ¼ � H

r̂ � Ẑ
¼ �H

sin θ cosϕ sin α� sin θ sinϕ cos α cos β � γð Þ þ cos θ cos α sin β � γð Þ (27)

At the same time, it is easily to determine the coordinate position of the ground

reflecting point:

X ¼ rs � X̂ ¼ r � X̂ ¼ r r̂ � X̂
¼ �H sin θ cosϕ cos αþ sin θ sinϕ sin α cos β � γð Þ � cos θ sin α sin β � γð Þ½ �

sin θ cosϕ sin α� sin θ sinϕ cos α cos β � γð Þ þ cos θ cos α sin β � γð Þ
Y ¼ rs � Ŷ ¼ r � Ŷ ¼ r r̂ � Ŷ
¼ �H sin θ sinϕ sin β � γð Þ þ cos θ cos β � γð Þ½ �

sin θ cosϕ sin α� sin θ sinϕ cos α cos β � γð Þ þ cos θ cos α sin β � γð Þ
(28)

For the antenna’s beam, Guassian model can be used:

G ϕ; θð Þ ¼ G0exp � θ2

2

cos 2ϕ

σ2x
þ sin 2ϕ

σ2y

 !" #
(29)

Define the half-power area:
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G ϕ; θð Þ ¼ G0ffiffiffi
2

p (30)

From (29), we can obtain:

exp � θ2

2

cos 2ϕ

σ2x
þ sin 2ϕ

σ2y

 !" #
¼ 1ffiffiffi

2
p (31)

So,

θ2

2

cos 2ϕ

σ2x
þ sin 2ϕ

σ2y

 !
¼ log2

2
(32)

Expressing θ with ϕ:

θ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ2xσ
2
y log2

σ2y cos
2ϕþ σ2x sin

2ϕ

s
(33)

The above equation denotes the relationship between θ and ϕ and the beam edge

can be obtained from it.

Let ϕ vary in the range [0, 2π) and substituting (33) into (28), the beam outline

on the ground can be obtained. The area inside the outline can expressed as:

G ϕ; θð Þ � G0ffiffiffi
2

p (34)

According to (19), Am t� 2 r
c

ffi �
is not zero only under the following condition:

0 � t� 2 r

c
� τ (35)

So,

c t� τð Þ
2

� r � ct

2
(36)

Let ρ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � H2

p
, so the above equation becomes:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c t� τð Þ

2

� ffl2
� H2

s
� ρ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ct

2

 �2
� H2

r
(37)

Equation (34) represents a area like a long ellipse and (37) represents an ring

Study of Illuminated Area and Doppler Characteristics of Airborne Pulse. . . 631



area. These two area overlap to an area, which is shown in Figs. 1 and 2 and denoted

by black color.

There is Doppler frequency in the echo signal expression of (25):

f d ¼
2ωvr
2π c

¼ 4π f vr
2π c

¼ 2vr
λ

¼ 2v

λ
r̂ � x̂ð Þ (38)

In Figs. 1 and 2, r̂ � x̂ , namely Doppler distribution, is plotted.

α ¼ 0; β ¼ 0; γ ¼ 450; σx ¼ 50; σy ¼ 150; H ¼ 5km

α ¼ 50; β ¼ 0; γ ¼ 450; σx ¼ 50; σy ¼ 150; H ¼ 5km

5 Conclusion

Figures 1 and 2 show that the illuminated area of a radar pulse at an instant can be

obtained precisely, and the Doppler frequency distribution is plotted clearly. This

result can be used in SAR imaging, especially in synchronization [4] and motion

compensation.

15
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Fig. 1 The Doppler

Distribution in

a ¼ 0 network
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Fig. 2 The Doppler

Distribution in

a ¼ 5 network
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FOD Detection on Airport Runway

with an Adaptive CFAR Technique

Weidong Liu, Zhongjin Zhang, and Xuelian Yu

Abstract Cell averaging CFAR (CA-CFAR) detection method is usually applied

to homogeneous clutter background environment. However, when the background

is complex or non-homogeneous, the performance of CA-CFAR may decline

greatly. In this paper, focusing on the effective detection of FOD (foreign object

debris) targets on airport runway, an adaptive cell averaging CFAR technique

(ACA-CFAR) is used to obtain relatively good detection performance, especially

when targets exist in the clutter edge or multi-targets interference environment.

Experimental results show the effectiveness of the ACA-CFAR detector in the

complex airport runway environment.

Keywords FOD detection • Adaptive • CFAR technique

1 Introduction

Airport runway foreign object debris (FOD) may cause damages or disasters to

aircrafts. The crash of a Concorde jet in France in 2000 is an example of disasters

due to FOD. Moreover, a lot of money is spent each year by airlines in repairing the

damages caused by FODs to aircrafts. Consequently, some FOD detection systems

have been developed and tested on airports recently, such as Tarsier system,

FODetect, iFerret, and etc. Most of them are based on millimeter-wave radar and

optical sensors [1].

One of the key problems of FOD detection is how to find small target under

relatively strong clutter background. The clutter situation on airport runway faced

W. Liu (*) • Z. Zhang

The Second Research Institute of CAAC, Chengdu, China

e-mail: atmlwd@163.com; jinsbm@163.com

X. Yu

University of Electronic Science & Technology of China, Chengdu, China

e-mail: iceyu23@126.com

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical

Engineering 246, DOI 10.1007/978-3-319-00536-2_73,

© Springer International Publishing Switzerland 2014

637

mailto:atmlwd@163.com
mailto:jinsbm@163.com
mailto:iceyu23@126.com


by the FOD detection radar is rather complex. So it is necessary to use the constant

false alarm rate (CFAR) technique to obtain a satisfactory detection performance.

Cell averaging CFAR (CA-CFAR) detection method has good detection perfor-

mance in homogeneous clutter background environment. But in Multi-targets

interference environment, when one or more interferences exist in the reference

unit of main target, the detection performance will become worse as the strength

and number of interference increased [2]. Moreover, if airport runway FOD targets

exist nearby grass or edge lights, the threshold will be elevated by strong interfer-

ence, which may cause detection rate decline.

In this paper, aiming at effective FOD detection on airport runway, an adaptive

CFAR technique, called adaptive cell averaging CFAR (ACA-CFAR), which is

proposed by Li et al. [3], is used. In ACA-CFAR, the reference window is first

divided into several sub-windows with the same length, and the reference back-

ground will be approximately homogeneous by removing the non-homogeneous

clutter by judging the clutter power of each sub-window, and then the classical

CA-CFAR detection method is used to finish the FOD target detection.

The rest of the paper is organized as follows. In Sect. 2, the principle of

ACA-CFAR detector is introduced. In Sect. 3, the simulation experiment is

conducted on airport runway FOD detection and the performance of ACA-CFAR

is verified in both multi-targets interference and clutter edge environment, respec-

tively. Finally, conclusions are drawn in Sect. 4.

2 ACA-CFAR

2.1 Principle

The principle block diagram of ACA-CFAR detection method is shown in Fig. 1,

where I/Q dual-channel data are input to a linear detector to construct the detection

statistics D(v) [3]. In Fig. 1, T is the scale factor, Z is the estimated value of the

background clutter power, D is detecting unit, xi(i ¼ 1, 2, � � �, qM) are reference

units, which are divided into q sub-windows, each with the same length of M, and

the population mean E is defined as the mean of all distance units in one repeated

radar cycle.

The mean of the p-th sub-window is defined as:

mp ¼ 1

M

XpM
p�1ð ÞMþ1

xi, p ¼ 1, 2 . . . q (1)

Then, the ratio between the mean of each sub-window and the population mean

can be defined as:
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C ¼ mp

E
(2)

The value of C shows how much a sub-window mean is deviated from the

population mean. Specifically, if there is no interference existing in the

sub-window, its mean will be close to the population mean, while the value of C

will increase if some interference exists. Therefore, the ratio of C can be used to

judge the degree of clutter power changing in each sub-window.

Some experiment results found that C has a relatively steady and robust maximum

value A in homogeneous clutter environment, which is named delete factor. If C < A,

it indicates the sub-window is in homogeneous clutter environment and this

sub-window will be selected. Otherwise, it should be removed if C > A. Conse-

quently, K sub-windows which approximate homogeneous clutter environment are

selected to estimate the background clutter adaptively, and get the clutter statistics Z:

Z ¼ 1

K

X
K

mK ,mK∈ mp

ffi �
p ¼ 1, 2 . . . q (3)

Let S ¼ TZ be the detection threshold, then the ACA-CFAR judging criteria can

be expressed as

Fig. 1 Functional block diagram of ACA-CFAR detection
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D
>H1

<
H0

TZ (4)

2.2 Determination of the Delete Factor A

It’s clear that the delete factor does direct effect on the performance of the

ACA-CFAR detection. Because the delete factor is a function jointly determined by

the clutter distribution type and parameters, it is difficult to obtain the expression of the

function in variety type of clutter. As a result, we use the Monte Carlo simulation to

determine the delete factor of different distribution types of clutter approximately. The

distribution function of A in homogeneous clutter environment is:

F cð Þ ¼ p C ¼ m

E
� c

n o
(5)

In order to determine whether the clutter in sub-windows is homogeneous, select

value c when F(c) � 1 as the value of delete factor A. In this paper, 300 points

Rayleigh clutter data with λ ¼ 1.0 is generated and divided into 30 sub-windows.

Probability density transform test method [4] is used to obtain probability distribu-

tion function F(c) by 100,000 simulations according to (2), which is shown in

Fig. 2. It can be seen from Fig. 2 that c is about 1.18 when F(c) � 1, So the

corresponding delete factor A is set to be 1.18 in the following experiments.

3 Experiments and Results

3.1 Rayleigh Clutter

Rayleigh clutter is suitable for the description of clutter background in airport runway

environment. ACA-CFAR is an improved detection method based on the classic

CA-CFAR method, so first given the CA-CFAR detection expression of Rayleigh

clutter model in linear square-law detector. When the echo that envelope obey of the

Rayleigh distribution through the square-law detector, the sampling of each detection

unit obey exponential distribution, the probability density function is [5]

f D xð Þ ¼ 1

λ
exp � x

λ

� �
, x � 0 (6)

False alarm probability can be calculated by formula (7)
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Pfa ¼ EZ P D vð Þ > TZ H0j½ �½ � ¼
ð1
0

f z Zð Þ
ð1
TZ

1

λ
exp � y

λ

� �
dydz ¼ Mz ϕð Þ ϕ¼T=λ

fflffl (7)

Where fz(Z ) is probability density function of Z, Mz(�) is moment generating

function (MGF) of Z.

3.2 Target Detect in Multi-targets Interference Environment

In this experiment, we will simulate the FOD target detection with multi-targets

interference in homogeneous clutter environment.

When one or more interference targets exist in the reference window of the

detection target, the total level of clutter power is elevated such that the main target

may be shadowed and cannot be detected effectively [6]. That is, target shadowing

effect may occur. And this is the truth when two or more FOD targets lie closely on

the runway.

In the simulation, Rayleigh distribution clutter sequences are generated with

20 dB-power. Let target 1 with 35 dB-power and target 2 with 40 dB-power be two

FOD targets to be detected, located in 100th and 91th distance unit, respectively.

Assuming the probability of false alarm is Pfa ¼ 10� 3, the delete factor A is 1.18,

and the sliding window before and after detecting unit contain two protection units

and ten reference units. Both the CA-CAFA and ACA-CFAR are used to conduct

the target detection. The Simulation results are shown in Fig. 3a, b.

It can be seen from Fig. 3 that target 1 cannot be detected by using CA-CFAR

detector, but it is detected distinctly by using ACA-CFAR detector. The reason is
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clear. In CA-CFAR detector, when target 1 is located in the detecting unit, target

2 is located in the reference sliding window, and its higher power of target

2 increases the estimated value of the background power, so the threshold of

CA-CFAR detector is raised and as a result, target 1 is not detected. While in

ACA-CFAR detector, the sub-window in which target 2 lies is removed and only

the remained sub-windows are used to estimate the background power, which is
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Fig. 3 Target detection in Multi-targets interference environment. (a) Detection result by

CA-CFAR detector. (b) Detection result by ACA-CFAR detector
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obviously lower than that of CA-CFAR detector and is almost agreed with the true

background power level.

The above analysis is the same with target 2, but due to its high signal-to-clutter

ratio (SCR), target 2 can be detected obviously by both ACA-CFAR detector and

CA-CFAR detector, unaffected by target 1.
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Fig. 4 Target detection in clutter edge environment. (a) Detection result by CA-CFAR detector.

(b) Detection result by ACA-CFAR detector
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3.3 Target Detect in Clutter Edge Environment

In practical FOD detection, the radar beam radiation area could include part of

airport runway ground and part of the grass ground, so the clutter often is

non-homogeneous. When the detecting unit is located near the boundary of two

different reflectance zones, the reference sliding window in CFAR processing will

contain clutter edge, which may result in the target with low power being missed.

This is the truth if a FOD target lies on the edge of runway and nearby grass ground.

In this simulation, the average power of Rayleigh clutter of the first 150 distance

units is 20 dB and is up to 30 dB in the follow 150 distance units. Assuming one

FOD target is located in the 145th distance unit with 35 dB-power. Other conditions

are the same as the first simulation. The detection results are shown in Fig. 4a, b.

Similarly, the FOD target is missed by using CA-CFAR detector, because the

detection threshold is elevated relatively by those clutter units from the high

reflectance zone in its reference sliding window. While ACA-CFAR detector

removes the sub-window from high reflectance zone adaptively and estimates the

total clutter level appropriately, and thus the FOD target located on clutter edge can

be detected correctly.

4 Conclusions

The basic task of FOD detection is how to find small target in complex airport

runway environment. The ACA-CFAR detector is very suitable to both multi-

targets interference and clutter edge environment. The method divides the reference

window into several sub-windows and removes the non-homogeneous clutter by

judging the clutter power of each sub-window, so as to estimate a relatively

appropriate clutter power level. Experimental results show that the ACA-CFAR

detector is very suitable to the task of FOD detection on airport runway and some

good detection performance is obtained by selecting reference units adaptively.
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Complex Event Processing Over Uncertain

Event Stream

Xinlong Zhang, Yongheng Wang, Xiaoming Zhang, and Xinhui Zhu

Abstract In the practical application of the Internet of things, due to noise, sensor

error, wireless communication techniques and other reasons, uncertain complex

event processing has become very important. In order to deal with the large-scale

probabilistic stream, we propose an improved method to not only process large

volumes of real-time event stream effectively but also calculate the probability of

outputs of compound events. It is based on an existing stream processing engine

RFID Complex Event Detection Algorithm (RECDA), and we extend its evaluation

model to a new type of matching tree in order to process the historical probabilistic

event. In the design of matching tree, we consider optimizations to reduce the multi-

query cost with Related Query Table. The experiment shows that the method is

effective in handling multi-query uncertain event stream applications.

Keywords Internet of things • Complex event processing • Uncertain event

streams

1 Introduction

Complex event processing has been studied widely in active database. The con-

ventional methods are based on a fixed data structure, such as finite automaton [1],

Petri nets [2], Graph [3], Tree [4]. RCEDA is a graph-based RFID complex event

processing algorithm. It constructs an event graph with leaf nodes representing

primitive events, internal nodes presenting complex events. However, this method
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only considers single complex event detection, without considering the sharing of

intermediate results between the multiple complex events.

There are two main challenges based on uncertain event stream complex event

processing: one is how to detect complex events satisfying query requirements from

a large number of possible worlds in high-speed and real-time; the other is how to

calculate the probability of complex event aggregated from correlated uncertain

events. Aiming at the two challenges, this paper proposes a Uncertain Stream

Complex Event Processing (USCEP). USCEP based on the RCEDA address the

improvement of probabilistic computational efficiency. Our main contributions

consist of: first, extension of RCEDA to support historical simple event processing

over uncertain data stream; second, a foundation of probability model: event

probabilistic model; third, optimization for a large number of registered query.

2 Event Probabilistic Model and Query Language

Definition 1 simple probabilistic event: simple probabilistic event is represented as

: <RID, A, T, Pro> where RID is RFID tag and A is the area of RFID reader

location. T is the timestamp that the event occurs. Pro is the concrete probability

value used to present the occurrence probability of the event.

Definition 2 complex probabilistic event: Complex event is a combination of

primitive events or complex events by some rules. A complex probabilistic event is

represented as <E, R, Ts, Pr> where E represents the elements that compose the

complex event, R represents the rule of the combination, Ts represents the time

span of the complex event and Pr is the probability.

The query language structure of USCEP is defined as:

IN <event area>
SELECT <event pattern>
WHERE <qualification>
WITHIN <time window>
<event area> clause is the area of RFID reader location that is involved in the

<event pattern>; <event pattern> clause declares the structure of a pattern that

consists of event operators; <qualification> is the limit of the query; <time

window> is the limit of complex probabilistic event timestamp.

In fact, calculation of the complex probabilistic events can be divided into two

sets: Set I contains the independent primitive events while set D contains one or

more Markov chain. The probability can be computed as follows:

Pro Eð Þ ¼
Y
e∈I

Pro eð Þ �
Y
di�D

Pro e1ð Þ �
Ydij j�1
n¼1

Pro enþ1 enjð Þ
 !

(1)

Where di is one Markov chain of dependent set D, e1 represents the first event in
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the Markov chain, Pro(en+1|en) represents continuous events are related, it is

calculated as follows:

Pro en, enþ 1ð Þ ¼ Pro enð Þ � Pro enþ 1
ffiffien� �

(2)

We get the probability of Pro(en+1|en) by the conditional probabilistic table.

Shown in Table 1, it is the conditional probabilistic table of a specific RID. Each

conditional probabilistic table can learn and change by itself according to the input

stream.

Figure 1 shows the framework of learning:

Different RFID readers put their probabilistic event into the RID classifier which

uses for event classification. Then different id streams output from classifier,

conditional probabilistic graph can transform every input stream into historical

event graph, that can provide support to conditional probabilistic table.

Conditional probabilistic graph is a weighted directed graph, shown in Fig. 2.

Node represents the area’s event. Directed edge <X,Y> represents the node Y

occurs after X. When system detects the two events that occur in a clear time

sequence, it will add the probability of the latter event to the edge, which represents

the latter event has been integrated into the probability graph.

Tuple of the conditional probabilistic table is calculated as follows:

Pro B
ffiffiA� � ¼ value < A,B >ð Þ=

X
X∈N

value A;Xð Þ (3)

<A,B> is a weighted directed edge with starting point A and ending point B.We

can use Value () operator to extract value of edge. Set N is a ending points

collection, and each point of the collection is a part of directed edge that is started

from point A. For example, Fig. 2 shows the calculation of Pro(C|B): Pro(C|

B) ¼ 12.5/(4.9 + 12.5 + 3.8) ¼ 0.59

The input to event processing system is a simple uncertain event stream with

infinite sequence of probabilistic events. Each probabilistic event from input has a

concrete probability value used to present the occurrence probability of this event

(Fig. 3). The output of USCEP system is also a probabilistic stream of event. In

Table 2, this example of output ignores the time interval that we may doesn’t care.

Two main attributes remain: the matched sequences and corresponding probability.

The first tuple depicts that we can obtain the query result string A0B1C3 from the

USCEP system and their probability (0.78).

Table 1 RID conditional

probabilistic table
RID

Conditional event Probability

B|A 0.9

C|B 0.8

. . . . . .
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Moreover, we give a example of the complex probabilistic event query. In event

instances Query 1 (Fig. 4), event type A, B and C mean the RFID readers detect

vehicle in area AA, AB and Ac, and the vehicle passes AA, AB and Ac in sequence.

The time span between A and B must be limited to 1–3. Exactly, Query 1 describes

an RFID-based vehicle trajectory. It requires max span of different events within

the timestamp of 30, and the probability of all events should exceed 0.5.

3 Uncertain Event Stream Complex Event Processing

3.1 System Architecture

USCEP system architecture is shown in Fig. 5.

RFID 
Reader

RFID 
Reader

……

RID 
Classifier

Conditional

Probability

Graph

USCEP

Conditional
Probability

Table

Fig. 1 Learning framework

A B

C D
12.5 3.8

5.6

4.9

Fig. 2 Conditional

probabilistic graph

Seq: C0 A0 B2 B3 C3

Pro : 0.9 0.7 0.8 0.7 0.9

Fig. 3 Input probabilistic

stream

Table 2 Output probabilistic

stream
Sequence Probability

A0 B1 C3 0.78

A0 B2 C3 0.504
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When a user submits a query by query language, complex event query will be

registered. It is assigned with a matching tree and is stored as a query index into

Related Query Table (Table 3). Related Query Table is used to determine the

relationship between physical area and a specific registered query. When an event

occurs in monitored area, system can use the Related Query Table to determine the

area that is associated with registered query quickly, rather than the way for polling

to access total registered query.

3.2 USCEP Algorithm

USCEP Algorithm shown in Algorithm 1:

Algorithm 1. USCEP(PS, QTree)
Input: PS is the simple probabilistic stream, QTree is

matching tree of query
Output: SC is an instance collection of the complex proba-

bilistic events

IN A,B,C
SELECT SEQ(TSEQ(A,B;1,3),C)
WHERE A.RID=B.RID=C.RID

AND Conf(*)>0.5
WHTHIN  30

Fig. 4 Query 1

Uncertain 
Input Stream

Related 
Query Table

Matching 
Tree

Uncertain 
output Stream

Register 
Query Buffer List

Fig. 5 System architecture

Table 3 Related query table Area Related query

A Query1

B Query1

Query2

C Query1

D NULL

. . . . . .
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Method:
for each incoming event E
do query[i]  RELATEDTABLE(E.A,E.RID)
for each query in query[i]
do qtree  INITQTREE(query)
for each qtree’s Area Node
do if E.A is in this Area
then ADDTOLIST(E)
SENDUPDATE()
while node N received updated notice
do if MATCH(N.children)
then ADDTOLIST(N)
SENDUPDATE()
if qtree’s root list size >0
then SC  RETRIOUTPUT(qtree)
Return SC
We first register query. When a event comes, we find its related query sets from

Related Query Table. After that, we transport simple event to matching tree. For a

matching tree, it is matched by the way of bottom-up. If the current node matches

successfully, it will add a successful matched record to the node’s buffer list, and

then send updated message to the parent node. If parent node receives an updated

message, it will check its children’s buffer list to determine whether the match is

successful. If the match is successful, it would continue to add the record and send

message to superior. So iterations until there are no nodes receive updated message

again. Finally, take a view on the root node buffer list, top-down output process can

be triggered if there is a successful matched record in list, and then system would

return the result set.

3.3 USCEP Algorithm Instance

Algorithm instance uses query 1 (Fig. 4). Figure 3 shows input stream of instance.

Firstly, query will be registered. Then it runs USCEP algorithm with Table 1:

1. C0 arrives; we know from the Related Query Table, Query1 is only related query

with the C Area, so we enter the matching tree qtree1.

2. Matching stage of matching tree. It finds c leaf node can be matched from all leaf

nodes, and adds successful matched record of C0 to the buffer list, then node will

send updated message to its parent node. Parent node “SEQ” checks buffer lists

of all the children according to SEQ’s matching rule, and Observes whether

there are records that meet rule. if success, it will insert a record into buffer list

and send message again. But actually it is fail now, so end of the matching stage

(Fig. 6).
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3. A0 arrives (same procedure as Step 1). It is easy to find that the buffer list of node

B is empty, which is not satisfying the rule. It’s end.

4. B2 arrives. System adds successful matched record of B2 to the buffer list. After

a while, “TSEQ” node receives the updated message. It finds that there is a pair

of records that include A0 and B2 meet the matching rule, and then generates a

successful matched record of “TSEQ”(Record has two pointers that pointer to

A0 and B2, they are used for output retrieval). Record also contains a new

composite probability: pro(T2) ¼ pro(A0) * pro(B|A) ¼ 0.63. After that,

“TSEQ” node also sends updated message to “SEQ” node. Though it is found

that the buffer list of “SEQ” and C node both have records exists, but they does

not meet the rule (T2 is older than C0), so it’s end (Fig. 7).

5. B3 arrives. The same process is similar to B2. After we ignore that event B3 has a

weak effect on conditional probability table, the probability values of T2 and T3

will be regarded as almost the same.

6. C3 arrives. After the same inserted processing to the node C’s buffer list, node C

will send message to “SEQ” node. Message calls “SEQ” node’s Match function.

It shows that there is a pair of records, i.e. TSEQ2 and C3, meets the matching

rule. So, system inserts successful matching record into list and calculates the

new probability, pro(S3) ¼ pro(T2)*pro(C|B) ¼ 0.504. Because the current

node is the root node, it doesn’t have parent node to send message again. Instead,

it will trigger a complex event generation process. In this process, all probability

values of related records are going to meet the CONF statement. If one of related

records less than 0.5, the record of the root node is marked invalid. On the

contrary, it will use the top-down way to track the sequence of complex events

and output (Fig. 8). Result shows in the second tuple of Table 2.

4 Experimental Evaluations

We have developed a car-based NetLogo network emulator, it can automatically

generate a variety of RFID and sensor events by different device configurations.

The experiment uses a Founder desktop with 2 GB memory and the Intel G630

processor. The operating system is Window XP SP3. The experimental system was

developed by Java.

TSEQ C

SEQ

A B
C0  0.9

[1,3]

Fig. 6 C0 process
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Currently we have not found other method has the same function with ours.

Therefore we compare our method with a “PRCEDA”. The PRCEDA extends the

classic RCEDA method directly to support probabilistic SEQ event processing like

the work of our approach. We assume that all registered queries are binary tree and

tree’s depth less than 3 layers.

Figure 9 shows that the output numbers of complex events with same registration

and input. As we can see, when simple event number is large, the USCEP has more

complex event to generate than PRECDA. Because the system buffers many

TSEQ C

SEQ

A B

[1,3]

A0  0.7

C0  0.9

B2   0.8

T2   0.63

Fig. 7 B2 process

TSEQ C

SEQ

A B

[1,3]

A0  0.7 B2   0.8

C0  0.9T2   0.63
T3   0.63

B3   0.7

C0  0.9

S3   0.504

Retrieval
Output

Fig. 8 C3 process

Fig. 9 Output numbers of

complex events
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successful matching records under specified time window, so output numbers of

complex events increased significantly. In next experiment, we study the perfor-

mance of same input stream with different registered queries. From Fig. 10 we can

see the performance of USCEP is better than the PRECDA. When the number of

registered queries becomes larger, PRECDA has rapid growth, but USCEP main-

tains stable time consumption for the reason Related Query Table brings almost

constant processing efficiency rather than constantly polling.

5 Discussion and Conclusion

This paper describes an effective uncertain event stream complex event processing.

In order to resolve the uncertainty of the event, this method uses the event

probabilistic model and USCEP query language for modeling and custom queries.

USCEP would transfer the event of specific area to the corresponding query, and

then transform the different simple events to complex events with the combination

of matching tree and node’s buffer list. Experiments show that the method is

effective in handling multi-query uncertain event stream applications
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The Application of Speech Synthesis in Car

Warning System

Jianli Liu and Jinying Chen

Abstract By introducing the theory of SPCE061A, Wyt software, Total Recorder

software and SunAudiorV103 software, we can discuss the process of speech

synthesis. Through the combination of the automotive anti-collision system

which composed by sensors and speech synthesis, we can get a early warning

system with voice service function, which can make the car terminal more human-

ized and intelligent , can improve drivers safety coefficient in driving.

1 Introduction

With the highly development of industrialization in modern society, transportation

security question has already become a big problem that needed to be solved

urgently to all countries. Speech synthesis technology has undergone a gradual

development, from the parameters synthesis to splicing synthetic parameters, and

then to the gradual combination. People’s cognitive level and demand is the power

of development. And the voice alarm way is easier for human to accept, compared

with the traditional warning lights or just in the reverse a “reverse please note”

simple speech broadcast way, the design of the speech broadcast makes the

language more selectivity, alarm type more diversified. Not only suitable for

reversing alarm, the design can also play a role in the prison door or pedestrians,

vehicles, obstructions close to the body, or some dangerous situations occurs. In this

paper, the vehicle collision avoidance system, which installed in the car with the

antennas of multiple sensors, microprocessors and digital signal processors, con-

trols different directions SPCE061A for corresponding broadcast, prompts the

driver to take emergency measures to cope with the special danger to avoid losses.
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2 SPCE061A and Speech Softwares

Single-chip microcomputer speech processing technology becomes more and more

widely used in different kinds of processing control and motion situations, com-

pared to the similar products, sunplus SPCE061A uses unique hardware design and

software algorithms, makes use of its audio processing peripheral devices to reduce

program designed to simplify, a small voice processing environment seems more

applicable.

(1) SPCE061A is a 16-bit microcomputer developed by SUNPLUS Technology

Company, with 16-bit latest processors, high-speed processing performance

makes it easier to quickly handle complex digital signals, so SPCE061A widely

used in digital audio processing and speech recognition field. SPCE061A

applies on various occasions with the voltage of 2.4–3.6 V and a frequency of

0.32–49.152 MHz, and memory capacity includes 32 KB Flash program mem-

ory and 2 KB SRAM. Other features such as 32 programmable multi-function

I/O ports, two16-bit timer/counter, 32768Hz real-time clock, low voltage reset/

monitoring, seven AD converter channels and one channel audio AD converter

channel (with automatic gain controller built-in microphone amplifier), 10-bit

DAC output ports, built-in online simulation interface, etc. SPCE061A can be

applied in speech recognition products, intelligent interactive session toys,

senior learning toys, children’s learning products, general speech synthesizer,

duration of language products, recording/playback product and other applica-

tion fields. The SACMv41dx voice library is created by Sunplus Technology

for SPCE061A to voice recording and playback solutions. The broadcast

principle is shown in Fig. 1. It includes SACM_A1600, SACM_DVR1600,

SACM_S720, SACM_MS01 four voice encoding software packages, suitable

for speech broadcast, music player and other purposes.

This is the SACM_S720, 4.8 Kbps, which can compress the“8 KHz, 16 bit”

documents into 26.7:1 for coding. For SACM_S720, only can be used to

playback the compressed voice resources, rather than with real-time compres-

sion encoding (recording) functions. With SunAudior software, *.Wav format

file can be compressed into the voice of SACM_S720 which can broadcast

speech resources. The speech broadcast has three kinds of compression ratio:

SACM-A2000, SACM-S480, SACM-S240, each compression ratio has differ-

ent voice quality. The compression ratio of SACM-S480 is 80:3 and 80:4.5

combined with the advantages of waveform coding and parametric coding.

(2) Wyt is a powerful document reading software, can read the common document

formats (such as Doc, TXT and Html, etc.) in a clear, natural, smooth voice.

The program runs initialize and loads the service automatically, supports

gb2312\GBK\BIG5, can realize the synthesis and “real-time preview mode”

at the same time.

Total Recorder is excellent recording software of High Criteria Company, has

powerful and extremely rich sources. It can record almost all the sound through the
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sound card and software, including the sounds from the Internet, audio CD,

microphone, games and IP telephones. The working principle of Total Recorder

is to use a virtual “sound card” to capture the output voice of other programs, and

then transfer to physical sound card, the whole process is completely digital

recording, so won’t appear any distortion in theory. The software is divided into:

the Standard Edition, Professional Edition, designed specifically for developers,

advanced user version. The use of Total Recorder Professional Edition.

3 The Principle and Process of Early Warning System

in Speech Synthesis

When the vehicle sensors detect a target, SPCE061A will give an alarm signal to the

driver. While the microprocessor can finish and integrate the unprocessed signal of

sensors, and optimize the sensitivity of detecting incident signal and identification

process. The digital signal processor has the function of control, self-calibration,

output and fault diagnosis.

3.1 Generate Speech Data

(1) Record Through wyt2.0_pj can get a recording on a PC. The wyt2.0_pj can

directly convert the WORD documents into sounds, add a corresponding

statement, for example: “The obstacle to attention” etc. But can not generate

a sound file, audio file generated by Total Recorder software. Set the audio

recording source to software (W), set the quality to 8,000 Hz, otherwise will not

support the SunAudior compressed files, save and generate *.Wav file. This
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method makes recording, cutting together, data property is an uncompressed

PCM format, sampling rate is 8,454 Hz, 16-bit coding, mono.

(2) Generate single-chip microcomputer voice file. The voice file which is avail-

able for single-chip microcomputer radio is a synthetic voice encoded file. It is

converted from uncompressed PCM encoded files by Sunplus SunAudiorV103

software, the file format is .S48. The *.Wav file can be compressed into

SACM_S480 corresponding voice data, you can use SACM-LIB library to

process these datas.

The library makes the A/D, encoding, decoding, storage and D/A into

corresponding modules, each module has its application programming interface

of API functions, call the corresponding function can be realized to their respective

functions with voice compression and playback API function, to constitute a

complete voice applications system.

4 Speech Broadcast Working Process

Speech synthesis principle is based on the result of the modeling rhythm, get the

original speech library from the voice primitive, use specific speech synthesis

technology to adjust and modify voice-based, and synthesize realistic voice ulti-

mately. Here we use the u’nSP IDE integrated development environment for

programming. U’nSP IDE integrated developed environment set the functions of

procedures, compiled, links, debugging and simulation and so on as one, the

software simulation functions can unconnect to the emulation board to simulate

the function of the hardware debugger.

step 1 Establish a project. Open u’nSP IDE integrated development environment,

select the File/ New menu item, create a new project.

step 2 Copy speech resources and SACMv41dx relevant documents to the project

folder. Will be compressed and exported by SunAudior voice files and copied to

the folder of the project. In SACMv41dx Files folder, S72 related documents,

including SACMv 41dx_061A.l, SACM_S72.asm, SACM _S720 _User_ C_C.

c, S720.h and S720.inc, also copied to the engineering in the folder.

step 3 Add speech resources to the project. Operate u’nSP IDE software, in the IDE

“Project” menu, select “Add to Project/Resource”, choose to play the speech of

the resources in the popup dialog box.

step 4 Add SACMv41dx_061A.lib to the project. Choose “Setting” of “Project”

menu item, select “Link” tab in the popup dialog box, click “Library Modules”

to save the project.

step 5 Add S720 program files to the project. Related program files include SACM_

S720.asm and SACM_ S720_User_C.c, choose “Add To Project/File” in the

menu of “Project”.

step 6 Write speech broadcast program. In the engineering, create a C program file,

write a speech broadcast function. During the loop playback, the program
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constantly to decode voice resources, and fill in the playback queue, the decoded

data will be playbacked by DAC in the timer interrupt service routine. Voice

player schematic diagram is shown in Figs. 2 and 3.

step 7 Modify the access to procedures. The function for S720 to access the voice

resource is defined in SACM_S720_User_C.c, USER_S720_GetResource_Init

and USER_ S720_GetResource included.

step 8 Build the engineering and download runs. Implementation the “Build” menu

“Rebuild All”, If there are no syntax errors, can be download to SPCE061A.

Then can achieve speech broadcast.

Access to voice resources

Check playback status

Speech broadcast initialization

Initialize clock, DAC etc

Initialization timer

Get voice resources the 

process of initialization

DAC input subroutine

Speech resources

Start
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Finished playing
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End

Fig 2 Speech broadcast

program diagram (1)
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5 Conclusion

Vehicle terminal which based on the SPCE061A speech synthesis technology can

be widely used in navigation systems, vehicle scheduling, vehicle monitoring etc,

can improve the intelligence of Car terminal, the drivers safety and comfort, make

the users using it more convenient, more user-friendly. With the rapid increase of

the voice interface requirements which has high performance and high stability in

the consumer electronics products, SCM voice processing technology is also

developing rapidly. The in-depth research and development of such products has

a far-reaching practical significance.

662 J. Liu and J. Chen



Null Space Pursuit Algorithm Based

on a Fourth-Order Differential Operator

Weiwei Xiao and Shuying Zhang

Abstract The null space pursuit (NSP) algorithm based on a fourth-order differ-

ential operator is a method of signal processing. The NSP algorithm uses an

adaptive operator to separate a signal into additive subcomponents. Furthermore,

it is possible to design different operators to fit different signal models. In this

paper, we propose a new type of a differential operator. We theoretically derive the

new differential operator and then test the proposed method using simulated

signals.

1 Introduction

Single-channel signal separation and estimation has attracted considerable attention

in recent years. The most widely used approach models a signal as a superposition

of additive coherent basic signals. The methods used to separate signals vary

because different subcomponents are used to construct the signals. For example,

in the empirical mode decomposition (EMD) approach [1, 2], an oscillatory signal

is decomposed into a sum of intrinsic mode functions. In the matching pursuit

(MP) approach [3], a signal is decomposed into a sum of time-frequency atoms. In

all methods of signal separation, the null space pursuit algorithm based on a

differential operator is of particular interest to us.

The null space pursuit (NSP) algorithm based on a differential operator was

proposed by Silong Peng and Wen-Liang Hwang [4] in 2008, and they further

improved it in 2010 [5]. This method makes use of an adoptive operator to separate

a signal into a sum of simpler signals, and these simple signals belong to the null

space in the above. The important processes include estimating the adaptive
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operator Ts from the signal S and separating it intoU and R, whereU is the extracted

signal, set Ts(U ) ¼ 0, and R is the residual signal.

In [5], the form of the operator is Ts ¼ d2/dt2 + ω2(t), which can annihilate the

FM signal cos(ϕ(t)), where ϕ(t) is a local linear function defined as ω(t) ¼ dϕ(t)/dt,
and ω(t) is the IF of the signal at t.

In 2011, Xiyuan Hu [6] improved the null space pursuit algorithm and then

further expanded the scope of signals that could be decomposed. The operator he

proposed is Ts ¼ d2/dt2 + P(t)(d/dt) + Q(t), which can annihilate an AM-FM

signal.

In this paper, we improve the algorithms in [5, 6] to use a fourth-order differ-

ential operator. The proposed algorithm can annihilate the signal s(t) ¼ A(t)cos
(ϕ(t)), where A(t) is a cubic polynomial.

2 Annihilation Operators for Continuous Signals

To expand the scope of signals that can be decomposed, we propose another

differential operator that can annihilate signal s(t) ¼ A(t)cos(ϕ(t)). The original

form of the differential operator is not applicable to the signal model; thus, we

propose the following fourth-order differential operator:

Ts ¼ d4

dt4
þ ω2 tð Þ d

2

dt2
þ ω0 tð Þ (1)

When we substitute signal s(t) ¼ A(t)cos(ϕ(t)) into (1) and set the result to zero,
we obtain

d4

dt4
þ ω2 tð Þ d

2

dt2
þ ω0 tð Þ

� �
A tð Þ cos ϕ tð Þð Þ ¼ 0 (2)

By using calculations to solve the ordinary differential equation in (2), we obtain

the following equation set:

�2A 3ð Þ tð Þϕ0 tð Þ þ 2A
0
tð Þϕ0 tð Þ3 � ω2 tð ÞA0 tð Þϕ0 tð Þ ¼ 0, and (3)

�6A00 tð Þϕ0 tð Þ2 þ A tð Þϕ0 tð Þ4 þ ω2 tð Þa00 tð Þ � A tð Þω2 tð Þϕ0 tð Þ2 þ ω0 tð ÞA tð Þ ¼ 0 (4)

We obtain ω0(t) and ω2(t) from the above equation set:

ω0 tð Þ ¼ ϕ
0
tð Þ4 þ 4

A
00
tð Þϕ0 tð Þ2
A tð Þ þ 2

A 3ð Þ tð ÞA00 tð Þ
A tð ÞA0 tð Þ � 2ϕ

0
tð Þ2 ϕ

3ð Þ tð Þ
ϕ
0
tð Þ (5)
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ω2 tð Þ ¼ 2ϕ
0
tð Þ2 � 2

A 3ð Þ tð Þ
A
0
tð Þ (6)

After substituting ω0(t) and ω2(t) into (1), we obtain the proposed operator:

Ts ¼ d4

dt4
þ 2ϕ

0
tð Þ2 � 2

A 3ð Þ tð Þ
A
0
tð Þ

� �
d2

dt2
þ ϕ

0
tð Þ4 þ 4

A
00
tð Þϕ0 tð Þ2
A tð Þ

þ 2
A 3ð Þ tð ÞA00 tð Þ
A tð ÞA0 tð Þ � 2ϕ

0
tð Þ2 ϕ

3ð Þ tð Þ
ϕ
0
tð Þ (7)

When the signal is fit to the signal model, it is separated by (7). However, most

real-life signals are discrete signals, and the method described in this section is not

applicable. Thus, we need to find another method that applies to discrete signals.

3 Null Space Pursuit Algorithms for Discrete Signals

We use the NSP algorithm to separate discrete signals, and the form of the operator

remains as

Ts ¼ d4

dt4
þ ω2 tð Þ d

2

dt2
þ ω0 tð Þ ¼ D4 þ ω2 tð ÞD2 þ ω0 tð Þ

However, all the parameters are replaced by the corresponding matrix forms

described in the following algorithm. We now use the NSP algorithm to search for

P̂ tð Þ, Q̂ tð Þ, and R̂ tð Þ that minimize the equation:

TS S tð Þ � R tð Þð Þk k2 þ λ1
�
R tð Þk k2 þ γ S tð Þ � R tð Þk k2

þ λ2 D4ω2 tð Þk k2 þ D4ω0 tð Þk k2
� ffl� (8)

where λ1 and λ2 are Lagrange parameters, and γ is the leakage parameter that

determines the amount of information retained in S(t) � R(t) in the null space of

TS. The terms following λ2 represent the regulation of the parameters of the AM-FM

operator.

To minimize (11), we adopt the smooth variations of D4W2(t),which is the

weighted sum of the squares of IF and the small squared instantaneous bandwidth

W0(t). The NSP algorithm can estimate λ1 and γ adaptively; however, λ2 is insen-
sitive,so we set λ2 as a constant in our implementation.

For ease of presentation in the discrete representation, we use bold upper case,

e.g., A, to represent matrices and bold lower case, e.g., a, to represent vectors.

Matrix Ax denotes a diagonal matrix in which the elements are equal to vectors x.
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In the discrete case, S(t), R(t), ω2(t) and ω0(t) can be represented as the column

vectors s, r, W2(t), and W0(t), respectively. Further, D2 and D4 can be represented

as matrices of the second- and fourth-order differences, D2 and D4, respectively.

Equation (8) is then rewritten as

F p; q; rð Þ ¼ D4 þ AW2
D2 þ AW0

ð Þ s-rð Þk k2 þ λ1
�
rk k2 þ γ s-rk k2�

þ λ2 D4W2 tð Þk k2 þ D4W0 tð Þk k2
� ffl (9)

We let Φ be the vector that contains all the parameters of the operator Φ ¼
[W2

T, W0
T]T. Then, (9) becomes

F Φ, , rð Þ ¼ D4 þ BΦM1ð Þ s-rð Þk k2 þ λ1
�
rk k2 þ γ s-rk k2�

þ λ2 M2Φk k2
� ffl (10)

where BΦ ¼ AW2
AW0

½ �, M1 ¼ [DT
2 ET]T, andM2 ¼ D4

D4

� 	
, in which E is the

identity matrix.

D4 þ BΦM1ð Þ�s-r� ¼ D4

�
s-r

�þ AW2
AW0

½ ��M1

�
s-r

��
¼ D4 s-rð Þ þ AD2 s-rð ÞW2 þ A s-rð ÞW0

¼ D4 s-rð Þ þ AΦ
(11)

In (11),A ¼ AD2 s-rð Þ A s-rð Þ

h i
. By taking the partial derivative of F with respect to

Φ and setting the result equal to zero, we obtain ∂F
∂Φ ¼ 0. Then,

Φ
^ ¼ � ATAþλ2MT

2M2

� ��1
ATD4 s-rð Þ (12)

Similarly, we use ∂F
∂r




Φ¼Φ^ ¼ 0 to estimate r̂ and obtain

r̂ ¼ TTTþ 1þ γð Þλ1E
� ��1

TTTsþ λ1γs
� �

(13)

where T¼D4 þ B
Φ
^M1.

For the NSP algorithm, parameters λ1 and γ can be calculated as follows:

λ1 ¼ 1

1þ γ̂

sTM λ1; γ̂ ; T̂
� �T

s

sTM λ1; γ̂ ; T̂
� �T

M λ1; γ̂ ; T̂
� �

s
(14)

where M λ1; γ̂ ; T̂
� � ¼ T̂

T
T̂þ 1þ γ̂ð Þλ1E

� ffl�1
, T̂¼D4 þ B

Φ
^M1, and

666 W. Xiao and S. Zhang



s� r̂ð ÞTs
s� r̂k k2 � 1 ¼ γ (15)

Based on (12)–(15), we use the NSP algorithm to separate the signal. The

optimal solution of λ2 is unable to be estimated by using the above process.

However, we instead numerically estimate λ2 and choose the optimal solution

according to the result. In our implementations of the NSP algorithm, we find the

optimal solution of (9) is insensitive to λ2, so we assign it a fixed value.

Algorithm The NSP algorithm using a fourth-order differ-
ential operator:

1. Input signal s and parameter λ2 and choose a stopping

threshold ε and the values of λ01 and γ0.

2. Set j 0, r̂ j  0, λj1  λ01andγ
j  γ0, and repeat.

3. Compute Φj to obtain W
^ j

2 and W
^ j

0 and according to (12)
using r̂ j.

4. Compute λjþ11 according to (14) using M λ1; γ̂ ; T̂
� �

.

5. Compute r̂ jþ1 according to (13) using γj, W
^ j

2,W
^ j

0, and λjþ11 .

6. Compute γj + 1 according to (15) using r̂ jþ1 and set

j ¼ j + 1.

7. Repeat until r̂ jþ1 � r̂ j

�� ��2 < ε.

8. Return the extracted û ¼ 1þ γjð Þ s� r̂ j

� �
and the residual

signal r̂ ¼ s� û.
By executing the algorithm, we can separate u1 from s and obtain the residual

s ‐ u1. The residual signal can be used as the input for the algorithm to extract u2
and the residual s ‐ u2. Thus, by repeating the process N times, the signal s is

decomposed into a sum of N signals as s¼
XM
i¼1

ui þ rM.

4 Simulation and Results

4.1 Simulation Details

In step 4 of the algorithm in Sect. 3, we use (10) to estimate all values of W2 andW0

of the signal simultaneously in each iteration. Because there are two parameters

W2(t) and W0(t) to estimate at each t, (9) is an underdetermined system, and matrix

A
T
A in (10) is a singular matrix. Thus, at each point t0, we select a neighborhood

Bt0 and set the values of W2(t) and W0(t) equal to W2(t0) and W0(t0), respectively,
with [t0 � Δt, t0 + Δt]. Then, the parameters at t0 are estimated by
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W
^
2 t0ð Þ,W

^
0 t0ð Þ

h iT
¼ AT

t0
At0þλ2E2

� ffl�1
AT

t0
D4 st0 � rt0ð Þ,

where At0 has the form of matrix A, as defined in (9), but it is restricted to the data

point in the neighborhood Bt0 of t0. Similarly, st0 and rt0 are the corresponding data

points restricted in Bt0. Matrix E2 is a 2 � 2 identity matrix. After estimatingW
^
2 tð Þ

and W
^
0 tð Þ, we use a low-pass filter to smooth the values of the two functions. Note

that this is an approximation of applying M2 to the estimation of the parameters.

4.2 Results and Analysis

In the first simulated example, we aim to demonstrate the accuracy and robustness

of the proposed algorithm to remove the noise from a noisy signal. Figure 1 shows

the input signal s(t) ¼ (0.01t3 � 0.03t2 � 9t + 1)cos(5t + 3) with added Gaussian

random noise. By executing a Matlab program, we obtain the PSNR of the input

signal as 0.6814 dB, and the PSNR of the extracted signal is 9.9954 dB. Our

proposed algorithm exhibits better results for signal denoising.

In the second example, we aim to demonstrate the advantages of our proposed

algorithm by using it to separate a signal. Figure 2 shows the input signal s ¼ (0.01

t3 � 2t2 + 2t)cos(20t) + (0.01t3 � 2t2 + 9t + 1)cos(5t + 3). The results after
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separation are illustrated in Fig. 2, where the extracted signal is U, and the residual
signal is R. From this figure, U approximates the original signal s1 ¼ (0.01t3 � 2

t2 + 2t)cos(20t). The residual signal R approximates s2 ¼ (0.01t3 � 2t2 + 9t + 1)

cos(5t + 3). We now let γ0 ¼ 1, λ2 ¼ 1e � 2, λ1 ¼ 1e � 2, and ε ¼ 1e � 4.

5 Conclusion

In this paper, we proposed an NSP algorithm based on a fourth-order differential

operator. Compared to previous NSP algorithms, we expanded the scope of the

algorithm for decomposing signals and presented some of the proposed algorithm

for a signal model. As can be seen from the simulations, we successfully used the

NSP algorithm to denoise and decompose signals.
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High Efficient Complex Event Processing

Based on Storm

Shengjian Liu, Yongheng Wang, Shuguang Peng, and Xinlong Zhang

Abstract In recent years there is a huge increase in real-time data, which cannot be

processed efficiently. Complex event processing has become a very important

method to get meaningful information. However, supporting complex event detec-

tion in multiple sources environments is a challenging problem. To allow for

inferring high level information from vast amounts of continuous arriving data. In

this paper, we present a complex event processing system based on a novel

distributed computing platform Storm, which goes further than distributing queries

and achieves better scalability by parallelizing event detection, and also higher

efficiency through the use of some optimizations. The experimental shows that the

event processing system is effective and better scalability.

Keywords Complex event processing • Event detection • Distributed processing

1 Introduction

In recent years there has been a huge increase in the data produced on the Internet,

effectively doubling in size every year. In many cases, the data is continuously

produced by software applications in quantities that are not examinable manually.

Complex event processing (CEP) is a set of techniques to address such classes of

problems [1]. CEP targets applications that both require the processing of large

amounts of data and low processing latencies. One application scenario for such

systems is when too much data is generated, but only a fraction of the data can be

stored.

Historically, the common approach for such applications was to store the

generated data in databases or logs, and process it afterwards in batch processing
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jobs, leveraging distributed frameworks such as Hadoop. However, it is becoming

increasingly inefficient to store all the data in its whole entirety. Many businesses

also require answers as soon as the data becomes available. Furthermore, the

businesses are not primarily interested in raw data, but rather in the high-level

intelligence that can be extracted from it. As a response, systems were developed

that can filter, aggregate and correlate data, and notify interested parties about its

results, abnormalities, or interesting facts.

The latest advance in such systems is the development of high performance

complex event processing engines that are capable of detecting patterns of activity

from continuously arriving data. As illustrated in Fig. 1, CEP systems receive

continuous streams of events from multiple data sources over underlying network,

they discover patterns of interest among the events, and notify the users.

In this paper, we focused on distributing complex event processing to achieve

better scalability. We design a CEP system that explores the possibilities of

parallelizing complex event detection, and also achieves higher throughput, while

retaining low detection latency. Furthermore, the implementation would try to

obtain a balance between CPU, memory and available network usage, and also

explore some optimizations, which could be applied to event detection for higher

performance.

The rest of the paper is organized as follows: Sect. 2 introduces the related work

of this research; Sect. 3 introduce Event and temporal model; Architecture design

and implementation issues will be described in Sects. 4 and 5 describes the

evaluation of the system; Sect. 6 concludes this paper.

2 Related Work

CEP has been extensively studied in active database [2]. These works focused on

evaluation of complex patterns in traditional databases which cannot accommodate

real time and streaming requirements of current applications. In [3], a declarative
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event language-SASE is proposed to define, filter, aggregate and correlate events

from stream data. However, NFA (non-deterministic finite automata) implementa-

tion of SASE event queries can’t work efficiently when domain size in event

definition is large and event objects of the same type are considered, as it focuses

mainly on RFID applications. CEDR [4] is an event streaming system with a

declarative query language which cannot define multiple object-oriented event

queries. Distributed detection of pattern has been first explored in [5], with a very

simple language. An important contribution comes from [6], where the authors

study how patterns can be rewritten for efficient distribution. Cayuga [7] is a

centralized general purpose event processing system that allows event detection

through a small number of well-defined operators. It is developed from a pub/sub

system which is focused on common sub-expressions searching amongst multiple

patterns. In Cayuga, a SQL-style event definition language is proposed. Objects

involved in Cayuga event queries are single object-oriented. SAMOS [8] is a petri

Nets based systems which are able to support concurrency but are very complex to

express and evaluate. Plan based CEP across distributed sources has been studied

by Mert [9]. The STREAM system [10] from Stanford University uses the CQL

[11] query language for relational style queries. The STREAM system uses adap-

tive algorithms for ordering of pipelined operators, to minimize processing cost.

3 Event and Temporal Model

Event in our system are triples < p, t0, t1 > that continuously arrive from external

sources at some specified mean event arrival rates. Throughout the paper we refer to

these events as to external or primitive events. Here p corresponds to event’s

payload, which contains values that correspond to event’s attributes, as specified

in an event schema. The values are populated by an input source and their types and

order of occurrence must be the same as declared in the event schema.

Apart from the payload, each event carries a pair of timestamps t0 and t1. These
are arbitrary integer values representing respectively the start timestamp and the

end timestamp of the event, where timestamps follow logical time (i.e. they do not

need to correspond to system time). We require that start timestamp is smaller or

equal to the end timestamp, i.e. t0 � t1. Furthermore, we require all events on the

same input stream to be ordered by their end timestamps. Since events include two

timestamps, some care has to be taken when defining their ordering. To specify the

semantics of various operators, we need to make this clear. First, let us specify the

set of all possible external events as:

E ¼ < p, t0, t1 > ^ t0, t1∈ ^ t0 � t1f g (1)

Then we can define an ordering on events ≺ as a tuple, where < is the usual

ordering on natural numbers and:
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8e, e0
∈E:e≺e

0 , t1 < t
0
0 where e ¼< p, t0, t1 > and e

0 ¼< p
0
, t

0
0, t

0
1 > (2)

This means that an event e precedes another event e’ only if the end timestamp of

e is smaller than the start timestamp of e’.

4 Event Processing Framework

In this section we will describe the Step (Storm Complex Event Processing) system.

To implement a distributed complex event processing system that works over

streams, we use the Storm stream processing framework. This section describes

the Storm framework, event streams and event processing topology.

4.1 Storm Framework

Storm [11, 12] is a distributed real-time stream processing platform that can be used

to assemble and execute stream processing elements. The applications that run on

top of Storm cluster are called topologies.

A topology in Storm is a data flow graph of computation, which consists of

elements called Bolts and Spouts, connected together with streams. Streams are

unbounded sequences of tuples, and a tuple is a list of values of any type. The

sources of streams are Spouts, which read data from an external source, for example

stock exchange, sensors or program logs. The streams are consumed by Bolts,

which do some processing and possibly emit new streams that can be consumed by

further Bolts. The processing done at Bolt can be anything, from filtering or

aggregation, to saving tuples to a database. An example of a topology can be seen

in Fig. 2.

At runtime, each component of a topology will run within a number of tasks,

which are specified by a parallelism of that component. Every task for the same

component executes the same blueprint code, but is a different instance and runs in

a separate thread of execution. A task receives a tuple on its input queue, processes

it and may emit new tuples to its output streams. Streams are divided between

multiple tasks depending on specified stream grouping. Available stream groupings

include shuffling stream in round robin fashion, replicating stream to all tasks, or

shuffling stream depending on tuple attributes. An illustration of component tasks

communicating over streams can be seen in Fig. 3.
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4.2 Event Input Streams

Events to our CEP system arrive on continuous input streams from input adapters

and detected events are consumed by output adapters. We will now briefly discuss

the stream input, output streams.

The input to the system is handled by Storm components called Spouts. As seen

in Fig. 4, Spouts receive events from external sources by means of input adapters,

and distribute them to different Bolts corresponding to operators detecting events.

A single Spout may emit input events to multiple Bolts.

Input adapters are user defined, enabling data to arrive from a variety of sources,

for example sensors supplying measurements, databases providing historical data.

Note that to handle high event rate, we require input adapters to be parallelizable.

This is because for high input event rates more than one task for a Spout will be

spawned, such that input can be consumed in parallel.

4.3 Event Output Streams

After a complex event was detected, it will be reported by a projection operator

to the corresponding event sink adapter, as seen in Fig. 4. Similarly to input

adapters, event sinks cannot be single objects, but should be designed to run

in multiple instances. This is because for high event rates projection operators

will be parallelized, and each projection task will instantiate its own sink adapter.

Spout1

Spout2

Bolt1

Bolt2

Bolt3

Bolt4

Bolt5

Fig. 2 A storm topology

Spout

Bolt A

Bolt C

Bolt B
Fig. 3 Component tasks

communicating over

streams
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This will also be the case when different projection operators (queries) report to the

same sink adapter class. Thus, it may happen that different adapter instances will

run on different physical nodes. Since detected events consist of multiple external

events, each having their own fields, the reporting format is different from external

event format. An output complex event contains start and end timestamps, and a list

of fields. A field is described by its name, value, and a name of an external event

stream, from which the value originates.

4.4 Event Processing Method

The event detection happens on data-flow graphs, which is a method also used by

some DSMS systems (e.g. Borealis). Data-flow graphs consist of boxes connected

by streams, where each box performs some computation over its input streams and

may emit some events to its output streams. It can be seen that data-flow graphs

exactly resemble the Storm topology paradigm, and hence are the best design

choice when using Storm as an underlying framework. From now on we will

refer to event detection graphs as Step topologies.

Step topologies consist of Spouts and Bolts connected by streams with a

specified grouping. We already know that one of the responsibilities of Spouts is

to handle event input and projection Bolts handle event output. In fact, each

topology component (whether Bolt or Spout) corresponds to some operator in the

Step language and performs its function. For example, Spouts are implementations

of the external operator and projection Bolts of the projection operator. An illus-

tration of a general topology built from operators can be seen in Fig. 5.
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+nextEvent()

Spout  A
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Bolt
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Fig. 4 The input and output of Step runtime framework
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5 Performance Evaluation

Our goal was to develop an efficient, scalable and fast system for complex event

detection. In this section, we evaluate our Event processing framework. Our

experiments were executed on PC with 4 GB memory and two Intel Core 2 Duo

processors. The operating system is Ubuntu 9.1.

We will measure the number of events that the Bolt can receive per second and

the network usage. The measurements of sending throughput and network utiliza-

tion for different batch sizes can be seen in Fig. 6. Note that the experiment was

performed over 1 Gbps LAN network. The throughput rises in a logarithmic curve,

radically up to the event batch of size 100 and then increases at a slow steady rate.

The corresponding network usage rises accordingly.

For small batch sizes the bottleneck is in high CPU overhead at the Spout. This is

caused by generation of message IDs, determination of destination Bolt task. As we

increase the batch size, the CPU usage gets smaller and the bottleneck starts shifting

towards network.

We chose the batch size which yields a high sending event throughput. This

allows CPU resources to be used for event detection. Figure 6 demonstrates that any

size above 300 is good, as it maximizes the throughput.

6 Conclusions

In this paper, we study event detection problems over data streams which involve

multiple sources. We put forward a novel framework based on Storm to support

efficient complex event processing while remaining high scalability. The experi-

mental results verify our framework has good performance and scalability in CEP

query processing. Furthermore, we achieved high event detection throughput and

high network usage by distributing event queries. We believe that this framework is

usable and will become popular when dealing with continuous data streams and

their computations.
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External op.spout

Operator
Bolt

Operator
Bolt

Operator
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Projection
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Fig. 5 A Step topology containing components that correspond to operators in the Step
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The Design of Traffic Monitoring Module

of COFN Management

Jianli Liu, Jinying Chen, Wei Tang, and Zhan Li

Abstract By using the computer hardware platform to analog communication

network data collection node, the Visual C++ 6.0 development platform, and the

software of server-side and agent-side in MFC WIN API technology development

traffic monitoring module, to design a custom network management protocol. With

an Access database platform and DAO technology to complete the operations of

read and write. Based on the future communication network architecture, to design

a set of data flow management system, to provide an efficient and low cost

management solutions for the network administrator.

1 Introduction

With the development of network information technology, especially the rapid

development of the Internet terminal, the IPv4 address resource depletion speed

greatly accelerated. And the existing network in the channel allocation and data

store and forward mechanism and the routing and allocation to the bottleneck of the

development, related technical bottleneck seriously affected the network transmis-

sion rate and efficiency [6]. So people need to solve the existing problems of the

network in the future networks are becoming more and more intense, to establish a

fully functional and reliable management system has become the inevitable trend of

future communication, the significance of the design is that it can provide the

corresponding fault detection and handling mechanisms of future traffic data

communication network for the acquisition and analysis of real-time, and provide

a set of reliable equipment operation maintenance solutions, help to improve the

efficiency of IT jobs, to provide support for the network planning and traffic

distribution, COFN (Connecting oriented future network) [4, 5].
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2 The Architecture of Future Network Management

The main purpose of network management is to establish a good communication

link between the user requirements and the network environment. From the per-

spective of the demand of users, the network management system should have, such

as network monitoring and configuration, business services billing methods, man-

agement of a network failure monitoring and ruled out, network flow calculation

and control, and other functions. The architecture of future network management is

shown in Fig. 1, the whole system architecture is divided into five parts: the service

management layer, human-computer interaction layer, data acquisition layer, net-

work management protocol layer and network elements equipment layer [2].

3 The Design of COFN Management Traffic Monitoring

Module

Network traffic monitoring is an important content in network management system,

is the basic work of accounting function, fault location and fault early warning

function, completes the flow monitoring work could pave the way for the subse-

quent development. Through the extraction and analysis of network flow data, can

understand the relevant segment of the use of cyber source, characteristic analysis

of the corresponding data in order to find network fault occurrence and location

network accident, can also according the flow size to distribution network hardware

and software resources reasonable, extract the flow data information and save to the

database, monitoring of these data by the network management software and

display the real-time data by graphic data table. According to the actual needs of
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680 J. Liu et al.



the monitoring environment, the whole monitoring module is divided into the

server, client and database storage of three modules in the function. The design

of each module will be introduced in detail.

3.1 The Design of Memory Data List Structure

Flow monitoring module server as the core module of traffic monitoring, used for

storage, network node data processing and information transmission. Through the

network communication custom protocol to obtain real-time acquisition to realize

the function, then the collected data is divided into three layers structure of city

level, district level, local level, finally, the storage after processing data in real-time,

this requires database technology, by using DAO technology to store the collected

date into table format for later query in the processing operation of the server [1].

The server needs to implement the function in detail as follows:

(1) When the software is up and running, shows the main interface. (2) Create

Access database when the program is run in the first time by DAO technology.

(3) Establish a connection with the agent, and then obtain the information about the

structure and the value of network data and display on the main interface.

(4) According to the network data storage structure in the Network Manager.

MDB database, create the tables dynamically. (5) To Monitor and judge the

changes of network data, and change the value which has been written to the

historical database. The server systems module can be designed into three aspects,

namely the design of memory data list structure, the server side of human-computer

interaction interface design and the agent communication protocol design.

3.1.1 The Design of Memory Data List Structure

When designing flow monitoring module, in order to correspond the assigned prefix

address of future network transmission protocol, memory data list structure is

simple to set for the municipal, district level and network level. This design is

developed by using object-oriented design methods, so each level corresponds to a

class, in the memory data list structure that includes four types: CCtrlModule,

CCtrlCity, CCtrlCounty, CCtrlLAN. Memory data list management structure is

shown in Fig. 2.

3.1.2 The Design of Human–Computer Interaction Interface in Server-

Side

The design concept of server is to make the network management more simple and

convenient to understand the real-time network traffic information intuitively, to

add and delete data quickly. The human-machine interface is developed with Visual
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C++6.0, by selecting the MFC AppWizard (exe) to establish engineering, d choose

to set up single document interface and Windows Explorer engineering style. When

the Project Wizard completed, the system will generate CCOFNManager-

ServerApp, CCOFNManagerServerView, CCOFN-ManagerServerDoc,

CLeftView, CAboutDlg and CMainFrame automatically. The CCOFN

ManagerServerView class and the CLeftView window class is the right windows

and left window class to control the man–machine interface respectively [7].

3.1.3 Design of Agent Communication Protocol

The communication connection of the server side and the agent is based on the

socket in the design, but for the transmission of management information data is

adopted the custom communication protocol. The communication protocol of

COFN management, adopts the frame structure of data transmission mode, frame

structure is unit to send data package, the management information is sent and

received in a frame unit, frame format is defined by a specific structure, the variable

is set into a frame format structure types can transmit instruction and data access,

frame format structure code is as follows:

Typedef struct ModFrameTag
{

DWORD nOrder;
Cstrings Content;

} ModFrame;
Because memory data chain table adopts three layers data structures, so the

content of each frame is based on three layers data hierarchy to design, different

instructions, the attached data is also not the same, by judging the received

instructions, can some data in the corresponding processing. In transmitting data

content using different punctuation to differentiate between the "city", "county",

"LAN" three layers structure, at the end of each frame data content use a semicolon

";" As a terminator (Fig. 3).

CCtrlCity

CCtrlModule

CCtrlLAN

CCtrlCounty

Control management class

Function Description

AN -level class

District level class

The municipal class

The Class NameFig. 2 The design of

memory data list structure
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3.2 The Agent Design of Traffic Monitoring Module

The main function of agent is to obtain the information which is from network

equipment information storehouse, use the server interface and network manage-

ment server for data transmission and exchange, and then transmit the information

of equipment information repository to server network management for further

analysis and storage, through the special operation instruction and configuration

instruction to configure the server and the corresponding network management

operations. The agent is composed of equipment information database module,

operation module, configuration module and server module. The agent architecture

is shown in Fig. 4.

The main functions of software include the following points:

(1) Establish storage data structure to store the data extracted from the config-

uration file. (2) Deliver real-time traffic data to the server side, and display the

contrast information at the same time. (3) Put the server-side operating instructions

into the data structure which stored into the equipment database.

3.3 The Design of Database Storage Module

3.3.1 The Relevant Technology of Database Design

OLE DB (Object Link and Embedding Database) technology is a new technology

provided by Visual C++ development database application, based on the COM

interface, and provides a unified interface for all the file systems including
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relational and non-relational database. These features make OLE DB technology

has more advantages than the traditional database to access technique.

DAO (Database Access Object) is an application programming interface (API),

which allows programmers can use DAO technology to request Microsoft to visit

Access database. Record set object is the main object to query and modify the

database. Field is used to represent the column information record, including

column values and other information. Access 2000 is a component of Microsoft

Office suite, is a desktop type and small database management system [3].

3.3.2 Realization of Database Storage Module

Because Visual C++ 6.0 provides the MFC classes and templates class, such as

AppWizard, Wizard Class and a series of Wizard to produce applications, these

features greatly simplifies the design of the application. The system needs to create

an Access database at run time, uses the DAO technology to create Access

database, and calls the database directly by DAO technology.

All the tables in the database are generated automatically by codes, using the

Create, Select, Where, Drop and the SQL statement to create, select, query, reduce

and delete the specified database in the table, during the execution of the program

will be generated Citys, Cityn_HisData (n city index ID), Cityn_CountyData (n city

index ID), Cityn_Countym_LANData (m Cityn_NameIDData table and index).

4 Summary

In background of connection oriented network, this paper designs the architecture

of future network management system. According to the characteristics of address

word division crown of the future network, traffic monitoring module will be

divided into three layers mode by management data, through such division mech-

anism to strengthen the flexibility and accuracy of data management, the three

major modules respectively is the server design, the agent side storage module

design and database design. The design of traffic monitoring module has the

advantage that it is the basis of billing module; fault management module, channel

management module, configuration management module, and the development

mechanism can be applied to the development of other modules.
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New Blind Recognition Method of SCLD

and OFDM Based on Cyclostationarity

Yilong Chen, Changzhong Zhang, and Zhuo Sun

Abstract Previous studies on blind recognition of the modulation format of a

received signal is generally performed in single domain, e.g. frequency or time

domain. This paper presents a new approach by defining a dual domain decision

function, which makes use of signals features that the magnitude of second-order

cyclic cumulants of orthogonal frequency division multiplexing (OFDM) signals

and single carrier linear digitally modulated (SCLD) signals has an obvious differ-

ence in both time and frequency domain. The proposed algorithm enlarges the

distinguish gap between OFDM and SCLD. The results of simulation experiments

confirm the theoretical analysis.

Keywords Blind recognition • OFDM • Second order cyclostationarity

1 Introduction

Blind recognition of the modulation format of a received signal is important in a

variety of military and commercial applications, such as military surveillance,

information safety and wireless spectrum resource management. The evolution of

communication systems continues to pose new challenges for signal recognition.

One example is the recognition of multicarrier signals, such as orthogonal fre-

quency division multiplexing (OFDM), against single carrier (SC) signals [1, 2]. A

lot of research has been done in this respect, which can be generally classified into

two kinds of algorithms: likelihood-based and feature-based methods [1].As one of

the feature-based methods, the cyclostationarity of linear modulation signal was

widely applied for signal detection and modulation recognition [3].
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However, most cyclostationary-based methods recognize signals only in time

domain. The method in [4] utilized the cyclostationarity properties of orthogonal

frequency division multiplexing (OFDM) in time domain, but the difference of the

second-order cyclic cumulants (CCs) magnitude of OFDM and single carrier linear

digitally modulated (SCLD) is not obvious in low SNR, the probability of correctly

recognizing the signal is not optimal in low SNR. To achieve the high probability of

correctly recognizing the signal in low SNR condition, the proposed algorithm in

this paper jointly makes use of the feature of signal in time and frequency domain.

The dual domain decision function enlarges the distinguish gap between OFDM

and SCLD.

This paper is organized as follows: The SCLD and OFDM signal models and the

analytical expressions for the second-order CCs and cycle frequencies (CFs) are

presented in Sect. 2. The proposed dual domain-based algorithm is presented in

Sect. 3. Simulation results are given and discussed in Sect. 4. Finally, conclusions

are drawn in Sect. 5.

2 Signal Model and Second-Order Cyclostationary

of SCLD and OFDM

In [5], it proved that the addition of cyclic prefix (CP) to an OFDM symbol provides

a useful cyclostationary feature. Meanwhile, for SCLD signals, cyclostationarity is

induced by the pulse shape. The continuous-time baseband equivalent of received

SCLD signals in AWGN is given by [6]

rSCLD tð Þ ¼ aejθej2πΔfct
X1
l¼�1

slg t� lT� εTð Þ þ ω tð Þ (1)

where a is the amplitude factor, θ is the carrier phase, Δfc is the frequency offset, T
is the symbol period, ε(0 � ε � 1) is the timing offset, g(t) is the overall impulse

response of the transmit and receive filters, s1 is the symbol transmitted in the lth

symbol period, ω(t) is complex Gaussian noise with zero mean.

The received baseband OFDM signals is given by [7]

rOFDM tð Þ ¼ aejθej2πΔfct
XK�1

k¼0

X1
l¼�1

sk, le
j2πkΔfK t�lT�εTð Þg t� lT� εTð Þ þ ω tð Þ (2)

where K is the number of subcarriers of the OFDM signal, Sk,l is the symbol

transmitted on the kth subcarrier over the lth symbol period, ΔfK is the frequency

separation between two adjacent subcarriers, T is the OFDM symbol period. And

T ¼ TCP + Tu.

The analytical closed-form expressions for the second-order (one-conjugate)

CCs and the set of CFs for SCLD signals are given respectively by [8]
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crSCLD β; τð Þ2,1 ¼ ϑ τð Þρ�1e�j2πβερΛ τð Þ þ cω β; τð Þ2,1 (3)

κSCLD2,1 ¼ β∈ �1=2, 1=2
ffi��β ¼ lρ�1, l integer

� �ffl
(4)

Where ϑ τð Þ ¼ a2e�j2πρ ΔfcTτCs,2,1 and Λ τð Þ ¼
X1

u¼�1g uð Þg� uþ τð Þe�j2πβu, ρ is

the oversampling factor. Similarly to SCLD signals, the second-order

(one-conjugate) CCs and the set of CFs for OFDM signals are given by [9]

crOFDM β; τð Þ2,1 ¼ a2Cs,2,1D
�1e�j2πβερe�j2πρKΔfcTuτΓK τð ÞΛ τð Þ þ cω β; τð Þ2,1 (5)

κOFMD
2,1 ¼ β∈ �1=2, 1=2

ffi��β ¼ lρ�1, l integer
� �ffl

(6)

Where ΓK τð Þ ¼ ej
π
ρK K�1ð Þτ sin πτ

ρ

� �
= sin πτ

ρK

� �
and

Λ τð Þ ¼
X1

u¼�1g uð Þg� uþ τð Þe�j2πβu, D ¼ ρK 1þ TCP

Tu

� �
The magnitude of the second-order (one-conjugate) CC of SCLD, and OFDM

signal is depicted versus CF and delay in Figs. 1 and 2 respectively.

3 Proposed Dual Domain-Based Algorithm

At the receive-side, the bandwidth of the signal is roughly estimated, and a low-pass

filter is used to remove the out-of-band noise. The signal is down-converted and

(over)sampled at a rate equal to ρ times.

From Sect. 2, it shows two significant differences between SCLD and OFDM.

First, in the time domain (CF ¼ 0), CCs magnitude value of OFDM signals is

non-zero values with delays around �ρK, whereas CCs magnitude value of SCLD

signals is zero. Second, in the frequency domain (delay ¼ 0), CCs magnitude value
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of SCLD signals appears peaks with CFs equaling to integer multiples of 1/ρ,
whereas the CCs magnitude of OFDM is zero.

Combining the features of OFDM and SCLD in two domains, we define a dual

domain joint decision function

z1 ¼
cr 0; ρKð Þ2,1
cr ρ�1; 0ð Þ2,1

(7)

From [10], an estimate of the second-order cyclic cumulants is given as

Ĉ 2r α; τnð Þ≜ 1

T
r ið Þr� tþ τnð Þe�j2παi

¼ C2r α; τnð Þ þ ε Tð Þ
2r α; τnð Þ

(8)

Where εðTÞ2r (α, τn) represents the estimation error which vanishes asymptotically

as T ! 1. Due to the existence of error εðTÞ2r (α, τn), the estimator Ĉ 2r α; τnð Þ is

seldom exactly zero in practice, even if α is not a cycle frequency.

By substituting the (8) into the (7), we have:

z1 ¼
cr 0; ρKð Þ2,1 þ ε Tð Þ

r 0; ρKð Þ2,1
cr ρ�1; 0ð Þ2,1 þ ε Tð Þ

r ρ�1; 0ð Þ2,1
(9)

For OFDM signal, we can find that based on (5)

cr 0; ρKð Þ2,1 � ε Tð Þ
r 0; ρKð Þ2,1, cr ρ�1; 0

	 ffi
2,1

¼ 0 (10)

Therefore, the decision function for OFDM signal can be expressed as:
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z
1

��OFDM � cr 0; ρKð Þ2,1
ε Tð Þ
r ρ�1; 0ð Þ2,1

(11)

For SCLD, we have the similar conclusions based on (3)

cr ρ�1; 0
	 ffi

2,1
� ε Tð Þ

r ρ�1; 0
	 ffi

2,1
, cr 0; ρKð Þ2,1 ¼ 0 (12)

Therefore, the decision function for SCLD signal can be expressed as:

z
1

��SCLD � ε Tð Þ
r 0; ρKð Þ2,1
cr ρ�1; 0ð Þ2,1

(13)

In Figs. 3 and 4, we can see that function z1 exhibits the obvious difference

between OFDM signals and SCLD signals to about 50 times.

4 Simulation Results and Analysis

4.1 Simulation Setup

In simulation, we adopt QPSK modulations for SCLD signal. The transmit filter is a

root raised cosine with 0.5 roll-off factor, and the signal bandwidth is 40 kHz. For

the OFDM signals, QPSK modulation is used on each subcarrier. The signal

bandwidth is set to 800 kHz, and the number of subcarriers is set to 128. The useful

time period of the OFDM symbol is set to 160 us and the cyclic prefix period is set

to 40 us. At the transmit-side, a raised cosine window with 0.025 roll-off factor is

used for OFDM signals. In addition, we set amplitude factor to 1, timing offset to

0.75, the carrier phase as a random variable uniformly distributed over [�π, π), and
frequency offset is set to 16 kHz and 320 kHz for SCLD and OFDM signals.
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The received signal is low-pass filtered and (over) sampled with the factor ρ set to 4.
The probability of signal detection equates the probability of correctly recognizing

the OFDM adding the probability of correctly recognizing the SCLD. The proba-

bility of signal detection is obtained from 100 trials for each signal type.

4.2 Simulation Results

Figure 5 shows that the proposed method performs better than the method in

[4]. The probability of correct detection signal of the method in [4] is just 0.5

when SNR varies from �10 to �4 dB, which is on the reason that the threshold is

too irrational high that SCLD signals cannot be detected correctly, whereas the

probability of correct detection signal of the proposed method is almost 0.9 at

�8 dB because the proposed method enlarge the distinguish gap between OFDM

and SCLD.
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5 Conclusions

The proposed algorithm exploits the non-zero CCs magnitude values in time and

frequency domains for solve the OFDM and SCLD recognition problem. Consid-

ering the different features of OFDM and SCLD in two domains, we define a dual

domain joint decision function to widen the distinguish gap. Compared with the

traditional methods in [4], the proposed method in this paper improves the proba-

bility of signal detection in low SNR.
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A Novel ICI-SC Scheme in MIMO-OFDM

System

Zhenchao Wang, Jianping Zhang, Yanqin Wang, Zhenpeng Liu,

and Zhenyang Guan

Abstract MIMO-OFDM system suffers from ICI caused by frequency offset, and

the ICI-SC method is a very simple way of suppressing ICI, but the existing ICI-SC

method may reduce the anti-noise performance when we improve the CIR perfor-

mance. This paper proposes a novel ICI-SC scheme that subcarrier signals are

remapped in complex weighted data-conjugate method to solve the problem. The

proposed method with the minimum phase rotation can effectively reduce the phase

error caused by phase rotation of received signal; thereby it improves the system

anti-noise performance. According to the simulation, the proposed method has not

only a similar CIR performance with the existing method, but also a significantly

better BER performance. Another problem is the bandwidth efficiency of ICI self-

cancellation method is 1/2, so this paper proposes a novel remapped method of 2/3

rate data to improve the bandwidth efficiency of MIMO-OFDM system.
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1 Introduction

With the rapid development of wireless network and wireless multimedia services,

MIMO-OFDM (Multiple-Input Multiple-Output and Orthogonal Frequency Divi-

sion Multiplexing) is a promising technique for fourth-generation (4G) broadband

wireless communication system [1]. It can provide high data rate and high spectral

efficiency, overcome channel frequency selective fading and improve system

capacity etc, however, OFDM system suffers from ICI (Inter-carrier Interference)

caused by phase noise or frequency offset, which degrades system performance.

Among the suppressing ICI schemes, the ICI self-cancellation (ICI-SC) scheme

is widely used because it is a very simple way for suppressing ICI. The ICI-SC

scheme and the STFBC strategy for two transmit antennas are first proposed by

Y. Zhao and S. Haggman [2], the further developed in STFBC strategy for multiple

transmit antennas is proposed by Y. Gong and K. B. Letaief [3], and then M. Uysal

and N. Al-Dhahir introduce the ICI-SC technique employed in adjacent and sym-

metric subcarrier mapping scheme [3]. In recent years, researchers have proposed

various improvements, adjacent data-conversion method, symmetric data-

conversion method, adjacent real constant weighted data-conversion method, sym-

metric real constant weighted data-conversion method, adjacent data-conjugate

method, and symmetric data-conjugate method etc [3–5]. The research of ICI-SC

scheme is mainly for SISO-OFDM system, but for MIMO-OFDM system it’s still

in infancy.

In this paper, we investigate the SC techniques to mitigate ICI for MIMO-

OFDM systems and a novel ICI-SC scheme that subcarrier signals are remapped

in complex weighted data-conjugate method is proposed to solve the problem that

the real constant weighted data-conversion method may reduce the anti-noise

performance when improving the CIR. On the other hand, a remapped method of

2/3 rate data is proposed to improve a problem that the bandwidth efficiency of ICI

self-cancellation method in MIMO-OFDM system is 1/2.

2 ICI Analysis in MIMO-OFDM

We consider an MIMO-OFDM system with M transmit antennas, N receive anten-

nas, and K sub-carriers, as shown in Fig. 1.

The received kth subcarrier is expressed as follows:

yn kð Þ ¼
XM
m¼1

Cm kð ÞHm,n kð ÞSm,n 0ð Þ þ In kð Þ þ zn kð Þ, k ¼ 0, 1, � � �,K � 1 (1)

Where, zn(k) is the noise, Cm(k) is the STFB codewords that can be expressed as

[6],
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Cm ¼
c1 0ð Þ c2 0ð Þ � � � cM 0ð Þ
c1 1ð Þ c2 1ð Þ � � � cM 1ð Þ
⋮ ⋮ ⋱ ⋮

c1 k � 1ð Þ c2 k � 1ð Þ � � � cM k � 1ð Þ

2
664

3
775 (2)

Hm,n(k) is the equivalent form of channel state information from transmitting

antenna m and receiving antenna n,

Hm,n kð Þ ¼
XL�1

l¼0

αm,n lð Þe�j2πkΔf τl (3)

Suppose that frequency selective fading channels between each pair of trans-

mitting and receiving antennas have L independent delay paths and the same power

delay profile. The MIMO channel is assumed to be constant over each OFDM

block period, but it may vary from one OFDM block to another [7]. The coefficients

αm,n(t,l ) are complex channel gains of the lth path between transmitting antenna m

and receiving antenna n. They are modeled as zero-mean complex Gaussian

random variables with variance E[|αm,n(l )|
2] ¼ δ2l , and

XL�1

l¼0

δ2l ¼ 1. Δf ¼ 1/Ts is

the subcarrier spacing and Ts is the OFDM symbol duration. τl is the delay of the lth
path. The ICI term In(k) at subcarrier k of each receiving antenna n is the superpo-

sition of M ICI terms Im,n(k) that can be expressed as,

In kð Þ ¼
XM
m¼1

Im,n kð Þ ¼
XM
m¼1

XK�1

p¼0, p 6¼k

Cm pð ÞHm,n pð ÞSm,n p� kð Þ (4)

The coefficient Sm,n(k) is
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Fig. 1 Block diagram of MIMO-OFDM system with ICI
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Sm,n kð Þ ¼ sin π k þ εm,nð Þð Þ
K sin π

K k þ εm,nð Þffi � exp jπ 1� 1

K

� �
k þ εm,nð Þ

� �
(5)

Note that coefficients Sm,n(0) is a constant with respect to subcarrier index

k ¼ 0,

Sm,n 0ð Þ ¼ sin πεm,nð Þ
K sin π

K εm,n
ffi � exp jπ 1� 1

K

� �
εm,n

� �
(6)

Where εm,n is the normalized frequency offset of the transmission link from

transmitting antenna m and receiving antenna n. From the (11) and (12), we can

know that if the value of εm,n becomes larger. The desired part |Sm,n(0)| will decrease
and the undesired part |Sm,n(k)| will increase.

The received signal in (1) can be simplified as,

y kð Þ ¼ X kð ÞQ 0ð Þ|fflfflfflfflffl{zfflfflfflfflffl}
desired part

þ
XK�1

p¼0, p 6¼k

X pð ÞQ p� kð Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

undesired part

(7)

Similar to the ICI-SC of the SISO-OFDM system, during ICI cancellation

coding in MIMO-OFDM system, one data symbol is mapped onto two

sub-carriers with predefined weighting coefficients. The weighting coefficients

are calculated carefully such that the ICI signals within the two sub-carriers are

cancelled by each other at the receiver end.

The received signal on the (2k)th and (2k+1)th sub-carriers can be expressed as:

y 2kð Þ ¼ X kð Þ Q 0ð Þ � Q 1ð Þ½ � þ
XK=2�1

p¼0, p 6¼k

X pð Þ Q 2p� 2kð Þ � Q 2pþ 1� 2kð Þ½ � (8)

y 2k þ 1ð Þ ¼ X kð Þ Q �1ð Þ � Q 0ð Þ½ �

þ
XK=2�1

p¼2, p 6¼k

X pð Þ Q 2p� 2k � 1ð Þ � Q 2p� 2kð Þ½ � (9)

The desired signal is recovered as follows:

y
0
kð Þ ¼ X kð Þ 2Q 0ð Þ � Q 1ð Þ � Q �1ð Þ½ �

þ
XK=2�1

p¼0, p 6¼k

X pð Þ 2Q 2p� 2kð Þ � Q 2pþ 1� 2kð Þ � Q 2p� 2k � 1ð Þ½ � (10)

The coefficient of the ICI cancellation modulation (ICM) is Q0
p � k ¼ Q2p � 2k

� Q2p + l � 2k, the coefficient of the ICI cancellation demodulation (ICD) is
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Q00
p ‐ k ¼ 2Q2p ‐ 2k ‐ Q2p + l ‐ 2k � Q2p ‐ l ‐ 2k, the combination of ICM and ICD

called ICI-SC method can be “self cancelled” each other.

Definite the ratio of the signal power to the power in the interference components

(Carrier to Interference Ratio, CIR) as an indication of signal quality in the absence

of noise. Assume that the desired signal is transmitted on subcarrier “0”, and then,

the CIR of normal OFDM systems is simplified as [8]:

CIR ¼ S 0ð Þj j2
XN-1
l¼1

S lð Þj j2
(11)

And the CIR of the ICI-SC method can be represented as:

CIR ¼ 2Q0 � Q1 � Q�1j j2
XK=2�1

p¼0

2Q2p � Q2pþ1 � Q2p�1

�� ��2
(12)

3 Novel ICI-SC Scheme

Among the lots of ICI-SC schemes, the real constant weighted data-conversion

method is the best way of suppressing ICI, and its CIR will increase with the

weighting factor decreasing [9], but it will reduce the anti-noise performance when

the weighting factor is too small. This problem can be solved by transmitting

complex weighted data, because the method with the minimum phase rotation

can effectively reduce the phase error caused by phase rotation, thereby improve

the anti-noise performance.

The coefficient gradually changes with respect to the position of the sub-carriers.

The closer and further the sub-carriers with respect to the desired subcarrier, the

more interference will be occurred especially at the adjacent and symmetric posi-

tions [5], so the adjacent and symmetric sub-carriers mapping scheme is used in this

paper to reduce the ICI.

The ICI-SC scheme of data-conjugate method is proposed in [5], from the

simulation, it can be seen that the scheme can improve the CIR and reduce the

BER performance. So a novel ICI-SC scheme is proposed in this paper.

3.1 Adjacent Complex Weighted Data-Conjugate Method

Subcarrier signals are remapped as the form of X0(2k) ¼ X(k), X0(2k + 1) ¼ ejπ/2X*
(k) in adjacent complex weighed data-conjugate method.

The received signal on the (2k) th and (2k+1)th sub-carriers can be expressed as:
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y 2kð Þ ¼ X kð ÞQ 0ð Þ þ ejπ=2X� kð ÞQ 1ð Þ

þ
XK=2�1

p¼0, p 6¼k

X pð ÞQ 2p� 2kð Þ þ ejπ=2X� pð ÞQ 2pþ 1� 2kð Þ (13)

y 2k þ 1ð Þ ¼ X kð ÞQ �1ð Þ þ ejπ=2X� kð ÞQ 0ð Þ þ
XK=2�1

p¼0, p 6¼k

X pð ÞQ 2p� 2k � 1ð Þ

þ ejπ=2X� pð ÞQ 2p� 2kð Þ (14)

The desired signal is recovered as follows:

y
0
kð Þ ¼ y 2kð Þ � ejπ=2y� 2k þ 1ð Þ

¼ X kð Þ Q 0ð Þ þ Q� 0ð Þð Þ þ ejπ=2X� kð Þ Q 1ð Þ � Q� �1ð Þð Þ

þ
XK=2�1

p¼0,p 6¼k

X pð Þ Q 2p�2kð ÞþQ� 2p�2kð Þ½ �þejπ=2X� pð Þ Q 2pþ1�2kð Þ�Q� 2p�2k�1ð Þ½ �

(15)

The CIR can be represented as:

CIR ¼ Q0 � Q�
0

�� ��2 þ ejπ=2 Q1 � Q�1ð Þ�� ��2
XK=2�1

p¼0

Q2p � Q�
2p

��� ���2 þ ejπ=2 Q2pþ1 � Q�
2p�1

� 	��� ���2
� � (16)

3.2 Symmetric Complex Weighted Data-Conjugate Method

The main idea of the symmetric complex weighted data-conjugate method is

mapping the sub-carriers signals as the form of X0(k) ¼ X(k), X0(K � k � 1) ¼
ejπ/2X*(k), the data is mapped onto two symmetrically allocated sub-carriers.

The received signal on the kth and (K-k-1)th sub-carriers can be expressed as:

y kð Þ ¼ X kð ÞQ 0ð Þ þ ejπ=2X� kð ÞQ K � 1ð Þ

þ
XK=2�1

p¼0, p 6¼k

X pð ÞQ p� kð Þ þ ejπ=2X� pð ÞQ K � p� 1� kð Þ (17)

y K � k � 1ð Þ ¼ X kð ÞQ 1� Kð Þ þ ejπ=2X� kð ÞQ 0ð Þ

þ
XK=2�2

p¼0, p 6¼k

X pð ÞQ p� K þ k þ 1ð Þ þ ejπ=2X� pð ÞQ k � pð Þ (18)

The desired signal is recovered as follows:
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y
0
kð Þ ¼ y kð Þ � ejπ=2y� K � k � 1ð Þ

¼ X kð Þ Q 0ð Þ þ Q� 0ð Þð Þ þ ejπ=2X� pð Þ Q K � 1ð Þ � Q� K � 1ð Þð Þ

þ
XK=2�1

p¼0

X pð Þ Q p�kð ÞþQ� k�pð Þ½ �þejπ=2X� pð Þ Q K�p�1�kð Þ�Q� p�Kþkþ1ð Þ½ �

(19)

The CIR can be represented as:

CIR ¼ Q0 þ Q�
0

�� ��2 þ ejπ=2 QK�1 � Q�
1�K

ffi ��� ��2

Qp þ Q�
�p

��� ���2 þ XK=2�1

p¼0, p 6¼k

ejπ=2 QK�p�1 � Q�
p�Kþ1

� 	��� ���2
(20)

The ICI-SC scheme is a very simple way of suppressing ICI in MIMO-OFDM

systems, but it’s a loss of bandwidth, the system used the lower bandwidth effi-

ciency will have the better anti-noise performance. When the channel environment

is better, there is no need to waste a large of spectral resources on suppressing ICI,

so we can appropriately reduce the system’s ability to suppress ICI in exchange for

better bandwidth efficiency.

3.3 2/3 Rate Complex Weighted Data-Conjugate Method

The problem of bandwidth efficiency in fact is a question of coding efficiency, so

we propose a 2/3 rate complex weighted data-conjugate method in this paper, and

this method can achieve the bandwidth efficiency of 2/3, which improves the

bandwidth efficiency.

Subcarrier signals are remapped as the form of X0
3k ¼ X2k, X

0
3k + 1 ¼ X2k + 1,

X0
3k + 2 ¼ ejπ/2X�

2kþ1 in 2/3 rate complex weighted data-conjugate method. X2k is

information data in 2kth carrier before complex weighted data-conjugate method

mapping and X0
3k is information data in 3kth carrier after the complex weighted

data-conjugate mapping.

The received signal on the 3kth, (3k+1) th and (3k+2)th sub-carriers can be

expressed as:

Y 3kð Þ ¼ X 2kð ÞQ 0ð Þ þ X 2k þ 1ð ÞQ 1ð Þ þ ejπ=2X� 2k þ 1ð ÞQ 2ð Þ
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þ
X2=3N

l¼0,l 6¼k

X 2lð ÞQ 3l�3kð ÞþX 2lþ1ð ÞQ 3lþ1�3kð Þþejπ=2X 2kþ1ð Þ�Q 3lþ2�3kð Þ
h i

(21)

Y 3k þ 1ð Þ ¼ X 2kð ÞQ �1ð Þ þ X 2k þ 1ð ÞQ 0ð Þ þ ejπ=2X� 2k þ 1ð ÞQ 1ð Þ

þ
X2=3N

l¼0,l 6¼k

X 2lð ÞQ 3l�1�3kð ÞþX 2lþ1ð ÞQ 3l�3kð Þþejπ=2X� 2kþ1ð ÞQ 3lþ1�3kð Þ
h i

(22)

Y 3k þ 2ð Þ ¼ X 2kð ÞQ �2ð Þ þ X 2k þ 1ð ÞQ �1ð Þ þ ejπ=2X 2k þ 1ð Þ�Q 0ð Þ

þ
X2=3N

l¼0,l 6¼k

X 2lð ÞQ 3l�2�3kð ÞþX 2lþ1ð ÞQ 3l�1�3kð Þþejπ=2X� 2kþ1ð ÞQ 3l�3kð Þ
h i

(23)

The desired signals Z2k and Z2k+1 can be recovered as follows:

Z2k ¼ Y3k � Y3kþ1

¼ X2k Q0 � Q�1ð Þ þ X2kþ1 Q1 � Q0ð Þ þ ejπ=2X�
2kþ1

Q2 � Q1ð Þ (24)

Z2kþ1 ¼ Y3kþ1 � ejπ=2Y�
3kþ2

¼ X2kþ1 Q0 þ Q�
0

ffi �þ ejπ=2X�
2kþ1 Q1 � Q�

�1

ffi �þ X2kQ�1 � ejπ=2X�
2kQ

�
�2

þ
X2=3N

l¼0,l 6¼k

X2lQ3l�1�3k�ejπ=2X�
2lQ

�
3l�2�3kþX2lþ1 Q3l�3kþQ�

3l�3k

ffi �þejπ=2X�
2kþ1

ffi
Q3lþ1�3k

�Q�
3l�1�3k

�
(25)

In the receiver, the signal of K sub-carriers is converted back into the signal with

(2/3) K sub-carriers by de-mapping, and the signals Z2k and Z2k+1can be recovered.

The normal OFDM bandwidth efficiency is 1, but it can’t suppress ICI; the

ICI-SC can suppress ICI well, but bandwidth efficiency is only 1/2; the proposed

method can achieve the bandwidth efficiency of 2/3, meanwhile, it also can

suppress ICI, and it provides a satisfactory tradeoff between the bandwidth effi-

ciency and ICI reduction.

4 Simulation Results

A simulation comparison is conducted to evaluate the performance.
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Figure 2 shows a CIR comparison of the standard OFDM system, adjacent data-

conversion method, adjacent real constant weighted data-conversion method, adja-

cent complex weighted data-conjugate method and symmetric complex weighted

data-conjugate method. From the Fig. 2, it is found that all the ICI-SC method can

improve the system CIR, and adjacent complex weighted data-conjugate method

has the larger CIR when frequency offset is small, with the frequency offset

increasing, adjacent real constant weighted data-conversion method has the excel-

lent CIR performance and it’s better than the proposed method.

CIR is a performance criterion without considering the noise, so a BER com-

parison of different methods is showed in Fig. 3 to analyze the improvement on

system performance of the different ICI-SC methods. From the simulation, all the
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ICI-SCmethods’ BER curves can decrease with the increasing signal-to-noise ratio,

it proves all the methods can improve the system anti-noise performance; it is also

found that the symmetric complex weighted data-conjugate method has signifi-

cantly better BER performance, which certifies the proposed method can better

improve the system performance.

5 Conclusion

In this paper, a MIMO-OFDM model with frequency offset has been analyzed and

researched for ICI reduction, the novel methods are proposed based on the existing

ICI-SC method. From the simulation, the complex weighted data-conjugate method

can suppress the ICI effectively and greatly improve the performance of BER than

other schemes; the 2/3 rate data method can achieve the bandwidth efficiency of

2/3, reduce a waste of spectral resources on suppressing ICI, and provide a

satisfactory tradeoff between the bandwidth efficiency and ICI reduction.
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An Improved Blind Detection Method

for PDCCH in TD-LTE System

Zengshan Tian, Li Zhang, Mu Zhou, and Qiping Zhou

Abstract As a crucial role in scheduling for the TD-LTE system, the Physical

downlink control channel (PDCCH) assigns variable resources to the uplink and

downlink transmission. Based on the consideration of the structure of PDCCH

multiplexing data, this paper proposes an improved blind detection algorithm for

the PDCCH in the TD-LTE system. The most remarkable difference from the

conventional blind detection algorithms is that our proposed algorithm requires

the preprocessing on the PDCCH multiplexing data in a determined search space.

The simulation results demonstrate that our proposed algorithm can effectively

reduce the average number of PDCCH blind detections.

Keywords TD-LTE • PDCCH • Blind detection • Search space • DCI format

1 Introduction

As a quasi-4G system, TD-LTE is based on the orthogonal frequency division

multiplexing (OFDM) and multiple-input multiple-output (MIMO) technologies.

The TD-LTE system supports six different transmission bandwidths including the

1.4, 3, 5, 10, 15 and 20 MHz. The peak data rate by the first release is desired to

achieve the transmission rate100 and 50 Mbps in the downlink and uplink respec-

tively within the 20 MHz frequency band. In TD-LTE system, both the transmission

bandwidth and delay are significantly constrained [1].

Because the user equipment (UE) is always notified by the PDCCH about the

uplink and downlink resource scheduling, the PDCCH will play a significant role in

scheduling the uplink and downlink resource in the TD-LTE system [2]. Under
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normal circumstances, when the UE receives the PDCCH signaling, the UE will not

be informed about the location of actual physical resources which have been

assigned to PDCCH and the PDCCH formats in a sub-frame. However, the infor-

mation content of the current needs can be provided to the UE. For instance, in the

idle state, the UE is waiting for the page and system message, and the uplink

authorization message is desired by the UE when the uplink data is waiting to be

sent out. Then, the UE should conduct the blind detection on each sub-frame for the

PDCCH decoding to effectively schedule the uplink and downlink resource.

As the bearer of the downlink control information (DCI) format, the PDCCH can

be suggested as the core element for the system resource allocation and control

information scheduling. In this case, the PDCCH blind detection has significant

influence on the system response speed and data processing capacity. For the UE, if

the efficiency of blind detection cannot be guaranteed, a certain delay to the system

and the corresponding time will be resulted. In response to this problem, this paper

proposes a new blind detection method for PDCCH to not only improve the

detection performance but also reduce the number of blind detections.

The remainder of this paper is organized as follows. Section 2 gives an overview

of the control channels in TD-LTE downlink system. Section 3 addresses the

features of the PDCCH channel multiplexing. Section 4 discusses the characteris-

tics of the specific PDCCH multiplexing. Section 5 compares the blind detection

process by the conventional and our proposed methods. Then, Sect. 6 provides

some experimental results in the additive white Gaussian noise (AWGN) channel to

verify the efficiency of our proposed method. Finally, we conclude this paper and

give some future directions in Sect. 7.

2 PDCCH

The message carried by the PDCCH is known as the DCI which contains the

resource assignment and some other control information for a UE or a group of

UEs. For instance, the downlink scheduling and assignment information are used

for the physical downlink shared channel (PDSCH) demodulation and decoding.

The scheduling grant information is used to inform the UE about the used resource

and transmission format on the physical uplink shared channel (PUSCH) transmis-

sion. The transmission power control command is used for the uplink physical

channel power control. At this point, the DCI can be divided into a variety of

formats: 1) format 0: scheduling information of PUSCH; 2) formats 1, 1A, 1B, 1C

and 1D: scheduling information of PDSCH; 3) formats 2 and 2A: configuration

information of antenna cases; and 4) formats 3 and 3A: configuration information of

uplink power control [3].

In the physical layer of TD-LTE system, the processing flow of PDCCH at the

receiver can be recognized as an inverse process of the transmission processing

flow [4], as depicted in Fig. 1.
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3 PDCCH Channel Multiplexing

In order to reduce the number of blind detection, the TD-LTE system supports four

types of PDCCH formats which are named as the formats 0, 1, 2 and 3 respectively.

Each format is associated with a special number of CCEs, as illustrated in Table 2.

Each CCE consists of nine REGs, and thereby it will contain 72 bits of continuous

resources block [4]. The multiple formats supported by the PDCCH are also

presented in Table 1.

From Table 1, we can find the maximum number of OFDM symbols which are

assigned to PDCCH transmission in a sub-frame. To improve the efficiency of the

transmission bandwidth, we should decrease the number of OFDM symbols

assigned to each PDCCH.

By using the multiplexed PDCCH to calculate the number of available CCEs, the

number of available CCEs can be calculated by (1).

NCCE ¼ NTOTAL
REG � NPCFICH

REG � NPHICH
REG

� �
=9

� �
(1)

Where NTOTAL
REG is the total number of the REGs in the OFDM symbols of control

domain; NPCFICH
REG is the number of the PCFICH REGs; NPHICH

REG is the number of the

PHICH REGs.

After the PDCCH is multiplexed, we can define the monitoring candidate

PDCCH series in a search space S
ðLÞ
k . S

ðLÞ
k are defined as continuous CCE set in (2).

S
Lð Þ
k ¼ L � Yk þ mð Þmod NCCE,k=Lb cf g þ i

i ¼ 0, � � �,L� 1;m ¼ 0, � � �,M Lð Þ � 1

(
(2)

Where L ∈ {1,2,4,8};M(L ) is the number of decoding PDCCHs in the specified

search space. Yk is calculated by (3).

Yk ¼ A � Yk�1ð ÞmodD
Y�1 ¼ nRNTI 6¼ 0, A ¼ 39827,D ¼ 65537

ffl
(3)

By setting the levels L ¼ 1, 2, 4, 8, the multiplexed PDCCH will be mapped

into ten consecutive CCEs, as shown in Fig. 2. At this point, the length of DCI will

PDCCHs
multiplexing

ScramblingModulatin
Layer

mappingPrecoding
REs group
interwave

Mapping
to REs

Tx

DCI1 CRC attachment Rate matching

RTNI

DCI n CRC attachment

RTNI

Rate matching

Channel coding

Channel coding

... ... ... ...

Fig. 1 PDCCH

transmission flow
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be determined by the size of bandwidth. We take the DCI with the length of 29 bits

and the common search space for instance. The final length of DCI will equal to

135 bits after the cyclic redundancy check (CRC) and tail biting convolutional

coding. In Fig. 2, the shaded blocks represent the different duplicate information

after the rate matching. In other words, the shaded blocks with the same shape size

should contain the same CCE information.

4 Characteristics of the Specific PDCCH Multiplexing

As depicted in Fig. 2, when the set level equals to 1, the interleaved concatenated

information will be punched, but for the set level 2, there will be a few duplicate

information with nine repeating bits. As the set level increases to 4 and 8, there a

large number of complete repeating segments could be resulted.

Because of the existence of the complete repeating segments in set levels 4 and

8, we can use the slide correlation to conduct the PDCCH multiplexing segmenta-

tion. In our experiments, we select the correlation window with the length of

270 bits and divide this window into two segments with the length 135 bits each

(i.e., the two repeating segments). Then, we can obtain the slide correlation value of

each segment with the sliding step 1 CCE in Fig. 3. We observe that in the ideal

situation, the well peak performance can be obtained by dividing the correlation

window into two repeating segments.

Table 1 PDCCH formats

PDCCH format Number of CCEs Number of REGs Number of PDCCH bits

0 1 9 72

1 2 18 144

2 4 36 288

3 8 72 576

CCEL 1 2 3 4 5 6 7 8 9 10

1

135bit

2

4

8

Fig. 2 CCE data structure after multiplexing
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After the demodulation and descrambling at the receiver, we can obtain the

similar multiplexing segment in Fig. 2. At this point, for both the hard and soft

demodulation [5], the PDCCH multiplexing information should always achieve the

well correlation peak performance after the descrambling. Therefore, with the help

of the correlation peak, we can effectively improve the detection performance and

also reduce the number of blind detection by preprocessing the information in the

specific search space.

5 Blind Detection

A string of data in different PDCCH channels will be obtained after the

descrambling at the receiver. Because the UE cannot determine the exact

multiplexing method, the blind detection process should be required.

5.1 Conventional Blind Detection Method

The steps of the conventional blind detection method are described below.

1. Calculation of the number of CCEs: Dividing the length of string data by 72, we

can obtain the number of CCEs (i.e. NCCE,k). The CCEs are labeled from the IDs

0 to NCCE,k � 1 where k is the number of sub-frames. Moreover, the lengths of

string data on both the transmission and receiver sides should be the integral

multiples of the number of CCEs.

2. Determination of the radio network temporary indication (RNTI) and DCI

format: Based on the expected DCI information for the UE, we can easily
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determine the RNTI for CRC descrambling and the DCI format for blind

detection.

3. Calculation of the starting position and the largest search space: The starting

position in search space and the largest CCE search space can be calculated

by (2).

4. Processing on the read-out CCEs information: Because there is no prior infor-

mation about the search level, the UE should try all the set levels in search space

to read the CCEs. Then, after the de-rate matching and Viterbi decoding on the

CCEs, we will conduct the RNTI descrambling and CRC checksum on the

obtained data.

5. Blind Detection: If the CRC checksum is correct, the data can be accepted

however, if the wrong checksum occurs, the starting position will be added by

L. This iterative process continues until the entire candidate PDCCHs have been
searched. We take the iterations with L ¼ 1 for instance. If the desired DCI

information cannot be obtained after all the CCEs have been searched in the

condition of level L ¼ 1, we will go back to step 4 to re-calculate the starting

position of the search space. Then, we continue for the next iteration with the

level L ¼ 2. The blind detection ends when the UE obtains the desired DCI

information or all the set levels have been searched [6].

Based on the previous steps, the significant drawbacks of the conventional blind

detection method are about the large amount of calculation cost and low detection

accuracy because all the CCE levels and PDCCH candidates should be traveled

during the iterative search process.

5.2 Improved Blind Detection Method

The steps of our improved method are described below.

Steps 1, 2 and 3 are the same steps with the conventional blind detection method.

4. Preprocessing PDCCH multiplexing data in search space: The length of calcu-

lated data in the specified search space equals to the length of sliding correlation

window Lcorr ¼ 3 ∗ (Ldci + 16) where Ldci the calculated length of DCI infor-

mation is. Because the PDCCH will be mapped by using the CCE as the

minimum unit, the step size of the related offset should equal to 1 CCE. Then,

each correlation value will be recorded as a starting point for the CCE. If the DCI

is only associated with the public search space (e.g. L ¼ 4, 8), we will order the

correlation values in the descending order and then go to step 5. If the DCI is

associated with the dedicated search space or both the dedicated search space

and the public search space, we will first judge the correlation peak, and then

select the top five staring position with the largest priority to process the step 5.

5. Blind Detection: The data obtained from each given starting position is with it’s

the length Lcorr. Because the data has been de-repeated, it can be de-interleaved

directly for the de-rate matching and Viterbi decoding. After that, the obtained

data will be descrambled by the RNTI and CRC checksum. If the CRC
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checksum is correct, the blind detection is done. However, in the wrong CRC

checksum condition, we will judge whether the data is associated with the

specific search space or both the public search space and specific search space.

If the data is not associated with the previous search spaces, we will not consider

the two set levels L ¼ 4 and L ¼ 8, but conduct the conventional blind detection

process with L ¼ 1 and L ¼ 2. This blind detection process ends when the UE

obtains the desired DCI information or all the set levels have been blindly

detected.

6 Simulation Results

The simulation environments are described as follows: (1) three DCI formats (i.e. 0,

1 and 1A) sent out from the sender; (2) AWGN channel; and (3) C-RNTI as the

RNTI type. In different conditions of signal to noise ratio (SNR), we compare the

average number of PDCCH blind detection by the conventional and our proposed

methods in Fig. 4. There are 1,000 data blocks used for the simulation on the MAT

LAB platform. The simulation parameters are listed in Table 2.
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Table 2 Simulation

parameters
Parameters Simulation values

Downlink bandwidth 10 MHz

Number of transmit antennas 2

Number of PDCCH 1

RNTI type C-RNTI

Noise type AWGN

Transmission mode 1
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As shown in Fig. 4, it is observed that the number of blind detection will be

significantly increased in the low SNR condition. For instance, in the condition of

3 dB SNR, the number of blind detection by our proposed method decreases by

70 and 76 % compared to the perfect state and the conventional method. This result

is mainly cause by the significant increase of the PDCCH formats 2 (4 CCE) and

3 (8 CCE) in the bad channel condition.

Compared to the conventional blind detection method, the remarkable difference

of our proposed method is that by the characteristics of the large set levels of string

data. In the condition of low SNR, most of the set levels will be selected as format

3 (8 CCE). In this case, although the required conditions for the preprocessing can

be satisfied, the precision for the possibility ordering by the correlation peak cannot

be guaranteed. In the contrary, both the required conditions for the preprocessing

and precision for the possibility ordering can be satisfied. Therefore, the number of

blind detection will be substantially decreased. However, in the high SNR condi-

tion, because lower set levels are allocated to the UE, the preprocessing can only

optimize the blind detection process in public search space, and thereby the

decrease of the number of blind detection cannot be significant.

7 Conclusion

This paper proposes a new blind detection method for the PDCCH in TD-LTE

system. Without the consideration of the impossible situations after the

pretreatment on the detection information, our improved method outperforms the

conventional blind detection method in the aspects of the required number of blind

detection, computation cost for the reaction of UE and system delay in variable

conditions of SNR.
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Simple and Efficient Algorithm for

Automatic Digital Modulation Recognition

Badreldeen Ismail Dahap and Liao HongShu

Abstract In this paper we propose new features extracted from the instantaneous

information (amplitude, frequency and phase) to discriminate between digital

modulated signals MASK (2, 4 and 8), MFSK (2, 4 and 8) and MPSK (2, 4 and 8).

By setting the appropriate threshold, the average recognition rate can reach 99.5 %

when SNR ¼ 8 dB. This algorithm is easy to implement and has small computation

loads due to the use of less number of features comparing with most of the existing

algorithms of automatic digital modulation recognition.

Keywords Instantaneous information • Modulation recognition and features

1 Introduction

Automatic modulation recognition has been an important theme with the develop-

ment of wireless communications. It is widely applied to the non-cooperative

communication field for military or civilian purposes. It is used in military appli-

cations such as surveillance, electronic warfare and threat analysis. In civilian field,

it is used for the purposes such as signal confirmation, interference identification

and spectrum management [1].

There are two main types of modulation recognition approaches: the statistical

pattern recognition approach and the decision-theoretic approach.

Several modulation classification approaches have been established in the last

few years to discriminate among MPSK, MFSK based on Cumulant [2–8], Wavelet

analysis [9–12], both Wavelet and Cumulant [13], Spectrum Line Feature [14, 15],

Cyclic Spectral Density [16] and Cyclic Spectral Correlation Function [17].

However, most of these approaches have some shortcomings in practical
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implementation due to the complexity of their calculations and recognition rate at

lower SNR, for the decision-theoretic approaches and statistical pattern recognition

respectively. To solve the problems of lower recognition rate at lower SNR, most

researchers focus on the improvement of statistical pattern recognition by choosing

features that enable us to get a higher recognition rate at lower SNR using the

decision tree classifier or machine learning classifier with the help of neural

network.

In [18], the proposed seven features extracted from instantaneous information to

discriminate between digital modulated signals {(MASK (2, 4 and 8), MPSK (2, 4

and 8) and MFSK (2, 4 and 8)} have an overall success rate of over 96 % at the

SNR ¼ 10 dB.

Our research aims at the development of a new approach for the modulation

recognition of digital signals, using four features extracted from instantaneous

information (amplitude, frequency and phase) to discriminate between nine signals

as in [18] at low SNR. Our approach not only achieves a better recognition rate but

also overcomes the weakness of traditional approaches to some extent.

This paper is organized as follows: The features extracted from instantaneous

information are introduced in section two. Computer simulations including the

determination of thresholds, the flowchart and the simulation results are explained

in section three, while the conclusion is given in section four.

2 Feature Extraction

To discriminate the digitally modulated signals, four features extracted from

instantaneous information (amplitude, phase and frequency) are used.

The first feature Vaa is defined by

Vaa ¼ 1

Ns

XNs

i¼1

a2cn ið Þ � 1

Ns

XNs

i¼1

acn ið Þ
 !2

(1)

where Ns is the number of samples, acn(i) ¼ an(i)�1, and an(i) ¼ a(i)/ma, a

(i) is the instantaneous amplitude, ma is the sample mean value. Since the

variance of the normalized-centered instantaneous amplitude of MASK satisfies

Vaa(ASK2)>Vaa(ASK8)>Vaa(ASK4), only Vaa can be used to discriminate between

ASK2, ASK4 and ASK8.

The second feature Vph is defined by

Vph ¼ 1

Ns

XNs

i¼1

∅4 ið Þ � 1

Ns

XNs

i¼1

∅2 ið Þ
 !2

(2)
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where Ns is the number of samples and ∅ is the instantaneous phase without

normalization. Since the variance of the square of the instantaneous phase of MPSK

satisfies Vph(PASK4)>Vph (PASK8)>Vph (PASK2), only Vph can be used to discrimi-

nate between (MASK) and (MPSK), and also discriminate PSK2, PSK4 and PSK8.

The third feature Vif is defined by

Vif ¼ 1

Ns

XNs

i¼1

f2 ið Þ � 1

Ns

XNs

i¼1

f ið Þ
 !2

(3)

where Ns is the number of samples, while f is the instantaneous frequency. Vif is

used to discriminate between MPSK and MFSK.

The fourth feature PP is defined by

PP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

c

X
an ið Þ>at

∅2
NL ið Þ

0
@

1
A=

1

c

X
an ið Þ>at

��∅NL ið Þ��
0
@

1
A

2
vuuut (4)

where PP is the improvement of the P proposed by [18] and c is the number of

non-weak samples. an(i) ¼ a(i)/ma, where a(i) is the instantaneous amplitude, ma is

the sample mean value, at is the value of threshold to get non-weak sample signals

and ∅ NL is normalized instantaneous phase. PP is used to discriminate between

FSK2, FSK4 and FSK8.

3 Computer Simulations

In this section, the computer simulation results are introduced, the software used is

Matlab R2011b and the simulation parameters are set as follows: carrier frequency

(fc) ¼ 150 KHz, sampling frequency (fs) ¼ 1.2 MHz, symbol rate (fb) ¼ 12.5

Kbps, symbol number 1000, the carrier amplitude(ac) ¼ 1 and the noise is

assumed to be additive white Gaussian noise.

3.1 Thresholds Determination

The thresholds for all features are shown in the Fig. 1, Fig. 2, Fig. 3, Fig. 4, Fig. 5,

and the specific values are shown in Table 1.

From Fig. 1 we see that ASK2 can be discriminated from (ASK4, ASK8) at

SNR � 2 dB by the threshold 1 (t2), similarly (ASK4) can be discriminated from

ASK8 at SNR � 7 dB by the threshold 2 (t3).
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Figure 2 shows that, the first threshold (t1) of the feature Vph enables the

discrimination of MASK from MPSK and MFSK at SNR � 0 dB.

From Fig. 3 we see that (PSK2) can be discriminated from (PSK4, PSK8) at

SNR � 0 dB by the threshold 1 (t5), similarly (PSK4) can be discriminated from

(PSK8) at SNR � 3 dB by the threshold 2 (t6).

Figure 4 shows that (MFSK) can be discriminated from (MPSK) at SNR � 0 dB

by the threshold (t4).

Figure 5 shows that (FSK2) can be discriminated from (FSK4, FSK8) at SNR

� 0 dB by the threshold 1 (t7), also (FSK4) can be discriminated from (FSK8) at

SNR � 0 dB by the threshold 2 (t8).
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3.2 Flowchart of Automatic Recognition of Digital
Modulation

As shown in the Fig. 6 below, first, we separate (MASK) from (MPSK, MFSK)

using Vph. Secondly, we separate (MPSK) from (MFSK) using Vif. Thirdly, we

separate ASK2, ASK4, and ASK8 from one another using Vaa. Fourthly, Vph is

used to separate PSK2, PSK4, and PSK8 from one another. Finally, we separate

FSK2, FSK4, and FSK8 from one another using PP.

3.3 Simulation Results and Analysis

500 iterations are used to get the recognition rates in Table 2, Table 3, Table 4.

Table 2 shows that, by using Vaa to discriminate among MASK (ASK2, ASK4,

ASK8), the average recognition rate can reach 92.13 % when SNR ¼6 dB.

Table 3 shows that when Vph is used to discriminate among MPSK (PSK2, PSK4

and PSK8) the average recognition rate can reach 99.6 %when SNR ¼ 6 dB, which

has a better recognition rate than [11] and is easier to compute than most existing

MPSK automatic modulation recognition techniques such as [4, 19]. In addition this

feature is able to discriminate (MASK) from (MPSK and MFSK) and the recogni-

tion rate reaches 100 % when SNR � �2dB.

Table 4 shows that when PP is used to discriminate between MFSK (FSK2,

FSK4 and FSK8). The average recognition rate reaches 96.4 % when SNR ¼
�2 dB. This shows that the modified feature has a better recognition rate than

most existing MFSK automatic modulation recognition technique such as [12, 17]

and is easier to compute.

By using these four new features, an average recognition rate not less than

99.5 % can be achieved when SNR ¼ 8dB, as shown in Fig. 7 and Table 5,

which is much better than those in [18, 20] and [21].

Table 1 The values of all thresholds

Feature Threshold Function

Vph t1 ¼ 10 Discriminate (MASK) from (MPSK, MFSK)

t5 ¼ 35 Discriminate (PSK2) from (PSK4, PSK8)

t6 ¼ 64 Discriminate (PSK4) from (PSK8)

Vif t4 ¼ 0.06 Discriminate (MPSK) from (MFSK)

Vaa t2 ¼ 0.286 Discriminate (ASK2) from (ASK4, ASK8)

t3 ¼ 0.23 Discriminate (ASK4) from (ASK8)

PP t7 ¼ 1.23 Discriminate (FSK2) from (FSK4, FSK8)

t8 ¼ 1.18 Discriminate (FSK4) from (FSK8)
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Table 2 The results of feature Vaa

SNR (dB) 4 6 8 >10

ASK2 96.4 % 100 % 100 % 100 %

ASK4 6.6 % 76.4 % 95 % 100 %

ASK8 100 % 100 % 100 % 100 %

Average recognition rate 67.67 % 92.13 % 98.33 % 100 %

Table 3 The results of feature Vph

SNR (dB) 4 6 8 >10

PSK2 100 % 100 % 100 % 100 %

PSK4 57.4 % 98.8 % 100 % 100 %

PSK8 100 % 100 % 100 % 100 %

Average recognition rate 85.8 % 99.6 % 100 % 100 %

Table 4 The results of feature PP

SNR (dB) �4 �2 0 >2

FSK2 51.60 % 89.4 % 100 % 100 %

FSK4 100 % 100 % 100 % 100 %

FSK8 77.8 % 100 % 100 % 100 %

Average recognition rate 76.47 % 96.47 % 100 % 100 %
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Fig. 7 The right

recognition of the digital

modulated signals

Table 5 The correct classification at SNR ¼ 8 dB

ASK2 100 % PSK8 99.8 %

ASK4 96 % FSK2 100 %

ASK8 100 % FSK4 100 %

PSK2 100 % FSK8 100 %

PSK4 100 % Average recognition rate 99.53 %
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4 Conclusion

In this paper we propose four new features based on the variance of instantaneous

amplitude, phase and frequency. By using these features, an average recognition

rate not less than 99.5 % can be achieved when SNR ¼ 8 dB. This technique not

only gives a better recognition rate, compared to existing methods, but it is also

easier to compute. The simulation results also show that only one feature can be

used to discriminate the MASK, MPSK and MFSK signals subtype. It is more

feasible in practical scenarios.
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The Analysis of Effect of Nonlinear Power

Amplifier on Beamforming

Chen Wei, Huiyong Li, and Julan Xie

Abstract In a transmit beamforming system, the power amplifier (PA) plays an

important role of affecting performance and stability of this system, because most

of systems’ nonlinearities are derived from the PA’s nonlinearities. Generally

speaking, only the lower amplitude input can gain the better linearity of PA but

poor efficiency; on the contrary, the higher efficiency always means the more

deteriorated linearity of PA. It’s a dilemma to maintain both the efficiency and

the nonlinearities of PA. Aiming to obtain a deeper understanding on this problem,

this paper analyses the effect of nonlinear power amplifier on beam patterns of

transmission arrays. Simulation results are also given for confirming the validity of

the theoretical results.

Keywords The nonlinearities of PA • The model of PA • Transmit beamforming

• Beam pattern

1 Introduction

In the past few years, boosted by the development of the receiving digital

beamforming and the solid-state power amplifier (SSPA), the transmit digital

beamforming has got a significant improvement. What’s more, it is the

digital technique that makes the system more reliable and more stable. Therefore

this technique is widely used in radar, the military anti-jam communication and the

civil mobile communication.

In fact, the power amplifier has an eternal contradiction in the efficiency and

linearity of PA, that the lower amplitude input can gain the better linearity of PA but

poor efficiency; on the contrary the higher efficiency always means the more
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deteriorated linearity of PA. As we all know, the nonlinearity of PA will break the

information of the input signal, which can make influence on the transmitting

beamforming. Therefore, it is important for solve this contradiction to analyze the

effect of nonlinear PA on beamforming. In [1], it only considered the AM–AM

varieties, regardless of the AM–PM varieties and so on. This paper demonstrates

the effect of nonlinear power amplifier on beam patterns. In particular, we concen-

trate on the effects that amplitude nonlinearities and phase nonlinearities have on

these patterns.

Although some nonlinear amplifier models, such as the model of Taylor series of

finite order, have a simple form, they only show AM–AM conversion. Meanwhile,

some nonlinear amplifier models, such as the model of Volterra in [2], can show

AM–AM conversion and AM–PM conversion, but they have a complex form which

is inconvenient to study.

In this study, each channel and array elements are assumed ideal. We will limit

ourselves to a narrow band signal. As assumed, the model of PA is

quasimemoryless [3]. This is done in order to focus attention on the effects of the

amplitude and phase nonlinearities. Starting from these assumptions, we develop an

amplifier model from [4, 5] that is based on a band-pass orthogonal model, which

can simply show nonlinear distortions in both AM–AM conversion and AM–PM

conversion.

2 The Analysis of Nonlinear Power Amplifier Based

on a Band-Pass Orthogonal Model

We will limit our study on the “a narrow band signal” case and focus attention on

foundational frequency. The model of nonlinear PA is shown in Fig. 1.where f(AwA
(t)) is an odd function, representing AM–AM conversion, and g(AwA(t)) is an even

function, representing AM–PM conversion. There will be a separate set of function

for each model.

The input signal in Fig. 1 is given by:

vin ¼ AwA tð Þ cos ωtþ θ tð Þ � ϕwð Þ (1)

where Aw is the amplitude of each channel’s weight and ϕw is the phase of weight. ω
is the carrier frequency. θ(t) is the phase of the input signal and A(t) is the amplitude

of the input signal. So this output signal of a nonlinear amplifier is given by

vout ¼ f AwA tð Þð Þ cos ωtþ θ tð Þ � ϕw þ g AwA tð Þð Þð Þ (2)

Expanding (2) results in (3).
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vout ¼ f
�
AwA tð Þ� cos g�AwA

�
t
��

cos
�
ωtþ θ

�
t
�� ϕw

�
� f

�
AwA tð Þ� sin g�AwA

�
t
��

sin
�
ωtþ θ

�
t
�� ϕw

�
¼ I AwA tð Þ½ � cos �ωtþ θ

�
t
�� ϕw

�
� Q AwA tð Þ½ � sin �ωtþ θ

�
t
�� ϕw

� (3)

where

I AwA tð Þ½ � ¼ f
�
AwA

�
t
�
cos g

�
AwA

�
t
��

Q AwA tð Þ½ � ¼ f
�
AwA

�
t
�
sin g

�
AwA

�
t
�� (4)

Finally, f(AwA(t)) and g(AwA(t)) are given by:

f
�
AwA tð Þ� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I AwA tð Þ½ �2 þ Q AwA tð Þ½ �2

q

g
�
AwA tð Þ� ¼ arctan�1 Q AwA tð Þ½ �

I AwA tð Þ½ �
(5)

According to the instruction of PA, we can get the solid lines of f(AwA(t)) and g
(AwA(t)) by which the lines of I(AwA(t)) and Q(AwA(t)) are finally given.

As (4) stated, both I(AwA(t)) and Q(AwA(t)) are odd functions. So, the two lines

can be simulated by an odd number-order power series.

I AwA tð Þ½ � ¼ aI1
�
AwA

�
t
��þ aI3 AwA tð Þð Þ3 þ . . . . . .

Q AwA tð Þ½ � ¼ aQ1
�
AwA

�
t
��þ aQ3 AwA tð Þð Þ3 þ . . . . . .

(
(6)

Let (6) be merged into a complex expression.

f
�
AwA tð Þ�ejg AwA tð Þð Þ ¼ �

aI1 þ j � aQ1
��
AwA

�
t
��

þ aI3 þ j � aQ3
� �

AwA tð Þð Þ3 þ . . . . . .
(7)

where aI1 and aQ1 decide the amplification of PA. When aI3 and aQ3 are negative,
the output signal is undergoing compression by the amplifier. However, when aI3
and aQ3 are positive, the output signal is undergoing expansion. In general, because
the voltages of most nonlinear devices are limited by quiescent point, the output

signal is always compressed.

High order power series will get an accurate fitted result. Generally, third-order

is enough to reflect the nonlinearity.

AwA(t )cos(wt+q(t)–fw) AwA(t)cos(wt+q(t)–fw+g(AwA(t))) f(AwA(t))cos(wt+q(t)–fw+g(AwA(t)))

AM/PM
g [wA (t)]

AM/PM
f [A (t)]

Fig. 1 The model of nonlinear PA

The Analysis of Effect of Nonlinear Power Amplifier on Beamforming 727



The accuracy of this model will be fallen, when PA’s nonlinearities are raised.

So, the model proposed is adapted not to the rich nonlinear PA, but to the poor

nonlinear PA.

Besides (2), the output signal is also shown by:

vout ¼ Re f AwA tð Þð Þejg AwA tð Þð Þej ωtþθ tð Þ�ϕwð Þ
h i

(8)

Because we always substitute a real signal with a complex signal for researching

conveniently, we have:

v
0
out ¼ f

�
AwA tð Þ�ejg AwA tð Þð Þej ωtþθ tð Þ�ϕwð Þ

¼ aI1 þ j � aQ1
� �

AwA
�
t
�
ej ωtþθ tð Þ�ϕwð Þ

þ aI3 þ j � aQ3
� �

Aw
3A tð Þ3ej ωtþθ tð Þ�ϕwð Þ

¼ aI1 þ j � aQ1
� �

wHA
�
t
�
ej ωtþθ tð Þð Þ

þ aI3 þ j � aQ3
� �

wHAw
2A tð Þ3ej ωtþθ tð Þð Þ

¼ A1e
jφ1wHA tð Þej ωtþθ tð Þð Þ

þ A3e
jφ3wHAw

2A tð Þ3ej ωtþθ tð Þð Þ

(9)

where

A1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aI12 þ aQ12

p
,φ1 ¼ arctan�1 aQ1

aI1

A3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aI32 þ aQ32

p
,φ3 ¼ arctan�1 aQ3

aI3

(10)

e�jϕw is the phase of weight in (9). As (9) and (10) stated, after the nonlinear PA,

the output signals become A tð Þej ωtþθ tð Þþφ1ð Þ and A tð Þ3ej ωtþθ tð Þþφ3ð Þ. When the input

signal is a Linear Frequency Modulation (LFM) signal, the output signal is given by

vlfs�out ¼ A1e
jφ1wHAþ A3e

jφ3wHAw
2A3

� ffl
ej ωtþθ tð Þð Þ

¼ A
0
ej ωtþθ tð Þð Þ ¼ A

0�� ��ejφA
0 ej ωtþθ tð Þð Þ (11)

where

A
0 ¼ A1e

jφ1wHAþ A3e
jφ3wHAw

2A3: (12)

The coefficient of output signal is a constant complex in (12), which the norm of

is the power of output signal, and which the phase of is the delay of transmitting

signal. These factors don’t affect the information of input signal.

Besides, when the input signal is a narrow band signal which the amplitude

varies along the time, the output signal consists of original signal and nonlinear

products which are interference signals for the input signal.
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3 Simulation

We consider a 16-element array with elements uniformly spaced on the line of

distance equal to half wavelength. We design a transmit beam at angle 30∘ and a

null point at angle� 20∘. We calculate the effects the nonlinear PA has on the beam

patterns produced by a beamforming technique based on orthogonal projection

algorithm. According to the paper [6], we let the coefficients of this PA model be

aI1 ¼ 1.6285; aI3 ¼ � 0.0750; aQ1 ¼ 3.4184; aQ3 ¼ � 0.1430. Following the

coefficients, the lines of I(AwA(t)) and Q(AwA(t)) are shown by Fig. 2.

As (11) showed, when the input signal is a LFM signal, the information of the

output signal across nonlinear PA will be the same as the input signal, while the

power of the output signal will change with the nonlinearity of PA.

Figure 3 shows a composite plot of linear PA and nonlinear PA in the signal of

different amplitudes. According to this figure, we can find that a large amplitude of

input signal will lead to compression of output signal, and a high voltage increased

at null point.

As (9) stated, when the input signal is a narrow signal which the amplitude of is a

time function, such as a DSB signal, A(t)ej(ωt + θ(t)) is the input signal and A(t)3ej
(ωt + θ(t)) is the nonlinear product. In this simulation, we assumed A
(t) ¼ As * cos ωt.

Figure 4 shows a composite plot of foundational signal and a third-order

harmonic product. According to this figure, we can find that large amplitude of an

input signal will get a strong power of the nonlinear product, which lead to a clear

nonlinearity of PA. This will make an influence on the result of transmission.

Figure 5 shows the power radio of the original signal versus the nonlinear product

in the different amplitudes of the input signal, when the amplitude of the input

signal is As cos ωt.
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4 Summary

In this paper, all array elements are thought to have the same characteristics.

According to AM–AM conversion and AM–PM conversion, when the input signal

is a constant envelope signal (such as a LFM signal), that is to say, the amplitude of

the input signal that is constant, the nonlinear product is also a constant complex.

So, it does not affect the information of signal. In general, we can transmit LFM

signal by a high efficiency and rich nonlinearity of PA. However, when the input

signal is an in-constant envelope signal (such as a DSB signal), that is to say, the

amplitude of the input signal that is a time function, both AM–AM conversion and

AM–PM conversion will affect the information of amplitude and phase of the input

signal. The nonlinear product is an interference signal, which is decided by the

value of a1/a3. At the worst case, the power of nonlinear products which are made

by AM–AM varieties or AM–PM varieties will be strong and the nonlinear PA

badly undermines the output signal. Thus, as expected, we can make a choice

between the efficiency and the linearity of PA properly, with the radio power of

original signal and nonlinear products.
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A New Secure Transmission for Big Data

Based on Nested Sampling and Coprime

Sampling

Junjie Chen, Qilian Liang, Baoju Zhang, and Xiaorong Wu

Abstract There are critical requirements for security in Big Data collection and

transmission of Big Data through a communication network. A new secure trans-

mission for Big Data based on nested sampling and co-prime sampling is proposed

in this paper. With nested sampling and coprime sampling, Big Data could also

achieve higher PSD for BFSK signal. When the sampling spacing pairs bigger

enough, the spectrum of BFSK signal performs like frequency hopping. With the

same independent multitone interfering signal added to FH/BFSK system, the error

probability becomes much lower using nested sampling and coprime sampling

compared with the original FH/BFSK signal. This property has great advantage

in the security of Big Data collection and transmission using FH/BFSK based on

nested sampling and coprime sampling.

1 Introduction

The phrase “Big Data” refers to large, diverse, complex, distributed data sets

generated from instruments, sensors, Internet transactions, email, video, click

streams, and all other digital sources available today and in the future, as defined

by U.S. National Science Foundation in its recent solicitation.

In modern data processing, the security is an important issue. Data experts and

critics worry that potential abuses of Big Data may imperil personal privacy, and

consumer freedoms[1, 2]. Critical requirements for security in Big Data collection
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and transmission through a communication network is presented. A new secure

transmission for Big Data based on nested sampling and coprime sampling is

proposed in this paper.

In this paper, a brief introduction of nested sampling [3–5] and coprime sam-

pling is given. As we will show, with the sampling spacings increasing, the

mainlobe of PSD (Power Spectral Density) estimated from these two sampling

methods will be much narrower, that is, the occupied bandwidth becomes smaller

[6, 7]. With the sampling intervals large enough, the PSD will be as narrow as

possible, which performs like frequency hopping (FH). What’s more, it will be

proved that for such kind of FH/BFSK signal sampled by these two sampling

methods, the probability of error will becomes lower with independent multitone

interference added. This property has great advantage in the security of Big Data

collection and transmission when the communication system is attacked by jam-

ming. This offers a new secure transmission method for Big Data.

The rest of this paper is organized as follows. A brief overview of nested sparse

sampling and co-prime sampling is given in Sects. 2 and 3 separately. In Sect. 4,

the FH/BFSK communication system with independent multitone interference is

introduced. Numerical results for the PSD of nested sampling and coprime sam-

pling are detailed in Sect. 5. The error probability performance of FH/BFSK in

Rician fading channel with independent multitone interference is shown in Sect. 6.

Conclusions are presented in Sect. 7.

2 Nested Sampling

The nested array was first introduced as an effective approach of array processing

with enhanced degrees of freedom in [5, 8]. The nested array [4] has two uniform

levels of sampling density, with the level 1 samples at the N1 locations and the level

2 samples at the N2 locations.

1 � l � N1; for level 1

ðN1 þ 1Þm; 1 � m � N2; for level 2

Using nested array structure, with sparse samples, the difference-co-array

k ¼ ðN1 þ 1Þm� l could obtain the degrees of freedom as

2½ðN1 þ 1ÞN2 � 1� þ 1 ¼ 2ðN1 þ 1ÞN2 � 1 (1)

Based on the principle above, nested sampling could be achieved as shown in

Fig. 1. Two levels of sampler are involved, with N1 level-1 samples and N2 level-2

samples in each period, with a period of (N1 + 1)N2. It is obvious that the samples

obtained from nested sampling are very sparse compared with Nyquist sampling.
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Consider the product xðn1Þx�ðn2Þ for the samples obtained from nested

sampler, with n1 and n2 belong to the first period in Fig. 1, the difference-co-array

k ¼ ðN1 þ 1Þm� l at the following locations could be obtained,

1; 2; . . . ;N1; ðN1 þ 1Þ; 2ðN1 þ 1Þ; � � � ;N2ðN1 þ 1Þ (2)

Although the signal is sampled sparsely and non-uniformly at 1 � l � N1 and

(N1 + 1)m,1 � m � N2 for each period, the signal’s autocorrelation Rc(τ) could be

estimated at all lags τ ¼ k, which means that the original signal’s second-order

statistical property is kept using nested sampling.

The autocorrelation samples for all k could be calculated [4] by averaging the

products xðn1Þx�ðn2Þ over L periods,

R̂ðkÞ ¼ 1

L

XL�1

l¼0

xðnÞx�ðn� kÞ (3)

3 Coprime Sampling

Different from nested sampling, coprime sampling has two sets of uniformly

samplers as shown in Fig. 2.

Coprime sampler uniformly samples xc(t) using two sparse samplers, with

sample spacing PT and QT respectively, where P and Q are coprime integers.

xðnÞ ¼ xcðnTÞ (4)

Consider the product

xðPn1Þx�ðQn2Þ (5)

where x(Pn1) and x(Qn2) comes from the first and the second sampler. Set the

difference as

Fig. 1 Nested sampling

with N1 ¼ 3;N2 ¼ 5
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k ¼ Pn1 � Qn2 (6)

The authors in [4] have proved that the difference k can achieve any integer value in
the range 0� k� PQ� 1, if n1 and n2 satisfy 0� n1� 2Q� 1 and 0� n2� P� 1.

Since k ¼ Pðn1 þ QlÞ � Qðn2 þ PlÞ for any l, the estimate of autocorrelation

R(k) could also be obtained by averaging l,

R̂ðkÞ ¼ 1

L

XL�1

l¼0

xðPðn1 þ QlÞÞx�ðQðn2 þ PlÞÞ (7)

4 FH/BFSK with Independent Multitone Interference

The signal is BFSK signal with central frequency ωo ¼ 200 Hz, and frequency

offset Ω ¼ 10 Hz.
ffiffiffiffiffiffi
2P

p ¼ 1, so that P ¼ 1=2. The PSD of this BFSK signal is as

shown in Fig. 3.

Fig. 2 Co-Prime sampling

in the time domain
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It is assumed that there are totally NS nonoverlapping FH bands in the FH/BFSK

communication system [9, 10]. Each FH band occupies Bh bandwidth. There are

two orthogonal signaling tones in each FH band. Each two signal tones in each FH

band are orthogonal to the signaling tones in all other FH bands. There are totally

2 � NS possible transmitted signaling tones.

The PSD of Additive White Gaussian Noise (AWGN) that corrupt the channel is

defined as N0 ∕ 2. The independent multitione interference tones have a total power

of PJT, which is transmitted in the total of q equal power independent interfering

tones and is spread uniformly over the spread spectrum bandwidth of the FH/BFSK

communication system. The power for each interfering tone is PJ ¼ PJT=q . The
independent multiple interfering tones are transmitted at the frequencies exactly

corresponding to the possible 2 � N signaling tones, and none of them are

transmitted at the same frequency.

5 Numerical Results

As proved in [7], with the increase of sampling spacing pairs, besides the mainlobe

of the PSD becomes narrower, the central of the PSD gets higher for both nested

sampling and coprime sampling, which results in an efficient spectrum usage. It is

also observed that with the same sampling spacings chosen for both nested sam-

pling and coprime sampling, i.e., N1 ¼ P, N2 ¼ Q, N ¼ ðN1 þ 1ÞN2 for nested

sampling will be greater than N ¼ PQ for coprime sampling. If the sampling

spacing pairs become higher, the mainlobe of PSD will becomes much narrower,

and the bandwidth will be much smaller. When the sampling spacings pairs are

great enough, the bandwidth occupied will become as narrow as possible, which

performs like frequency hopping. The following BFSK results will show this

performance for nested sampling as shown in Fig. 4 and coprime sampling as

shown in Fig. 5. Besides the narrower bandwidth, as analyzed, the PSD is higher

with the increase of the sampling spacing pairs.

6 Error Probability Analysis

The probability of error performance for FH/BFSK with independent multitone

interference was discussed in [9]. From formula (34) in [9], the probability of

error for FH/BFSK system with independent multitone interference could be

calculated,
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Pb ¼ q

2NS
ð1� q� 1

2NS � 1
ÞPbðhop jammed j 1 jamming toneÞ

þ q

2NS
ð q� 1

2NS � 1
ÞPbðhop jammed j 2 jamming tonesÞ

þ ð1� q

2NS
Þð1� q

2NS � 1
ÞPbðhop not jammedÞ

(8)

where q is the total number of independent interference tones, and NS is the total

number of nonoverlapping FH bands [12, 13].

The Rician Fading Factor K is set to 10 dB, i.e., K ¼ 10 dB. The error proba-

bility vs. SJR (Signal-to-Jamming-Ratio), SJR ¼ PS=PJT could be calculated

following the procedure described in [10] and [11], where PS is the average

information signal power, and PJT is the total average power of interference.
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Fig. 4 Nested sampling BFSKwith different N1&N2 pairs. (a) Nested sampling (N1¼ 5, N2¼ 7),

(b) Nested sampling (N1¼ 7, N2¼ 9), (c) Nested sampling (N1¼ 9, N2¼ 11), (d) Nested sampling

(N1 ¼ 13, N2 ¼ 19)
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As discussed above, both nested sampling and coprime sampling could enhance

the PSD of the signal, which means that they could increase Signal to Noise Ratio

(SNR) for the same signal bandwidth and noise power. From the results in Sect. 5,

the corresponding probability of error for FH/BFSK signal with nocoherent detec-

tion in Rician fading channel K ¼ 10 dB with q ¼ 100 independent multitone

jamming in NS ¼ 1,000 frequency hops could be achieved.

Figure 6a,b show the results for nested sampling and coprime sampling sepa-

rately. With the sampling spacing pairs increasing, i.e., N1 and N2 for nested

sampling, and P and Q for coprime sampling, it can observed that the probability

of error gets lower. It is also obvious that nested sampling could get lower

probability of error compared with coprime sampling for the same sampling

spacing pairs.

In Fig. 6a, with the same probability of error, for example, Pb ¼ 4� 10�3, for

nested sampling case, when N1 ¼ 5;N2 ¼ 7, it has about 7 dB gain compared with

the original FH/BFSK signal. When N1 ¼ 7;N2 ¼ 9 , it has about 2.5 dB gain
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Fig. 5 Co-prime sampling BFSK with different P & Q pairs. (a) Coprime sampling (P¼ 5, Q¼ 7),

(b) Coprime sampling (P¼ 7, Q¼ 9), (c) Coprime sampling (P¼ 9, Q¼ 11), (d) Coprime sampling

(P ¼ 13, Q ¼ 19)
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compared with the case whenN1 ¼ 5;N2 ¼ 7. Similarly, whenN1 ¼ 9;N2 ¼ 11has

almost 2 dB gain compared with the case when N1 ¼ 7;N2 ¼ 9, and when N1

¼ 13;N2 ¼ 19, it has about 3 dB gain compared withN1 ¼ 9;N2 ¼ 11. Similarly,

the advantage of coprime sampling with independent multitone interference is

shown in Fig. 6.

7 Conclusions

There are critical requirements for security in Big Data collection and transmission

of Big Data through a communication network. A new secure transmission for Big

Data based on nested sampling and co-prime sampling is proposed in this paper.

With nested sampling and coprime sampling, Big Data could also achieve higher

PSD for BFSK signal. When the sampling spacing pairs bigger enough, the

spectrum of BFSK signal performs like frequency hopping. With the same inde-

pendent multitone interfering signal added to FH/BFSK system, the error proba-

bility becomes much lower using nested sampling and coprime sampling compared

with the original FH/BFSK signal. This property has great advantage in the security

of Big Data collection and transmission using FH/BFSK based on nested sampling

and coprime sampling.
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Sparse Channel Estimation Using

Overcomplete Dictionaries in OFDM

Systems

Fei Zhou and Jing Tan

Abstract With the in-depth study of the wireless channel, more and more exper-

imental evidence show that many wireless channels are sparse in the conditions of

large bandwidth and long signaling durations. Thus, Compressed Sensing theory

applied for sparse channel estimation can reduce the number of pilots, so as to

increase spectral efficiency. However, the non-integer times of sampling period

about the time-delay or Doppler frequency shift will lead to the energy leakage, and

reduce the time delay-Doppler sparsity of the equivalent channel, thus affect the

accuracy of channel estimation. In this paper, we utilize over-complete dictionaries

based on super resolution to enhance the sparsity of the equivalent channel.

Simulation results demonstrate that the overcomplete dictionary representation of

the double-selective channel is much sparser than the classical delay-Doppler

representation. The method proposed in this paper can effectively improve the

performance of sparse reconstruction algorithms, and then obtain the better preci-

sion of channel estimation.

Keywords Channel estimation • Compressed sensing • OFDM • Over-complete

dictionaries

1 Introduction

The multipath-effect and Doppler-effect in the wireless channel cause the signal

time and frequency selective fading, which are the main factors to signal distortion.

In Orthogonal Frequency Division Multiplexing (OFDM) Systems, the conven-

tional training-based estimation methods of double-selection channels are assumed

that channel has rich multipath, so a lot of pilot signal are utilized to obtain the
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accurate channel state information. However, it greatly reduces the utilization of

spectrum resources. In fact, in wideband mobile communication, the physical

multipath channel usually has a small amount significantly path. Especially,

under the condition of wide bandwidth or long signal duration, most channel energy

is only concentrated in a small area in time-delay and Doppler domain, so the

channel can be characterized as sparse.

Taking advantage of inherent sparsity of the wireless channel, Compressed

Sensing (CS) [1, 2] theory is first applied for channel estimation by Bajwa [3]

and Taubock [4] et al. CS theory suggests that if the signal is sparse in certain

domain, it can be accurately reconstructed by a small amount of sampling signal

with a high probability [2]. Therefore, due to the inherent channel sparsity,

CS-based channel estimation can greatly reduce the number of pilots, and improve

the utilization rate of spectrum resource. However, the cannel estimation techniques

presented in [3, 5] limits themselves to the sparsity in the delay domain only and

fails to take into account the Doppler sparsity. Then, a number of authors have

addressed the problem in doubly-selective channels. They focused on channels

which are sparse in delay-Doppler domain [4, 6–8]. In [7], it is shown experimen-

tally for underwater acoustic channels that CS-based channel estimation outper-

forms traditional algorithms (ESPRIT and root-MUSIC). Taubock found that the

energy leakage caused by the non-integer times of sampling period of time-delay or

Doppler obviously deteriorates channel’s sparsity that limits the performance of

CS-based channel estimation method of [4]. Later, he proposed an iterative basis

optimization procedure that aims to maximize sparsity [8]. Though the method in

[8] achieves a significant performance gains, its basis optimization has to be

performed before the start of data transmission which adds additional complexity.

Aimed at the decrease sparsity of the channel, we use a high resolution over-

complete dictionary to improve the performance of channel estimation, and the

dictionary just adds the operation time of sparse reconstruction algorithms since to

the increase of basis. We find that the over-complete dictionary representation of

channel is much sparser than the classical delay-Doppler representation used in

other works.

The rest of this paper is organized as follows. Section 2 introduces the OFDM

system model. Section 3 analyzes the sparsity of the channel’s delay-Doppler

representation and dictionary representation, and presents the CS-based channel

estimation method. In Sect. 4 we present numerical results. Finally, Sect. 5 con-

cludes the paper.

2 OFDM System Model

A generalized cyclic prefix (CP) OFDM transmission signal is given by
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x tð Þ ¼ 1ffiffiffiffi
K

p
XL�1

l¼0

XK�1

k¼0

xl,ke
j2πk t�lTð Þ=T0g t� lTð Þ (1)

where T0 and T denote the OFDM symbol duration and the CP-OFDM block

duration, respectively. TCP ¼ T � T0 is the guard interval for the CP which is

used to avoid the inter symbol interference (ISI). K is the total number of

subcarriers and L is the number of transmitted symbol periods, and B ¼ K/T0 is

the bandwidth. xl,k denotes the l ‐ th symbol transmitted at subcarrier k. g(t) is 1 on
[0,T] and 0 otherwise.

According to the WSSUS model, the time-varying multipath channel is

expressed as [9]

h t; τð Þ ¼
XNq

q¼1

ηqδ τ � τq
� �

ej2πvqt (2)

where Nq is the number of multipath components, ηq, τq, vq are the attenuation

coefficient, the delay and the Doppler shift of path q ‐ th, respectively. δ denotes the
Dirac-delta function.

Then the received signal is

r tð Þ ¼
XP
q¼1

ηqx t� τq
� �

ej2πvqt þ z tð Þ (3)

where z(t) is the zero-mean, white Gaussians noise with power σ2z . Assuming that

the receiver has been synchronization, then the demodulated symbols can be written

as

rl,k ¼
ð
r tð Þγ t� lTð Þej2πk t�lTð Þ=T0dt

¼ Hl,kxl,k þ zl,k

(4)

for l ¼ 0, � � �, L � 1 and k ¼ 0, � � �, K � 1, zl,k is equivalent noise term, and γ(t) is
1 on [TCP,T] and 0 otherwise. And the equivalent baseband channel frequency

response Hl,k is

Hl,k ¼
XP
q¼1

Aqe
�j2πkτq=T0ej2πvqlT (5)

where Aq ¼ ηqe
j2πvq 2TCPþT0ð Þ sin c vqT0

� �� �
.

Let pl,k denotes the pilot symbols, P is the pilot set, l; kð Þ∈P. According to (4),

estimation of the channel frequency response Hl,k can be calculated by
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Ĥ l,k ¼ rl,k
pl,k

¼ Hl,k þ ezl,k (6)

with ezl,k ¼ zl,k=pl,k.

3 Sparse Channel Estimation Using a Dictionary

3.1 Delay-Doppler Sparsity

The equivalent channel model (5) is difficult to analyze due to a potentially large

number of physical parameters {(ηq,τq,vq)}. Usually, we approximate it by the basis

expansion model (BEM) [9]. In this BEM, delay and Doppler are uniformly

sampled at a resolution commensurate with Δτ ¼ Ts and Δv ¼ 1/NLTs respec-
tively, where Ts ¼ T0/K is the baseband sampling. Taking the discrete Fourier

transform (DFT) of Hl,k, we obtain the discrete-delay-Doppler spreading function

S m;i½ �¼
XL�1

l¼0

XK�1

k¼0

Hl,ke
�j2πki=Lej2πkm=K

¼
XP
q¼1

Aq�K�e
j2 m�Kτq=T0ð ÞK�1

K
dirK m�Kτq

T0

0
@

1
A�L�e

�j2π i�vqLTð ÞL�1
L
dirL i�vqLT

� �

(7)

where dirN(x) ¼ sin(x)/(N sin(x/N )).

In view of (7), S[m,i] would reduce to simple Dirac-deltas if τq/Ts and vqLT are

integers, since both dirL(π(i � vqT )) and dirK(π(m � τq/Ts)) vanish at all integers

except zero, where they are one. In other cases, S[m,i] will have non-zero entries for
all m and i with decreasing intensity due to the decay of dirN(x). Since the tail

decays slowly, there still have a lot of coefficients should not be neglected, which

seriously reduce the delay-Doppler sparsity.

3.2 Dictionary Sparsity

From the analysis in above section, we find that although the delay-Doppler

representation can capture the full channel effect, it has a weak sparseness that

limits the performance of CS-based channel estimation. In order to achieve a more

sparse channel representation, we use an overcomplete basis which we often refer

to as dictionary.

Writing (5) in vector form, we have
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hΔ ¼
XNq

q¼1

Aqw τq; vq
� �

(8)

where [hΔ]kL + l ¼ Hl,k and w τq; vq
� �

kLþl
¼ e�j2π kτq=T0�vqlTð Þ.

Due to the random values of delay and Doppler shift in [0,τmax] and [�vmax/2,

vmax/2], respectively, a finite basis cannot contain all possible values of τq or vq.
So as to approximate the equivalent channel frequency response, we choose a

redundant basis generated by delay and Doppler shift at a finer grained resolution

of Ts/λ and 1/λNLTs, respectively. Here, λ is the multiple of the baseband sampling

time. So we choose representative sets of (τ,v) as

τp∈ 0,Ts=λ, 2Ts=λ, � � �,DTs=λf g
vp∈ �F=λNLTs, � � �, F� 1ð Þ=λNLTsf g (9)

leading to D ¼ dλτmax/Tse + 1 delays and F ¼ dλvmaxT/2e Doppler shifts. Hence,
the dictionary can be designed as

U½ �kLþl, iþFð ÞDþm ¼ w m; i½ �l,k ¼ e�j2π km=λK�li=λLð Þ (10)

for i ∈ {�F, � � �, F � 1} and m ∈ {0, � � �, D � 1}. Especially, if λ ¼ 1, the dic-

tionary is equivalent to the 2D-Fourier transform basis used in the previous section.

So hΔ is approximate by

hΔ ¼ Ug (11)

where g½ � iþFð ÞDþm ¼ Am, i, Am,i corresponding to the dictionary columns. But most of

entries of g are zeros since the channel is sparse.

We use sparse reconstruction algorithm to find S -approximation of the channel

frequency response. In Fig.1, we notice that with the increase of S, the Mean Square

Error (MSE) E
��hΔ � ĥ S

��2h i
can reduce to 10� 1. This means that the S strongest

channel taps concentrate about 90 % of the channel energy. Moreover, as the

increase of λ, we need less channel taps to approximate the channel frequency

response. For example, the number of channel taps needed by a overcomplete basis

with λ ¼ 2 is about half of that by baseband mode (λ ¼ 1) to achieve a MSE of

0.5 � 10� 1, while it is much less by a overcomplete basis with λ ¼ 4. In general,

channel’s dictionary representation is much sparse than delay-Doppler

representation.
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3.3 CS-Based Channel Estimation Based
on an Overcomplete Dictionary

According to (6) and (11), the frequency response at pilots have arrived at the

standard compressed sensing problem formulation,

eh pð Þ ¼ hΔ l;kð Þ∈p

�� þ z pð Þ ¼ U pð Þgþ z pð Þ (12)

which is linear in the set of unknowns g∈N and uses a measurement matrix U pð Þ
∈P�N to explain the observations eh pð Þ.

So the CS-based channel estimation algorithm steps are as follows:

1. Calculate the channel estimations at pilot positions to obtain eh pð Þ according to

(6).

2. Run Orthogonal Matching Pursuit (OMP) [10] and/or Compressive Sampling

Matching Pursuit (CoSaMP) [11] to obtain an estimation ĝ of g in (12), i.e., the

estimation of Am,i.

3. Calculate estimations of all the channel coefficients Hl,k by equation (11).

4 Simulation Results

In this section we present numerical results to compare sparse channel estimation

algorithms for OFDM. The CP-OFDM parameters are: K ¼ 256, T0 ¼ 51.2 us,

TCP ¼ 12.8 us, and B ¼ 5MHz. The system employed a QPSK symbol alphabet.
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During blocks of L ¼ 32 transmitted OFDM symbols, we used the channel simu-

lation tool IlmProp [12] based on geometrical structure of space to simulate doubly-

selective fading channel. The noise zl,k was zero-mean complex white Gaussian

with variance σ2z .
Simulation 1: this experiment mainly compared the CS-based channel estima-

tion method with the least-squares (LS) channel estimation. Here, we measured the

performance by the mean square error normalized by mean energy of the channel

coefficients. For LS channel estimation, we used two different rectangular pilot

constellations, i.e., selected uniformly 12.5 and 25 % of all symbols for pilots,

respectively. For CS-based estimation, we selected randomly 6.25 % of all symbols

for pilots. Figure 2 shows that OMP and CoSaMP algorithms with 6.25 % of

resource outperform the LS algorithm with 12.5 % resources. In conclusion, the

CS-based method effectively improves the resource utilization rate.

Simulation 2: this experiment mainly compared CS-based channel estimation

methods based on different resolution dictionary. Figure 3 shows that by using the

same pilots as simulation 1, CS-based channel estimation algorithms based on a

dictionary with resolution λ ¼ 2 outperform that with λ ¼ 1. Especially in the low

SNR range, the estimation performance yields an additional about 3 dB. This

performance gain result from the sparsity improvement of channel.

Simulation 3: this experiment mainly analysis how the number of pilots effects

the performance of CS-based channel estimation methods (SNR ¼ 10dB). Figure 4

shows that with the increasing of the number of pilots, the performance is also

increasing. On the other hand, to achieve the same performance, the higher the

resolution is, the less resource the OMP and CoSaMP algorithm are required. For

example, to insure the MSE under �8 dB, OMP (λ ¼ 2) only needed about 5 % of

resources, while OMP (λ ¼ 1) required about 6.5% of resources.
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5 Conclusion

In this paper, we considered sparse channel estimation algorithms for OFDM

system. Simulations using a geometry-based channel simulator demonstrated that

all sparse channel estimation algorithms significantly outperform the simple LS
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estimator. Moreover, we showed that the overcomplete dictionary representation

was much sparser than classical delay-Doppler representation, and then obtained

the better precision of channel estimation.
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Amplify-and-Forward Relay Networks

for Bit-Interleaved Space-Time Codes

Tao He and Susheel Kumar Chanda

Abstract This paper proposes a novel Amplify-and-Forward (AF) cooperative

diversity scheme by employing the combination of bit-interleave coded modulation

(BICM) and orthogonal space-time block coding (STC). The frame of the wireless

network is described and the pairwise error probability (PEP) of AF protocol is

derived. Based on the PEP, exact expressions of bit-error-rate (BER) are investi-

gated over dissimilar Rayleigh fading channels. Numerical results corroborate the

analysis and confirm the effectiveness of the proposed scheme.

Keywords Bit-interleave • Space-time coding • Amplify-and-forward • Bit-error-

rate

1 Introduction

Cooperative communication is a new paradigm that draws from the ideas of using

the broadcast nature of the wireless channels to make communicating nodes help

each other. In [1], two cooperative protocols were proposed: amplify-and-forward

and decode-and-forward (DF). In this paper, we consider the AF strategy, where the

relays only need to transmit a scaled version of the signal received from the source,

which significantly simplifies the implementation. The performance of cooperative

AF relay networks has been widely studied in the literature, e.g. [2, 3].

Very recently, Bit-interleaved coded modulation [4], which is a bandwidth-

efficient technique for fading channels, have been begun to be studied with
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cooperative techniques. The ref. [5] derived the asymptotic bit error rate (BER)

bounds of the cooperative system with the serial concatenated BICM over Additive

White Gaussian Noise (AWGN) channels and Rayleigh fading channels. Mean-

while, Babarossa [6] explored the application of space-time code [7] to cooperative

diversity. In [8], the GABBA codes were employed to design a practical distributed

space-time codes for wireless relay networks using the amplify-and-forward

scheme. To obtain both space and time diversity, concatenated BICM and ST

codes (BI-STC) is extensively used for the point to point transmission

[9]. BI-STC can provide robust performance under wide variety of fading condi-

tions [10]. However, the using of BI-STC in relay networks has not been investi-

gated thoroughly in existing literatures.

In this paper, we consider the analysis and design of AF cooperative relaying

BI-STC scheme (BI-STC-AF). Our main contribution can be described as follows.

Firstly, we design the AF relay networks based on the BI-STC technique. Secondly,

we derive a closed-form expression for of the bit error rate (BER) of the proposed

cooperative diversity scheme, which is important to evaluate the system perfor-

mance and can be used to develop guidelines for modulation constellation selec-

tion, space-time code design and relay selection, etc. Simulation results confirm the

validity of the derived analytical results and show the effectiveness of the proposed

scheme.

2 System Models

As is shown in Fig. 1, we consider a cooperative relaying scheme with one source, n

relays and one destination. The channels between the source and the relay nodes,

between the relays nodes and the destination, and the direct path are assumed to be

Rayleigh flat fading and independent from each other. The channel coefficients are

modeled as independent complex Gaussian random variables with zero mean and

variances ρ2i;j ( i ∈ {S,R}, j ∈ {R,D}). The additive noises are zero mean and have

variance N0.

The information bit s is first encoded by a convolutional code of rate Rc ¼ kc/nc.
Then, the encoder output is bit-interleaved and each K ¼ mq bits of the interleaved
sequence are grouped as a channel symbol. The modulator maps each symbol to a

complex-valued signal chosen from a 2m -ary constellation χ according to the

labeling map μ with average symbol energy equal to Es. The space-time block

encoder take the constellation signals to form an L � n ST codeword matrix

Xt ¼ [xil], where L is the number of the time slots for transmitting one ST

codeword. xil, 1 � i � n, 1 � l � L is the transmitted signal from the ith antenna
at time l.

The source broadcasts the packet to all relays. The received signal at relays are

given by
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ys, rj ¼
ffiffiffiffiffi
P1

p
hs, rj v

p þ ns, rj , (1)

where j ¼ 1, 2, � � �, n, P1 is the source transmit power and ns, rj is noise at the jth

relay.

Upon receiving ys, rj , each relay will normalize the received signal by the factor

β≜

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2=nð Þ= P1ρ2s, r þ N0

� �r
to satisfy a long-term power constraint before

forwarding it to the destination in phase 2 P2 is the power of relays. The n � 1

received vector data vector from the relay nodes at the destination node can be

modeled as

yd ¼ βXrHþ nd, (2)

where H ¼ hs, r1hr1,d , � � �,hs, rnhrn,d½ �T and Xr ¼ [A1s, � � �, Ans] plays the role of the

Space-Time codeword. nd is the noise vector.

At the receiver of the destination, the STB decoders first apply the MAP

decoding algorithm to decode the signals received from the different relays. After

that, the LLR for the ith bit of the considered label is evaluated and are

de-interleaved before being passed to the decoder.

3 BER Performance Analysis

Assuming ideal interleaving, the BICM union bound of the probability of bit error is

given by [4]

pb �
1

kc

X1
d¼df

WI dð Þf �d, μ, χffl, (3)

where df is the minimum Hamming distance of the convolution code and WI(d) is
the total input weight of error events at Hamming distance d. f(d,μ,χ) depends only

R1

R2

Rn

S D

Fig. 1 A cooperative

relaying network
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on the Hamming distance d, the mapping rule μ, and the signal constellation χ.For
BI-STC, the union bound of the f(d,μ,χ) can be upper-bounded using the Cherbnoff
technique

f ub d; μ; χð Þ � 1

K2K

XK
k¼1

X1
b¼0

X
X∈χk

b

X
Z∈χb

k

min
s

ΦΔ X;Zð Þ sð Þ
2
4

3
5
d

, (4)

where X and Z are the transmitted and erroneously decoded signals, respectively.

ΦΔ(X,Z)(s) is the Laplace transform of the pdf of the metric difference Δ(X,Z). To
evaluate (4), the key is to evaluate mins ΦΔ X;Zð Þ sð Þ, which can be replaced by the

PEP of space coding in a BI-STC system [11].

For simplicity, symmetry is assumed between all relays, i.e., ρ2s, rm ¼ ρ2s, r, ρ
2
rm,d

¼ ρ2r,d for all m ∈ {1, � � �,n}.
The conditional PEP for a certain channel realization can be given by

P X ! Z
��H� ffl ¼ Q

βffiffiffi
2

p X� Zð ÞHk k
� 	

: (5)

Using the Craig expression, (5) can be written as

P X ! Z
��HÞ ¼ 1

π

Z π=2

0

exp � β2 X�Zð ÞHk k2
4 sin 2θ

 !
dθ:

 
(6)

Defining a matrix Γ as Γ ≜ (X � Z)H(X � Z), a constant C as

C≜
P1P2ρ2s, r

4nN0 P1ρ2s, rþP2ρ2r,dþN0

� ffl, where P1 and P2 are the power at source and relays,

respectively. Defining another matrix Ω as Ω≜CΓdiag hr1,dj j2;L; hrn,dj j2
� �

, by

taking the expectation in (6) over the source-to-relay channel coefficients, we get

P X ! Zð Þ ¼ 1

π

Z π=2

0

E hr1,d ;L;hrn,d½ � 1=
Yn
i¼1

1þ β2

4 sin 2θ
λΩi

0
@

1
A

2
4

3
5dθ

� 1

2
E hr1,d ;L;hrn,d½ � 1=

Yn
i¼1

1þ β2

4
λΩi

0
@

1
A

2
4

3
5 ’ 1

2
E hr1,d ;L;hrn,d½ � 1=

Yn
i¼1

β2

4
λΩi

2
4

3
5

¼ β2n

4
nþ1

2

E hr1,d ;L;hrn,d½ � 1=
Yn
i¼1

λΩi

" #
,

(7)

where λΩi
is the ith eigenvalue of matrix Ω. Since the determinant of a matrix is

equal to the product of the matrix eigenvalues, and the determinant of the product of
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the multiplication of two matrices is equal to the product of the individual matrices’

determinants, we can write

Yn
i¼1

λΩi
¼
Yn
i¼1

Cλi
Yn
i¼1

hri,dj j2, (8)

where λi is the ith eigenvalue of Γ. Averaging the expression in (8) over the

exponential distribution of hri,dj j2 gives

P X ! Zð Þ ¼ β2nC�n

4nþ1
2

1=
Yn
i¼1

λi

 !Xn
i¼0

n
i

� 	
2i2F1 2n, 2nþ 2þ i; 4n� 1;

1

2

� �
λi,

(9)

where 2F1(x) is the hyper geometric function. At high SNR, (9) can be written as

P X ! Zð Þ ’ 1

2

α2ρ3s,r
αρ2s,r þ 1� αð Þρ2r,d

 !�n

SNR�n

� 1=
Yn
i¼1

λi

 !Xn
i¼0

n; ið Þ2i2F1 2n, 2nþ 2þ i; 4n� 1;
1

2

� �
λi ≜

1

2
αAFð Þ�ng λið ÞSNR�n

(10)

where we define the following expressions:

SNR ≜ P/N0, and P ≜ P1 + P2 is the transmitted power per source symbol,

P1 ≜ αP, α ∈ (0,1), αAF≜
α2ρ3s, r

αρ2s, rþ 1�αð Þρ2
r,d

and

g λið Þ≜ 1=
Yn
i¼1

λi

 !Xn
i¼0

n
i

� 	
2i2F1 2n, 2nþ 2þ i; 4n� 1; 1

2

� �
λi

For computing briefness, (4) can be effectively expurgated to approach the

“error-free feedback” performance as [12]

f ef d; μ; χð Þ � 1

K2K

XK
k¼1

X1
b¼0

X
X∈χk

b

min
s

ΦΔ X;Zð Þ sð Þ
2
4

3
5
d

: (11)

Placing (10) into (11) provides
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f ef d; μ; χð Þ � 1

K2K

XK
k¼1

X1
b¼0

X
X∈χk

b

1
2
αAFð Þ�ng λið ÞSNR�n

2
4

3
5
d

¼ αAFSNRð Þ�nd 1

K2Kþ1

XK
k¼1

X1
b¼0

X
X∈χk

b

g λið Þ
2
4

3
5
d

:

(12)

By defining d2b χ; μ; nð Þ≜ 1
K2Kþ1

XK
k¼1

X1
b¼0

X
X∈χk

b

g λið Þ
2
4

3
5
�1=n

, (12) can be rewritten as

f ef d; μ; χð Þ � αAFd
2
b χ; μ; nð ÞSNR� ffl�nd

: (13)

When only including the dominant error event associated with df in (3), we get

pb ’
1

kc
WI df
� ffl

f ef d; μ; χð Þ ¼ WI df
� ffl
kc

SNR�nd αAFd
2
b χ; μ; nð Þ
 ��nd

: (14)

From (10) (12) and (14), the BEP of AF cooperative relaying based on BI-STC

systems can be calculated.

4 Simulation Results

In this section, we present simulation results to illustrate the performance of the

proposed BI-ST-AF scheme and to support the analytical results in Sect. 3. In our

numerical experimentations, we adopt the convolutional codes that are the best

known rate 2/3 codes [13], the worst-case error event length is d ¼ 6 and free

distance df ¼ 5. The bit interleaver is S-random with length of 6,144 and depth of

20. The modulation constellation is 16PSK with Gray labeling. Equation (3) are

used to evaluate the LLRs at destinations. The space-time code is proposed by

Alamouti [14]. All links are supposed to be independent, identically distributed

Ryleigh fading with ρ2i;j ¼ 1.

Figure 2 depicts the BER against SNR with different number of relay nodes in

the BI-STC-AF relay networks. The total power is equally allocated between the

source and the relays, that is, α ¼ 0.5. From the figure, one can see that the BER

performances of BI-STC-AF scheme upgrades in terms of the number of relay

nodes. It can also be seen that the improvement speed of BER performance comes

down with the increasing number of relays nodes.

The comparative curves of the BER performance versus mean SNR for BICM,

BI-STC and BI-ST-AF are drawn in Fig. 3. As shown in this figure, the proposed

BI-ST-AF scheme has better performance than the BICM and the BI-STC schemes
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in terms of BER. The reason that the proposed scheme outperforms BICM lies in

that the concatenated BICM and STC is more robust in fading channel. When

compared with BI-STC scheme, the cooperative relying system performs better due

to the distributed relays mitigate interference among antennas in multiple-input-

multiple-output schemes. It can be also seen from the figure that these two schemes

have about the similar performance when SNR is high enough.

5 Conclusion

We have proposed an Amplify-and-Forward cooperative diversity scheme based on

the concatenation of bit-interleaved coded modulation and space-time block codes

technique. The bit error probability of the scheme depends on the SNR, the channel

conditions and the modulation and codes parameters of the BICM system. Simula-

tion results show that the proposed scheme outperforms BICM and BI-ST schemes

in terms of BER. Optimal power allocation between the source and the relays

remains a future problem.
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Adaptive Modulation Based Relay Selection

and Power Allocation in Cooperative OFDM

Wireless Networks

Nianlong Jia, Wenjiang Feng, Najashi Bara’u Gafai, and Weiheng Jiang

Abstract Several problems that hinder the optimal performance of multiple relays

cooperative OFDM wireless networks have been identified recently. Power alloca-

tion and relay selection are some of the problems encountered in these systems. In

this paper, a bit reloading (BR) OFDM relaying scheme which solves the problem

of both power allocation and relay selection in multiple relays cooperative OFDM

wireless networks by selecting the best relay to retransmit the OFDM signal is

presented. This method varies from other methods in open literature because bit

loading is executed at each hop i.e. from source to relay, and from relay to the

destination. Because the bottleneck of bit loading with regard to source-to-relay-to-

destination subchannel is eliminated, our proposed scheme achieves more power

gain and end-to-end data rate. The theoretic analysis and simulation result also

demonstrates our scheme has a better performance.

Keywords Cooperative communications • OFDM • Relay selection • Bit loading

1 Introduction

Cooperative relaying has been known as a key technique for next generation

wireless communication systems. It offers wide coverage range, diversity gain

and network throughput improvement. Meanwhile, OFDM is widely applied in

broadband wireless networks due to its capability of eliminating inter symbol
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interference (ISI) resulting in high data rates over frequency-selective fading

channels. Incorporating these two techniques has been investigated recently [1].

In general, relays are classified into two main categories, decode-and-forward

(DF) and amplify-and-forward (AF) relays. AF-OFDM relaying has been earlier

investigated in [2, 3]. Pairwise error probability (PEP) is studied over frequency-

selective channels, the diversity order is thus given and relay selection is performed

[2]. Relay selection and sub-channel pairing are also considered in [3], the limited

subchannel feedback from each node largely decrease computational complexity.

However, DF-OFDM relaying has been preferred over AF-OFDM relaying due to

higher SNR gain [4]. Research on DF-OFDM relaying has attracted extensive

attention recently [5–9]. Two selective relaying schemes in cooperative OFDM

system: selective OFDMA relaying (relay selection is performed in per-subcarrier

manner) and selective OFDM relaying (relay selection based on entire OFDM

block) were proposed in [5], the performance of the two schemes were analyzed

with equal bit allocation (EBA) and bit loading (BL). The outage probability of

selective OFDM relaying was presented for EBA, and minimal-based relay selec-

tion was shown as the only way to ensure full system diversity [6]. Moreover, SER

performance of adaptive power loading was investigated in [7]. Two power allo-

cation schemes which are based on statistical channel status information and

instantaneous channel status information to minimize system outage probability

were investigated in [8, 9]. In [10, 11], MIMO with space-frequency block coding

was incorporated into a relay system to improve system performance.

In this paper, we propose a bit reloading (BR) selective OFDM relaying proto-

col. Unlike the traditional way of relay selection and power allocation based on

each end-to-end subchannel e.g. S(n)-Ri(n’)-D (end-to-end chain form source at

n-th subcarrier to relay Ri and form relay Ri to the destination at n’-th subcarrier),

the proposed scheme executes the bit loading algorithm at both the source and relay

nodes separately unlike in other schemes, the best relay is selected to provide the

highest end-to-end data rate. By means of bit loading at source node and relay node

the cutoff bound is attained. The theoretical outage performance is evaluated and

analyzed first. Then the optimal relay selection and power allocation are given.

After that, simulation is carried out to validate our analysis.

2 System Model

We consider a single source-destination (S-D) cooperative OFDM system with

M relays. The relays are randomly located between the source node and the

destination. N subcarriers are available at each node. Decode-and-forward

(DF) relaying strategy is assumed in our work and perfect time and frequency

synchronization are also assumed.

A two-stage transmission is adopted. In the first stage, source node transmits to

potential relay nodes. Then the relay selected retransmits the message to the

destination. In particular, only the best relay is selected to retransmit the entire
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OFDM symbol. The channel coefficients of subcarrier n in the first hop and

subcarrier n’ in the second hop are denoted by Hsri(n) and Hrid(n’) respectively.
we use Gsri(n) and Grid(n’) to denote the channel power gains of | Hsri(n)|

2 and |

Hrid(n’)|
2, respectively, also, let Gsrid(n) refer to minimal{Gsri(n), Grid(n’)}.

In previous works, selective OFDM relaying was investigated for EBA and

BL. As a result of end-to-end subchannel Gsrid(n), the highest data rate at each

sub-carrier is limited by the worst subchannel between the first hop and the second

hop. Although subcarrier pairing helps in improving system performance, the worst

hop is still a bottleneck. So we proposed a new relaying scheme, which is called bit

reloading (BR) selective OFDM relaying. In this case, Gsri and Grid are considered
individually instead ofGsrid(n) for bit loading at source node and relay node. In this
paper, we compare the performance of BR selective OFDM relaying with classical

selective OFDM relaying with BL.

The following assumptions are made:

A1) no direct transmit link is assumed, the destination node only use the signal

transmitted in the second stage;

A2) Gsri and Grid are independent exponential random variables with mean 1/λsri
and 1/λrid, respectively. Also, Gsrid(n) are independent exponential random

variables with mean 1/(λsri+λrid).

3 Outage Analysis for BR Selective OFDM Relaying

In this section, we will evaluate the end-to-end outage performance of selective

OFDM relaying and BR selective OFDM relaying. We first consider selective

OFDM relaying with BL, the end-to-end outage of selective OFDM relaying

scheme with BL transmission is given by [5].

POFDM
out,BL ¼

YM
i¼1

Pr
XN
n¼1

1

2
log 1þ Gsrid nð Þ γ

Γ

0
@

1
A < NR

2
4

3
5

�
YM
i¼1

ffi
λNi 2

2NR ln2ð ÞN�1
YN�1

j¼1

1

j

�
2NRð ÞN�1 Γ

γ

0
@
1
A

N0
@

1
A

(1)

The last step is a high-SNR approximation. Where the logarithms are base-2

unless otherwise noted, R is the average number of bits at each subchannel, and

where Γ is the SNR gap.

Theorem 1. The end-to-end outage of BR selective OFDM relaying scheme is

given by
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POFDM
out,BR �

YM
i¼1

ffi
λNsriþλNrid � λNsriλ

N
rid
Q
�
Q (2)

This is a high-SNR approximation, where

Q ¼ 2NR ln2ð ÞN�1
YN�1

j¼1

1

j
2NRð ÞN�1

 !
Γ

γ

� �N

Proof.

POFDM
out,BR ¼

YM
i¼1

1� ffi1�Pr

XN
n¼1

1

2
log 1þGsri nð Þ γ

Γ
<NR

ffl � !

ffi
1�Pr

ffiXN
n¼1

1

2
log 1þGrid nð Þ γ

Γ
<NR

ffl ��

¼
YM
i¼1

Pr

ffiXN
n¼1

1

2
log 1þGsri nð Þ γ

Γ
<NR

ffl �
þPr

ffiXN
n¼1

1

2
log
ffi
1þGrid nð Þ γ

Γ
<NR

�

�Pr

ffiXN
n¼1

1

2
log
ffi
1þGsri nð Þ γ

Γ
<NR

�
Pr

ffiXN
n¼1

1

2
log
ffi
1þGrid

ffi
n
� γ
Γ
<NR

�
(3)

Incorporating (1) and (3), we obtain (2). Form formula (2), we can see that BR

selective OFDM relaying and selective OFDM relaying with BL achieve the same

diversity gain.

Corollary 1. BR selective OFDM relaying has smaller outage probability than

selective OFDM relaying with BL.

Proof.

POFDM
out,BL � POFDM

out,BR ¼
YM
i¼1

ffi
λsriþλsri

�N
Q�

YM
i¼1

ffi
λNsriþλNrid � λNsriλ

N
rid
Q
�
Q

¼
YM
i¼1

ffiXN�1

k¼1

N
k

� �
λN�k
sri

λkridþλNsriλ
N
rid
Q
�
Q � 0

(4)

4 Adaptive Bit Reloading Selective OFDM Relaying

Scheme

In the previous section, we showed that BR selective OFDM relaying outperforms

selective OFDM relaying with BL. In this section, we will address the issues

relevant to adaptive relay selection and power allocation in our proposed protocol.
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We assume a central controller is available; it is able to collect all the channel

information and then make a decision on relay selection and power allocation. We

focus on fixed data rate relay selection and power allocation.

We fix transmit power and bit error probability (BEP), the minimum power can

be formulated as:

P1 : min
i¼1, 2, ...M

XN
n¼1

XN
n0¼1

Psri nð Þ þ Prid

ffi
n0

ffi ��
(5)

C1 :
XN
n¼1

bn ¼ Rb, bn � 0:

C2 :
XN
n0¼1

bn0 ¼ Rb, bn0 � 0:

C3 :
BERn � BERtarget, n ¼ 1, 2, . . .Nð Þ
BERn0 � BERtarget, n0 ¼ 1, 2, . . .Nð Þ :
C4 : Psri nð Þ � 0,Prid n0ð Þ � 0:

wherePsri nð Þ andPrid n0ð Þ are allocated power for source node at n-th subcarrier and
relay node at n’-th subcarrier, respectively. bn is the bit number at subcarrier n and

bn’ is the bit number at subcarrier n’, likewise. Rb denotes the fixed transmit rate,

BERtarget is the threshold of target SNR.

In an OFDM system, the relationship between received SNR and bn is denoted as

bn ¼ 1
2
log2 1þ SNRn

Γ

ffi �
and bn0 ¼ 1

2
log2 1þ SNRn0

Γ

ffl �
Here, Γ ¼ -ln(5*SERtarget)/1.5 denotes SNR gap, which is related to modula-

tion type, BEP and channel coding. If we assume the same modulation type and

target SNR at each subchannel, Γ is recognized as a constant., with perfect coding

Γ ¼ 1.

For simplification, noise power σ2 (Gauss white noise variance) at each

subchannel is assumed the same.

By using Lagrange multiplier method, the optimal power allocated is obtained as:

Psri nð Þ ¼ X n;Gð ÞΓσ2 2
2Rb
N

YN
n¼1

Gsri nð Þ1
N

� 1

Gsri nð Þ

0
BBBB@

1
CCCCA (6)

Prid nð Þ ¼ X n;Gð ÞΓσ2 2
2Rb
N

YN
n¼1

Grid nð Þ1
N

� 1

Grid nð Þ

0
BBBB@

1
CCCCA (7)

where
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X n;Gð Þ ¼
1 if

2

2Rb

N

YN
n¼1

Gab nð Þ

1

N

� 1

Gab nð Þ � 0

0 else

8>>>>>>>><
>>>>>>>>:

, a ∈ {s,ri}, b ∈ {ri,d}

The optimal problem (5) is to select the relay node which resulting to minimum

power requirement.

5 Numerical Results

5.1 Diversity Gain

During simulation, we consider multiple relay nodes, each of them are located at an

equal distance to the source and to the destination, i.e., Gsri/Grid ¼ 0 dB, and

assume QPSK modulation. The number of subcarriers is fixed at N ¼ 16. For the

convenience of comparison, we set λsri(n) ¼ λrid(n) ¼ 1. We assume perfect cod-

ing in our simulation with SNR gap equal to 1.

We first simulate the outage of BR selective OFDM relaying scheme, selective

OFDM relaying with BL and EBA, the simulation effectively compute the outage

probability for a given network realization. In order to be fair in comparisons,

transmit power and receive noise is the same for all nodes and all transmissions.

Figure 1 is the simulation output with five relay nodes at the condition of R ¼ 2

bit/s/HZ, the curve shows that BR selective OFDM relaying scheme can achieve the

same diversity order as selective OFDM relaying with BL, but more power gain can

be obtained. As a result of bit loading, both of them outperforms EBA scheme.

Figure 2 provides results on the comparison of different number of relay nodes in

a network for BR selective OFDM relaying scheme. The results indicate the greater

the number of relays, the higher the diversity order that can be achieved. This is in

accordance with our theoretic analysis.

5.2 Data Rate

In this section, we simulate the end-to-end data rate performance of the proposed

scheme in a coded cooperative OFDM system. We again assume QPSK modula-

tion. Relay nodes are located at an equal distance to the source and to the destina-

tion, which is the same as in Sect. 5.1. Firstly, we fix the number of relay in a

system, and we investigate the achievable data rate at different power constraints. It

is depicted as in Fig. 3. The simulation result shows that more data rate can be

achieved with BR selective OFDM relaying scheme compared with classical

selective OFDM relaying with BL.
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Figure 4 is the comparison of end-to-end transmission rate achieved by the two

schemes, which is in accordance with our theoretical analysis. As the number of

relays increase, more diversity gain and end-to-end data rate is achieved.
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Adaptive Modulation Based Relay Selection and Power Allocation in. . . 769



0 5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

SNR(dB)

da
ta

 ra
te

 (b
it/

se
c/

H
z)

BR selective OFDM relaying
selective OFDM relaying with BL

Fig. 3 Spectrum effectiveness comparison with M ¼ 5, N ¼ 16

0 2 4 6 8 10 12 14 16 18 20
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Total number of relays

da
ta

 ra
te

 (b
it/

se
c/

H
z)

SpectrumEffectiveness with N=16

BR selective OFDM relaying
selective OFDM relaying with BL

SNR=15dB

SNR=5dB

Fig. 4 Average end-to-end transmission rate achieved by different algorithm

770 N. Jia et al.



6 Conclusions

We studied the optimal bit loading problem in a relay based OFDM system. The

source transmits the data over orthogonal subcarriers to multiple relays. The

information is decoded by the relays, where the best one is selected and it

retransmits the information to the destination. The proposed scheme adopts bit

reloading at user node and relay node which is different from the classical selective

OFDM relaying with bit loading. The outage analysis demonstrates that with the

same diversity order as the classical methods, more power gain is possible in the

proposed scheme. We also investigated the power allocation and relay selection in

two scenarios, the simulation demonstrated a good end-to-end data rate. Although it

is a centralized algorithm, the optimal resource allocation algorithm presented in

this paper defines the performance bounds of block based OFDM relaying.
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Concatenated-Code Belief Propagation

Decoding for High-Order LDPC Coded

Modulations

Haicheng Zhang, Guibin Zhu, and Huiyun Jiang

Abstract This paper presents and demonstrates a concatenated code model (CCM)

for high order, low-density parity-check (LDPC) coded modulation, which consists

of a serial concatenation of an outer LDPC encoder, an inner binary-decimal

conversion (BDC) encoder and a puncture. A corresponding concatenated-code

belief propagation (CCBP) decoding algorithm is derived for the proposed

concatenated code. Compared to other algorithms, CCBP method provides a

much more excellent parallel decoding process for high order modulations. Simu-

lation results show that the proposed CCBP algorithm performs superior to con-

ventional belief propagation (BP) decoding within a wide range of modulation

orders.

1 Introduction

Low-density parity-check (LDPC) codes can approach the capacity on various

channels at relatively low complexity using iterative decoding. Since their

rediscovery in the 1990s [1], there have been various coding schemes and decoding

strategies proposed for LDPC coded modulations to achieve both power and

bandwidth efficiency, such as Non-binary LDPC coded modulation scheme [2],

Multi-Level Coding/Multi-Stage Decoding (MLC/MSD) [3], Bit Interleaved Coded

Modulation (BICM) [4], etc.. In these strategies, BICM is the most popular coded

modulation (CM) scheme since it exhibits the lowest complexity. However, there

still remains a gap between the BICM capacity and the modulation constrained

capacity (CM capacity) since the BP decoding is used [4]. Actually, due to high

sensitivity of BP decoding to the mapping, it will not work well in scenarios where
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Gray mapping is not possible, such as 32-QAM and 128QAM modulations. For

example, for a 32-QAMmodulation with a quasi-Gray labeling, the BICM capacity

gap is 2.6 dB, and 3.5 dB for a 128-QAM modulation. Thus, a joint decoding

algorithm for LDPC coded modulations should be developed to approach the CM

capacity.

To approach the modulation constrained capacity, a concatenated code model

(CCM) is demonstrated for high order LDPC coded modulations and a joint

decoding algorithm named CCBP is derived in this paper. Related to this, Sect. 2

provides the concatenated code model. Section 3 describes the CCBP decoding

algorithm. Sections 4 and 5 show some simulation results and present a conclusion,

respectively.

2 CCM for High-Order LDPC Coded Modulations

The basic diagram of the proposed system is as shown in Fig. 1. At the transmitter,

k information bits S ¼ [s0, s1, . . ., sk-1] are encoded into n bits codeword C ¼
[c0, c1, . . ., ck-1, ck, ck+1, . . ., cn-1] by an LDPC encoder [1]. And then, a systematic

binary-decimal conversion (BDC) encoder concatenates subsequently, which con-

verts each n bits string C to a new code C ¼ c0, c1, . . . , cn�1,ec0,ec1, . . . ,ecp�1

ffi �
.

The parity symbols ec0,ec1, . . . ,ecp�1 are non-negative integers over the field of

[0, 2B-1]. The BDC rule is

eci ¼ XB�1

j¼0
2B�1�jci�Bþj, 0 � i < p, p ¼ n=B: (1)

Next, a puncture device is used to puncture the word C to obtain the parities of

the BDC codes eC ¼ ec0;ec1; . . . ;ecp�1

ffi �
. Then the integers of eC are mapped to

symmetry symbols eX ¼ ex0,ex 1, . . . ,exp�1

ffi �
, where

exi ¼ exRi þ jexCi ¼ f R ecið Þ þ jf C ecið Þ ¼ f ecið Þ, 0 � i < p (2)

Here, fR(ec ) and fC(ec ) map the integer ec as the real and imaginary parts of the 2B-

QAM (quadrature amplitude modulation) constellation in a gray or quasi-gray

manner, respectively [5].

The symbols in eX then pass through the complex additive white Gaussian noise

(AWGN) channel, and the outputs are eY ¼ ey0,ey1, . . . ,eyp�1

ffi �
, where

eyi ¼ eyRi þ jeyCi ¼ exi þ ωi, 0 � i < p: (3)

Here ωi is the AWGN noise of variance σ2 ¼ N0/2.

774 H. Zhang et al.



At the receiver, a de-mapping device is used to process the received signals eY. It

computes the channel log-likelihood ratio (LLR) of the QAM symbols, and maps

them as the LLR of the common integers in eC : eL ¼ eL0; eL1; � � �; eLp�1

h i
, where

eLi ¼ eLi 0ð Þ, eLi 1ð Þ, � � �, eLi 2
B � 1

� �h i
, and

eLi vð Þ ¼ log
P eyifflffleci ¼ v
� �

P eyifflffleci ¼ 0
� � ¼ log

P eyifflfflexi ¼ f vð Þ� �
P eyifflfflexi ¼ f 0ð Þ� �

¼ eyRi f R vð Þ�f R 0ð Þð ÞþeyCi f C vð Þ�f C 0ð Þð Þ
σ2

� f 2R vð Þ�f 2R 0ð Þ� �þ f 2C vð Þ�f 2C 0ð Þ� �
2σ2

, 0�i<p, 0�v<2B: (4)

Subsequently, the de-puncture device retrieves the full LLR of the BDC

codeword C :L¼ L0,L1, ...,Ln�1,eL0,eL1, ...,eLp�1

h i
, where c0, c1, ..., cn-1 of

codeword C are punctures in the transmitter, thus their LLR are

Li ¼ log
P ci ¼ 0ð Þ
P ci ¼ 1ð Þ ¼ 0, 0 � i < n: (5)

Finally, the full channel LLRL of codewordC are feed into the decoder to finish

the decoding.

In this system, the high-order modulation is modeled by a BDC encoder

concatenated after a LDPC encoder. Correspondingly, the demodulation and

decoding is performed by a joint decoding algorithm for the concatenated code.

With this joint decoding algorithm, CM capacity can be approached.

BDC

Encoder

LDPC

Encoder
S Gray

Mapping
CC XPuncture

C

Joint Decoding for

LDPC and BDC Codes

ω

DeMappingL YDePuncture L
~

~~

~D

Fig. 1 System model
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3 Concatenated-Code Belief-Propagation Decoding

BICM is suboptimal since BP decoding ignores statistical dependencies between

the bits originating from the modulation symbol (the parity symbol of BDC code in

this paper). Hence, it does not perform MAP decoding even when the code

underlying tanner graph is cycle-free. Motivated by this observation, an improved

CCBP decoding is derived based on a united tanner graph of the LDPC code and

BDC code.

In the system, there are two encoders, the LDPC encoder and the BDC encoder,

concatenated serially. Thus, the code sequenceC ¼ c0, c1, . . . , cn�1,½ ec0,ec1, . . . ,ecp�1�
satisfies the following equation:

HC
T≜

H 0m�peH �Ip�p

� �
C

T ¼ 0, (6)

where H ¼ [hij]m�n is the binary parity-check matrix of the LDPC code and eH ¼
[ehij]p�n is part of the parity-check matrix of the BDC code over the integer field of

[0, 2B-1]:

eH ¼
2B�1, 2B�2, � � �, 20 0

2B�1, 2B�2, � � �, 20
⋱

0 2B�1, 2B�2, � � �, 20

2
664

3
775: (7)

ThusH is the united parity-check matrix of the concatenated code. According to

H, the united tanner graph of the concatenated code can be drawn as in Fig. 2 [6]. In

the graph, there are n variable nodes and m check nodes of the LDPC code, and

p variable nodes and p check nodes of the BDC code (In fact, the n variable nodes of
the LDPC code are also the variable nodes of the BDC code). The variable nodes

and check nodes connect by edges. Each LDPC variable node emits several edges
to the LDPC check nodes randomly, while one edge to the BDC check node. Each

LDPC check node just emits edges to the LDPC variable nodes. Correspondingly,

each BDC variable node emits one edge to the BDC check node, and none to the

LDPC check nodes. Each BDC check node emits B edges to the LDPC variable

nodes. Joint decoding is performed by exchanging messages between variable

nodes and check nodes through the edges of the graph, in both directions and

iteratively [7, 8].

Next, we describe the joint decoding algorithm with LLR messages. For conve-

nience, some common notations Ri)¼{k|hik¼1, hik∈H}, Ri)\ j¼{k | hik¼1, hik∈H,
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k 6¼j}, C( j)¼{k | hkj¼1, hkj∈H} and C( j)\ i¼{k | hkj¼1, hkj∈H, k 6¼i} are defined

here [6]. The joint decoding algorithm is as follows:

1. Initialization. Initialize the channel messages Li 0 � i < nð Þ and eL i(v) (0�i<p,

0�v<2B), and set Vij (0�i<m, 0� j<n) and eVij (0�i<p, 0�j<n) to 0.

2. Check node decoding (CND). There are two classes of checks: the LDPC checks

by H and the BDC checks by eH. As shown in Fig. 2, we note Uij and eUij as the

check message from the ith LDPC check node to the jth LDPC variable node and

the check message from the ith BDC check node to the jth LDPC variable node,

respectively. According to the edges connecting with the LDPC check nodes and

the BDC check nodes, messages for the two checks are propagated as follows

respectively:

Uij ¼ 2 � tanh�1
Y

k∈R ið Þ\ jtanh Vik=2f g
n o

, 0 � i < m, 0 � j < n (8)
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Fig. 2 Tanner graph of the concatenated code
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eUij¼ log
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a0a1 ���aB�1 :aj�i�B¼1

exp
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1�ak�i�Bð ÞeVikþ eL i

XB�1
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2B�1�kak

	 
( ) 0� i<p, 0� j<n

(9)

where ai (0 � i < B) is a binary bit.

3. Variable node decoding (VND). There are two classes of sum operations: sums

from the LDPC variable nodes to the LDPC check nodes, and sums to the BDC

check nodes (Actually, there are three sums, and the third one is that sums from

the BDC variable nodes to the BDC check nodes. However each BDC variable

node just indicates one edge, thus it doesn’t update messages). Two terms Vij and

V
�

ij are defined to denote the summing message from the jth LDPC variable node

to the ith LDPC check node, and the summing message from the jth LDPC

variable node to the ith BDC check node, respectively. These two terms are

offered through the edges as follows:

Vij ¼
X

k∈C jð Þ\ iUkj þ eUi
0
j

fflffl
i
0 ¼ j=Bb c, 0 � i < m, 0 � j < n: (10)

eVij ¼
X

k∈C jð ÞUkj, 0 � i < p, 0 � j < n: (11)

4. Decision. Denote Zi (0 � j < n) as the decision message of the variable node.

This message includes all the information from the LDPC check nodes and from

the BDC check nodes.

Zj ¼
X

k∈C jð ÞUkj þ eUi
0
j

fflffl
i
0 ¼ j=Bb c, 0 � j < n: (12)
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dj ¼ 0, Zj � 0

1, Zj < 0

�
, 0 � j < n: (13)

Let D ¼ [d0, d1, . . ., dn-1], if HDT¼0, the decoding succeeds, otherwise, the

decoding fails, then repeat steps 2–4 untilHDT¼0 or a present maximum number of

iterations is reached.
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Fig. 3 Performances comparison of CCBP and BICM algorithm. (a) performances when

16-QAM, 64-QAM or 256-QAM are adopted; (b) performances when 8-QAM, 32-QAM or

128-QAM are adopted

Concatenated-Code Belief Propagation Decoding for High-Order LDPC Coded. . . 779



Compared to the conventional coding schemes and decoding strategies, this

paper presents a concatenated coded modulation model and a CCBP decoding

algorithm. In the concatenated coded modulation model, the BDC encoder finishes

the modulation in a coding way. In the decoding, the proposed method offers a joint

message processing for high order modulations. Contrast to conventional BP

decoding scheme, the proposed CCBP method offers a joint message processing

for high-order modulations in a concatenated code way. This brings to a more

accurate decoding process, which will be verified by simulation results in Sect. 4.

4 Simulation Results

The bit error rate (BER) performances of the proposed CCBP algorithm with

respect to conventional BP decoding are compared in Fig. 3. All the performances

were evaluated over a QAMmodulated AWGN channel and a maximum number of

50 iterations were allowed in the decoding. The code in the simulation is adopted

from Mackay (3, 6) code sets of length 1008 [8], and the integer in the legend of the

figure represents the order of the QAM modulations. It is observed that the

proposed algorithm outperforms the BP decoding a little at a 10�6 BER when

16-QAM, 64-QAM or 256-QAM are adopted, while by about 0.1, 1.1, and 2.1 dB at

a 10�6 BER when 8-QAM, 32-QAM or 128-QAM are adopted, respectively. This

confirms that the CCBP algorithm performs better than the BP decoding, especially

for 2B-QAM (B ¼ 3, 5, 7) modulations.

5 Conclusion

In this work, we present a concatenated code model for high-order LDPC coded

modulations. A CCBP decoding algorithm is derived for the concatenated code.

Good performance has been obtained with CCBP decoding algorithm for high-

order modulations. As advantages with respect to this scheme, the proposed CCBP

approach performs superior to the BP algorithm within a wide range of modulation

orders.
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Joint Detection Algorithm for Spectrum

Sensing Over Multipath Time-Variant

Flat Fading Channels

Mengwei Sun, Yan Zhang, Long Zhao, Bin Li, and Chenglin Zhao

Abstract A popular approach to spectrum sensing is matched filter which could

achieve the optimum performance in short sensing time. Under multipath time-

variant flat fading channel, this conventional spectrum sensing method could be

cumbersome to implement due to channel variation. This paper puts forward a new

spectrum sensing algorithm in allusion to this defect. We firstly propose a dynamic

state-space model which could thoroughly characterize the evolution of two hidden

states: primary user state and the multipath fading channel. Then a promising joint

estimation algorithm of these two states based on maximum a posteriori probability

criteria and particle filtering technology is presented. Experimental simulations are

provided to demonstrate the superior performance of our presented joint detection

scheme.

Keywords Spectrum sensing • Multipath time-variant flat fading channel •

Dynamic state-space model • Joint estimation • Particle filtering

1 Introduction

In traditional static frequency allocation schemes, only the licensed users (primary

users, PUs) have the right to use the allocated spectrum. The mismatch of this static

management and the dynamic way the radio resource is used has caused the

problem that the contradiction between scarce spectrum resources and under-

utilization of the frequency spectrum becomes increasingly serious. Cognitive

radio (CR) technique has caused wide attention over the past few years as a

promising method to alleviate the scarcity of spectrum resources [1]. As one of

the most important elements in CR technology, the spectrum sensing could make
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unlicensed users (second users, SUs) to detect frequency spectrum accurately and

determine whether it is available at a particular place and time.

There are three classical methods of spectrum sensing: energy detection

(ED) [2], matched filter detection (MFD) [3], and cyclostationary feature detection

[4]. MFD could achieve the optimum performance in short sensing time. Given that

pilot, synchronization code and spread spectrum code are utilized in quantities of

wireless communication systems, MFD has a wide range of application. However,

MFD is a parametric hypothesis method from the statistic view, so the performance

is susceptible to the parameter value set up. In the communication system with

multipath time-variant flat fading (MTVFF) channel, the determination of param-

eters is a much more formidable undertaking. In this paper, we design a novel

dynamic state-space model (DSM) to describe the model of spectrum sensing over

MTVFF channel based on matched filter. And then we propose a promising

algorithm which could estimate the multipath time-variant flat fading channel

gain and the PU state jointly.

The rest of this paper is organized as follows. Section 2 provides a new DSM for

spectrum sensing over MTVFF channel. In Sect. 3, we present the joint blind

estimation algorithm based on maximum a posteriori probability (MAP) criteria

and particle filtering (PF) technology [5]. Numerical simulations and performance

analysis are provided in Sect. 4. Finally, conclusion is presented in Sect. 5.

2 DSM for Spectrum Sensing

The dynamic state-space model designed in this paper takes full consideration of

the evolution of primary user state and the multipath fading channel gain, and it

could be represented as follow:

xn ¼ f xn�1ð Þ
hn ¼ φ hn�1ð Þ
yn ¼ g hn; xn;wnð Þ

8<
: n ¼ 0, :::::,N � 1 (1)

Firstly, we employ a first-order Markov chain to abstract the PU states. Sec-

ondly, the finite-state Markov channel (FSMC) is utilized to characterize the

MTVFF channel [6]. Lastly, the signal processed by matched filter is viewed as

the observation. The flowchart of this model is shown in Fig. 1, and we will describe

these three parts in follows.
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2.1 PU States

The working state of PU comes in two forms: active and idle, and we utilize S0 and
S1 represent them respectively. They transfer to each other with specified probabil-

ity. Furthermore, we employ a transition probability matrix (TPM) to represent the

transition probability, and it could be expressed as:

Π ¼ pS0!S0 pS0!S1
pS1!S0 pS1!S1

ffi �
¼ p00 p01

p10 p11

ffi �
(2)

Here, p01 ¼ 1-p00 and p10 ¼ 1-p11. The configurations of the transition proba-

bility depend on the practical application.

2.2 MTVFF Channel Model

As the other hidden state, the multipath time-variant flat fading channel in n-th
sensing slot could be written as [7]:

hn ¼
XL�1

l¼0

hn, lδ t� lτð Þ, n ¼ 0, 1, . . . ,N � 1 (3)

Here, L is the multipath number, τ represents the sampling period. For the

convenience of analysis, we assume that any channel is independent of each

other. The main idea data-independent FSMC model is partitioning each channel

gain into K different discrete states, and each discrete state transfer to others with

specified probability [6]. The transition probability between channel states is

defined as:

Fig. 1 The flowchart of DSM
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hn : p hn hn�1jð Þ ¼
YL�1

l¼0

p hn, l hn�1, ljð Þ

¼
YL�1

l¼0

p Shn, l ¼ k Shn�1, l ¼ k0
��� ffl ¼ YL�1

l¼0

Pl k k
0jð Þ

(4)

2.3 Observation

The sampled sequence of transmit signals X0:N�M-1 ¼ [x0,x1,. . .,xN-1], and the

corresponding channel gain sequence is represented by H, and the received signal

sequence could be written as:

Y ¼ H� Xþ v (5)

Here, v represents the vector of noise value which is an additive white Gaussian

noise (AWGN) process with zero mean and variance σ2. At the receiving end, the

received signals will be processed by the matched filter firstly, and the observation

varies in accordance to the different hypothesis test, i.e.:

yn ¼ sc
N

wn Sxn ¼ H0

sc
N

Hn � sc þ vnð Þ Sxn ¼ H1

�
(6)

3 Joint Estimation

In this section, detailed spectrum sensing algorithm applied for MTVFF channel

will be presented. It is apparent from (6) that the channel gain hn will disappear

thoroughly when the PU is idle, so the estimation of the channel gain becomes

insurmountable in this situation. In order to solve this problem, we adopt different

mechanisms to estimate the channel gain according the result of coarse detection

about PU state. More specifically, the estimation algorithm consists of three steps,

i.e., (1) the coarse detection about the PU state, (2) the estimation of fading channel

gain based on MAP and (3) PF-based PU state detection. These steps will be

described in detail in follows.

3.1 Coarse Detection

The purpose of this step is to detect the PU state roughly in order to determine the

estimation mechanism for channel gain, and we could get an initial result by specify

a threshold:
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τCD ¼ sc

2
� min hkð Þ∗sc½ �, k ¼ 0, . . . ,K � 1 (7)

Here, min(hk) represents the minimum fading channel gain. Based on the

decision criterion above, we could get the coarse detection as:

x{n ¼
0 yn < τCD
sc yn � τCD

�
(8)

It is worthy to note that the purpose of coarse detection in this paper is to provide

the basis for the choice of mechanism which could be applied to estimate the

channel gain in real-time. Even though the accuracy of coarse detection is relatively

low, the subsequent algorithm will modify the result for the purpose of accurate

estimation.

3.2 Estimation of Multipath Fading Channel Gain

The reasons why different mechanisms are utilized for channel gain estimation

include the following:

Firstly, because the channel has the character of flat fading, the channel coher-

ence time Tc is longer than the period of sensing slot Ts. For simplicity, Tc is

supposed to be multiples of Ts [6]. Therefore, due to the different location in a

channel gain period, the sensing slots could be classified into two categories: first

slot and non-first slot, and they are defined as (9). And the channel gain is possible

to transfer into other state only in the first slot.

mod nTs,Tcð Þ ¼ 0, first slot
6¼ 0, non� first slot

�
n ¼ 0, . . . ,N � 1 (9)

Secondly, the MAP criteria for channel gain becomes useless when the PU state

is absent, i.e. xn ¼ 0, in order to combat this problem, we should find some other

effective ways to estimate the state of fading channel gain.

Based on the aforementioned reasons, this paper presents the overall design

diagram for multipath time-variant flat fading channel:

If x{n ¼ 0, and the sensing slot is the first in a channel state period, we could

obtain the estimation of hn based on the prior transition probability, as shown in

(10a), and the ĥpre represents the final estimation of channel gain in the previous

channel state period;

If x{n ¼ 0, and the sensing slot is the non-first, the estimation of fading channel

gain is assumed unchanged, like (10b);

If x{n ¼ sc, we could obtain the MAP estimation of fading gain by (10c).

Joint Detection Algorithm for Spectrum Sensing Over Multipath Time-Variant. . . 787



ĥ n ¼ arg max
ĥ n∈A

p hn ĥ pre

��� ffl
x{n ¼ 0 & first slot (10a)

ĥ n ¼ ĥ n�1, x{n ¼ 0 & non� first slot (10b)

ĥ n ¼ arg max
ĥ n∈A

p yn hn; x
{
n

��� ffl
p hn ĥ pre

��� ffl
, x{n ¼ sc (10c)

The likelihood function p(yn|hn, x{ n) in (10c) follows the Gaussian distribution

and the configuration is:

p yn hn, x
{
n ¼ sc

��� ffl ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π sTc � sc

� ffl
σ2

q exp
� yn � sc

N
hn∗scð Þ½ �2

2 sTc � sc
� ffl

σ2

( )
(11)

3.3 PF-Based PU State Detection

Based on the Bayesian theory, particle filtering technology shows huge superiority

when handing with blind estimation problem. The key of particle filtering is

approximating a complex distribution by a series of particles with associated

weights, and then, the MAP estimation could be drawn and the marginal data

detection at time n is given by [8]:

x̂ MAPð Þ
n ¼ argmax

xn∈X

XP
i¼1

δ xn � x ið Þ
n

	 

w ið Þ
n

( )
(12)

The process of PF technology applying for signal detection covers four basic

steps as follows: (1) generate particles based on sequential importance sampling

(SIS); (2) compute the associated weight; (3) re-sampling; (4) MAP estimation. We

will give a detailed account of these steps [9,10].

Firstly, we begin SIS algorithm by drawing particles from important distribution.

The form of the important distribution varies according to the actual situation. In

this paper, we adopt the optimal importance distribution:

π xn x0:n�1; y0:n; h0:njð Þ / p yn xn; x
ið Þ
0:n�1; y0:n�1; ĥn

���	 

p xn x

ið Þ
0:n�1

���	 

(13)

Secondly, the associated importance weights could be computed recursively by

[9]:

ew ið Þ
n ¼ w

ið Þ
n�1 �

p yn
��x ið Þ

0:n, ĥ n, y0:n�1

	 


π x
ið Þ
n

��x ið Þ
0:n�1, y0:n

	 
 ¼ w
ið Þ
n�1 � p yn

��x ið Þ
n�1, ĥ n

	 

(14)

Unfortunately, the degeneracy of SIS algorithm is usually inevitable after

several times of iteration, as an efficient approach to alleviate this difficulty, the
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re-sampling procedure is processed to eliminate particle trajectories with small

normalized importance weight while concentrate upon those trajectories having

larger normalized importance weight [10].

Lastly, the MAP estimation could be achieved by (12) based on the particles and

associated weights computed above.

4 Computer Simulation

In this paper, we focus on a scenario of a multipath time-variant Weibull fading

channel with parameters λ ¼ 1, β ¼ 1.4 and we assume the TPM of PU state is:

Π ¼ p00 p01
p10 p11

ffi �
¼ 0:8 0:2

0:2 0:8

ffi �

We will compare the performance of proposed algorithm with the traditional

MFD method. And this investigation mainly studies the effects that the parameters

of multipath channel have on the sensing performance, i.e. Doppler frequency shift

fd and number of multipath channel L.

4.1 PF-Based PU State Detection

In this simulation, the number of multipath is set to be 4, the size of partitioned

states number for the MTVFF channel is K ¼ 5. Three configurations of maximum

Doppler frequency shift fd are adopted in this experiment, i.e., fd ¼ 0.2, 0.1, 0.05.

The simulation results are shown in Fig. 2.

It is obvious from Fig. 2 that compared with traditional MFD method the sensing

performance achieved by proposed algorithm could be improved significantly when

operating the MTVFF channel. For example, when the detection probability surpass

0.95 and the fd ¼ 0.1, the desired SNR of new algorithm and traditional MFD

method is 4.5 dB and 12 dB respectively.

4.2 Number of Multipath Channel

In this simulation, the maximum Doppler frequency shift fd ¼ 0.1, and the

partitioned states size of MTVFF channel K is assumed to be 5. The number of

multipath channel L is 3, 4and 5 respectively. From the numerical experiment

results shown in Fig. 3, it should be noted that with the advance of L, the

performance of proposed algorithm will decrease.
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5 Conclusion

In this article, we have designed a promising spectrum sensing algorithm which

could find wide use in CR systems. The advantages of this algorithm could be

summarized into three-fold. First of all, the sensing of allocated spectrum is

accessible by detecting the pilot or synchronization code, this feature ensures that

the algorithm proposed could be applied for most CR systems. Secondly, a novel

DSM is developed from the Bayesian point of view which takes full consideration

of the multipath time-variant fading channel. This DSM could be applied for signal

estimation in other communication systems. Lastly, we propose a joint estimation

algorithm which could estimate the channel gain and PU state sequentially and

timely without a training sequence. And simulation verifying tests indicate that this
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method could achieve better performance than traditional MFD method over

multipath time-variant flat fading channel. Because of the advantages aforemen-

tioned, this proposed method could provide a referential solution to the practical

design of spectrum sensing algorithms.
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Empirical Likelihood-Based Channel

Estimation with Laplacian Noise

Long Zhao, Qiang Ma, Bin Li, and Chenglin Zhao

Abstract This paper introduces a new method to estimate channel with Laplacian

noise based on empirical likelihood algorithm. The received signal is assumed to be

a transmitted signal which has been corrupted by a multipath channel, modeled as a

FIR filter, the output being further disturbed by additive independent Laplacian

noise. Then the channel estimation is treated as a nonparametric estimation issue in

the model and the channel parameter is estimated by Empirical Likelihood

approach. Furthermore, the MSE and BER performance of channel estimation are

explored via numerical simulations.

Keywords Laplacian noise • Empirical likelihood • Channel estimation

1 Introduction

A number of situations exist where the problem is to estimate channel parameter in

an observed signal. Examples of such problems would be channel coefficients,

channel phase, time delay, etc. It is normally assumed in these cases that the noise is

Gaussian [1,2]. Two common motives for this assumption are that the noise in many

applications is approximately Gaussian according to the central limit theorem, and

the Gaussian assumption is analytically tractable.

However, in practice, certain noises cannot be reasonably characterized as

Gaussian due to their impulsive nature [3]. One form of frequently encountered

non-Gaussian noise is referred to as impulsive noise [4]. Such noise can be modeled

by a random variable whose distribution has an associated “heavy tail” behavior.

The Laplace distribution is popular for modeling non-Gaussian, impulsive noises in

engineering studies owing to its capability of characterizing the heavy tail behavior
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exhibited by these noise. For example, as demonstrated in [5], Laplacian approx-

imation is more accurate than a Gaussian approximation for the distribution of the

multiple access interference in time-hopping ultra-wide bandwidth communication.

It also has been used in image processing [6] and in modeling noise encountered in

communications at low frequencies [7]. Although estimation in non-Gaussian

environments is a more complex issue, empirical likelihood, which is endowed

with the advantageous character that it works when the mean of noise is zero, is

effective for these problems.

The rest of the article is organized as follows. Section 2 describes the signal

model for the channel estimation. The empirical likelihood algorithm for channel

estimation is developed in Sect. 3. Illustrative computer simulations are presented

in Sect. 4 and some concluding remarks are made in Sect. 5.

2 Signal Model

Consider a digital communication system where BPSK symbols st∈{�1},

t ¼ 0,1,2,. . . are transmitted in frames through a frequency-selective multipath

fading channel. When the coherent time of the fading process is long enough

compared with the frame size, it is commonly assumed that the channel impulse

response (CIR) is constant for the duration of the frame. In such cases, the receiver

signal is fed into a matched filter and then sampled with a symbol rate. The resulting

sampled sequence can be expressed as (1)

yi ¼
Xm-1
l¼0

slht-l þ vi, i ¼ 1, 2, . . . (1)

where vi is an additive white Laplacian noise process with zero mean, whereas hi,
i∈Z, is the discrete-time equivalent CIR. In the practical case that the transmitted

pulse waveforms are causal signals with limited duration, the discrete-time equiv-

alent CIR becomes a causal finite-length sequence that can be conveniently

represented by m � 1 vector

h ¼ hm�1; hm�2; . . . ; h0½ �T (2)

where m is the channel order (it physically represents the number of resolvable

propagation paths), and the superindex T denotes transposition. We usually assume

that the channel vector complies with Gaussian distribution. Then let us reformulate

model (1) with (3) to gain an easier expression for signal model (4).

Si ¼ si0, si1, . . . , si m�1ð Þ
ffi �T

(3)
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Yi ¼ STi hþ vi i ¼ 1, 2, . . . (4)

Figure 1 vividly illustrates the signal model (4).In the model the multipath

channel coefficients, hi, i ¼ 0,1,. . .,m-1, are assumed unknown. The main objective

is to recover the coefficients with the help of observations Yi and aided-data Si.

3 Channel Estimation with Laplacian Noise

The probability density function of zero-mean Laplacian noise v is

f v xð Þ ¼ 1ffiffiffi
2

p
σ
e-

ffiffi
2

p
xj j

σ x∈R (5)

where σ2 is the variance of the noise.
The basic idea of the algorithm is to make mean square deviation smallest, that

is, to compute the best h minimizing the function E[(Y-STh)2]. Then the best vector
h is

h ¼ ESiS
T
i

ffi ��1
E SiYð Þ (6)

Using above relationships, the (6) can be written as (7) and we define a new

variable W(h) in (8).

E Si Y � STi h
ffi � ¼ 0 (7)

Wi hð Þ ¼ Si Y � STi h
ffi �

(8)

To gain the h, we introduce an empirical likelihood R(h) according to Owen’s

theory [8–10]. Thus the estimation becomes a nonparametric issue explicitly

illustrated as follows:

Fig. 1 Signal model
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R hð Þ ¼ sup
p1, ..., pn

Xn
i¼1

log npið Þ (9)

where p1,. . .,pn are subject to the following restrictions [11–14]

Xn
i¼1

piWi hð Þ ¼ 0,
Xn
i¼1

pi ¼ 1, pi � 0, i ¼ 1, . . . , n (10)

where n is the length of observation Y and {pi} can be computed via Lagrange

scheme [9]

pi hð Þ ¼ 1

n 1þ λTWi hð Þffi � (11)

where λ is uniquely determined by

1

n

Xn
i¼1

Wi hð Þ
1þ λTWi hð Þ ¼ 0 (12)

The suitable solution λ of (12) can be gained by Newton algorithm. Conse-

quently the empirical likelihood R(h) can be obtained. Then the estimation of

channel should be given by

h ¼ argmax
h

R hð Þ (13)

4 Simulation

In this section, we will study the performance of the estimation method for system

with Laplacian noise. As illustrated in Fig. 2, we demonstrate the MSE performance

of the proposed scheme in different aided-data length as the channel order m is 3. It

is apparent that the estimation performance will be better as the aided-date length

grows.

Then, we can detect the transmitted signal Si using the acquired channel coef-

ficients h. Figure 3 depicts the detection result by obtained h when aided-data

length is 50 and clearly shows that the detections have a relatively good BER

performance.
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5 Conclusion

In this paper, we provide an Empirical Likelihood scheme for channel estimation in

digital communication system with Laplacian noise. Firstly, modeling for these

systems is introduced. Then, we present an Empirical Likelihood for channel

estimation. Simulation results show that the estimation proposed in this paper has

good MSE and BER performance.
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Fig. 2 MSE performance with different aided-data length
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Fig. 3 BER performance when aided-data length is 50
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Multi-path Channel Estimation Using

Empirical Likelihood Algorithm with

Non-Gaussian Noise

Pengbiao Wang, Yan Zhang, Long Zhao, Bin Li, and Chenglin Zhao

Abstract In this paper a novel algorithm, empirical likelihood, is employed to

estimate the channel taps of multi-path channel under Non-Gaussian noise. To

illustrate, multi-path channel is modeled as a FIR filter and non-Gaussian noise is

taken as mixed Additive White Gaussian and impulse noise for simplicity. Thus the

transmitted signal, being impacted by the multi-path fading effect and being

disturbed by the non-Gaussian noise, would be sampled to form the received signal.

And simulations show that the proposed algorithm is capable of obtaining good

MSE and bit error rate BER performances.

Keywords Multi-path channel estimation • Non-Gaussian noise • Empirical

likelihood

1 Introduction

Multi-path frequency selective fading channel is frequently encountered in wireless

communications, causing considerable performance degradation. The impulse

response of multi-path fading channel can be modeled as an autoregressive

(AR) process. In [1], a lease-square (LS) method was proposed for the AR param-

eters estimation of the fading channel model. The LS criterion is considered optimal

and equivalent to maximum-likelihood (ML) for channel estimation when the

transmitted symbols are equi-probable and noise being additive Gaussian [2,

3]. And in [4], a coupled estimator consisting of a Kalman filter in parallel with a

LS-based AR parameters estimator was introduced. Although these algorithms

perform well in additive white Gaussian noise channel, their performances will

significantly deteriorate in non-Gaussian noise environment, which appears often in
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communications channel. Consequently, the received signal cannot be equalized

appropriately and system performance will be degraded.

Empirical likelihood [5–7], which has a highlighted advantage that it works as

long as the mean of the noise system suffers equals zero no matter what kinds of

noise it is, is proposed in this paper for estimating the channel over the mixed

Gaussian and impulse noise channel. That quality endows it with the ability to solve

the degradation originated from the sensitivity of the traditional methods. Simula-

tions showed good performance in estimation of fading channel in hybrid noise

environment.

This work is organized as follows: Section 2 introduces the fading channel

model with non-Gaussian noise. Section 3 illustrates the estimation using empirical

likelihood method. Section 4 discusses the environment used for simulation and

shows the results of this work. Finally, Sect. 5 exposes conclusions.

2 Problem Formulation

For simplicity, we consider the real domain model and assume that the base band

received signal y(t) after appropriate filtering and sampling can be modeled as:

y tð Þ ¼
XL�1

l¼0

s t� lð Þh t; lð Þ þ n tð Þ þ e tð Þ (1)

where s(t) is the transmitted training signal at time t and h(t,l ) is the lth tap of the

impulse response of the multi-path channel, L is the length of multi-path. Then we

take mixed Additive White Gaussian Noise and impulse noise as the non-Gaussian

noise. In (1), n(t) and e(t) indicate Additive White Gaussian Noise and impulsive

noise respectively, which are mutually independent variables with zero-mean. In

the vector form, we have

y ¼ Shþ nþ e (2)

where h ¼ [h0 h1 � � � hL � 1]
T, y ¼ [y0 y1 � � � yN � 1]

T, n ¼ [n0 n1 � � � nN � 1]
T,

e ¼ [e0 e1 � � � eN � 1]
T and S is the known training matrix given by

S ¼
s 0ð Þ s �1ð Þ � � � s �Lþ 1ð Þ
s 1ð Þ s 0ð Þ � � � s �Lþ 2ð Þ

⋮ ⋮ ⋱ ⋮
s N � 1ð Þ s N � 2ð Þ � � � s N � Lð Þ

2
664

3
775

¼ s0 s1 � � � sN�1½ �T (3)

In practice, the channel taps are unknown or time-varying and thus real-time

estimation is required. Commonly, periodic training sequence is transmitted to the
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receiver to estimate the channel parameters. Efficient algorithms have been pro-

posed to estimate the AR parameters using LS algorithm [1, 4]. Data symbols are

then transmitted after the training period. At the receiver, each data symbol is

detected using the current estimate of the channel.

Unfortunately, the algorithms above are known to be sensitive to non-Gaussian

noise, such as impulse noise coming from the communications channel. The

accuracy of the channel estimation would deteriorate, which will lead to significant

degradation of system performance. So, we adopt the empirical likelihood method

to get robust estimation of the channel taps.

3 Empirical Likelihood Estimation

Notion of Empirical Likelihood has been explicitly illustrated in [5–7] by Owen.

Meanwhile, Owen developed it and utilized it in nonparametric regression problem

[8–10]. According to his theory, as long as the mean of both n and e equal zero,

which means true value of h satisfies the following formula:

E sT y� shð Þffi � ¼ 0 (4)

thus we can define an auxiliary variable

Zi ¼ Zi ĥ
ffi � ¼ si

T yi � siĥ
ffi �

(5)

where ĥ is the channel taps estimated. Then the empirical likelihood ratio function

of ĥ can be computed as:

R ĥ
ffi � ¼ max

YN
i¼1

Npið Þ��XN
i¼1

piZi ĥ
ffi � ¼

0

⋮
0

2
4

3
5
L�1

, pi � 0,
XN
i¼1

pi ¼ 1

8<
:

9=
; (6)

where {pi, i ¼ 1. . .N} is a set of probability weights allocated to the auxiliary

variable Zi .To figure out p, we adopt Lagrange method and attain the equation

bellow:

pi ĥ
ffi � ¼ 1

N 1þ λ Zi
T � μð Þ½ � , i ¼ 1, 2, � � �,N (7)

where μ indicates mean of auxiliary variable Z, λ signifies the solution of the

following function:
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XN
i¼1

Zi
T � μ

1þ λ Zi
T � μð Þ ¼ 0 (8)

Based on the discussions above, the logarithmic empirical likelihood of ĥ can be

worked out by

l ĥ
ffi � ¼ �2logR ĥ

ffi � ¼ �2log
YN
i¼1

Npi ĥ
ffi �( )

(9)

It has been proved in [6] that the problem becomes the process of minimizing

l ĥ
ffi �

. It has also been verified that the problem is convex, closed and compact, thus

there has a unique ĥ minimizing l ĥ
ffi �

.

4 Simulation Results

Simulations under mixed Gaussian and impulse noise environment are performed

to evaluate the performance of the proposed channel estimation algorithm. In our

experiment, the results are obtained by averaging over 100 independent runs. A

multi-path channel with length L ¼ 3 is considered. The training symbols s(t) are

drawn from BPSK. Initial training period of 20, 40 and 60 samples under a series of

SNR including 0, 5, 10, 15 dB are used respectively. The receiver starts to decode

the data after the training period and the BER performance could be gained under

the conditions proposed above.

Figure 1 shows the MSE of the channel estimation at different SNR. It is clear

that higher estimation accuracy will be achieved with the SNR improved. Mean-

while, longer training sequence will assure more accurate estimation.

Figure 2 demonstrates the BER based on the channel estimators above. It

illustrates that our algorithm can get relatively good BER performances when

SNR is bigger than 10 dB.And it’s clear the length of training sequence has a

minor influence on BER.

5 Conclusion

Modern communication systems are affected by varying kinds of non-Gaussian

noise, such as impulse noise originating from man-made electromagnetic interfer-

ence, atmospheric noise and ignition noise, etc. In general, the non-Gaussian noise

will terribly degrade the performance of the wireless system. That problem can be

improved by empirical likelihood method introduced in this paper. Simulations

show that the proposed algorithm performs well under the non-Gaussian noise.

802 P. Wang et al.



Acknowledgement This work was supported by the National Natural Science Foundation of

China (61271180), Major National Science and Technology Projects (2012zx03001022) and

Special Foundation for State Internet of Things Program (Radio frequency and communication

security testing service platform of Internet of things).

0 5 10 15
10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

SNR/dB

B
E

R

pilot length=20
pilot length=40
pilot length=60

Fig. 2 Bit error rate based on the channel estimated above

0 5 10 15
10

-3

10
-2

10
-1

10
0

SNR/dB

M
S

E

pilot length=20
pilot length=40
pilot length=60

Fig. 1 Mean-square error of channel estimation

Multi-path Channel Estimation Using Empirical Likelihood Algorithm with. . . 803



References

1. Tsatsanis MK, Giannakis GB, Zhou G (1996) Estimation and equalization of fading channels

with random coefficients. Signal Process 53:211–229

2. Crozier SN, Falconer DD, Mahmoud SA (1991) Least sum of squared errors (LSSE) channel

estimation. IEE Proc F 138(4):371–378

3. Van Trees HL (1968) Detection, estimation, and modulation theory, Part I. Wiley, London

4. Davis LM, Collings IB, Evans RL (1997) Identification of time-varying linear channels. Proc.

ICASSP’97, Apr 1997, Munich, Germany

5. Owen AB (1988) Empirical likelihood ratio confidence intervals for a single functional.

Biometrika 75:237–249

6. Owen AB (1988) Small sample central confidence intervals for the mean. Technical report

302, Dept. Statistics, Stanford Univ

7. Owen AB (1988) Computing empirical likelihoods. In: Wegman EJ, Gantz PT, Miller JJ (eds)

Computing science and statistics. Proceedings of the 20th symposium on the interface.

American Statistics Association, Alexandria, VA, pp 442–447

8. Owen AB (1990) Empirical likelihood confidence regions. Ann Stat 18:90–120

9. Owen AB (1991) Empirical likelihood for linear models. Ann Stat 19:1725–1747

10. Owen AB (2001) Empirical likelihood. Chapman and Hall, New York

804 P. Wang et al.



A Training Sequence Parallel Detection

Technology Based on Timeslot Sliding

Window

Jian Shi, Jianfeng Huang, and Kaihua Liu

Abstract The GSM radio network’s latest development status and its prominent

problems were discussed with the limitations of the radio network analysis using

the traditional drive test and frequency sweeping. A new training sequence parallel

detection technology base on timeslot sliding window were proposed, the timeslot

sliding window technology and the algorithms of the parallel correlative detection

were discussed in detail. With the successful application cases of the engineering

practice in Zhejiang Province, the important application valuation of the new

technology proposed in this paper in the radio network planning and optimization

engineering was proved.

Keywords Timeslot sliding window • Training sequence • Parallel detection •

Cellular radio network

1 Introduction

With high-speed growth of mobile service, the load of radio network increases

daily. The frequency bands of GSM900, DCS1800 and EGSM have been massively

implemented. The number of sites with high carrier configuration and density of

frequency reuse increase constantly while the distance between base stations of

cellular networks is decreasing. At present the GSM radio network of China Mobile

Communications Corporation has widespread problems of excessive overlapping
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coverage, severe cross-boundary overage and rapidly increasing probability of CCI

(Co-Channel Interference) and ACI (Adjacent Channel interference), which lead to

radio signal quality’s degrading, 5–7 level severe interference and user perception’s

obviously declining [1].

Analytical methods [2–4] of traditional regular hexagon cell clusters for inter-

ference and coverage cannot meet the requirement of increasing complexity of

radio network analysis. Moreover, recent regular testing methods including drive

test and sweep frequency test cannot locate specific interfered frequency, interfer-

ence levels of serving cell and the location of interference source cell, which

becomes a technical bottleneck for further detailed optimization of current radio

network. Exploring new measuring techniques and analysis methods, further sci-

entific defining and accurate quantitative analyzing for radio network problems, and

obtaining more precise optimization solution are significant for radically improving

overall performance of cellular networks. Therefore, this paper proposes a kind of

new full-band and high-accuracy timeslot sweeping technology—a training

sequence parallel detection technology base on timeslot sliding window. According

to the distribution of different training sequence code that is from each cell of radio

network, it can locate and measure received power, C/I and noise floor of same

carrier frequency coming from different cells of radio networks. It supplies new

frequency sweeping measurement and scientific analysis methods for accurate

positioning and final solution of radio networks interference and coverage

problems.

2 Timeslot Measuring Frequency Sweeping Technology

2.1 The Limit of Traditional Frequency Sweeping

Traditional BCCH frequency sweeping data that is common measuring data source

of present integral network structure assessment can accurately reflect the radio

signal coverage status of BCCH frequency. However, traditional frequency sweep-

ing devices can only measure and decode BCCH channel without effectively

distinguishing and measuring received power of same TCH frequency coming

from different cells.

Under normal circumstances, BCCH carrier frequency is full-power transmitted

in normal working condition of each cell while the transmitting power of TCH

frequency is influenced by factors of frequency hopping, DTX (Discontinuous

Transmission) and power control etc.; in addition, BCCH frequency and TCH

frequency have different reuse density, so there is a large difference between the

system noise floor levels of two types of carrier frequency. In different regions

(grids) of cells, the received power, C/I and noise floor level of BCCH and TCH

carrier frequency certainly exist differences. Hence, improving accurate measure

ment for TCH frequency based on BCCH frequency sweeping measurement no
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doubt has significant engineering application value for radio networks problems’

analysis and optimization.

2.2 Necessity of Timeslot Measurement

The high-precision timeslot measuring frequency sweeping proposed in this paper

can perform accurate measurement of each timeslot signal power for each fre-

quency in full-band in period of full-frame for both BCCH and TCH carrier

frequency, which is an innovative radio networks measuring technique method in

the present industry. In different test area, it can accurately measure the received

power and C/I in different timeslot from all frequency including BCCH and TCH.

Moreover, it can precisely locate the value and C/I of signal power of CCI coming

from different interference cells associated with the TSC allocation for each cell in

the radio network, so that this new measuring technique methods can be supplied

for the depth profiling of cellular radio networks coverage and interference.

Scanning per timeslot for each carrier frequency can effectively distinguish each

timeslot’s idle state and traffic state: in the idle state of timeslot, the corresponding

correlative power of all training sequence code C/I is less than 0 (C/I < 0) where

the timeslot power reflects the noise floor of radio networks, so the measuring in the

idle state of timeslot supplies more fine grid’s accurate measuring data source and

new analysis methods for more precise estimation of noise floor; in the traffic state

of timeslot, the correspond correlative power of all training sequence code C/I is

larger than 0 (C/I > 0) under normal conditions, so whether the carrier power

comes from serving cells or interference cells can be decided according to training

sequence allocation. It offers the most scientifically objective accurate measuring

data for carrier coverage and interference problems analysis.

2.3 Principle of Timeslot Measuring Technique

GSM mobile communication system defines nine groups of training sequence code

(TSC) [5], eight groups of which are used for the cell traffic channel. The rest group

is used for transmitting signal power filling of BCCH carrier frequency dummy

burst, which is shown in expression (1).
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Training Bits ¼½0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1;
0, 0, 1, 0, 1, 1, 0, 1, 1, 1, 0, 1, 1, 1, 1, 0, 0, 0, 1, 0, 1, 1, 0, 1, 1, 1;

0, 1, 0, 0, 0, 0, 1, 1, 1, 0, 1, 1, 1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 1, 1, 1, 0;

0, 1, 0, 0, 0, 1, 1, 1, 1, 0, 1, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 1, 0;

0, 0, 0, 1, 1, 0, 1, 0, 1, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 0, 1, 1;

0, 1, 0, 0, 1, 1, 1, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 1, 0, 1, 0;

1, 0, 1, 0, 0, 1, 1, 1, 1, 1, 0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 0, 1, 1, 1, 1, 1;

1, 1, 1, 0, 1, 1, 1, 1, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0, 1, 1, 1, 1, 0, 0;

% above 8 is for the TCH

0, 1, 1, 1, 0, 0, 0, 1, 0, 1, 1, 1, 0, 0, 0, 1, 0, 1, 1, 1, 0, 0, 0, 1, 0, 1

% dummy burst �;
(1)

The three least significant bits of the BSIC (Base Station Identification Code)

indicate which of the eight training sequences is used in the bursts sent on the

downlink common channels of the cell [6]. The training sequence known as

reference signal is used for the channel equalization in time domain when receiving

signals for each cell, so that it can improve the anti-interference ability of GSM

mobile communication system.

The downlink timeslot signal of different cells using same carrier frequency can

use different training sequences to make the distinction. This supplies an effective

technical method for the distinguishing of interference signal power between

different cells.

High-accuracy timeslot sweeping measurement provides accurate measurement

for carrier timeslot’s power and C/I in the time dimension besides measures all

carriers in frequency dimension.

The core of high-accuracy timeslot measuring technique is to perform signal

sampling over one frame period (eight timeslot) for every carrier frequency. Target

at the lacking problem of orthogonal property between nine groups of training

sequence codes, by adopting training sequence parallel detection technology base

on timeslot sliding window that this paper proposed for every timeslot of sampled

signal, performing the correlative power detection of nine training sequence code

can accurately measure the maximum correlative power, C/I and detecting

corresponding TSC of training sequence code block for each timeslot.
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3 Parallel Sliding Window Timeslot Measurement

3.1 Timeslot Sliding Window Parallel Detection Technology

In consideration of GSM as asynchronous system, down link signals between each

base station don’t perform timeslot synchronization. The boundary of each timeslot

won’t coincide in one physical frame period in the received sampled signal of same

carrier coming from different cells. Hence, the detection for every timeslot power

must perform sliding widow detection in a time bucket that is over one timeslot

period. Moreover, parallel detecting using nine group of training sequence code for

every time-delay signal is to detect that whether this timeslot exist traffic occu-

pancy; in addition, detect the corresponding training sequence code of maximum

correlative power signal when timeslot is existing traffic occupancy. Figure 2 shows

the parallel sliding window time slot detection technology method.

The parallel sliding window that Fig. 1 shows consists of 21 delayers. Time

delay period of every delayer T is 1 μs (T ¼ 1 μs). The whole length of sliding

window that is extended for 10 μs to both sides from central point is totally 21 μs.
The sampled signal delayed every time is performed parallel correlative detection

with nine groups of training sequence code.

5 bit at the beginning and 5 bit at the end that are from training sequence of 26 bit

for each group are obtained by 16 bit (located in the center point) original

sequence’s performing period expanding, so there will be both 5 zero points on

both sides of correlative peak value when using 16 original bit to perform correl-

ative detecting for transmitted timeslot signal of the cell.
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MAX

PMAX(TSCj,t-kT)
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CorrPower CorrPower

TSC0

MAX

T

TSC8

Si(t+10T)

CorrPower CorrPower

Fig. 1 Training sequence code parallel detection timeslot sliding window
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It totally needs 21 parallel strongest training sequence code correlative power

detections in all for the measuring of a timeslot.

3.2 Timeslot Power Detection

Timeslot power detection mainly contains timeslot training sequence maximum

correlative power detection, timeslot mean power detection and timeslot noise floor

power detection.

Timeslot training sequence code maximum correlative power detection is to

detect the maximum training sequence code correlative power and C/I in one

timeslot period. If one timeslot SLOTu of carrier frequency fp is occupied by the

traffic of serving cell CELLh (means the hth cell in the radio network, which is

allocated with lth training sequence code TSCl) in the specified test zone (grid) gq
(means the qth grid in the radio network) and in the test time t, TSCl’s maximum

correlative power PcorrMAX(SLOTu, TSCl, t ‐ kT) and C/I from cell CELLh can be

detected. The algorithm of PMAX(SLOTv, TSCl, t ‐ kT) is expressed as (2).

PcorrMAX SLOTu, TSCl, t-kTð Þ ¼ MAX
10

k¼�10
MAX

8

TSCi, i¼0
Pcorr

�
SLOTu, TSCm, Si t-kTð Þ� �

(2)

where the symbol MAX(�) means the max value of array element within parenthe-

ses is obtained. The algorithm of training sequence code maximum correlative

power in one frame (FRAMEw, the wth frame), PF
corrMAX ¼ PcorrMAX(FRAMEw,

SLOTv, TSCl, t ‐ kT) is expressed as (3).

PF
corrMAX ¼ MAX

7

SLOTu, u¼0
MAX

10

k¼�10
MAX

8

TSCi, i¼0
Pcorr

�
SLOTu, TSCm, Si t-kTð Þ� �

(3)

The maximum training sequence code correlative power and the corresponding

timeslot central point in one frame, eight timeslot, period is chose as the detecting

time reference of timeslot analytical timeslot central point in one frame period at

this time. Moreover, each timeslot central point and timeslot boundaries’ dividing

in one frame period is performed based on this time reference. Figure 2 shows that

the training sequence code correlative power received by SLOT3 is strongest within

one frame period. The rest of timeslot central points and timeslot boundaries’

positioning extension in the whole frame period is implemented based on the

corresponding of peak time of training sequence code correlative power received

by SLOT3 which is chose as SLOT3 timeslot central point reference. In addition,

each other timeslot’s central and boundaries division and the maximum training

sequence code correlative peak power detection in one whole frame period are

performed on this basis.
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The algorithm of traffic occupancy timeslot SLOTv’s timeslot mean received

power P SLOTv, t-kTð Þ is expressed as (4).

P SLOTv, t-kTð Þ ¼ 1

N

XN�1

n¼0

IS SLOTv,n, t� kTð Þj j2 þ QS SLOTv,n, t� kTð Þj j2
� ffl

(4)

where IS(SLOTv, t ‐ kT) and QS(SLOTv, t ‐ kT) respectively are timeslot SLOTv

time periods’ I and Q two way base band complex signal of received sampled

signal—GSMmodulating signal symbol series. N is a GMSK modulating symbolic

number in a timeslot period. And also

IS SLOTv, t-kTð Þ ¼ IS SLOTv, n, t� kTð Þ, n ¼ 0, 1, 2, . . . ,N � 1f g (5)

QS SLOTv, t-kTð Þ ¼ QS SLOTv, n, t� kTð Þ, n ¼ 0, 1, 2, . . . ,N � 1f g (6)

The SNR CtoI(SLOTv, t ‐ kT) of timeslot occupied by traffic can be calculated

based on PMAX(SLOTv, TSCl, t ‐ kT) and P SLOTv, t-kTð Þ, the algorithm of which

is expressed as (7).

CtoI
�
SLOTv, t-kT

� ¼ 10lg
PcorrMAX SLOTv, TSCl, t-kTð Þ

P SLOTv, t-kTð Þ-PcorrMAX SLOTv, TSCl, t-kTð Þ (7)

For the vacant timeslot SLOTv not occupied by traffic, the corresponding C/I of

detected training sequence code maximum correlative power is less than

0 (C/I < 0), where the timeslot detecting power is the noise floor of fp frequency’s
radio network. All the noise floor statistic of vacant timeslot in the specified test

grid is mean noise floor of this carrier frequencyN floor f p, t� kT
� �

, the algorithm of

which is expressed as (8).

Fig. 2 Positioning of timeslot central point
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N floor f p, t� kT
� � ¼ 1

count v, CtoI
�
SLOTv, t-kT

�
< 0

� �

�
X7

v¼0,CtoI
�
SLOTv, t-kT

�
<0

P SLOTv, t-kTð Þ (8)

where count[v, CtoI(SLOTv, t ‐ kT) < 0] is the timeslot number of CtoI < 0 in

(8). N floor f p, t� kT
� �

is mean noise floor in one frame period. In the practical

application, the statistical averaging of noise floor for several frame periods of

several test loop from the same carrier frequency in specified test grid can be

performed. It can increase effective signal’s sampling quantity of the vacant

timeslot to eliminate the effect brought by signal rapid fading, so that the mean

value of noise floor can reflect the real situation of radio networks more accurately.

3.3 Application of Timeslot measurement

The training sequence parallel detection technology base on timeslot sliding win-

dow proposed in this paper have already been developed and realized in the

frequency scanner.

In addition, the timeslot measuring frequency sweeping data have been used for

Zhejiang mobile communication system daily optimization engineering of posi-

tioning problems of interference and coverage, evaluating networks noise floor and

evaluating rationality of carrier frequency coverage, which has attained the results

expected. Figure 3(a) shows the training sequence code’s C/I measuring of each

timeslot for different frequency. Figure 3(b) presents the power measuring of each

timeslot for different frequency. For each BCCH frequency, both measurement

results from training sequence detection match very well with the FCCH measure-

ment with a traditional BCCH frequency scanner. These means he training

sequence parallel detection technology base on timeslot sliding window proposed

in this paper is a perfect way to measure both BCCH and TCH timeslots.

By two kinds of timeslot measurement with difference training sequence code

allocation by each cell, combined with layer 3 LAC (Location Area Code) and CI

(Cell Identification) decoding of all BCCH channels sweeping from the same

measuring point, the same carrier frequency transmitted power and C/I condition

coming from different cells can be positioned.

As shown Fig. 4, the NO.54 frequency of NO.30984 cell located by timeslot

sweeping data analysis in the bad quality section of Beishan road in Hangzhou is

severely interfered by several same frequency cells with NO.54 frequency around

it, so the statistic C/I of NO.54 frequency in NO.30984 cell is only 5.47. In addition,

according to the analysis of timeslot sweeping data for this section, the received

power of NO.68 frequency is relatively small. It means its multiplexing density in
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this section is relatively low, so it is suited to replace the NO.54 frequency of

NO.30984 cell, to improve the signal quality for this measurement point.

Timeslot measurement that supplies direct measuring technological means for

frequency coverage condition analysis, noise floor analysis, interference condition

and positioning of interference source analysis, etc. Timeslot measurement offers

the most important radio measuring technological means for precise optimization

and the improvement of radio networks’ performance.
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Fig. 3 (a) Timeslot C/I measurement. (b) Timeslot power measurement
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4 Conclusions

The training sequence parallel detection technology base on timeslot sliding win-

dow proposed in this paper is a significant innovation of frequency sweeping

technology. Moreover, its idea could also be applied to the radio networks mea-

surement of 3G and 4G cellular mobile communication systems, which has indis-

pensable core value of application for planning and optimizing engineering’s

accurate analysis of radio network problems and provision of high efficient

solution.
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A Method to Evaluate MANET Connectivity

Based on Communication Demand

and Probability

Xiang Zhang, Qiang Liu, and Zhendian Li

Abstract Connectivity of MANET (Mobile Ad hoc Network) physically depends

on the radio radius, node density and variability of topology changing. But when

evaluate connectivity influence on MANET communication, the physical factors

above and other factors like link or path status are not quite enough. This paper

proposes a method to evaluate the MANET connectivity by taking node commu-

nication probability and status into consideration as well. Connectivity here stands

for the communication availability of the whole MANET, and can also be used to

check whether a mobility model is suitable to MANET communication. Simulation

results present the connectivity of scenarios with simple uniform node communi-

cation probability. Typical mobility models are implemented and related evaluation

results are compared.

Keywords MANET • Network connectivity • Communication probability

1 Introduction

A multi-hop ad hoc network [1] is an autonomous system composed of series of

wireless nodes which can communicate with each other through multiple hops,

even if the source node’s wireless signal cannot reach the target one. Nodes in such

a network are working both as terminal and wireless router. And specially, if to

emphasize node mobility, we get the mobile ad hoc networks (MANETs), which

have special advantages in applications of emergency communication, battlefield

communication and vehicular communication.

Connectivity [2–5] is one of the most important attribute of MANET, since it

represents the available paths for communication. Researches on connectivity of

X. Zhang • Q. Liu (*) • Z. Li

School of Computer Science and Engineering, University of Electronic Science

and Technology of China, Chengdu, China

e-mail: zhangx@uestc.edu.cn; 191044287@qq.com; lizhendian@126.com

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical

Engineering 246, DOI 10.1007/978-3-319-00536-2_93,

© Springer International Publishing Switzerland 2014

817

mailto:zhangx@uestc.edu.cn
mailto:191044287@qq.com
mailto:lizhendian@126.com


MANET usually adopt theories like six degrees of separation [6], graph theory [7]

or percolation theory [8] to find conditions under which the topology of network is

k-connected, such as radio radius, node density, and mobility and so on. These

traditional connectivity evaluation methods usually emphasize the MANET is a

connected network. But in fact, the MANET in real world is usually divided into

different separate blocks. How to evaluate the connectivity of such a split MANET

is a problem. ZHAO proposed a solution in [9]. His method is to take snapshot of

topology in MANET of n nodes, and calculate the number of neighbors of node i,

recording as Ni. Then the number of edges of this snapshot can be calculated as

Σn
i Ni/2, and the MANET connectivity can thereafter be defined as follow:

ρ ¼ Σn
i¼1Ni=n n� 1ð Þ (1)

Formula (1) gives a way to evaluate the MANET connectivity even if the

MANET was divided into separate blocks. Its evaluation result will be bad if

the separate blocks really exist. But in such a scenario, we cannot just simply say

the connectivity of the whole MANET is bad, if there is no communication demand

during these blocks at all. Therefore, evaluate the MANET connectivity based on

probability of node communication is another way to understand the communica-

tion availability of the whole networks, and can also help to evaluate how a mobility

model is suitable to MANET.

2 Connectivity Evaluation Method

2.1 Network Scenario Assumption

The one-dimensional MANET is what we focus on, where n represents isomorphic-

nodes randomly distributed in one-dimensional region [0, L]. The initial positions

of the nodes obey uniform distribution and are independent of each other. In this

network, all nodes have the same transmission power so that the corresponding

wireless communication radius is determined as R.

If the Euclidean distance between node u and node v is smaller than or equal the

communication radius R, u and v can communicate directly with each other. But if

the distance is greater than R, u and v can just communicate through other reachable

intermediate nodes within the limits of the hops and QoS, only if there are reachable

intermediate nodes. Then we define that u and v can indirect communicate with

each other. In both cases, we say there is a reachable path between node u and v. At

a special moment, a snapshot of the dynamic one-dimensional MANET can be

achieved, which can be described as a geometric random graph G (V, R) that each

node is located in the area of [0, L]. And the network distribution area barrier and

the transceiver radio channel between nodes are assumed as symmetrical.
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2.2 Algorithm of Connectivity Evaluation

MANET topology and communication status are dynamic. In case of physical

connectivity status is known, if the overall demand of the whole MANET is

determined, how demands of communication is satisfied is an important factors to

evaluate the actual network connectivity, which represents the communication

availability of the whole MANET in an actual communication process.

Thus, we set ρ as the instantaneous connectivity of MANET at some specified

moment:

ρ ¼ communicaitoncurrent can be satisfied=communicaitoncurrent whole demand (2)

If a MANET node vi demands to communicate at some moment, it will generate

traffic flows. We abstract a flow factor function Gi(m) to represent the communi-

cation demand of node vi at moment m. If vi want or is in process of communicating

with some target, Gi(m) ¼ 1, otherwise Gi(m) ¼ 0. Obviously, the whole MANET

communication demands is sum of demands of all the active nodes, which can be

recorded as Σn
i Gi(m).

As to how the current communication can be satisfied, various factors need to be

considered, such as availability of physical path to the target, status of links on

available paths, and what is more important, how probable the MANET nodes want

to communicate with each other. Thus, we set Pi,j(m) to represent the communica-

tion probability from node vi to node vj at specified moment m. And we also set a

function Li. j(m) to represent the target reachability of node vj from the source node

vi. When computing Li. j(m) various factors must be taken into consideration, such

as hop limit, link failure rate, remaining capacity of each node and each link on the

path and so on. Then, when applying probability analysis, if there is not any path

existing between vi and vj, then Li,j(m) ¼ 0, otherwise we set 0 � Li,j(m) � 1.

Therefore, we get the formula (3) to present how the current scenario satisfied

the current communication demands.

Xn

j¼1j 6¼i
Gi mð ÞPi, j mð ÞLi, j mð Þ (3)

And now we can calculate the connectivity of MANET by formula (4)

ρ mð Þ ¼
Xn

j¼1j6¼i
Gi mð ÞPi, j mð ÞLi, j mð Þ=

Xn

i
Gi mð Þ (4)

3 Simulation and Results

The MANET simulation scenario consists of 40 nodes adopting several mobility

models like RandomWay Point (RWP) and Random Direction (RD). Scenario area

is set to 1,000 � 1,000 m2, and the node communication radius is set to 150 m.
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Nine consecutive network topology graphs captured in simulation is shown in

Fig. 1, which depicts that MANET topology changing affects the physical network

connectivity and may cut the whole network apart. But it doesn’t mean the

communication availability of the whole MANET is bad. Node communication

demands should be taken into consideration.

In this paper, result of the simplest scenario simulation is presented. The

communication demand of each MANET node assumes to obey uniform distribu-

tion, and each node has the same probability to communicate with each other. We

also assume that the available capacities of each link and node are infinite. Then we

get Gi(m) ~ B(1,p), assuming Pi,j(m) ¼ 1/n (n is the total number of MANET

nodes) and Li. j(m) ¼ 1. Figure 2 depicts the comparison of connectivity with

consideration of communication probability calculated by formula (4), and the

one without consideration of communication probability calculated by formula

(1). The results are similar but obviously different. And we can imaging there

will be more difference if we set Gi(m) and Pi,j(m) obey some complicated

distributions.

When implementing this evaluation method with four mobility models, includ-

ing RWP, RW-D, RW-T and RD, we set the number of nodes varying from 10 to

250 by increasing the step length of 10, and set the simulation time to 10,000 s.

After 500 times simulation, mean results of connectivity evaluated by formula (4)

are shown in Fig. 3.
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Fig. 1 Consecutive MANET topology changing
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4 Conclusion

Network physical connection can’t completely represent the connectivity of the

whole MANET, especially when MANET is divided into separate blocks. We

propose a novel network connectivity evaluation method based on inter-node

communication probability. Compared with other traditional methods, method in

0 100 200 300 400 500 600 700 800 900 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Simulation Time (s)

C
on

ne
ct

iv
ity

Connectivity with Communication Probability
Connectivity without Communication Probability

Fig. 2 Comparison of connectivity evaluation with and without consideration of communication

probability in the simplest scenario

0 50 100 150 200 250
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Nodes Number

C
on

ne
ct

iv
ity

RW-D

RD
RWP

RW-T

Fig. 3 Comparison of connectivity evaluation with different mobility model

A Method to Evaluate MANET Connectivity Based on Communication Demand and. . . 821



this paper emphasizes the consideration of communication demands of MANET

nodes, as well as their communication probability with other ones. Simulation

demonstrate that even the simplest setup of Gi(m), Pi,j(m) and Li,j(m) can get

different results from the traditional methods.

In the future work, we are going to create more scenarios to evaluate how

precisely the communication demand and probability, as well as other factors like

link reachability, will affect the evaluation of the MANET connectivity, which

represent the total communication availability.
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Coexistence Study Based on TD-SCDMA

and WCDMA System

Li Li and He Hong

Abstract Interference is one of key issues for wireless network optimization. How

to work with other communication systems is a crucial issue to ensure system

performance in 3G networks. This article focuses on the analysis of adjacent

channel interference between TD-SCDMA and WCDMA system. The interference

mathematical model was discussed, including spurious interference, intermodula-

tion and blocking interference. The minimum coupling loss was obtained by using

deterministic algorithm in order to two system coexistence and co-station., the

conclusion indicated that the necessary isolation require at least 33.87 and 69 dB,

which have certain significance for engineering practice.

Keywords TD-SCDMA • WCDMA • Coexistence interference • Isolation loss

1 Introduction

How to work with other communication system to maintain good isolation is a

crucial issue to ensure system performance in 3G networks. As the third generation

mobile communication business, interference is one of the key issues for wireless

network optimization. Since different operators in different network configuration

and network coverage are used more and more widely, there are interferences

between different systems. There are a total of base stations in geographical

location coexistence in the actual TD-SCDMA andWCDMA network construction,

which will bring interference problems resulting in decreased communication

quality, coverage and system capacity loss.
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This article is mainly based on Tianjin science and technology innovation

special funds project which is cooperation with China Mobile Communications

Corporation Tianjin Ltd. That is the project is key technology research demonstra-

tion and application of next-generation mobile communication network coverage.

The theoretical analysis of coexistence interference was carried out from mathe-

matical model of the main interference in TD-SCDMA and WCDMA system.

Given an effective solution to reduce interference and specific indicators of spatial

segregation, which not only guides engineering suppression between two systems

interfere with the implementation of isolation, but also provides a certain reference

value for different systems of network optimization [1].

This paper analyzed the causes of interference of coexistence systems, studied

the interference between the TD-SCDMA andWCDMA systems. In order to ensure

the systems can run in high performance, it got the additional isolation loss

requirements for the two coexistence systems.

2 Interference Analysis

According to frequency spectrum, TD-SCDMA consists of two parts, namely,

1,880–1,920 MHz and 2,010–2,025 MHz, additional bands of 2,300–2,400 MHz.

WCDMA uplink frequency band is 1,920–1,980 MHz and Downlink is

2,110–2,170 MHz. In addition, additional spectrum of the WCDMA is:

1,755–1,785 MHz and 1,850–1,880 MHz. Because sandwiched between 1,880

and 1,920 MHz is TDD frequency band, WCDMA uplink will cause interference

on TD-SCDMA in the 1,920 MHz. As TD-SCDMA system applies TDD mode,

using the same frequency for sending and receiving, while WCDMA system adopts

FDD mode, transceiver is a different frequency, there are four interference types

should be considered [2].

TD-SCDMA Uplink disturbs WCDMA Uplink, namely, TD-SCDMA mobile

station for WCDMA base station, WCDMA Uplink disturbs TD-SCDMA Uplink,

namely: WCDMA mobile station for TD-SCDMA base station, WCDMA Uplink

disturbs TD-SCDMA downlink, namely WCDMA mobile station for the

TD-SCDMA base station, TD-SCDMA downlink disturbs WCDMA Uplink

namely: TD-SCDMA base stations for WCDMA base station.

Uplink and downlink frequency bands composed of a pair of frequency bands

among them. Uplink is mobile phone transmit and base station receiver, downlink is

the base station signal to the phone channel frequency bands. The first three kinds of

interference are related to the terminal interference, which lead to loss less than 3 %

in acceptable practical applications. Therefore, base stations and base stations

interference is the main factors affecting adjacent channels coexistence of two

systems which need to focus on.

Working in different frequencies, coexistence interference of two systems is

caused by imperfect characteristics of transmitter and receiver, transmitter launches

useful signal and produces band radiation in the specified working channel,
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including in adjacent channel leakage and spurious radiation. The receiver receives

its useful signal in the corresponding channel at the same time, interference signal

falling into the channel signals may causes receiver sensitivity loss and obstruction

which leaded to receiver reduced demodulation capacity. Therefore, the interfer-

ence between two systems depends on the working band interval and transceiver

spatial segregation and other factors [3].

Interference analysis method was used to quantitative analysis of the interfer-

ence of TD-SCDMA and WCDMA system in order to obtain isolation index from

spurious and intermodulation and blocking interfere in this paper, through spatial

segregation to achieve coexistence and co-station.

3 Interference Model

From interfering formation to view, system interference includes spurious interfer-

ence, intermodulation interference and blocking interference, in which spurious

interference is an important indicator. As long as spurious interference can be

avoided, blocking and intermodulation interference can be avoided in general [4, 5].

Spurious interference is that launching band noise from interfering device drop

into received band of receiver, which caused interference for useful signal channel.

Spurious radiation signal received from base station directly result in receiver

sensitivity reduced. Sensitivity deteriorated ΔS as follow

ΔS ¼ 10log 1þ 10
Interference BWrð Þ�NoiseFloor

10

� �
(1)

Where Interference(BWr) is spurious interfering signal strength allowing to

WCDMA receiver, NoiseFloor is thermal noise level of the receiver. After equation

conversion, that is:

Interference BWrð Þ ¼ NoiseFloor þ 10log 10
ΔS
10 � 1

� �
(2)

According to 3GPP TS 25.942 V8.0.0, thermal noise power level of WCDMA

base station receiver is�103.16 dBm at 3.84MHz, and then (2) can be expressed as:

Interfernece BWrð Þ ¼ �103� 6 ¼ �109 dB (3)

Spurious radiation from interfering base station antenna is obtained attenuation

by a certain separation between two base stations, spurious interference isolation

formula as follows:
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L ¼ St f,BWtð Þ � Interference BWrð Þ � 10log
BWr

BWt

� �
(4)

Where St ( f, BWt) is spurious radiation, 10log BWr

BWt

� �
is bandwidth conversion

factor, BWr is measured bandwidth of interfering power levels, BWt is channel

bandwidth of disturbed system.

Spurious emission power index of TD-SCDMA and WCDMA base stations in

co-station or coexistence are �80 dBm at 3.84 MHz and �43 dBm at 3.84 MHz

respectively [6]. That data is substituted into (4) and derived minimum spurious

isolation of 23 and 60 dB.

Blocking interference means that disturbed receiver received a strong signal

interference which made receiver overload and its sensitivity degradation. Blocking

isolation L is equal to interfering system transmission power minus blocking index

of disturbed system receiver. According to 3GPP TS25.105V8.3.1, when WCDMA

and TD-SCDMA system co-site, blocking interference of �40 dBm in the

1,920–1,980 MHz frequency is allowed, and useful signal power is �115 dBm

above at the moment [7]. As maximum transmit power of TD-SCDMA base station

is 34 dBm, the antenna separation between TD-SCDMA and WCDMA is at least

74 dB.

Intermodulation isolation is shown in the following equation:

L ¼ Pt � Pn � LRX Filter (5)

The third-order intermodulation is the main component of intermodulation

interference, Pt is the biggest carrier transmits power of interfering base station,

Pn is interfering carrier level of disturbed base station receiver input, LRX � Filter is

receiver filter attenuation of disturbed base station in bandwidth of interfering base

station transmitters.

4 Deterministic Approach

Based on deterministic analysis method, the worst interference of adjacent channel

coexistence between base stations of TD-SCDMA system and WCDMA system

was studied in this paper. The deterministic algorithm is to use the minimum

coupling loss MCL. It is the study on the size of adjacent channel interference in

the worst case which can be estimated theoretically, when interfering with the

greatest power to launch. The method can be used to calculate the interference of

base stations and solve coexistence interference. As shown in (6).

MCL ¼ PTX � ACIR� ACLMAX (6)

Where PTX is maximum transmit power of interfering sources, ACIR is adjacent-

channel interference power ratio, ACLMAX is interference level of adjacent channel.
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The size of interfere is subject to two factors, that is ACS of disturbed system

receiver and ACLR of interfering system transmitters. Adjacent-channel interfer-

ence power ratio ACIR was used to measure coexistence interference between

systems of different frequencies in engineering. Parallel relationship between

them as shown in the following equation:

1

ACIR
¼ 1

ACLR
þ 1

ACS
(7)

The interference of WCDMA base stations and TD-SCDMA base stations is

usually more serious, which focus on their adjacent channel and coexistence.

ACIR requires three steps: (1) ACLR of WCDMA base station. According to

3GPP25.104 protocol, base band emission power limits and the maximum transmit

power is 43 dBm, then WCDMA base station ACLR could be expressed as:

43 dBm � (�52 dBm/1 MHz + 10lg(1.28 MHz/1 MHz)) ¼ 93.9 dB. (2) ACS of

TD-SCDMA base station is 93 dB when systems coexistence. (3) Then using (7),

ACIR values is 90.42 dB.

The maximum allowed external interference of WCDMA base station receiver is

�113.87 dBm. Substituted into the (6) and obtained MCL, that is:

MCL ¼ 43 � 90.42 � (�113.87) ¼ 66.45 dB.

According to 3GPPTS25.105 protocol, system co-station coupling requirements

30 dB. Additional isolation loss of two systems can be obtained as:

A ¼ MCL� 30 (8)

Two systems coexistence is discussed as follows:

A ¼ MCL� L� Gt-Grð Þ (9)

Where Gt is the antenna gain of interference system, Gr is the antenna gain of the

interfered base station, L is path loss of the interfering transmitter and the receiver

system, A is additional isolation loss requirements for two systems coexistence.

Assuming the distance between base stations is 100, 200, 300 m respectively, the

antenna height is 30 m. Using bilinear sight propagation mode [8], signal propaga-

tion model could be expressed as:

L dð Þ ¼ �27:56þ 20lg fð Þ þ 20lg
�
d
�

1 < d < dr
�27:56þ 30lg fð Þ � 10lg

�
dr
�þ 30lg

�
d
�
d > dr

�
(10)

Where L(d) is the path loss, f is the carrier frequency, d is the antennas distance,
dr is the first Fresnel radius, d1, d2 is two base station antenna height respectively.
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5 Conclusion

According to above analysis, the two systems can be achieved coexistence and

co-station, additional isolation requirements of TD-SCDMA and WCDMA can be

obtained as shown in Table 1 and Table 2. Thus, spatial segregation is useful for

resolving additive noise interference, receiver blocking and intermodulation

interference.

In order to reduce interference, the most practical way is to increase isolation and

shielding. It is good method by designing a digital band-pass filter to effectively

suppress interference coexistence [9]. Therefore, spatial isolation and shielding

implementation can effectively improve the interference of TD-SCDMA and

WCDMA, resolving the issue of high-end users covered by dense urban areas and

improving the capacity of entire system to better meet user demands for quality.
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Joint Power and Spectrum Allocation for

Relay Stations in Mobile Relay Networks

Xin Wang, Qilian Liang, Baoju Zhang, and Xiaorong Wu

Abstract Mobile phones are among the most popular consumer devices with the

recent development of 4G networks. The ubiquity of mobile phones have

resulted in increasing capacity demands and extended more and more pressures

on the limited spectrum resources (Lin and Liu, IEEE T Image Process

21(5):2667–2680, 2012). Recently, relay communications with the aid of Relay

Stations (RSs) have emerged as a solution to improve transmission rate between the

Base Station (BS) and Mobile Station (MS). In this paper, we investigate the joint

power and spectrum allocation for RSs in mobile relay networks. We first study the

joint power and spectrum allocation for RSs without individual power constraint

and propose an optimal power and spectrum allocation strategy. The scenario with

individual power constraint is further explored. We prove that all selected RSs

should adjust the transmission power in a descending order according to the channel

gain, and for the selected RSs with full power allocation, the optimal spectrum

allocation is proportional to the channel gain. The theoretical results obtained are

instrumental to the future mobile relay network modeling and design.

1 Introduction and Motivation

As part of the National Broadband plan, the data collected by FCC shows that the

North American mobile data traffic will increase roughly 20–45 times from 2009 to

2014 [1]. Recently, Cisco observes that the mobile traffic grows much faster than

expectation in 2010 and predicts that by 2015 two-thirds of the mobile data will be
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video data [2]. To serve the increasing capacity demands in mobile cellular

networks, new technologies have been introduced to Long Term Evolution (LTE)

and LTE-Advanced systems, such as Multiple Input Multiple Output (MIMO),

Cooperative Multiple-Point (CoMP) transmission and Relay Stations (RSs). In

particular, there have been numerous researches integrating RSs into the mobile

network, which results in the mobile relay network. With the assistance of RSs, in

the downlink, the Base Station (BS) first transmits the data on the backhaul link to

the RS within its cell. In the second phase, the RS forwards the data on the access

link to the Mobile Station (MS).

The application of RS has already been widely studied in the literature, for

example [3–20]. The seminal work by [3] initiated the study of applying RSs into

the mobile networks. In [6], a comprehensive overview of about the application of

RS in mobile networks is provided. Meanwhile, numerous studies have investigated

the co-existence of different types of stations in cellular networks including BSs,

pico BSs, femto BSs and RSs. Damnjanovic et al. [9] investigate the cell spectral

efficiency optimization in relay enhanced cells. A comprehensive overview on the

so-called heterogeneous networks is given in [12]. However, to the best of the

authors’ knowledge, it is still a significant open question on the RS selection in

mobile rely networks.

In this paper, we aim to select the optimal1 RSs to maximize the transmission

rate of the mobile relay networks. The remainder of this paper is organized as

follows. In Sect. 2, we formulate the relay mobile network model. The joint power

and spectrum allocation for RSs without and with individual power constraint are

investigated in Sects. 3 and 4, respectively. In Sect. 5, we present some concluding

remarks.

2 System Model

In this section, we introduce the channel and transmission models for the mobile

relay network. The system diagram is shown in Fig. 1. We assume that, for MS

(user) j, there exist L Relay Stations (RSs) around that can serve as the relays from

the BS to MS. In some scenarios, the mobile phones can also serve as the RSs.

The baseband model for the communications between RS i and MS j at time slot

t is described as:

Yj
t ¼ hijX

i
t þ Zj

t : (1)

1 The “optimality” is mainly defined from the sum-rate perspective. The fairness and efficiency of

such strategy go beyond the scope of this paper.
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• Xi
t is the complex baseband signal RS i transmits, Yt

j is the complex baseband MS

j receives, and Zt
j is a Gaussian independent and identically distributed (i.i.d.)

random variable with zero mean and noise spectral density N0.

• hij characterizes both small-scale fading of the channel.

• RS i transmits with power Pi and the signal is received at node j with power

Pi � jhijj2 ¼ Pi � gi, where gi denotes the fading channel gain.

3 Joint Power and Spectrum Allocation Without

Individual Power Constraint

Our goal is to maximize the transmission rate for the MS (end user). From the

information theory point of view, the maximum achievable rate of reliable com-

munication is [13]

xi � log
�
1þ pi � gi

xi � N0

�
bit=s (2)

where pi is the power allocation variable and xi is the spectrum occupation variable.

We assume that there are L RSs that can serve as the relays from the BS to

MS. Therefore, with the spectrum constraint
PL

i¼1 xi � 1 and the total power

constraint
PL

i¼1 pi � Ptot, the optimization problem can be formulated as follows.2

Fig. 1 Mobile relay system

model

2 In the sequel, we replace log with ln for simplicity.
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max
XL
i¼1

xi � ln
�
1þ pi � gi

xi � N0

�

s:t: xi � 0

pi � 0

XL
i¼1

xi � 1 ¼ 0

XL
i¼1

pi � Ptot ¼ 0

(3)

The Lagrangian function G is given as

G ¼ �
XL
i¼1

xi ln

�
1þ pi � gi

xi � N0

�
�
XL
i¼1

βixi �
XL
i¼1

λipi

þ μ

�XL
i¼1

xi � 1

�
þ υ

�XL
i¼1

pi � Ptot

�
:

(4)

From the Lagrangian function G, we can derive the following

Karush–Kuhn–Tucker (KKT) conditions [14]:

� ln

�
1þ pi � gi

xi � N0

�
� xi �

� pi � gi
x2i �N0

1þ pi � gi
xi �N0

� β�i þ μ� ¼ 0 (5)

�xi �
� gi

xi �N0

1þ pi � gi
xi �N0

� λ�i þ υ� ¼ 0 (6)

β�i � xi ¼ 0 (7)

λ�i � pi ¼ 0 (8)

Lemma 1. If A is the selected RS set, then jAj ¼ 1.

Proof. We first simplify the KKT conditions with introducing SNRi ¼ pi � gi
xi �N0

, and

obtain

lnð1þ SNRiÞ � SNRi

1þ SNRi
¼ μ�: (9)

1þ SNRi ¼ gi
N0 � v� : (10)

From (9), it is straightforward to prove f ðxÞ ¼ lnð1þ xÞ þ x
1þx is a monotonously

increasing function. Therefore, we know that the SNR of the signal received from

all the RSs should keep constant, since μ∗ is a constant. Together with (10), we
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conclude that SNRi is unique, which means that only one RS should be selected to

maximize the transmission rate. Therefore, jAj ¼ 1 and we complete the proof.

With SNRi ¼ pi � gi
xi �N0

, it is obvious that large pi yields large SNRi. Therefore, in

terms of the power allocation strategy, the selected RS should consume the whole

power constraint Ptot to maximize the transmission rate.

Further, we investigate the spectrum allocation strategy. With the introduction

of Γ ¼ Ptot � gi
N0

, the transmission rate to maximize is thus

f ðxÞ ¼ x � ln
�
1þ Γ

x

�
; (11)

where x is the spectrum allocation variable. Obviously, we obtain

f 0ðxÞ ¼ lnð1þ SNRÞ � SNR

1þ SNR
(12)

with SNR ¼ Γ
x . From f 0(x) > 0 with regard to SNR > 0, f(x) is also an increasing

function. Therefore, the selected RS should occupy the whole spectrum.

4 Joint Power and Spectrum Allocation with Individual

Power Constraint

In this section, we turn our attention to the joint power and spectrum allocation with

individual power constraint. The formulated problem is similar to (3), only with the

introduction of individual power constraint pi � P0.

max
XL
i¼1

xi � ln
�
1þ pi � gi

xi � N0

�

s:t: xi � 0

pi � P0

XL
i¼1

xi � 1 ¼ 0

XL
i¼1

pi � Ptot ¼ 0

(13)

From the Karush–Kuhn–Tucker (KKT) conditions, we have
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lnð1þ SNRiÞ � SNRi

1þ SNRi
¼ μ� (14)

1þ SNRi ¼ gi
N0 � ðαi þ v�Þ (15)

αi � ðpi � P0Þ ¼ 0 (16)

Lemma 2. With the individual and total power constraint, less than one RS is not
assigned with full power.

Proof. First, from (14), we conclude the signal received from all the selected RSs

should keep constant SNR.

If the selected RS is not assigned with full power, pi < P0, we obtain αi ¼ 0 from

the KKT condition (16). Further, from (15), we can easily prove that SNRi is unique,

which means at most one RS is not assigned with full power. The proof is complete.

In the following, Lemma 3 provides the joint power and spectrum allocation
strategy with individual power constraint.

Lemma 3. The power allocation for the selected RSs follow a descending order
according to the channel gain gi; while for the selected RSs with full power
allocation, the spectrum allocation is proportional to the channel gain gi.

Proof. As is known, the signal received from all the selected RSs should keep

constant SNR, i.e.,

gi
N0ðαi þ v�Þ ¼

gj
N0ðαj þ v�Þ : (17)

Clearly, if gi > gj, we have αi > αj. Meanwhile, from Lemma 2, we have proved

that at most one RS is not assigned with full power (α ¼ 0). Therefore, RS with

better channel condition (large gi) should be assigned with full power.

In terms of the spectrum allocation strategy, we know that SNRi ¼ P0 � gi
N0 � xi for the

RS with full power allocation. With the fact that all selected RSs keep constant SNR

and
PL

i¼1 xi ¼ 1, we thus obtain

xi ¼ giPL
i¼1 gi

: (18)

Therefore, the spectrum allocation is proportional to the channel gain gi and we

complete the proof.

Next, we aim to evaluate the performance of our proposed joint power and

spectrum allocation strategy for RSs. In the simulation, we assume that there are ten

relay stations available and the total power constraint Ptot is 50 mW. To simulate

the practical communication environment, we assume that the wireless channel hij
follows Rayleigh fading. Clearly from Fig. 2, the joint power and spectrum

836 X. Wang et al.



allocation strategy always provides the best transmission rate performance, since

the individual power constraint (10 mW in this case) add one more constraint to the

formulated optimization problem. To sum up, our proposed joint power and spec-

trum allocation strategy outperforms the scenario without RS selection, which

further verifies the validity of the joint power and spectrum allocation algorithm.

5 Conclusions

In this work, we study the joint power and spectrum allocation for Relay Stations

(RSs) in mobile relay networks. We first investigate the joint power and spectrum

allocation without individual power constraint, and prove that only one RS should

be selected per time to maximize the transmission rate. Further, in the scenario with

individual power constraint, we conclude that all selected RSs should adjust the

transmission power in a descending order according to the channel gain. Mean-

while, for the selected RSs with full power allocation, the optimal spectrum

allocation is proportional to the channel gain. The effectiveness of our proposed

joint power and spectrum allocation is demonstrated by the illustrative simulation.
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Research on the Channel Estimation

Algorithms in MIMO-Channel

Junsheng Zhang, Ruian Liu, and Daxi Liu

Abstract Randomness of wireless channel, in order to accurately recover the

transmitter signal, requires to estimate the channel. This paper has been introduced

some channel estimation algorithms which are based on the pilot frequency. It

respectively analyzes and compares performances of the Least Square error

(LS) and Minimum Mean Square Error (MMSE) and Linear Minimum Mean

Square Error (LMMSE) algorithm in MIMO-OFDM wireless communication sys-

tem. At the same time, it analyzes the performance of the three algorithms by

increasing the multipath path. Experimental results show that, when the receiving

signal under the condition of high SNR, considering the performance and compu-

tational complexity comprehensively in the channel estimation algorithm, the LS

algorithm still has a very good application prospect.

Keywords LS • MMSE • LMMSE • MIMO-OFDM • Channel

1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier modula-

tion technique, it can reduce the Inter-Symbol Interference (ISI) and Inter-Carrier

Interference (ICI) effect on the signal. It has a high spectrum utilization rate, and

can effectively resist the multipath delay spread [1]. Multiple Input Multiple Output

(MIMO) technology can realize the high quality and high capacity wireless signal

transmission, thus it has aroused people’s wide attention in recent years. MIMO

technology can exponentially improve spectrum utilization and power consumption

on the basis of the original transmission bandwidth. The combined technology has

J. Zhang • R. Liu (*) • D. Liu

College of Electronic and Communication Engineering, Tianjin Normal University, Tianjin,

China

e-mail: ruianliu@sina.com

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical

Engineering 246, DOI 10.1007/978-3-319-00536-2_96,

© Springer International Publishing Switzerland 2014

839

mailto:ruianliu@sina.com


already been one of the key technologies in the fourth generation mobile commu-

nication system [2–4].

Due to the frequency offset in OFDM system is very sensitive, it generally uses

the coherent detection, there will be to use the channel estimation techniques to

estimate the channel frequency response between the sender and the receiver.

At the receiving terminal, according to the estimated response function can judge

the distortion of the signal amplitude and phase, the channel are recognized by

identifying the transfer characteristic of time domain or frequency domain. At

the receiving terminal, it can use the channel equilibrium techniques to get the

maximum reduction transmission signal [5].

In order to achieve an excellent transmission performance in MIMO-OFDM

system, it is very necessary to carry on the accurate channel estimation. This article

discusses the LS, MMSE and LMMSE channel estimation algorithm. It applies

these algorithms to the MIMO-OFDM quasi static channel. Through comparing

MSE or MMSE of these algorithms, the simulation results show that, considering

the performance and computational complexity comprehensively in the channel

estimation algorithm, the LS algorithm still has a very good application prospect.

2 Channel Estimation Algorithm

2.1 LS Algorithm

The LS algorithm is the most basic and simplest algorithm of channel estimation in

MIMO-OFDM system. Suppose the pilot location sent the sub-carrier information

is XP, received information is YP, and the corresponding channel fading coefficient

of frequency domain is HP. So the relationship among the three is as follow:

YP ¼ XPHP þ N (1)

The expression of channel estimation based on the LS algorithm can be written

as follow [6]:

Ĥ P,LS ¼ HP,LS 0ð Þ HP,LS 1ð Þ � � � HP,LS NP � 1ð Þ½ �T

¼ YP 0ð Þ
XP 0ð Þ

YP 1ð Þ
XP 1ð Þ

� � � YP NP � 1ð Þ
XP NP � 1ð Þ

2
4

3
5
T

(2)

By formula (2), the channel estimation method has a simple structure and small

amounts of calculation which is based on the LS algorithm. It is very suitable for the

actual system.

But the LS algorithm does not take use of the channel relevance characteristics

of frequency and time domain. It also ignores the influence of noise during the
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channel estimation. Therefore it is more sensitive to the noise. When the noise is

bigger, the estimated accuracy has greatly reduced. According to the formula (2),

the Mean Square Error (MSE) of LS estimation can be written as:

MSELS ¼ trace E Ĥ P,LS � HP

ffi �T
Ĥ P,LS � HP

ffi �h i� �
¼ trace σ2n XT

PXP

ffi ��1
� � (3)

The MSE of LS algorithm can also be written as the following form:

MSELS ¼ β=SNR (4)

Among these, β ¼ E[|xP|
2]E[|1/xP|

2] is associated with the constellation size. σ2

is a noise variance.

2.2 MMSE Algorithm

In order to reduce the effects of noise on the channel estimation and improve the

estimation precision. MMSE algorithm can be used to design the channel estima-

tion algorithm. It has comprehensively considered the characteristics of the channel

and noise variance. As follow:

MSEMMSE ¼ E H � Ĥ
ffi �H

H � Ĥ
ffi �h i

(5)

MMSE algorithm is the minimize of MSE [7], the corresponding frequency

domain channel fading coefficient is as follow:

Ĥ P,MMSE ¼ RHPHP
XT
P XPRHPHP

XT
P þ σ2NP

XPX
T
P

ffi ��1
� ��1

YP

¼RHPHP
RHPHP

þ σ2NP
XPX

T
P

ffi ��1
� ��1

Ĥ P,LS

(6)

RHPHP
is the autocorrelation matrix of the pilot sub-channels. XP is the pilot

signal. MMSE algorithm needs to get the matrix inversion. Therefore, the biggest

drawback of MMSE algorithm is the large amount of calculation.

2.3 LMMSE Algorithm

By formula (6), it can be seen thatMMSEchannel estimation algorithm is to transform

the response of LS channel estimation algorithm. In this transform process, if the
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matrix inversion calculation is taken to the shock response of each OFDM symbol, it

will make the final computation is large. But if it uses a fixed and same pilot symbol or

an average signal-to-noise ratio (SNR) instead of the inverse operation, this will

greatly reduce the amount of calculation. In the practical application, it makes use

of the average SNR instead of the pilot signal inversion. That is to say, E[(XPX
T
P)

� 1]

will be instead of (XPX
T
P)

� 1. It is also mean that, it will use the average power of

sub-channels instead of the instantaneous power of symbols. This can greatly reduce

the amount of calculation of MMSE algorithm. So, the formula (6) is simplified to

obtain the Linear Minimum Mean Square Error (LMMSE) estimator [8]:

Ĥ P,LMMSE ¼ RHPHP
RHPHP

þ β

SNR
I

ffl ��1

Ĥ P,LS (7)

The MSE of LMMSE algorithm is:

MSELMMSE ¼ 1

N

β

SNR

XN�1

k¼0

λk

λk þ β
SNR

(8)

The MMSE algorithm is too complex, so nowadays it commonly uses the

LMMSE algorithm instead of MMSE algorithm.

3 System Model and the Channel

The MIMO-OFDM system has Nt transmitting antennas and Nr receiving antennas

[9]. It is as shown in Fig. 1.

In the frequency selective fading channel, the transmitting terminal uses the

STBC coding method and combines with OFDM technology. Then the frequency

selective fading channel is divided into N (N points FFT) flat fading sub-channels.

Suppose the time domain impulse response between the ith transmitting antenna

and the jth channel receiving antenna is as:

hj, i t; τð Þ ¼
XL
p¼1

apδ τ � τp
ffi �

(9)

L is the corresponding the most number of path delay. Channel has been

discretization, can get hj,i(n,l),and its corresponding frequency domain shock

response is as:
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Hj, i n; kð Þ ¼
XL
l¼1

hj, i n; lð Þexp �j2π
kl

N

ffl �
(10)

Hj,i(n,k) is the frequency attenuation coefficient between the transmitting

antenna i and receiving antenna j. At the time n of the transmission of OFDM

symbol, the data source is separated into Nt groups frequency domain subcarrier

symbols, corresponded the transmitting antennas, by space-time coding. For exam-

ple, the Xi(n,k) is the k sub-carrier symbol of the ith transmitting antenna, treated

with inserted pilot frequency and zero sideband. Through the IFFT transformation,

it coupled with Cyclic Prefix (CP). At the same time the antenna (i ¼ 1, 2,. . ., N )

transfer out the data. At the jth antennas of the receiving terminal, it eliminates the

CP. The signal of frequency domain after the FFT transformation is represented as:

Rj n; kð Þ ¼
XNt

i¼1

Hj, i n; kð ÞXi n; kð Þ þWj n; kð Þ (11)

Wj(n,k) is the Additive White Gaussian Noise (AWGN). The variance of Wj is

σ2. The mean of Wj is zero on the k sub-carrier symbol of the jth receiving antenna

at time n.

4 Simulation and Result Analysis

4.1 Experiment on Quasi-Static Multipath Fading Channel

The parameter settings of MIMO-OFDM communication system experiment are as

follows: it has 64 carriers; the sub-carrier gap is 1.25MHz; the bandwidth is 80MHz;

the integral cycle is 0.8 μs; the sampling time interval is 0.0125 μs; the cyclic prefixes
are a total of 16; themodulation of the data is Quadrature Phase Shift Keying (QPSK);

the simulation environment is the Quasi-static Multipath Fading Channel.
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time 

block 
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IFFT

IFFT
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time 
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decoding 
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Fig. 1 MIMO-OFDM system block diagram
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In this part, by changing the number of multipath, we respectively make the

curves as shown in Fig. 2a–f. The number of paths is: 4 paths, 7 paths, 9 paths,

10 paths, 15 paths, 20 paths. Under the condition of Quasi-static, the number of

paths is increased based on the LS and MMSE and LMMSE algorithm. The LS and

LMMSE algorithm are more superior than MMSE algorithm, but all the three

algorithms have the floor effect. When the receiving signal SNR is less than

10 dB, the estimation performance based on MMSE algorithm is the best, followed

by LMMSE. But along with the increase of SNR, the estimation performance based

on MMSE algorithm appears obvious floor effect. When the SNR is more than

10 dB, the MMSE algorithm estimation performance is worse than LMMSE

algorithm. Nevertheless, the use of LMMSE algorithm has some limitations, it

demands to know the statistical features of channel and receiving signal SNR. The

computational complexity of the MMSE algorithm is higher than the LS algorithm.

Though it can design some special pilot frequency to appropriately reduce the

complexity, it is only used in the low SNR environment.

4.2 Experiment on Quasi-Static Rayleigh Fading Channel

The parameter settings of MIMO-OFDM communication system experiment are as

follows: it has 64 carriers; the sub-carrier gap is 1.25 MHz; the bandwidth is

80 MHz; the integral cycle is 0.8 μs; the sampling time interval is 0.0125 μs; the
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cyclic prefixes are a total of 16; the modulation of the data is Quadrature Phase Shift

Keying (QPSK); the movement speed of wireless communication equipment is

3 km/h; the simulation environment is the Rayleigh fading channel, which contains

the multipath fading and Doppler frequency shift.

In this part, by changing the number of paths, we respectively make the curves as

shown in Fig. 3a–f. The number of paths is: 4 paths, 8 paths, 10 paths, 12 paths,

15 paths, 20 paths. In the communication system of the combined action of the

certain Doppler frequency shift and multipath effect, as shown in Fig. 3, when

the SNR reaches 20 dB, the MMSE values of LS and LMMSE algorithm all appear

the floor effect. With the gradual increasing of the number of paths, the MMSE

values of the two algorithms, are not like before, has been separated. The superi-

ority performance of the LS algorithm is reflected. When the receiving signal under

the condition of high SNR, considering the performance and computational com-

plexity comprehensively in the channel estimation algorithm, the LS algorithm still

has a very good application prospect.

5 Conclusion

This paper researches and compares the channel estimation performance of the

MIMO-OFDM system based on the LS and MMSE and LMMSE algorithm. It

respectively studies on the condition of different multipath time delay of MSE and

MMSE and analyzes the algorithm performance under this situation. Through the
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experiments, it comprehensively considers the estimation performance and com-

putational complexity, the performance of LS algorithm in the MIMO-OFDM

system is most superior, and the LS algorithm has a good application prospect.
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A Novel Wideband Dual-Polarized Dipole

Antenna

Feiyun Guan, Xianhu Luo, and Xianqi Lin

Abstract In this paper, a novel dual-polarized antenna is proposed, which can be

easily processed for mobile wireless communication systems. The proposed

antenna has a common impedance bandwidth at both input ports from 1.61 to

2.52 GHz (44.1 %) with SWR �2. The isolation between the two ports is larger

than 20 dB, at the same time, the gain of the antenna is about 7 dBi. The radiation

pattern of the antenna in the corresponding frequency band has a stable perfor-

mance. Moreover, the antenna can be processed in a metal plate into a flat shape

then bent into the desired antenna model, so it’s convenient for industrial

processing.

Keywords Dipole antenna • Dual-polarization • Wideband

1 Introduction

With the rapid development of modern wireless communications, such as 3G

technology, LTE, WiFi, and WiMAX, there has been increased demand for wide-

band and low profile antennas. Many different methods have been proposed to

investigate wideband unidirectional patch antennas [1, 2]. And most of the antennas

for modern wireless communications are required to be embedded easily or

maintaining aerodynamic performance [3]. Meanwhile, due to this increasing

mobile user and the expansion of mobile services, the system becoming increas-

ingly crowded. During the past few years, the �45� dual-polarized antennas are

used widely in mobile communications to increase the capacity of mobile commu-

nications and reduce the installation cost [4]. Therefore, there are a variety of

wideband dual polarization dipole antenna is designed for mobile communication.
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In this paper, we will discuss the model of the novel dual-polarized broadband

antenna for the third generation mobile communication system. Then, we use HFSS

(3-dimensional full-wave electromagnetic simulation software) to analyze the

electromagnetic parameters of the novel antenna.

2 Antenna Design and Analysis

As show in Figs. 1 and 2 (Fig. 2 is the ultimate optimized schematic), the planar

structure of the mentioned antenna consists of 6 parts: Radiating elements, the

coaxial feeder, nylon cushion, Γ-shaped strip feed, short pin, metal ground. In the

Fig. 2, we can see the detailed dimensions for operation at about 2 GHz.

The radiation of the antenna and the Γ-shaped feed strip are made of cooper for

its superiority of being easy to be processed, corrosion prevention and low-cost. A

schematic plan view of shaded part represents a 1 mm metal sheet, and the 2.8 mm

thick metal strips as shown in the upper right corner of the Fig. 2 stands in the nylon

base, which act as feed strips. The effective circumference of the circular ring

radiator can be empirically approximated by

le ¼ 2 � pi � N � Sð Þ=λ (1)

le is the effective length of the antenna, λ is about λ0=
ffiffiffiffi
εr

p
, S is on behalf of the

effective area of the antenna. Thus, the resonant frequency will be changed when

we fine-tune the size of the radiating patch, and the height above ground of the

Fig. 1 Perspective view of the proposed antenna
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radiating element is about 1/4 wavelength, which can achieves a good performance

of the mirror.

3 Results and Analysis

The width of the gap between the Rectangular columns feed strip and Γ-shaped
feed strip is an important parameter for impedance matching [5]. Figure 3 shows

the simulation results for return loss of the proposed antenna as an outcome of

gap. An optimal value for gap is found to be 1 mm for the best impedance

matching at operation frequency. The distance (H) of antenna radiating elements

to ground has a conspicuous influence on the bandwidth of the proposed antenna.

Figure 4 shows the simulation results for return loss of the proposed antenna as an

outcome of H. An optimal value for H is found to be 51 mm for the best

performance at operation frequency. Meanwhile, we can see that the d_out of

the antenna outer ring size has a certain impact for impedance matching from the

Fig. 5.

The simulation results of the dual-polarized dipole antenna show in Fig. 6, and

the dual polarized antenna has a common impedance bandwidth at both input ports

from 1.61 to 2.52 GHZ (44.1 %) with SWR �2 (S11 ��10 dB). The isolation

between the two ports is larger than 20 dB, at the same time, the gain of the antenna

is about 7 dBi.

4 Conclusion

In this research, a wideband dual-polarized dipole antenna is presented and inves-

tigated. By optimizing the design, we finally got the wideband dual-polarized

dipole antenna. Meanwhile, the radiation pattern of the antenna in the

Fig. 2 Schematic diagram of dual-polarized dipole antenna

A Novel Wideband Dual-Polarized Dipole Antenna 849



Fig. 3 Effect of the gap on the return loss of the antenna

Fig. 4 Effect of the height (h_ostrip) on the performance of the antenna
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corresponding frequency band has a stable performance. And duo to molding plane

structure, this antenna is convenient for industrial processing.
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Fig. 5 Effect of d_out on the performance of the antenna

Fig. 6 Part of the simulation results for the double-dipole

A Novel Wideband Dual-Polarized Dipole Antenna 851



References

1. Mak CL, Luk KM, Lee KF, Chow YL (2000) Experimental study of a microstrip patch antenna

with an L-shaped probe. IEEE Trans Antennas Propag 48(5):777–783

2. Lee KF, Luk KM, Tong KF, Shum S-M, Huynh T, Lee RQ (1997) Experimental and simulation

studies of the coaxially fed U-slot rectangular patch antenna. Inst Elect Eng Proc Microw

Antennas Propag 144(5):354–358

3. KWAI-M AN LUK (2011) The importance of the new developments in antennas for wireless

communications. Proceedings of the IEEE, December 2011, vol 99, No. 12

4. Guo Y-X, Luk K-M, Lee K-F (2002) Broadband dual polarization patch element for cellular-

phone base stations. IEEE Trans Antennas Propag 50:251–253

5. Mingjian LI, Kwai-Man LUKA (2012) Wideband dual-polarized antenna with very low back

radiation. Proceedings of APMC 2012, Kaohsiung, Taiwan, 4–7 Dec 2012

852 F. Guan et al.



Direct P-Code Acquisition Based on Wavelet

Filtering

Qing Xu, YuXiang Gao, and HaiJiang Wang

Abstract Compared with the C/A-Code, GPS P-Code offers much higher accuracy

but also the higher tolerance to jamming and spoofing. It has large Doppler

frequency shift, long code period and high code rate. According to these characters,

a new scheme for direct P-Code acquisition using auxiliary acquisition is proposed

in the paper, which estimates the phase and Doppler of received P-Code signal in

the two dimensional search. In order to finish the auxiliary acquisition rapidly, the

wavelet is used to decrease the quantity of data. True phase alignment is detected

using a conventional parallel search scheme, where the initial phase and Doppler

are set to the values obtained by the auxiliary acquisition and whose amount of

parallel channels is required less. The result of computation shows the proposed

scheme achieve the priori information of phase and Doppler faster and correctly.

Keywords GPS • DSP • Direct P-code acquisition • Wavelet • Auxiliary

acquisition

1 Introduction

The Global Position System (GPS) provides an all-weather, 24 h navigation

capability to suit equipped users. It is a direct-sequence spread spectrum (DS/SS)

system, which is first required for reception of DS/SS signals to synchronize the

phase of the local PN sequence with that of the transmitter [1]. It broadcasts both a

short repeating code called C/A code and a longer code called P-Code. Because of

the large Doppler frequency shift, a two dimensional search must be performed:

code phase and carrier frequency. Traditionally, in order to acquire the P-code, the

GPS receiver locks onto the C/A code to extract the Hand-over-word (HOW),
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which provides the necessary timing information to tell where the P-code pattern is

in its whole sequence. Compare with the P-Code, the C/A code is jammed easily

intended or involuntary. During certain military operations, the C/A-code signal

could be degraded so that the use of the open Standard Positioning Service to

adversaries is denied and the use of the encrypted P (Y)-code is still sustained

[5]. So the direct P-Code acquisition potential is a more robust functionality for

GPS receivers to provide the ability to acquire the P-Code without the aid of the

C/A code.

The difficulty of direct GPS P-Code acquisition is the extremely long period of

the P-code, which makes the search for the correct carrier frequency and code phase

very slow. In order to reduce the acquisition time, must combine with multi-

technology, such as, Enhance the precision of time and frequency resource to

decrease the cells of carrier frequency and code phase, which must be searched

for; Increase the amounts of parallel processing channel and the processing velocity

of hardware; Improve the acquisition algorithmic and the signal processing tech-

nologies to boost efficiency of researching for the carrier frequency and code phase;

Enhance the Signal-to-Noise Rate of the receiver front ends.

Although the general parallel code-phase search is used due to its efficient

searching speed [6], the implementation complexity becomes prohibitive especially

for the long PN sequences in FPGA design because of large hardware resource

requirement and design complexity.

The efficiency of a searching algorithm greatly affects the P-Code acquisition

time. Under the precondition of not to increase the complexity of design fast, it is a

desired method to reduce the acquisition time that boosting the efficiency of

researching for the carrier frequency and code phase through improving the acqui-

sition algorithmic and the signal processing technologies.

The promising methods to improve acquisition speed proposed by other

researchers focus more on software simulation performance, such as, Circular

correlation by partition and zero padding; Non-coherent circular correlation by

partition; Delay and multiplication, They require large Fast Fourier Transform size

[5]. So, for the direct P-code acquisition, the challenges are how to reduce the code

phase search time for the extremely long period and how to avoid large size Fast

Fourier Transform (FFT).

2 The Proposed Method Based on Auxiliary Acquisition

If a priori information on the phase and the Doppler frequency of the incoming PN

signal is available by some means [2], direct P-Code acquisition is faster than

handover from the C/A code search by starting the search from the most probable

region. The promising design attempts to achieve acquisition without first acquiring

the C/A code and use the P-Code directly.

The proposed method achieves direct P-Code acquisition in two approaches.

First, the phase and Doppler frequency of incoming P-Code signal are estimated
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utilizing DSP using FFT, called auxiliary acquisition; True phase alignment is

detected using a conventional parallel search scheme, where the initial phase of

local P generators and the initial value of NCO are set to a values obtained by the

DSP and whose amount of parallel channels is required less. This paper describes

the auxiliary acquisition mostly.

3 The Priori Information Obtaining Using Wavelet

Transformation

Even just searching a segment of the P-code for several ms, the searching task is

still huge. In order to limit the searching segment, a good acquisition algorithm is

absolutely necessary. The direct average and overlap average method, which can

speed up the correlation procedure, are proposed to decrease the quantity of data

[5]. It supposes the Doppler frequency is compensated primely. But in application,

Because of not any priori information of Doppler other than the changing range, a

two dimensional search must be performed.

In order to decrease the quantity of data, the wavelet analysis is a desired

method, which is performed using a single prototype function called a wavelet.

From a signal processing point of view, a wavelet is an octave band filter. Therefore

the wavelet transform can be interpreted as a constant-Q filtering with a set of

octave-band filter, followed by sampling at the respective Nyquist frequencies

(corresponding to the bandwidth of the particular octave band) [3, 4]. The signal

processes with three steps wavelet decomposition and obtaining the approximation

signal x0[n] shows in Fig. 1.

Where, 2# means down-sampling by 2 and h0[n] can be considered as the

response of a low-pass filter, respectively. Followed the wavelet theory, the L

must be even. After 3 steps decomposition, the quantity of x0[n], is only one eighth
of xI[n].

Not considering the noise, the received signal can be expressed:

R ¼ AP t� τ1ð ÞD tð Þ cos 2π f þ f dð Þt½ � ð1Þ

where, A is the amplitude of received signal, P(t) is the P code sequence, τ1 is the
unknown code phase to be estimated, D(t) is the navigation data, f and fd are the

carrier and Doppler frequency. After the down-converted and wavelets processing,

considering the velocity of information and Doppler are less than sampling fre-

quency, the processed signal can be express:

R
0 ¼ AP

0
t� τ1ð ÞD tð Þ cos 2πf dt½ � ð2Þ

Where, P0(t) is the approximation signal whose amount of data is only 2� j than

the original data and j is the amount of filters.
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Similarly, the local generational P Code processed with Wavelets filter can be

express as G0 ¼ P0
L(t � τ2). De-spread spectrum procession with G0, it can be

express:

S ¼ A < P
0
t� τ1ð ÞP0

L t� τ2ð Þ > D tð Þ cos 2πf dt½ � ð3Þ

If coarse alignment within some fraction of one code chip interval between the

two PN-code sequences is achieved, that is τ1 � τ2 then

< P
0
t� τ1ð ÞP0

L t� τ2ð Þ >¼ 1 ðnormalizationÞ

The signal can be express as:

S ¼ AD tð Þ cos 2πf dt½ � ð4Þ

After the procession of de-spread spectrum, the signal includes Doppler fre-

quency only, which can be estimated using FFT.

The whole processing block diagram showed in Fig. 2.

In Fig. 2, the incoming signal in-phase and quadrature components, which are

processed with Wavelets filters to decrease the amount of data, are used as the real

and imaginary inputs when calculating the FFT, which generates one dimension

data with 32 � 1,024 points. The result is multiplied by the complex conjugate of

the FFT of the local generated P code processed with Wavelets filters alike. It

generates the two dimensional data of 1,024 � 32. Implement an FFT that extends

the parallel testing to a maximum of 32 resolution cells in frequency for 1,024

times. Extract the Maximum of magnitude to compare with the threshold.

If the threshold is exceeded, then PN tracking is initiated; otherwise, the next

code phase estimate is tested.

4 Performance of Auxiliary Acquisition

After wavelets filtering for three times, the data for FFT calculation are as many as

one eighth of primal data collected by AD. If the sampling rate is 65.536 MHz and

the length of FFT is 1,024, we can process the data of 125 μs for each FFT

calculation.

(a) Precision of Doppler estimation

According to the length of 32 calculations for FFT, the precision of Doppler

estimation can be express as:

[ ]Ix n
[ ]0h n

2

[ ]0h n

2

[ ]0h n

2

[ ]Ox nFig. 1 Three steps wavelet

decomposition
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(1/T)/32 ¼ (1/125 μs)/32 ¼ 250 Hz

Where, T is the length of data for each FFT calculation.

(b) Max acquisition time for auxiliary acquisition

If the uncertain time is�1 s, we can estimate the maximal acquisition time in

several parts below.

First, storage and processing for receive signal. If the receive unite saves the

data of 4 ms, the time domain data are as many as 32,768 after the wavelets

processing. So we must finish the FFT calculation for 32 times if the length of

FFT is 1,024.

Second, storage and processing for P code signal generated by local receiver.

If the uncertain time is �1 s, we can load the data for several times for such

huge data. Like the method processing for receive signal, if we load the data of

4 ms, we must finish the FFT calculation for 32 times whose length is 1,024.

Lastly, correlation and Doppler estimation. If we use FFT to finish the

correlation and estimate the Doppler range, the operation times of two dimen-

sional search is listed below:

1,024 points complex multiplication: 32

1,024 points IFFT: 32

32 points FFT: 1,024

(c) The total acquisition time

If we finish the auxiliary acquisition by using DSP, such as TMS320C64x

with the capacity of processing information at a rate of 8,800+ MIPS or nearly

nine billion instructions per second at clock rates of 1.1 GHz and greater, the

cycles for FFT calculation is

10� N=8þ 19ð Þ � ceil log4 Nð Þ � 1ð Þ þ N=8þ 2ð Þ � 7þ 28þ N=8

Where, N is the scalar for FFT. The cycles for complex Multiplication is

9� nx=8þ 18

IF Signal

Wavelet Filter 
Banks

NCO

Wavelet Filter 
Banks

To DSP

To DSP

Controlled by DSP

P Code 
Generationer Modulate Wavelet Filter 

Banks
To DSP

NCO
Controlled by DSP

Fig. 2 The block diagram

of auxiliary acquisition for

direction P-code acquisition

based on wavelet
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Where, nx is the length of vector. If the clock rate is 600 MHz, the processing

rate of C64x is listed in Table 1.

If we only consider the time consumption of FFT, we need finish 96 times

1,024 points FFT(IFFT), 1,024 times 32 points FFT and 32 times 1,024 points

complex multiplication that total consume 1.5 ms.

If the uncertain time is �1 s, the repetitive search for all code phase is

2 s/125 μs ¼ 16,000(times)

So the maximal time for auxiliary acquisition is 24 s.

5 Conclusion

Compared with the C/A-Code, GPS P-Code has large Doppler frequency shift, long

code period and high code rate. According to these characters, it is difficult for

direct P-code acquisition. This paper propose a new scheme for direct P-Code

acquisition using auxiliary acquisition, which estimates the phase and Doppler of

received P-Code signal in the two dimensional search cursorily. In order to finish

the auxiliary acquisition rapidly, the wavelet is used to decrease the quantity of

data. It cannot only save hardware resource, but also increase the flexibility by

using DSP.
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Table 1 The processing time for C64x DSP

Calculation

1,024 Points FFT

(IFFT)

32 Points

FFT

1,024 Points complex

multiplication

Processing time (circle and

time)

6,262

10.44 μs
192

0.35 μs
1,170

1.95 μs
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The Design of RFID Middleware Data

Filtering Based on Coal Mine Safety

Jianglong Zhu, Jun Huang, Dawen He, Yujun Leng, and Shilin Xiao

Abstract This paper introduces the application of radio frequency identification

(RFID) technology in coal mine safety. As one of the most important part of the

radio frequency identification (RFID) system, RFID middleware is introduced. To

resolve the problem of processing great number of RFID datum, the data filter

method becomes a very hot filed for researching. Several filter methods are

researched and analysed in the paper. The readers collect the data from the tags.

The algorithm is to filter the data which is within the scope of setting. The algorithm

achieves the effect of filter redundant data.

Keywords RFID • Middleware • Data filter • Redundant data • Algorithm

1 Introduction

Coal mine production is under the ground. Bad environment is the cause of coal

mine accidents, in addition to the coal mine complex operation condition, severe

natural hazards such as water, fire, gas, coal dust, and coal mine equipment

condition, the management level and mine workers’ own quality problems. Safety

in production is always the first priority to coal enterprise [1]. RFID technology can

identify multiple tags at the same time, the persons, equipment and supplies under

the ground can be located and tracked record [2]. At the time of the accident rescue,
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understanding the underground persons’ position timely and accurate, it makes the

rescue work much more easier.

RFID middleware plays an intermediary role between RFID tags and applica-

tions. RFID middleware interface defines a relatively stable high-level application

environment, no matter how the underlying computer hardware and system soft-

ware upgrade, as long as the middleware updates and application software is almost

without any modification, thus protecting the enterprise application software devel-

opment in the major investment [3]. At the same time, the use of RFID middleware

helps to reduce the burden of enterprises when the second development, which

makes them to upgrade existing software systems with ease, extends the function of

the software system and simplifies the complexity of the development.

The coal mine monitoring system produces great amount of data. In a medium-

sized coal mine as an example. The entire RFID system may generate thousands of

tag data at the same time, tens of thousands of the amount of monitoring data every

day. The data rarely contains really useful information, which requires the RFID

system to have a strong processing capacity to filter redundant data.

2 The RFID Middleware Architecture

According to the definition of the EPC Internet of things Savant middleware [4]

defined by Auto-ID Laboratory which is the RFID authoritative research institu-

tions, EPC application layer event specification, and the bottom layer read and write

device interface protocols proposed by EPC global, as shown in Fig. 1 is the RFID

middleware architecture. It contains the following functional modules: read-write

device interface module, read-write device driver manager module, logic read-write

device mapping module, RFID data filter module, business rules filter module,

read-write device configuration, management and monitoring module, the upper

application program interface module.

Read-write device interface is mainly used for data communication between

middleware and RFID read-write device. Its function is to send the RFID tags data

received from RFID read-write device to the middleware and to accomplish the

instructions received from the read-write device configuration, management and

monitoring module.

Read-write device driver manager module is mainly used to connect and drive

various types of read-write devices, to establish connection to read-write device

with different parameters, and to complete data communication.

Logic reader and writer mapping module maps the multiple reader and writers or

their multiple antenna to be a logic reader and writer, a logical reader and writer

represents a data collection point with specific meaning, regardless of the number of

reader and writer, antenna per collection point, which reduces the software data

acquisition coupling of the upper module and the lower part.

RFID data filtering module mainly filters the collected RFID data, meanwhile,

redundancy filtering the huge amount of data hardware uploaded. Since this article
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focuses on RFID middleware data filtering, therefore the part will focus on intro-

duce. RFID data filtering is unanimously recognized as one of the core functions of

RFID middleware. Collected original label data from the reader and writer’s is

huge, while the tag is read several times per second, changes in environmental

parameters is relatively small in the mining environment, that is said, really

meaningful data to the user is very little, if we do not filter the redundant data, it

will burden network bandwidth, processor and data storage. Therefore, filtering the

redundant data collected of RFID is the primary task of RFID middleware.

Business rules filter module is mainly used to package further on RFID data after

filtering by the upper application in the specific business requirements of the rules,

to make it to be event data with specific meaning for the upper applications.

Reader and writer configuration, management and monitoring module is mainly

used for selecting data transmission mode (serial port communications and network

communications), the configuration parameters, to establish a connection with the

reader and writer, and give instructions for the reader and writer.

Application program interface module is to provide data middleware processed

to the upper.

Application program interface

Read-write 
device 

configurati
on, 

manageme
nt and 

monitoring

Business rules to filter

RFID data filtering

Logic to read and write 
device mappings

Read-write device driver manager

Read 
and 

write 
device 

interface 
1

Read 
and 

write 
device 

interface 
2

Read 
and 

write 
device 

interface 
N

Read 
and 

write 
device 1

Read 
and 

write 
device 2

Read 
and 

write 
device 

N

Database

Fig. 1 The RFID

architecture
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3 Design of RFID Middleware Data Filtering Methods

3.1 Current Methods of Processing RFID Tag Redundancy
Data and Problems Analysis

The RFID tags’ original data collected from the read-write device is a huge amount.

Such as that a medium-sized mining area can meet 64 substations, each of which

can connect eight read-write devices, and each device reads tags with six kinds of

parameters. Supposing that the time to communicating between read-write device

and tag is 50 ms, and each data includes: Tag ID, read data, read time, etc. Its size is

about 20 bytes. Then, according to the calculation, the amount of data is about 16G

for one day. Tag is read for several times per second, but in the coal mine

environment, the environment parameters within 1 s basically won’t change, so

that only a small part of the collected data are meaningful to the user. If we do not

process these redundant data and directly transmit them to the upper application, we

will bring great storage burden for the RFID system, and this is also a great

challenge to the speed of the processor.

Current methods of processing redundant data are as the follows:

• Create a table to store RFID data in the database, and filter data through adding,

deleting, searching, updating data. This method is easy to realize. But when

dealing with large-scale RFID data, it will involve a large number of disks’ I/O,

which is inefficient and with no using value.

• We can open a large memory buffer from the middleware system, storing

temporary RFID data to be redundant filtering; This memory operations com-

pared to the disk I/O on the processing efficiency is greatly improved, but

middleware requires real-time to process a large number of RFID data, and so

it has a lower filtering lookup time and resource consumption of the memory to

be low.

• The filter algorithm based on the linear form [5], put all label data read some

time into linear form, when reading to the new label, it will traverse the entire

linear form by the label keyword, and then comparing the new label with the

linear form tags in each, if it finds the corresponding linear form tag, descripted

that data of tag is repeat,, the new label information replaces the linear table tag

information; otherwise, then there is a new label data, the label insert linear

table; implementation of linear table lookup method is very simple, but the

performance is very bad, average time complexity in linear table to find a

keyword’s is O (n), the total average complexity to solve the problem of internal

filtering conducted search, insert, and delete is O (n2).

• Filtering algorithm based on a hash table [6], the algorithm transforms the label

redundant data filtering problem into searching tab first appear and leave events.

Although the time complexity of the hash table lookup algorithm in the ideal

state is O (1), its tag information is only tag ID collected, rather than to contain

tag ID, read data, the reading time information of complex data structures, the
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algorithms greatly reduce the efficiency of memory use. But also for the data

read continuously within the reader and writer (non-label first appeared, and

leave the event), the filter effect is not obvious.

The methods processed the redundant data that existed insurmountable defects

to some extent, so it is needed to seek a more rapid, convenient, less memory

processing method.

3.2 Hash Table and Linked List with the Combination
of RFID Data Filtering Methods

The design of this part mainly improves a method that can realize filter redundant

data, which combines a hash table and the linked list, and this method creates the

hash table in memory, and do hash computing by using a hash function for RFID tag

ID, and finds the corresponding address information of the list quickly, to compare

the data stored determine whether it is redundant data, if it is, handles it. This

method can overcome the defects of the previous processing of the data, the fast

speed of data processing, high real-time data, small memory, and so on. It is a more

reliable and practical method of redundant data processing.

As shown in Fig. 2 is a hash table and linked list with the combination of RFID

data filtering flow chart.

The original RFID tag data which is collected from the reader containing tag ID,

read data, the read time and other information, the received data is transferred to the

filtering algorithm through the queue, the queue is a FIFO data transmission which

can be guaranteed its’ real-time.

The original RFID tag data which is read from the queue, then do hash calcu-

lations according to the key words of tag ID, and deal with conflicts by using Chain

address method, calculate the address corresponding to the ID tag, and look up hash

table address to see if there is tag information, if there is no tag information, then

stored this address in the hash table and the tag data and time information which are

corresponding to the address in the list.

If there is tag information, then find out the existing information, and be

compared to see if the set range (such as temperature difference range of 0.5 �C,
in this range is considered to be redundant data), if in this range, replace the stored

data, and updated. Otherwise it is not redundant data, save this data and time in the

list; such an event in a period T, the read data is processed, after the time period T

the stored data in the list is transported to the background, and empty free memory

list for the next event period T to prepare redundant processing the data in order to

achieve the filter effect.
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Fig. 2 Hash table and linked list with the combination of RFID data filtering flow chart
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4 Algorithm Implementation and Verification

4.1 Algorithm Implementation

According to the algorithm design ideas, this article is to verify its validity. Rs485 is

used in the experiments, the temperature label is collected. The period is 5 s. C++

language is used in algorithm. It receives data via serial communication.

First, creating a hash table, it contains the information as follow table 1.

Second, creating a linked list, it contains the information as follow table 2.

The data filtering processing function as follow:

void dataFilter()
{

HashTable h;
InitHashTable(h);
if(Receive the hardware data transmission to the

middleware)
if(Find(h,k,p)¼¼1)
{

if(Label data within the set range)
updata data and ReadTime

else
InsertHash(h,e);

}
else
{

InsertHash(h,e);
}

}

4.2 Experimental Verification

As shown in Fig. 3 is the interface display.

Diagram on the left is the raw data which is introduced from the hardware to the

middleware; the right is the data which is filtered by the RFID middleware.

By contrast can see that achieves the effect of filter redundant data.

Table 1 Hash table

information
Content of hash table The meaning of each element

Elem Data storage base element

Count The current number of data elements

Sizeindex Hashsize[sizeindex] current capacity
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5 Conclusion

This paper analyses the RFID middleware application in coal mine safety and

research the existed filtering algorithm. It improves the design of a method com-

bining the hash table and linked list which implements the redundant data filtering.

Then it uses C++ language to implement and the experiment to test and verify. The

results show that the algorithm has the effect of the removal of redundant data. It

has a certain practical value for RFID middleware design and development.
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The Design of the RF Front-End of Reader

Based on SAW RFID

Fuhai Wu, Jun Huang, Cheng Ma, Yujun Leng, Jing Yang, and Shilin Xiao

Abstract This paper first describes the system architecture and operating principle

of SAW Radio Frequency Identification Devices (RFID). Then it provides the

designing scheme to the radio frequency front end of 915 MHz ultra high frequency

(UHF) reader. At last, it lists the test method to the RF front end system, and

system-level verification of RFID reader. The results show that, this design meets

the performance index of 915 MHz reader, and has properties of reliability,

efficiency and flexibility in configuration and maintenance.

Keywords SAW • RFID • System-level • Ultra high Frequency • Reader • Test

1 Introduction

Radio Frequency Identification Devices (RFID) [1] was used from the 1980s, and

its theory has been enriched constantly. Technologies as well as products applying

single chip electronic tag identification, multi-chips electronic tag identification,

passive electronic tag identification, radio frequency identification adapting to the

high speed moving and remote objects have become reality and been widely used in

logistics, transportation, finance, medical treatment, power system, military, etc. In

the beginning, this paper gives out the designing scheme of the entire RFID system.
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And then, it accomplishes the performance test of this system, combining with the

test scheme.

2 RFID Architecture and Operating Principle

Radio Frequency Identification Devices (RFID) system is composed of three parts:

card reader, RF antenna and electronic tag, as shown in Fig. 1.

Electronic tag is also called radio frequency card or non-contact IC card. It

consists of a small label chip (control circuit and memory) and antenna, and is

inserted in the identified object when using in order to store data information of the

tested object. According to the different ways of power supply, it is divided into two

kinds: passive and active. In order to reduce the cost of the electronic tag and use

easily, this paper use passive electronic tag (also called passive tag). Operating

principle of RFID system: Card reader sends radio frequency request signal through

the antenna. After receiving the signal, tag antenna absorbs part of the energy of the

electromagnetic wave to active the tag. Then the tag modulates the information

such as its own serial number to the RF signal using the backscattering modulation

mode, and sends it out through the tag antenna. The reader receives the RF signal

sent from the tag, and sends it to the background main system after demodulating

and decoding for relevant processing.

3 Design Scheme of RFID Reader

The hardware design [2] of the reader is a key part of RFID system design, because

the signal received is weak, which need to take more sensitive receiver technology

and high speed A/D data acquisition, and it should be processed and recognized by

digital signal processing (DSP). This article constructs a data acquisition system

with TMS320VC5509A of TI company as the core, and designs passive RFID

reader which operates in 915 MHz frequency channel and its working distance can

extend up to 10 m.

T/R

Modules

Tag

The

Passive

Tag

RF Inquiry Signal

Reader

answer signal of the tag

Fig. 1 The structure

of RFID
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3.1 Design of the Transmitting Circuit

The transmitting circuit designed [3] is shown in Fig. 2. The mixer adopts

up-conversion mixer LT5519, and the bandwidth of the RF output frequency is

0.7–1.4 GHz and the bandwidth of the IF input frequency is 1–400 MHz. The

vibration uses ADF4360-7 frequency synthesizer, and its output frequency is

350–1,800 MHz. The attenuator is composed of three sliding rheostat,

R1 ¼ 17.6 Ω, R2 ¼ R3 ¼ 292.4 Ω, and its attenuation is 3 dB. The bandpass filter
adopts surface acoustic wave filter B4301, and its center frequency is 915 MHz,

bandwidth 26 MHz, insertion loss 2.9 dB. The power amplifier adopts MA02014,

its output power is 30.8 dBm, and power gain is 30.8 dB.

3.2 Select Fitting Function

The receiver of the system [4] is designed by zero intermediate frequency structure.

The zero intermediate frequency receiver is more flexible than super heterodyne

transceiver in application, because there is no impact by intermediate frequency

bandpass filter. The front end of the design structure figure consists of bandpass

filter and low noise amplifier, and the radio frequency output power of the bandpass

filter at room temperature can reach 12.6 W. The insertion loss is low as 1.2 dB, and

the loss range is �0.25 dB, so the performance is very good. The low noise

amplifier has the advantages of low noise, high gain, wide dynamic range and so

on, and the gain of the 900 MHz band can reach 17 dB, what’s more the low noise is

no more than 1.0 dB. The design is shown in Fig. 3.

Fig. 2 The structure of transmitter
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3.3 The Design of Phase Locked Loop (PLL)

The PLL chip is ADF4360-7 [5] of ADI company, the design of phase-locked loop

take use of the ADIsimPLL simulation software, in the software set the reference

input frequency, the phase frequency, output frequency, VCO control sensitivity,

the loop bandwidth, phase margin, lock indicator way and the type of loop filter.

Figure 4 shows the design schematics of PLL.

4 RF Front-End Test of RFID

4.1 System Testing Platform of RFID

RFID system test platform mainly complete the detection of 915 MHz RF signal,

including the carrier frequency tolerance, the transmit power, the channel

bandwidth [6].

Indicators are specifically defined as follows:

1. The carrier frequency tolerance: The difference value of measuring carrier

frequency and the corresponding nominal frequency, and then compared with

the nominal frequency value, the formula is: |F-Fc|/Fc;

2. The transmit power: The average power of the transmitter;

3. The channel bandwidth and the channel bandwidth: Set the center frequency of

the specified channel as the test center, record the corresponding bandwidth of

up to 99 % of the energy in the transmission power.

In the article, in order to test above indicators, firstly build the system platform, a

PC is equipped with read and write control program, connected with Agilent

E4407B via GPIB, the interface of PC-side is USB and the interface of spectrum

analyzer is GPIB interface. As Fig. 5 shows:

RF Front-End

Quadrature 
Demodulation

Fig. 3 The structure of receiver
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4.2 Test and Verify

4.2.1 Carrier Frequency Capacity

Carrier frequency capacity test preparation, test process and test results are as

follows:

Test equipment: Spectrum analyzer, Radio frequency (RF) cable and the launch

module.

Test indicators: �20 � 10-6.

Test process: Refer to the left of Fig. 6.

Test result: Refer to the right of Fig. 6. The result is 914.987 MHz, using the carrier

frequency capacity calculation formula |F-Fc|/Fc, the test result is |914.987-915|/

915 ¼ 14.2 � 10-6, it’s less than the performance indicators so it can meet the

requirements.

Fig. 4 The design schematic of PLL

Fig. 5 System test platform
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4.2.2 Transmission Power Test (E.R.P)

Transmission power [7] test preparation, test process and test results are as follows:

Test equipment: Spectrum analyzer, Radio frequency (RF) cable and the launch

module.

Test indicators: 2 W/33dBm.

Test process: Refer to the left of Fig. 7.

After open the spectrum analyzer, the order of the buttons is Measure——

Channel Power——Mea Setup——INTEG BW.

Test result: Refer to the right of Fig. 7. The launch power is 11.46 dBm, it’s less

than the given index.

4.2.3 Channel Bandwidth and Channel Occupied Bandwidth

Test preparation, test process and test results of channel bandwidth and the channel

bandwidth are as follows:

Test Equipment: Spectrum analyzer, RF cables, Launch module.

Measurements for testing: �250 KHZ.

Testing process: With reference to the left of Fig. 8.

After opening the Spectrum analyzer, the order of pressing the buttons is:

Span——Measure——OBW——Mea Setup——Power Ratio.

Test result: With reference to the right of Fig. 8, the test result is 83.6341 KHz, it is

less than the given indicator.

Begin

Channels-fixed 、Continuous firing

Set the center frequency Fc=915MHz

Span=1MHz

Read the value of Marker

Fig. 6 Carrier frequency capacity test
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5 Conclusion

This paper describes the working principle of the RFID from the RFID architecture

and gives a brief description of the design of the RF front-end of the RFID reader.

Especially the paper gives the performance test of RF front-end include: the

tolerance of carrier frequency, transmission power, channel bandwidth and channel

occupied bandwidth. Papers proved that the reliable performance of each circuit

module and the ideas feasibility of hardware designed through the analysis of

experimental data and test results.
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A Scattering Model Based on GTD

in Terahertz Band

Yang Yu, Jin Li, and Rui Min

Abstract Scattering center is the basic electromagnetic scattering characteristic of

targets in optical region. In this paper, the parametric scattering center model is

analyzed for application to THz band. Then a reduced scattering center model is

derived. This model is simpler than parametric scattering model and suitable to the

scattering mechanisms in THz band. On this basis, experimental results are ana-

lyzed and the validity of the scattering center model in THz band is verified.

Keywords Synthetic aperture radar (SAR) • Terahertz • Scattering center model

1 Introduction

At sufficiently high frequencies, the scattering response of an object can be well

approximated as a sum of responses from individual scatters, or scattering centers

[1]. These scatters provide a physically relevant, yet concise description of the

object and are thus good candidates for use in both automatic target recognition and

high resolution analysis of scattering data. In this paper, we consider the analysis of

response from the target in THz band. We use a scattering model based on the

geometrical theory of diffraction (GTD) to estimate not only the range to radar and

amplitude of each scattering centers, but also the shape characteristic of scattering

centers [2, 3].

There are three main scattering models to describe the return signal of the target:

undamped exponential model [4], prony model [5] and the parametric scattering

center model [6–8]. The undamped exponential model considers the amplitude of

scattering center is independent of the frequency and of the aspect angle. The

undamped exponential model is the simplest model, but if the relative bandwidth

Y. Yu (*) • J. Li • R. Min

School of Electronic Engineering, University of Electronic Science and Technology of China,

Chengdu, China

e-mail: carlyy.yuyang@gmail.com

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical

Engineering 246, DOI 10.1007/978-3-319-00536-2_101,

© Springer International Publishing Switzerland 2014

879

mailto:carlyy.yuyang@gmail.com


and accumulated angle is large, some scatterers amplitude dependence on fre-

quency and aspect cannot be neglected. Then the model cannot predict the scatter-

ing response of complex target. Compared with the undamped exponential model,

the prony model can describe not only the scattering response by simple point, but

also the scattering amplitude dependence on frequency and aspect angle. However,

this model cannot describe the diffraction of some non-point scattering centers such

as edge diffraction, corner diffraction and singly curved surface reflection et al. The

parametric scattering model is a model based on GTD and physical optics (PO).

This model is the most complex and perfect model. It reveals the high frequency

scattering mechanism by describe the amplitude dependence on frequency and

aspect angle.

This paper analyzes the parametric scattering model in THz regime. The

remainder of the paper is organized as follows. In Section II we introduce the

parametric scattering model of far-field scattering as a function frequency and

aspect angle. In Section III we analyze the parametric scattering model in THz

band and verify the model with experimental results.

2 Parametric Scattering Center Model

From the geometrical theory of diffraction, when the wavelength of the incident

excitation is small relative to the object extent, the backscattered field appears to

originate from a set of discrete scattering centers and can be approximated by

E
*s

f ; θ; tð Þ � E
*

0e
j2πft

ct

XM
m¼1

Am f ; θð Þexp �j2πf tmf g (1)

where f is frequency, c is the propagation velocity, θ is the target aspect angle, and

tm ¼ 2
c r
*

mẑ ¼ 2
c xm cos θ þ ym sin θð Þ is the round-trip propagation delay of the mth

scattering center, r
*

m ¼ xm; ymð Þ is the vector from the target center to the scattering

center, ẑ ¼ cos θ, sin θð Þ is the unit vector along the propagation.

The amplitude Am(f,θ) is a frequency and angle dependent coefficient deter-

mined by geometry, composition, and orientation of the scattering mechanism. The

corresponding normalized field for a given polarization (suppressing the ej2πft time

convention)

E f ; θð Þ ¼
XM
m¼1

Am f ; θð Þexp �j4πf

c
xm cos θ þ ym sin θð Þ

ffi �
(2)

The GTD predicts that scattering amplitude follows a ( jf/fc)
α dependence, where

α is an integer multiple of 0.5, f is the carrier frequency. Table 1 summarizes the α
parameters.
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Then the amplitude Am(f,θ) in (2) can be presented as

Am f ; θð Þ ¼ A
0
m f ; θð Þ j

f

f c

� �α

(3)

Then we consider the amplitude dependence on aspect angle. As aspect angle is

varied, the parametric model assumes that a scattering center behaves in one of two

ways: either a scattering center is localized and appears to exist at a single point in

space, or it is distributed in the imaging plane and appears as a finite, nonzeros-

length current distribution. The amplitude dependence on aspect angle is different

for each of these scenarios.

Examples of localized scattering mechanisms are trihedral reflection, corner

diffraction, and edge diffraction. All of these mechanisms have slowly varying

amplitude as a function of aspect angle. Then the A0
m(f,θ) can be presented as a

slowly varying function with a damped exponential

A
0
m f ; θð Þ ¼ A

00
mexp �2πf γm sin θð Þ (4)

The exponential function provides a mathematically convenient approximation

containing only a single parameter. Although physical insight is used to arrive at the

exponential model, the parameter γm has no direct physical interpretation.

On the other hand, examples of distributed scattering mechanisms are flat-plate

reflection, dihedral reflection and cylinder reflection. Each of these scattering

mechanisms has an amplitude dependence on aspect angle that contains a sinc

(x) ¼ sin(x)/x function. In all cases, this sinc(x) function is the dominant term in the

physical optics far-zone scattering solution and the parametric model adopt the sinc

(x) function to characterize angle dependence in the scattering model for scattering

centers that are distributed

A
0
m f ; θð Þ ¼ A

00
msinc

2πf

c
Lm sin θ � θ m

ffl �� �
(5)

Where Lm is the length and θ m is the orientation angle of the distributed scatter.

Then the parametric scattering center model can be presented by combining

(2)–(5)

Table 1 Type parameters for canonical scattering mechanisms

Value of α Example scattering geometries

1 Flat plate at broadside; dihedral

0.5 Singly curved surface reflection

0 Point scattering center; doubly curved surface reflection; straight edge specular

�0.5 Curved edge diffraction

�1 Corner diffraction
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Em f ; θð Þ ¼ Am j
f

f c

0
@

1
A

αm

sinc
2πf

c
Lm sin θ � θ m

ffl �0
@

1
Aexp

ffl� 2πf γm sin θ
�

�exp j
4πf

c
xm cos θ þ ym sin θð Þ

0
@

1
A

(6)

where Lm ¼ 0 if the scattering center is localized, and γm ¼ 0 if the scattering

center is distributed. The parameter Am is a relative amplitude for each scattering

center. The total scattered field is a sum of M individual scattering terms

E f ; θð Þ ¼
XM
m¼1

Em f ; θð Þ (7)

3 Scattering Model in THz Band

3.1 The Scattering Model

In this section, we analyze the parametric scattering model in THz band. First, we

consider the exponential part exp(�2πfγm sin θ). When Lm ¼ 0 and γm 6¼ 0, this

function denotes the amplitude dependence on aspect angle and frequency of

localized scattering centers. In the THz band, the frequency f range from 0.1 to

10 THz, then we can assume that the exponential part exp(�2πfγm sin θ) � 0. This

means that in THz band, the localized scattering mechanisms can be neglected.

On the other hand, in the sufficiently high frequency, the scattering mechanism

of localized scattering centers is determined by its finite neighborhood. Then the

localized scattering centers, which are electrically large in THz band, can be

replaced by a set of distributed scattering centers.

Second, we consider the sinc function part. We assume that Lm, θ andθ m is fixed,

then the relationship between frequency and sinc function is shown in Fig. 1.

From Fig. 1 we could see that the sinc function varies violently in the low

frequency and approximate to 0 when the frequency is larger than 5 THz. This is

also consistent with the electromagnetic theory. In the high frequency, the scatter-

ing amplitude is independence with aspect angle, scattering model becomes Geo-

metrical Optics (GO) model. In the low THz band, the aspect angle dependence

cannot be neglected.

Third, we consider the ( jf/fc)
α, this part of parametric model denotes the ampli-

tude dependence on fractional bandwidth. For the ultra-wideband systems, frac-

tional bandwidth is B/fc � 0.25. For B/fc ¼ 0.25, the ratio of frequency f and center
frequency fc is 0.875 � f/fc � 1.125. For different α value, the amplitude depen-

dence is shown in Fig. 2.
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Fig. 1 The relationship between frequency and sinc function part

The amplitude dependence on fractional bandwidth,  α=1 The amplitude dependence on fractional bandwidth,  α=0.5 The amplitude dependence on fractional bandwidth,  α=0
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Fig. 2 The amplitude dependence on ( jf/fc)
α when B/fc ¼ 0.25. (a) α ¼ 1; (b) α ¼ 0.5;

(c) α ¼ 0; (d) α ¼ � 0.5; (e) α ¼ � 1
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When α 6¼ 0, for the ultra-wideband systems, the amplitude dependence on

fractional bandwidth cannot be neglected; when α ¼ 0, we have ( jf/fc)
α ¼ 1,

then the amplitude only related to the aspect angle dependence function.

If the fractional bandwidth is less than 0.25, the amplitude change induced by

fractional bandwidth is even small. For example: if fc ¼ 0.2 THz, B ¼ 5 GHz, the

downrange resolution is c/2B ¼ 3cm, the fractional bandwidth is only 0.025. The

amplitude dependence on function ( jf/fc)
α is so little that can be neglected.

Then we can get the scattering model in THz band as below

Em f ; θð Þ ¼ Am j
f

f c

� �αm

sinc
2πf

c
Lm sin θ � θ m

ffl �� �
exp j

4πf

c
xm cos θ þ ym sin θð Þ

� �

(8)

Especially, in high frequency part of THz band, it becomes

Em f ; θð Þ ¼ Am j
f

f c

� �αm

exp j
4πf

c
xm cos θ þ ym sin θð Þ

� �
(9)

3.2 Image Domain Model

The model in (14) describes scattering in frequency aspect domain. For most SAR

data, imaging is approximately a unitary operator. The image domain segmentation

provides several practical advantages for computing estimates of the unknown

model parameters. We transform the scattering model from frequency-aspect

domain into the image domain.

We use the same processing in reference [8], a single scattering center of

parametric scattering model in image-domain Fm(tx,ty) is written as (10).

Fm tx; ty
ffl � ¼

ðf y2

f y1

ðf x2
f x1

XP
p¼1

XQ
q¼1

AnB
x
pB

y
qsinc

2πL cos θ m

c
f y � f x tan θ m

� 	2
4

3
5

8<
:

�exp 2πf y �γm þ j
2ym
c

þ βyq þ ty

0
@

1
A

0
@

1
A

2
4

3
5

�exp 2πf x �rm þ j
2xm
c

þ βxp þ tx

0
@

1
A

0
@

1
A

2
4

3
5df xdf y

9=
;

(10)

Compare (8) with (6), the scattering model in THz band is the distributed

scattering center model of parametric scattering model. Then the image-domain

model remains only the distributed scattering center part of model (10). For the

distributed scattering center, the sinc function shows as a line with finite length in

the range dimension.
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4 Results

In this section we use the experimental results to verify the validity of scattering

model in THz band. First we simulate the backscatter of a jet-plane by model (8).

According to the model, the plane could be decomposed to four parts on radar line

of sight: the cone shaped head, the cylinder shaped fuselage, the flat-plate shaped

wings and the short-cylinder shaped tail. Then the backscatter simulation result is

shown in Fig. 3a.

To verify the validity of the model, we consider the measured data of the

jet-plane model on metal table. The center frequency is 220 GHz, bandwidth is

4.9 GHz. Figure 3b shows the range profile of the measured data.

From Fig. 3a, b we can see that the model predicts the scattering data perfectly.

The strongest echo power comes from the fuselage and wings, head and tail take the

second place, the power from table edge is the weakest. In THz scattering center

model, the backscatter from plane fuselage is considered as cylinder reflection, and

the backscatter from wings is considered as flat-plate reflection. They both are

modeled as the longest length distributed scattering centers of plane. The length of

head and tail is shorter, so that the amplitude is lower than the fuselage and wings.

In range profile, the head and tail show two peaks. This is caused by the side lobe of

fuselage and wings. The table edge is replaced by plenty of short length distributed

scattering centers, so that its echo power becomes the weakest in the range profile.

5 Conclusion

We analyzed the scattering mechanisms and parametric scattering model in THz

band. Then we presented its reduced form. This reduced model suppressed the

backscattering power from the localized scattering center, describes the scattering

mechanisms in THz band as distributed scattering centers. It is simpler than the

Simulation result of jet-plane Range profile
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Fig. 3 Range profile of jet-plane. (a) simulation result; (b) measured data
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parametric scattering model and describes the scattering mechanisms perfectly. At

last, model was validated using measured scattering data in THz band, which

establishes the foundation for the next research of feature extracting and high

resolution SAR imagery interpretation methods in THz band.
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Through Wall Human Detection Using

Compressed UWB Radar Data

Wei Wang, Baoju Zhang, and Jiasong Mu

Abstract The technology for through wall human detection with UWB radar was

discussed. Due to the large amount of UWB radar data, compressive sensing theory

was introduced and compressed UWB radar data can be collected. The singular

value decomposition algorithm was used to acquire the singular values of com-

pressed radar data. The compressed UWB radar data were collected at still status of

human being for Gypsum wall. The experimental results showed that the singular

values with human target were increased relative to the status without target.

Keywords Through wall human detection • UWB radar • Compressive sensing •

Singular value decomposition

1 Introduction

Through wall human detection is a new developing technology in recent years. It

can penetrate non-metallic media (such as brick wall, ruins) to detect life signal in

far-off areas but not require any contacting with the living body through electrode

or sensors. Through wall human detection is of great interest for many applications,

such as: military reconnaissance, anti-terrorism, medical and natural disasters

ambulance. And it has a positive significance in economic construction and social

stability. Body electrostatic field, ultra-low frequency electromagnetic energy and

Ultra-wideband (UWB) radar technologies have been used for through wall human

detection currently.

The Ultra-wideband (UWB) radar can launch very short duration pulses to

penetrate non-metallic wall and obstacles. Due to its strong anti-interference

ability, high resolution performance and good target recognition capabilities, the
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UWB radar has emerged as one of the most optimal choices for through all human

detection. In [1], the detection of trapped human beings below rubble by means of

M-sequence UWB radar was demonstrated and a detection of buried people in wet

rubble became possible by enhancing specific signal features by filtering algorithm.

The further study of the above method has been proposed in [2–4]. The process of

UWB radar signal has been presented which consisting of the solution of the signal

processing tasks such as raw radar data pre-processing, background subtraction,

target detection, target trace estimation, target localization and tracking, and the

multiple target detection also were investigated. And for through wall moving

target tracking by M-sequence UWB radar also was described in [4] as a complex

procedure consisted of such phases as raw radar data pre-processing, background

subtraction, detection, time of arrival estimation, wall effect compensation, local-

ization and tracking itself. In [5], Ultra-wideband pseudo noise radar was used for

detection of moving people and trapped people. The experimental results showed

that the performance of antennas and of the radar electronics connected with

powerful and clever algorithms were important for successful application of

human detection with UWB radar. In [6] and [7], some algorithms for through

wall human detection for three types of walls, that is Gypsum wall, Wooden door

and Brick wall were discussed.

Although UWB radar technology can obtain good achievement in through wall

human detection, UWB radar generate large amounts of data and bring great

pressure to data acquisition hardware. On the other hand, the data needed by the

human being detection is far less than the actual sampling amount of data that is a

lot of collected data is useless. In 2006, Donoho and Candès proposed a new theory

called compressive sensing (or compressed sampling, CS) based on signal decom-

position and approximation theory [8, 9]. The theory suggested that a high-

dimensional signal can be projected into a low-dimensional space with a random

measurement matrix when the signal was sparse or compressible. Then the original

signal can be reconstructed from the low-dimensional information with solving an

optimization problem. That is the low-dimensional signal contained the main

features of the original signal.

In this paper we would propose an algorithm for through wall human detection

based on the random collected UWB radar data with compressive sensing theory.

The remainder of the paper is organized as follows. In the Sect. 2 the compressive

sensing theory will be introduced. Then the collecting procedure of UWB radar

with compressive sensing will be described and the singular value decomposition

(SVD) of compressed UWB radar data will be presented for through wall human

detection in Sect. 3. Experimental results for human being detection under Gypsum

wall will be showed in Sect. 4. Conclusion and discussion is in Sect. 5.

2 Compressive Sensing Theory

Assuming signal x ∈ RN, it can be expressed as:
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x ¼
XN
i¼1

ϕiθi or x ¼ Φθ (1)

Where Φ is N � N orthonormal transform basis, θ is the expansion coefficients

vector in the orthonormal basis. If K elements in vector θ are not zero and K is far

less than N, signal x can be called K sparse signal.

Compressive sensing showed that the signal may be acquired with a small set of

nonadaptive, linear measurements as long as the signal is sparse in some basis. So,

we can capture the signal x via linear measurements:

y ¼ Ψx ¼ ΨΦθ (2)

Where Ψ is aM � N random measurement matrix andM < N. Here, (Φ,Ψ ) is a

pair of orthobases which followed the incoherence restriction. The coherence

between the measurement basis Ψ and the orthonormal transform basis Φ is [10]

μ Ψ ;Φð Þ ¼
ffiffiffiffi
N

p
� max
1�k, j�N

ψ k,ϕj

� ���� (3)

The coherence measures the largest correlation between any two elements of Ψ
and Φ.As for how large and how small, it follows from linear algebra that

μ Ψ ;Φð Þ∈ 1;
ffiffiffiffi
N

p� ffl
. And compressive sensing is mainly concerned with low coher-

ence pairs.

If x is termed as K sparse in the orthonormal basis, we only need to collect

M ¼ O(K log(N/K )) random measurements to recover the signal by searching for

the l0-sparsest that agrees with the measurements [11]:

θ̂ ¼ argmin θk k0
Subject to

y ¼ Ψx ¼ ΨΦθ (4)

where the l0 pseudo-norm k � k0 corresponds to the number of non zero elements.

As we know, Equ.4 is a daunting NP-complete combinatorial optimization problem

which is hardly solved directly in practice. Compressive sensing theory seeks to

solve the “closest possible” tractable minimization problem with solving the l1-
minimization and it leads to a much simpler convex problem.

Compressive sensing theory showed that the signal can be sampled and com-

pressed simultaneously. And the acquired low dimensional signal contained the

main features of the signal under the premise of appropriate measurement matrix.

Therefore, the CS theory provided an effectively way to overcome the complexity

of through wall human detection in large amount of UWB radar data.
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3 UWB Radar Data Collected and SVD Processing

The through wall detection of human being is based on the fact that the human body

is always in a state of motion even if it sleeps or is trapped because of breathing.

These tiny human motions would cause periodic changes of electromagnetic wave

which is emitted by UWB radar and return through walls from human body target

[6]. Multiple echo signals of UWB radar can reflect this periodic change. Thus, a

P � N matrix E can be constructed using P echoes with length N of each echo.

E ¼
s11 s21 � � � sP1
s12 s22 � � � sP2
⋮ ⋮ � � � sP3
s1N s2N � � � sPN

2
664

3
775 (5)

With the randommeasurement matrix Ψ ∈ ZN � M, the compressed echo signals

can be collected based on compressive sensing theory. Thus, a P � Mmatrix D can

be obtained.

SVD is an effective signal processing algorithm for extraction of signal charac-

teristics. The SVD of D can be denoted as:

D ¼ USVT (6)

Where the columns of U are the eigenvectors of the DDTmatrix and the columns

of V are the eigenvectors of the DTD matrix. S is a diagonal matrix with the

definition of the no diagonal elements of diagonal matrices being zero. The

diagonal elements of S are a special kind of values of the original matrix. They

are termed the singular values of D.
Combined the reconstruction theory of CS and SVD theory, the singular values

can not only indicate the signal characteristics of compressed matrix D, but also
original matrix E. Therefore, through wall human detection could be achieved by

comparing the changes of singular values.

4 Results and Analysis

In this paper, we used the P220 UWB radar as the measurement tool which worked

in monostatic mode that waveform pulses were transmitted from a single Omni-

directional antenna and the scattered waveforms were received by a collocated

Omni-directional antenna. In the experiments, P220 UWB radar was worked in the

center frequency of 4.3 GHz with 10-dB bandwidth at 2.3 GHz and a resolution of

6.5 cm.
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In the project, we have taken measurements of through wall detection for still

human being with P220 UWB radar at Gypsum wall. Person was at a distance of

6.5 ft from the radar on the other side of the wall (Fig. 1).

Each 30 measurements were taken with people and without target. Random

Gaussian matrix was used as the measurement matrix for compressed UWB radar

data acquired. Then SVD of the compressed data was implemented. The results

were showed in Figs. 2 and 3.

Figures 2a, b and 3a, b showed the singular values of 15 compressed measure-

ments with human target and without human being where the compressive ratio is

Fig. 1 Location of human target (left) and P220 UWB radar (right) at Gypsum wall
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Fig. 2 The singular values of compressed UWB radar data without target
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Fig. 3 The singular values of compressed UWB radar data with target
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0.5, respectively. From the results, it can be seen that there were minor changes in

singular values at the same status of with target or without target. But the singular

value was increased at the status of with target especially the second singular value.

In other word, the singular values of compressed UWB radar data can be used for

through wall human detection in Gypsum wall.

5 Conclusions

UWB radar is one of the most favorable methods for through wall human detection

due to its strong penetration ability. Because of the large amount of UWB radar

data, the paper proposed the SVD algorithm for compressed UWB radar data to

detect through wall human being with compressive sensing theory. The experi-

ments for human detection under the status for Gypsum wall were tested. And the

results demonstrated that the singular values could effectively reflect the presence

of the human target.
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Scattering Model Based Hybrid TOA/AOA/

AOD Localization in NLOS Environment

Zengshan Tian, Ling Yao, Mu Zhou, Fei Zhou, and Li Zhang

Abstract This paper proposes a new localization algorithm to locate the targets in

non-line-of-sight (NLOS) environment by maneuverable single station. The algo-

rithm first estimates scatters’ positions in the second layer and the distances from

the second-layer scatters to the mobile station (MS) based on the circular motion

characteristics. Second, by selecting the second-layer scatters as the virtual base

station (BS), we can convert the problem of single station localization into the one

with multiple stations. Third, the time difference of arrival (TDOA) algorithm is

used to estimate the positions of the first-layer scatters. Finally, we will use the

positions of the first-layer scatters and the angle of departure (AOD) to estimate the

real positions of MS. The efficiency of our proposed algorithm is verified based on

the simulation in a simple two-layer scattering model.

Keywords Wireless localization • NLOS • Single station • Two-layer scattering

model • Virtual base station

1 Introduction

The wireless localization for the special targets has caught significant attention in

recent decade ranging from the public emergency rescue to the individual intelli-

gent transportation. The practical applications always require high positioning

accuracy, but there always exist many disturbing factors which deteriorate the

accuracy performance of the cellular network. Among them, the non-line-of-sight

(NLOS) and measurement error can be suggested as the significant ones causing

serious positioning errors [1].
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Based on the number of observation stations, the wireless localization systems

can be classified into two categories: single station location (SSL) and multi-station

location (MSL) [2] proposes a hybrid time of arrival (TOA) and angle of arrival

(AOA) localization algorithm by considering both the Doppler frequency shift and

scattering information [3] studies the positioning and tracking method for the mobile

target [4] introduces the idea of using the scatter reflective characteristics to realize

SSL, but the detailed steps for the scatter positioning is not given [5] applies the map

matching methods to estimate the scatters’ positions, while the performance of this

method significantly depends on the precision of the map construction.

This paper presents a new location algorithm for the MS by using the scattering

information in NLOS environment. Section 2 gives the topological structure of the

two-time reflection model. In Sect. 3, we use the single station model to measure

the positions of the second-layer scatters. Based on the positioning parameters of

the multipath signals, the positions of the first-layer scatters and MS can be located.

The experimental results are provided in Sect. 4 to verify the feasibility and

efficiency of our algorithm.

2 System Model

As depicted in [6], the authors selects the scatters as the virtual BS to locate the

target MS. From this idea, this paper will introduce an enhanced model to solve the

two-time reflection problem. The topological structure is shown in Fig. 1.

The starting position of single station is located at the coordinate origin (0,0).

The angle coordinate of the MS is denoted by (Xms,Yms). The waves from the MS

first reflect on the first-layer scatter M ¼ (Mx,My), and then arrive at the single

station through the second-layer scatters B ¼ (Bxi,Byi). Then, the corresponding

TOA model is described in (1).

Li nð Þ ¼ c � τi nð Þ ¼ Loi nð Þ þ nLi nð Þ ¼ pi nð Þ þ ri þ h (1)

Where i (i ¼ 1, 2 and 3) represents the i-th scatter, n is the movement time of

single station, c is the light speed. Loi (n) is the propagation distance of the signal.

nLi(n) is the measurement error which obeys the normal distribution N(0,δ2L). pi(n) is
the distance from (Bxi,Byi) to the signal observer. ri is the distance from (Mx,My) to

(Bxi,Byi). h is the distance from the MS to (Mx,My). ri and h are constant in the

conditions of the fixed positions of the MS and (Mx,My). At this point, The AOA

model of the signals is also defined in (2).

αi nð Þ ¼ αoi nð Þ þ nαi nð Þ (2)

Where αoi (n) is the value of AOA, nαi(n) is the measurement error obeying the

normal distribution N(0,δ2a). From Fig. 1, both the scatter positions and pi(n) can be
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effectively estimated. Based on (1), the distance between the MS and (Bxi,Byi) is

calculated below.

ri þ h ¼ Li nð Þ � pi nð Þ (3)

Finally, by selecting (Bxi,Byi) as the virtual BSs to locate (Mx,My) with the help of

the TDOA and AOD models, the MS can be effectively located. The detailed steps

of this localization process will be provided in the following section.

3 Hybrid TOA-AOA-AOD Localization

3.1 Matching Conditions of Doppler Frequency Shift

Because the separation distance by the movement of the single station is small, the

frequency of signals can be assumed to be constant. Therefore, if the Doppler

frequency shift [7] of two receiving signals is the same, these two signals will

be recognized as the ones coming from the reflection of the same second-layer

scatter.

As shown in Fig. 1, we assume that the single station moves from positions A to

B with the speed v. Because the separation distance of the movement of single

station is significantly smaller than the distance between the single station and (Bxi,

Byi), θ will approximately equal to the angle between the direction of single station

and arrival radio wave. Obviously, the angle of the two receiving signals coming

from the reflection of the same second layer scatter (θ) is approximately constant.

At this point, the path difference of the radio waves coming from A and B can be

calculated by L ¼ d sin(θ � π/2) ¼ � vΔt sin(θ), where Δt is the movement time.

Therefore, the variation of phase of the arrival radio wave is presented in (4). Where

λ is the wavelength of the arrival radio wave; fd is the Doppler frequency shift which
can be calculated by

Fig. 1 Two-time reflection

signal propagation model

for the SSL
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Δφ ¼ 2πL

λ
¼ �2πvΔt sin θð Þ

λ
(4)

f d ¼
1

2π

Δφ
Δt

¼ �v

λ
sin θð Þ (5)

In (5), v, λ and θ of the radio waves from the same MS are constant because of

the reflection from the same second-layer scatter. Therefore, the (5) illustrates that

the Doppler frequency shift of two signals from the same MS is a constant.

Moreover, the use of AOD model can guarantee that the two receiving signals

will come from the same first-layer scatter.

3.2 Circle Fitting Method

This subsection mainly focuses on the localization of the second-layer scatter based

on the track information from the single station, AOA and TOA in the condition of

the movement of single station. We assume the scatters will be stable when the

single station moves in short time duration.

Because the single station moves along one random path, the parameters in TOA

and AOAmodels can be easily obtained from different observation points. After the

parameters are obtained, we can use (6) to calculate the position coordinates of the

pseudo-target, Vi(n) ¼ (xfi (n), y
f
i (n)).

x f
i ðnÞ ¼ xo

�
n
�þ Li

�
n
�
cos

�
ai nð Þ�

y f
i nð Þ ¼ yo

�
n
�þ Li

�
n
�
sin

�
ai nð Þ�

n ¼ 1, � � � ,N, i ¼ 1, � � � ,K

8<
: (6)

Where n is the number of measurement points. K is the number of positioning

parameters of the second layer scatter. Vi(n) is the position coordinates of the

pseudo-target. The pseudo-target is defined as the location target in the line of

sight (LOS) condition.

In Fig. 2, Vi(n) is the pseudo-target of Bi from the observation point n . If the

position of scatter is not variable and there is no measurement error, o(n), Bi and

Vi(n) will be linearly located for each given n. With the movement of single station,

the locations of pseudo-targets with respect to each measurement point will be

changing. Therefore, Vi(n) can effectively infer the related motion trail. In this case,

the locations of (Bxi,Byi), (Mx,My) and MS remain stable.

The motion trail of pseudo-targets is with the centre Bi and radius (ri + h). The
motion equation can be calculated by (7).
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x f
i nð Þ � Bxi

� �2

þ y f
i nð Þ � Byi

� �2

¼ ri þ hð Þ2 (7)

We set ci ¼ (ri + h) and n � 3, (7) can be solved by the least square

(LS) method. Letting

Θi ¼
�2Bxi

�2Byi

Bxi
2 þ Byi

2 � ci
2

2
64

3
75, Ai ¼

x f
i 1ð Þ y f

i 1ð Þ 1

x f
i 2ð Þ y f

i 2ð Þ 1

� � � � � � � � �
x f
i Nð Þ y f

i Nð Þ 1

2
66664

3
77775,

bi ¼ �

x f
i 1ð Þ

� �2

þ y f
i 1ð Þ

� �2

x f
i 2ð Þ

� �2

þ y f
i 2ð Þ

� �2

� � �
x f
i Nð Þ

� �2

þ y f
i Nð Þ

� �2

2
66666664

3
77777775

(8)

Equation (7) is represented as Ai � Θi ¼ bi. The LS solution should be Θi ¼
(Ai

TAi)
� 1Ai

Tbi. The distance between (Bxi,Byi) and o(n) ¼ (ox(n), oy(n)) is given by
(10).

Bxi ¼ �1=2Θi 1ð Þ, Byi ¼ �1=2Θi

�
2
�

ci ¼ 1=2
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
Θi

2 1ð Þ þ Θi
2 2ð Þ � 4Θi 3ð Þp

�
(9)

pi nð Þ ¼
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
Bxi � Ox nð Þð Þ2 þ Byi � Oy nð Þ� �2q

(10)

3.3 Localization of the First Layer Scatters and MS

As shown in Fig. 1, (Bxi,Byi) is selected as the virtual BS. (Mx,My) can be obtained

based on at least three virtual BSs. From Fig. 2, ci ¼ ri + h. Δc1i ¼ ci � c1 ¼
(ri + h) � (r1 + h) (i ¼ 2, 3). Then we using Chan algorithm [8] to locate (Mx,My).

Where xi1 ¼ Bxi � Bx1; yi1 ¼ Byi � By1 (i ¼ 2, 3).

Fig. 2 Pseudo-target

circular track plot
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Mx

My

� 	
¼ � x21 y21

x31 y31

� 	�1

� Δc12
Δc13

� 	
R1 þ 1

2

Δc122 � k2 þ k1
Δc132 � k3 þ k1

� 	� 

(11)

R1
2 ¼ Bx1 �Mxð Þ2 þ By1 �My

� �2

¼ k1 � 2MxBx1 � 2MyBy1 þMx
2 þMy

2,

k1 ¼ Bx1
2 þ By1

2

k2 ¼ Bx2
2 þ By2

2

k3 ¼ Bx3
2 þ By3

2

8<
:

(12)

A ¼ � x21 y21
x31 y31

� 	�1 Δc12
Δc13

� 	
, B ¼ � x21 y21

x31 y31

� 	�1
1

2

Δc122 � k2 þ k1
Δc132 � k3 þ k1

� 	
(13)

Mx ¼ A 1; 1ð Þ � R1 þ B
�
1, 1

�
My ¼ A 2; 1ð Þ � R1 þ B

�
2, 1

�
�

, Mx;My

� � ¼ A � R1 þ B (14)

By Substituting (14) into (12), R1 can be easily obtained. Then, ri can be

obtained in (15).

ri nð Þ ¼
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
Bxi �Mxð Þ2 þ Byi �My

� �2q
(15)

Finally, based on the location of (Mx,My) and AOD model, the location of MS

will be reliably estimated.

4 Simulation Results

We assume the initial position of the single station is located at the origin of

coordinates. The MS is at the position (xt,yt) ¼ (800m, 800m), observation period

is set to be one second. The speed of the single station in the x and y directions equal
to Vox ¼ 8m/s and Voy ¼ 15m/s. The root mean-square error (RMSE) is used to

evaluate the positioning performance.

RMSE ¼ 1

N

XN
n¼1

fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
x̂ t nð Þ � xtð Þ2 þ ŷ t nð Þ � ytð Þ2

q
(16)

Where x̂ t nð Þ, ŷ t nð Þð Þ is the estimated position. N is the number of total obser-

vation points.

4.1 Simulation One

In this simulation, the variations of position accuracy with respect to the number of

scatters on the second layer and the radius of scatters. The standard deviations in

AOA and TOA models are δα ¼ 0.04rad and δγ ¼ 2m.
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In Fig. 3, the scatters on the first and second layers are distributed in a circle with

the centre MS and the radius R1 ¼ 200m and R2 ¼ 400m. Obviously, as the

number of single observer movement increases, the RMSE will decrease. For a

given number of single observer movement, RMSE will decrease with the increase

of the number of scatters on the second layer.

In Fig. 4, the number of scatters on the second layer is set to be five. With the

increase of the number of single observer movement, the RMSE will decrease.

Therefore, based on the collection of more useful observation information, the

position accuracy can be improved. Moreover, with the increase of scatter radius,

the position error will increase slightly, especially in the large number of single

observer movement conditions.

4.2 Simulation Two

We continue to examine the influence on position accuracy with respect to the

standard deviations of AOA and TOA. In Figs. 5 and 6, there are 5 scatters on the

second layer, R1 ¼ 200m, R2 ¼ 400m.

From Fig. 5, δγ ¼ [2m, 4m, 6m, 8m, 10m]. It can be obtained that the position

error will decrease as the number of single observer movement increases. In the

large number of single observer movement condition, the decrease of the standard

deviation of AOA can remarkably decrease the RMSE. In Fig. 6, and δα ¼ [5

mrad, 4mrad, 6mrad, 8mrad, 10mrad]. Similarly, as the number of single observer

movement increases, the RMSE will decrease. In the conditions of the largest

number of single observer movement and smallest standard deviation of TOA,

the smallest RMSE will be achieved as expected.
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5 Conclusion

This paper proposes a new hybrid TOA-AOA-AOD localization algorithm based on

a two-layer scattering model. An effective circle fitting method is used to realize the

joint estimation of the virtual BS and the related distance to the MS. Then it uses

Chan algorithm to locate (Mx,My). Finally, the real location of the MS can be

reliably estimated based on (Mx,My) and AOD model. Furthermore, our proposed

algorithm can be widely used for the practical use in future by the reason of the

slight calculation cost.
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The Research of Dynamic Tracking

Algorithm Based on Hybrid Positioning

System

Chengbiao Fu

Abstract In signal-degraded environments such as dense urban area and indoor

environment, GPS (Global Positioning System) signals are either blocked or

strongly degraded by natural and artificial obstacles, which cannot meet the surging

demands for position information, the combination of different GNSS (Global

Navigation Satellite System) could be a suitable approach to fill this gap. This

paper presents a hybrid positioning method combining GPS and GLONASS,

simulation results show that Extended Kalman Filter Algorithm is an effective

method to deal with data fusion in hybrid positioning system, so this system can

improve the positioning accuracy in the environment without enough GPS

satellites.

Keywords GPS • GLONASS • Integrated navigation • Extended Kalman filter

1 Introduction

GPS is used for wide variety of scientific applications, but it cannot locate success-

fully in dense urban areas and mountainous areas [1], therefore, the standalone GPS

isn’t able to provide an accurate and continuous absolute positioning , a possible

approach to solving this problem is to consider the combining positioning system.

GNSS are worldwide, all-weather navigation systems, which are able to provide

three-dimensional positioning [2], velocity and time synchronization. Currently,

with the development of GNSS, the number of global navigation satellites in view

can be greatly increased in the same epoch moment, multi-constellation navigation

system will improve navigation accuracy, integrity and reliability. The present

GNSS are GPS, GLONASS, Galileo and Compass [3], but the latter two are still
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in the development phase. As of 24 January 2012, a total of 31 GLONASS satellites

[4] are in orbit.

Now that GLONASS has reached its full constellation [5], and it’s the position-

ing standard of Russian. This paper presents hybrid location method combining

GLONASS and GPS to achieve accurate positioning, making up for the defects of

GPS signals substantially lose accuracy and availability in dense urban areas and

indoors. This method improves positioning precision and availability.

2 Hybrid Positioning System Model

An integrated GNSS system based on GPS and GLONASS, provides a significantly

increased satellite availability [5], the model of GPS/ GLONASS hybrid position-

ing system can be expressed in Fig. 1.

The GNSS are considered quite similar to each other, but they also present

several significant differences [6], the main difference is time scale adopted by

system, therefore, when GPS and GLONASS are used together, an additional

unknown must be estimated, there will be 5 unknown parameters at each epoch,

then by analyzing the pseudo-range observation equations, the true distances

between a receiver and a satellite can be expressed as:

ρGPS1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � xuð Þ2 þ y1 � yuð Þ2 þ z1 � zuð Þ2

q
þ c � tGPS

ρGPS2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � xuð Þ2 þ y2 � yuð Þ2 þ z2 � zuð Þ2

q
þ c � tGPS

ρGPS3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3 � xuð Þ2 þ y3 � yuð Þ2 þ z3 � zuð Þ2

q
þ c � tGPS

ρGLOASS1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xa1 � xuð Þ2 þ ya1 � yuð Þ2 þ za1 � zuð Þ2

q
þ c � tGLONASS � tGPSð Þ

ρGLONASS1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xa2 � xuð Þ2 þ ya2 � yuð Þ2 þ za2 � zuð Þ2

q
þ c � tGLONASS � tGPSð Þ

8>>>>>>>>>><
>>>>>>>>>>:

(1)

Where ρGPSi is the pseudo-range of GPS satellite, ρGLONASSi is the pseudo-range
of GLONASS satellite, (xi,yi,zi) is the coordinate parameters of GPS satellite, (xai,
yai,zai) is the coordinate parameters of GLONASS satellite, tGLONASS is the

GLONASS time, (xu,yu,zu) is the position of object, tGPS is the GPS time, C is the

speed of light.
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3 Integration Positioning Algorithm

Because of the nonlinear equation with GPS and GLONASS pseudo-orange obser-

vation model, we need to use Extended Kalman Filter (EKF) algorithm to estimate

location information.

3.1 Establishment State Equation

This paper considers two dimensional case, uses Uniform motion model in the x

direction, and Singer model in the y direction, the process of discretization of the

state vector [7] can be described as the following:

Xk ¼ x kð Þ,x� kð Þ,y kð Þ,y� kð Þ,y�� kð Þ½ �T (2)

Where x(k), x�(k) denotes the position and the speed of the goal in x direction

separately, y(k), y�(k), y��(k) denotes the position, the speed and the acceleration of
the goal in y direction separately.

The process of target state equation can be defined as:

Xk ¼ AXk�1 þWk�1 (3)

The transition matrix is given as:

A ¼

1 T 0 0 0

0 1 0 0 0

0 0 1 T αT � 1þ e�αTð Þ=α2
0 0 0 1 1� e�αTð Þ=α
0 0 0 0 e�αT

2
66664

3
77775 (4)

The covariance matrix of the state noise is represented as:

Three GPS 
satellites

Two GLONASS 
satellites

Hybrid positioning 
system of GPS and 

GLONASS

Unified the 
system time Users coordinates

EKF

Fig. 1 The location

schematic of double

constellation
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Q ¼ E WkW
T
k

� � ¼ 2ασ2m

T3=3 T2=2 0 0 0

T2=2 T 0 0 0

0 0 q11 q12 q13
0 0 q21 q22 q23
0 0 q31 q32 q33

2
66664

3
77775 (5)

Where

q11 ¼
1

2α5
1� e�2αT þ 2αT þ 2α3T3

3
� 2α2T2 � 4αTe�αT

� ffl

q12 ¼ q21 ¼
1

2α4
e�2αT þ 1� 2e�αT þ 2αTe�αT � 2αT þ α2T2
� �

q13 ¼ q31 ¼
1

2α3
1� e�2αT � 2αTe�αT
� �

q22 ¼
1

2α3
4e�αT � 3� e�2αT þ 2αT
� �

q23 ¼ q32 ¼
1

2α2
e�2αT þ 1� 2e�αT
� �

q33 ¼
1

2α
1� e�2αT
� �

Where α denotes motor frequency, T denotes Sampling time interval, σ2m denotes

acceleration variance of the goal.

3.2 Establishment Observation Equation

The observation equation with GPS and GLONASS can be defined [8] as:

Yk ¼ h Xk; kð Þ þ Vk (6)

Where Yk denotes the pseudo-orange measurements value of satellites, Vk

denotes the observation noise, h(Xk,k) denotes the observation matrix.

h(Xk,k) is nonlinear function, the EKF algorithm is represented as follows:

X̂ k=k�1 ¼ AX̂ k�1 (7)

Pk=k�1 ¼ APk�1A
T þQ (8)

Kk ¼ Pk=k�1H
T
k HkPk=k�1H

T
k þ Rk

� ��1
(9)

X̂ k ¼ X̂ k=k�1 þ Kk Yk � h X̂k=k�1; k
� �� �

(10)

Pk ¼ I� KkHkð ÞPk=k�1 (11)
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4 Simulation

In order to compare the precision of combined GPS/GLONASS positioning system,

the estimator is implemented by Extended Kalman Filter, which is extensively used

to integrated system. We choose a test area covered by 3 GPS satellites and

2 GLONASS satellites.

In the test process, assuming the initial clock deviation of GPS and GLONASS is

known, the initial position is (1,000, 0), the initial velocity of x direction is 13 m/s,

the initial velocity of y direction is 12 m/s, the initial acceleration velocity of y

direction is 0, the acceleration variance in movement is 3.8, the motor frequency is

0.1, observations time interval is 1 s, a total of 120 s.

We adopt EKF algorithm to track the target trajectory, assuming the observation

error of GPS obey Gaussican distribution by mean to 0, standard deviation to 5 m.

Also, assuming the observation error of GLONASS obey Gaussican distribution by

mean to 0, standard deviation to 25 m. Simulation results are shown in Figs. 2, 3, 4,

5, and 6.

Figure 3 shows the positioning tracking trajectory result in x direction. Figure 4

shows the positioning tracking trajectory result in y direction. We can found that

simulation trajectory is consistent with true trajectory.

Figures 5 and 6 shows that the pseudo-range measurement error result. We can

found that pseudo-range positioning has the precision of 20 m, which can meet the

demands for position information.
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5 Conclusion

Based on the research results presented in this paper, the hybrid positioning

technology based on GPS/GLONASS is effective, the integrated system not only

to improve accuracy of positioning, but also to make up for the defects when the

number of GPS satellites are not enough in dense urban areas and indoors. A data

fusion algorithm based on EKF is designed for GPS/GLONASS hybrid positioning.

Through our theoretical analysis and simulation verification, this EKF algorithm

can improve the performance of hybrid navigation system, simulation filtering

trajectory is consistent with true trajectory basically. The experimental results

verify that the combined GPS/GLONASS navigation positioning have great appli-

cations for navigation users, especially in limited satellite conditions.
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Probability Distribution-Aided Indoor

Positioning Algorithm Based on Affinity

Propagation Clustering

Zengshan Tian, Xiaomou Tang, Mu Zhou, and Zuohong Tan

Abstract With the rapid development of indoor positioning technology, the

fingerprint-based Wireless Local Area Network (WLAN) positioning becomes a

new and widely recognized research concern. This paper proposes a probability

distribution-aided indoor positioning algorithm based on the affinity propagation

clustering. Different from the conventional fingerprint-based positioning algo-

rithms, our algorithm first uses the affinity propagation clustering to minimize the

searching space of reference points (RPs). Then, the probability distribution-aided

positioning algorithm is utilized to estimate the target’s accurate position. Further-

more, because the affinity propagation clustering can effectively reduce the com-

putation cost for the RP searching which is involved in the probability distribution-

aided positioning algorithm, the positioning efficiency of our proposed algorithm

can be effectively guaranteed. Experimental results demonstrate that our proposed

affinity propagation clustering will significantly improve the performance of the

probability distribution-aided positioning algorithm in both the positioning accu-

racy and real-time ability.

Keywords WLAN indoor positioning • Fingerprinting • Affinity propagation

clustering • RSS • Probability distribution

1 Introduction

In recent decade, the indoor WLAN positioning technology has caught significant

attention by a variety of universities and research institutes [1]. Among them, the

time of arrival (ToA), angle of arrival (AoA) and received signal strength (RSS) are
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the three most representative measurements for the position estimation. Compared

to the ToA and AoA measurements, the RSS can be more easily measured without

any additional special hardware devices in current open public WLAN networks.

However, the most significant challenge of the RSS readings is about the irregular

variations of RSS due to the variable radio channel attenuation, signal shadowing,

multi-path interference and even the variations of indoor temperature [2].

One effective solution is the k-nearest neighbor (kNN) algorithm to estimate the

mobile user’s position at the centroid of the K closest neighbors. The closest

neighbors are defined as the RPs which have the smallest RSS distance to the

on-line new collected RSS readings [3]. The kNN algorithm can be easily

implemented by the current widely-existing WLAN infrastructures, while the

accuracy is limited. Another alternative approach is based on the statistical analysis

on the probabilities of each candidate RP to calculate the confidence probability of

each RP to be selected as the mobile user’s estimated position [4].

In this paper, we present a new accurate and scalable positioning algorithm to

estimate the user’s position with low computation cost in a public WLAN environ-

ment. Our algorithm consists of two steps: (1) the coarse positioning step is used to

obtain the cluster which the user belongs to; and (2) the fine positioning step is

utilized to calculate the accurate coordinates of the user.

The paper is organized as follows. Section 2 discusses the overall structure of our

algorithm. Sections 3 addresses the detailed steps of the off-line affinity propaga-

tion, on-line cluster matching-based coarse positioning and probability distribution-

aided fine positioning respectively. The performance of our proposed algorithm is

verified in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Overall Structure of Proposed Positioning Algorithm

The block diagram of our proposed indoor positioning algorithm is shown in Fig. 1.

Obviously, this algorithm contains two phases: (1) in the off-line phase, we

construct the radio map and conduct the affinity propagation clustering; and

(2) in the on-line phase, the cluster matching-based coarse and probability

distribution-aided fine positioning will be performed respectively. The detailed

steps about the block diagram in Fig. 1 will be analyzed in Sect. 3.

In the off-line phase, we first carry the WLAN mobile device to collect the RSS

readings from the hearable APs to construct the radio map in the area of interest.

During the construction of the radio map ψ (see details below), the corresponding

physical coordinates of RPs should also be stored. Then, the affinity propagation

clustering is conducted in the radio map to cluster the raw RPs.

In the on-line phase, the first step is to use the mobile device to collect the on-line

new RSS readings. Then, the coarse positioning will be used before the fine

positioning for the reasons of reducing the on-line computation cost and improving

the accuracy performance of the probability distribution-aided positioning

algorithm.
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Due to the time-variation property of radio propagation in indoor WLAN

environment (e.g. multi-path effect, RSS shadowing and adjacent channel interfer-

ence), the fingerprint-based positioning has been more preferred in practical use

[5]. During the off-line phase, the RSS readings are collected at pre-calibrated

positions which are also named as the RPs. We denote the τ � th RSS readings

from APi at RPj as {ψ i,j(τ), τ ¼ 1, . . ., q, q > 1} where q is the number of RSS

readings. Normally, the average of RSS readings will be computed and stored into a

database which is known as the widely recognized radio map ψ. The radio map can

effectively describe the spatial distribution property of the RSS in target area.

ψ ¼
ψ1,1 ψ1,2 � � � ψ1,N

ψ2,1 ψ2,2 � � � ψ2,N

⋮ ⋮ ⋱ ⋮
ψL, 1 ψL, 2 � � � ψL,N

0
BB@

1
CCA (1)

where ψ i, j ¼ 1
q

Xq

τ¼1
ψ i, j τð Þ i ¼ 1, 2, . . . , L; j ¼ 1, 2, . . . ,Nð Þ is the average of RSS

readings from APi at RPj over the time domain. L and N are the number of access

points (APs) and RPs respectively. Each column of the radio map ψ (i.e. ψ j ¼ [ψ1,

j,ψ2,j, . . .,ψL,j]
T, j ¼ 1, 2, . . ., N ) represents a sequence of RSS readings at a RPj.

The superscript “T” denotes the transposition operation.

3 Detailed Steps of Proposed Positioning Algorithm

In response to the variation of indoor WLAN propagation channel, the affinity

propagation clustering is used to mitigate the effects of RSS deviations and

potential outliers on the positioning process. Different from the conventional

K-means clustering [6], the basic idea of our proposed affinity propagation cluster-

ing algorithm is to use the preference ( p) to label the RPs and the RPs with larger

preference are more likely to be selected as the cluster centers. Our proposed

algorithm outperforms the K-means clustering because of the initialization-

independent property and better selection of cluster centers [7].

Fig. 1 Block diagram of

proposed positioning

algorithm
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For the affinity propagation clustering, we first use the pairwise similarity s(i,j)
to describe the fitness of the RPj to be selected as the cluster center with respect to

the RPi. Based on (1), we can denote the RSS vector for each RPj as ψ j + δjwhere δj
is the measurement noise which obeys the Gaussian distribution. Therefore, the

pairwise similarity s(i,j) can be defined as the squared Euclidean distance in (2).

s i; jð Þ ¼ � ψ i � ψ j

ffiffi ffiffi2, 8i, j∈ 1; 2; . . . ;Nf g (2)

Furthermore, there are two types of messages transmitted among the RPs for the

affinity propagation clustering: (1) responsible message r(i,j) which transmits the

information about the clustering center; and (2) availability message a(i,j) which
informs the attachment relations between the RPs and clusters.

The RPiwill send the responsible message to each candidate cluster center RPj to

transmit the accumulated fitness for the RPj to be selected as the cluster center for

RPi. By taking all the other potential cluster centers j ’ for RPi into account, we can
obtain

r i; jð Þ ¼ s i; jð Þ �max
j0 6¼j

a i, j0ð Þ þ s i, j0ð Þf g (3)

where a(i,j) is the availability message, as defined in (5). Meanwhile, we define the

self-responsibility r(i,i), which is known as preference (p) as the median of input

similarities, resulting in the average number of clusters.

p ¼ median s i; jð Þ,8i, j∈ 1; 2; . . . ;Nf gf g (4)

The availability message a(i,j) is sent from each candidate cluster center RPj to

RPi. a(i,j) describes the accumulated fitness for RPi to select RPj as its center, such

as

a i; jð Þ ¼ min 0, r j; jð Þ þ
X
i0 6¼i, j

max 0, r i0, jð Þf g
8<
:

9=
; (5)

Similarly, the self-availability a(j,j) will reflect the accumulated fitness for RPj
to be selected as the center. Because of the requirement of positive responsibilities,

we have

a j; jð Þ ¼
X
i0 6¼j

max 0, r i0, jð Þf g (6)

The previously mentioned messages are transmitted among the neighboring RPs

until the optimal cluster centers are searched out. When updating the messages, it is

important that they be damped to avoid numerical oscillations that arise in some

circumstances. Each message is set to λ times its value from the previous iteration
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plus 1 ‐ λ times its prescribed updated value, where the damping factor λ is between
0 and 1.

In the on-line phase, we will collect the new RSS readings at unknown positions

ψ r
! ¼ ψ1, r; . . . ;ψL, r

� �T
where {ψk,r, k ¼ 1, . . ., L} is the average of new RSS

readings from APk. We define H and Cj as the set of cluster centers and the set of

RPs with the center RPj ∈ H. After the coarse positioning, the candidate cluster

selected for the fine positioning can be obtained by (7).

j0 ¼ argminj∈H

����ψ r
! � ψ j

! ����2,ψ r
! ¼ ψ1, r; . . . ;ψL, r

� �T
(7)

For the fine positioning, we will calculate the matching probability between the

on-line new collected RSS readings and the pre-stored fingerprints in radio map. By

assuming the Gaussian probability distribution of RSS readings at each RP, the RSS

values should obey the normal distribution N(μ,σ2).
First, the likelihood function is calculated by

L μ; σ2
ffl � ¼Yn

i¼1

1ffiffiffiffiffi
2π

p
σ
e�

xi�μð Þ2
2σ2 (8)

Second, we can obtain the logarithmic equation in (9).

lgL μ; σ2
ffl � ¼ � n

2
lg 2nð Þ � n

2
lg σ2
ffl �� n

2σ2

Xn
i¼1

xi � μð Þ2 (9)

Third, likelihood equations should be

∂lgL μ; σ2ð Þ
∂μ

¼ 1

σ2

Xn
i¼1

xi � μð Þ2 ¼ 0

∂lgL μ; σ2ð Þ
∂σ2

¼ � n

2σ2
þ 1

2σ4

Xn
i¼1

xi � μð Þ2 ¼ 0

8>>>><
>>>>:

(10)

Last, by calculating the (10), one has

μ� ¼ x ¼ 1

n

Xn
i¼1

xi (11)

σ�2 ¼ 1

n

Xn
i¼1

xi � xð Þ2 (12)

The likelihood equations have a unique solution (μ*,σ* 2) which should also be a

local maximum point. This result can be interpreted that when |μ| ! 1 or σ2 ! 0
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or σ2 ! 1, the non-negative function L(μ,σ2) ! 0. Therefore, the maximum

likelihood estimation of μ and σ2 will be

μ� ¼ X (13)

σ�2 ¼ 1

n

Xn
i¼1

ffl
Xi � X

�2
(14)

where X is defined as the set of RSS readings. Based on the statistical property of

the maximum likelihood estimation μ* and σ* 2, we can approximately recognize

μ* as the RSS fingerprint at each RP. With this idea, the mean of RSS reading ei and
the corresponding variance di from each hearable AP APi should be calculated for

the construction of radio map in the off-line phase.

In the on-line phase, after collecting the new RSS readings {rssi, i ¼ 1, 2, . . .,
L}, according to (15), we can calculate the probability of the RP (x,y) with respect to
the i � th AP Pi(x,y). In (15), we have μ ¼ ei and σ ¼ di.

Pi x; yð Þ ¼ 1ffiffiffiffiffi
2π

p
σ
e�

rssi�μð Þ2
2σ2 σ > 0ð Þ (15)

Then, the probability of each RP P(x,y) can be calculated. Finally, we will locate
the user’s position at the RP which has the maximum probability.

P x; yð Þ ¼
YL
i¼1

Pi x; yð Þ ¼
YL
i¼1

1ffiffiffiffiffi
2π

p
di
e
� rssi�eið Þ2

2di
2

 !
(16)

4 Experimental Results and Analysis

Figure 2 shows the target indoor WLAN positioning environment for our testing.

By using RSS readings collected from 9 public APs (Cisco WRT54G), we will

compare the performance of our proposed algorithm with other three typical

positioning algorithm; (1) kNN positioning algorithm with K-means clustering

(K-means + Knn); (2) probability distribution-aided positioning algorithm with

K-means clustering (K-means + Probability Distribution); and (3) kNN positioning

algorithm with affinity propagation clustering (Affinity Propagation + Knn). The

dimensions of our testing area are 66 � 22 m2.

4.1 Positioning Results

Figure 3 gives the results of the affinity propagation clustering on the RPs. The solid

circles represent the calibrated RPs and the RPs belonging to different clusters are
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labeled by different color. The 182 RPs have been clustered into 7 clusters and the

RPs in the same cluster are physically adjacent.

By randomly selecting 81 test positions in target area (see Fig. 4), we can

compare the error performance of the K-means + Knn, K-means + Probability

Distribution, Affinity Propagation + Knn and our proposed algorithm in Table 1

Furthermore, the comparisons of the cumulative density functions (CDFs) of

positioning errors are also illustrated in Fig. 5.

4.2 Error Analysis

Based on the previous experimental results which are conducted in a public indoor

WLAN environment, we can observe that: (1) our proposed probability

distribution-aided positioning algorithm has reduced the mean of errors by

34.02 %, 28.3 % and 16.17 %, respectively compared to the K-means + Knn,

K-means + Probability Distribution and Affinity Propagation + Knn positioning

algorithms; and (2) our proposed algorithm has also increased the confidence

probability of errors within 3 m to 80.49 % which is significantly larger than the

probabilities 43.9 %, 62.2 %, and 65.85 % achieved by the K-means + Knn,

K-means + Probability Distribution and Affinity Propagation + Knn positioning

algorithms.
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5 Conclusion

This paper proposes a new probability distribution-aided indoor positioning algo-

rithm to not only improve the accuracy performance, but also decrease computation

cost for the fingerprint searching and matching. Because the affinity propagation

clustering can be recognized as a preprocessing of the conventional kNN and

probability distribution-aided positioning algorithms, our method can also be easily

applied to the other fingerprint-based wireless positioning systems, like the RFID

and mobile cellular network. However, due to the significant dependence on the

RSS distributions and deployment of RPs, the optimization of the layout of APs and

fingerprint modification will form our interesting work in future.
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Table 1 Results of statistical positioning errors

Algorithm Mean (m) Max (m) Variance (m2)

K-means + Knn 3.38 6.72 2.82

K-means + probability distribution 3.11 6.70 3.24

Affinity propagation + Knn 2.66 6.67 3.02

Proposed algorithm 2.23 6.52 2.52

K–means+Knn

K–means+Probability Distribution

Affinity Propagation+Knn

Proposed Algorithm
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Fig. 5 CDFs of positioning errors
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Detecting and Separating Different Moving

Styles Targets of the Over-the-Horizon

Radar

Cheng Luo, Dingwen Xu, and Zishu He

Abstract The problem of detecting and separating different moving styles targets

of the over-the-horizon radar (OTHR) is studied. The echo of the moving target is

educed, and a scheme for detecting and separating targets is proposed. The scheme,

without any prior information of the targets, combines the Radon-Fourier transform

(RFT) with the high-order ambiguity function (HAF), compensates the range-cell

crossing and Doppler-cell crossing. Simulation results proved that the scheme is a

valid approach to detect and separate different moving styles targets.

1 Introduction

The OTHR [1, 2] submits a high frequency (HF) skywave, makes use of the

reflection of the ionosphere, which could largely prolong the early warning time.

For some native advantages, the OTHR has been set great store by more and more

scholars and study organizations [3–6]. However, the OTHR works in a complex

environment, because of the heavy clutter and noise, the OTHR needs to accumu-

late in a longer time to gain enough SNR. For a high-speed moving target, longer

accumulation time means it may cross the range-cell, the Doppler-cell and the radar

beam, so compensations must be done before accumulation in this scenario [7].

Fortunately, because of the hyper-far range between the target and the radar,

crossing-beam would hardly happen in the accumulation period, so only range-cell

crossing and Doppler-cell crossing are needed to be compensated. Considering the

lack of prior information of the targets in practice, four different scenarios will be

discussed in this paper: no target, or only constant velocity target, or only constant

acceleration target, or constant velocity target and constant acceleration target.

C. Luo (*) • D. Xu • Z. He

School of Electronic Engineering, University of Electronic Science and Technology of China,

Chengdu, China

e-mail: genielc@yahoo.cn

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical
Engineering 246, DOI 10.1007/978-3-319-00536-2_106,

© Springer International Publishing Switzerland 2014

921

mailto:genielc@yahoo.cn


In order to improve the applicability, in this paper, without any prior information

of the targets, the echo model with range-cell crossing and Doppler-cell crossing

will be educed, then the RFT [8, 9] and HAF [10, 11] will be employed to

compensate the effort caused by the velocities and the accelerations of the targets,

and the accumulation will be done at last.

2 Echo Model

The HF OTHR submits LFMCW signal, which could be written as

st ¼ e jπμ̂t
2

(1)

where μ is the FM slope, t̂ is the fast time. The echo after pulse compression is

srm t; t̂ð Þ ¼ Asinc πBs t̂ � 2R tð Þ=c½ �f gexp �j4πR tð Þ=λ½ � (2)

where A is the complex amplitude, Bs is the bandwidth, the range between the target

and the radar is R(t) ¼ R0 + vt, R0 is the original range, v is the radial velocity. By
simplifying equation (2)

srm t;Rð Þ ¼ ATsinc π R� R tð Þ½ �=ρrf gexp �j2πf dtð Þ (3)

where R ¼ ĉt =2, and the complex amplitude AT ¼ A exp(�j2πR0), ρr ¼ c/2Bs is

range resolution, fd is Doppler frequency.
It is easy to see from (3), because the time delay is changing, the range-cell

crossing and the Doppler-cell crossing would happen, which should be compen-

sated before coherent accumulation.

3 Solve Scheme

The whole processing scheme is shown in Fig. 1. No matter what the echo contains,

the RFT is used to compensate the range-cell crossing firstly, and then matched

filtering. Select the highest peak of the matched filtering output and let the

corresponding velocity as the real velocity of the target. Secondly, the HAF is

used to estimate the acceleration and compensate the effect. Lastly, judge a target is

presented or not by coherent accumulation.

If there is a constant acceleration target in the detection area, the range-cell

crossing and the Doppler-cell crossing can be compensated by Fig. 1. If there is a

constant velocity target or no target, a fake acceleration would be estimated, but

after compensation and accumulation, not enough gain can be gained, and whether
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there is a constant velocity target or not can be made by matched filtering. If there

are more than one targets, accumulation output of these targets can be get, and then

cancel the biggest one, repeat the steps until every target been detected and

separated, the detail will be explained in the simulations.

4 Ways of Compensation

Coherent accumulation needs strict precondition. In this section, the RFT is

employed to compensate the range-cell crossing while the HAF is employed to

estimate the acceleration and compensate the Doppler-cell crossing.

Assume that (ρT,θT) is the target location in the system of the polar coordinates.

Considering the lack of the prior information in practice, the velocities and ranges

of the targets must be searched, so the definition of the RFT should be

Gρθ ρ; θð Þ ¼
ðT=2
�T=2

srm t,
ρ

sin θ
� tctan θ

ffi �
Hθ tð Þdt, ρ∈ �1,1ð Þ, θ∈ 0; π½ � (4)

where (ρ,θ) is the searching polar coordinates. At the very location where the target
lies, the RFT of the pulse compression signal is

Gρθ ρT ; θTð Þ ¼
ð1
�1

ðT=2
�T=2

srm t;Rð Þδ ρT � t cos θT � R sin θTð ÞHθ tð ÞdtdR

¼ ATT: (5)

From (5), it is clearly to see that when the searching location (ρ,θ) is near the real
one (ρT,θT), RFT can compensate the range-cell crossing validly.

The echo of a moving target can be approximated by a polynomial phase signal

(PPS), and the HAF is often used to estimate parameters of a PPS, so the HAF can

be used here for the compensation. An Mth order PPS could be written as

Matched 
Filter

Select the 
Highest 
Output

Echo Acceleration 
Compensation

Estimate the 
Acceleration Accumulation

minv

maxv

Target 
Detection( )2exp j  t-

Fig. 1 The flow chart of long time accumulation and detection of OTHR targets
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s nð Þ ¼ exp j
XM
m¼0

amn
m

 !
, 0 � n � N � 1 (6)

where a0, a1, � � � aM are coefficients for each order, N is the number of samples.

The echo after matched filtering can be modeled as a PPS

y
0
nð Þ ¼ exp j2π

2f 0
c

� � XM
k¼0

vk
k!

nTp

ffl �k" #( )
(7)

where vi are radial moving parameters of each order of the target, as v1 is the

original radial velocity, v2 is the original radial acceleration. Compare (6) with (7),

one can get

ai ¼ 2π
2f 0
c

� �
vi
i!

ffi �
Tswð Þi, i ¼ 0, 1, � � �M: (8)

So the moving parameters can be get from (8) by HAF.

In order to estimate the highest-order coefficient aM, the high-order instanta-

neous moment (HIM) can be calculated as a 1-order monochromatic signal

HIMM s nð Þ; τ½ � ¼ exp j w0nþ ϕ0ð Þ½ �, 0 � n � N � M � 1ð Þτ � 1

ω0 ¼ M!τM�1aM,ϕ0 ¼ M � 1ð Þ!τM�1aM�1 � M � 1ð ÞM!τMaM=2:
(9)

In (9), the frequency ω0 has a linearity relationship with aM, then the Mth order

HAF can be expressed as

HAFM s nð Þ;ω, τ½ � ¼
XN� M�1ð Þτ�1

n¼0

HIMM s nð Þ; τ½ �e�jωn: (10)

By calculating the maximum of |HAFM[s(n); ω, τ]|, â M can be estimated as

â M ¼ argmaxω HAFM s nð Þ;ω, τ½ �j j
M! τð ÞM�1

: (11)

Combine (10) and (11), the corresponding radial moving parameter can be get,

and then put â M into s(n) to cancel the phase with aM, a 1-order lower signal can be
get after the compensation. Repeat the steps above, all of the phase parameters can

be estimated and canceled.
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5 Simulations

Main parameters are set as: the pulse repeat interval is 10ms, the bandwidth is

40kHz, the carrier frequency is 10MHz, the period of the coherent time is 5s, the
SNR is � 25dB, repeat every simulations 200 times to calculate the average. In

order to prove the generality of the scheme above, four different simulation

backgrounds are selected: (1) no target, (2) only constant velocity target, (3) only

constant acceleration target, (4) constant velocity target and constant acceleration

target. The flow chart of simulations is shown in Fig. 2.

If no target exists, the echo only contains noise. The MTD result without any

compensation is shown in Fig. 3 left, and nothing but noise can be seen.

As is shown in Fig. 3 right, after the compensation by RFT and HAF, there is

also only noise. In this scenario, acceleration can be estimated, but after the

compensation, not enough gain can be get. The conclusion of this scenario is: no

target exists, which is coincide to the simulation conditions.

If there is a constant velocity target, and the target original states are: the level

range is 850km, the altitude is 10km, the level velocity is 300m/s.
The MTD result without any compensation is shown in Fig. 4 left. Because the

velocity is low and the acceleration is 0, the range movement is lightly, and the

range-cell crossing and the Doppler-cell crossing are not happen, an obvious peak is

showing in the MTD result. For a constant velocity target, the acceleration esti-

mated by HAF is 0, the MTD result after the compensation is nearly the same with

that before compensating, as is shown in Fig. 4 right.

If there is a constant acceleration target, and the target original states are:

the level range is 850km, the altitude is 10km, the rise velocity is 3000m/s, the
rise acceleration is 30m/s2, the level velocity is 1000m/s, the level acceleration is

50m/s2.
The MTD result without any compensation is shown in Fig. 5 left, the high

velocity caused range-cell crossing and the high acceleration caused Doppler-cell

crossing, the target cannot be detected before compensating. The MTD result after

the compensation is shown in Fig. 5 right, it is easy to see the target in that Figure.

If a constant velocity target and a constant acceleration target are exist, the

multi-target detecting steps are shown in the flow chart

The targets original states are: the constant acceleration target: the level range is

850km, the altitude is 10km, the rise velocity is 1000m/s, the rise acceleration is

30m/s2, the level velocity is 100m/s, the level acceleration is 10m/s2. The constant
velocity target: the level range is 850km, the altitude is 5km, the level velocity is

300m/s.
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Fig. 2 The flow chart of simulations
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The MTD results without any compensation are shown in Fig. 7 left. It is

obviously to see, because of the high velocity and the large acceleration, the

constant acceleration target echo cannot get enough gain by MTD and it is hardly

seen in the Figure, while the low velocity and zero acceleration for the constant
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velocity target, its echo gains an obvious peak by MTD. From this, the constant

velocity target can be detected, but the constant acceleration one cannot.

According to Fig. 6, cancel the constant velocity target from the echo, and repeat

the compensation and accumulation. The MTD result is shown in Fig. 7 right, and

the constant acceleration target can be detected now.

6 Conclusions

Detecting and separating different moving styles targets of OTHR is studied. The

echo with range-cell crossing and Doppler-cell crossing is educed firstly, and then a

scheme for coherent accumulation of multi-target is proposed. This scheme com-

bines RFT with HAF, compensates the range-cell crossing and Doppler-cell cross-

ing very well, and actualizes the coherent accumulation of the echo, on condition

that there’s no prior information of the targets. Lastly, four possible target detection

backgrounds are based to carry out the simulations, and the simulations results

show that the scheme proposed can detect different moving styles targets validly.

Acknowledgements This work is supported by the National Natural Science Associated Foun-

dation (no. 11076006) and National Natural Science Foundation of China (no. 61032010 and

no. 61201280).
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The Performance Study of Positioning

and Tracking in Dynamic Model

Anhong Tian, Mu Zhou, and Chengbiao Fu

Abstract In the process of maneuvering target tracking, there has the phenomenon

of non-linear and linear model estimation. In order to deal with this problem, this

paper studies the dynamic positioning and tracking algorithm based on EKF

(Extended Kalman Filter), which adopts Singer model in y direction and Uniform

motion model in x direction . The simulation results show that positioning result has

a precision of 15 m, the EKF method can be used effectively to restrain errors and

get high precision.

Keywords Global positioning system • Positioning tracking error • Kinematic

model • Extended kalman filter

1 Introduction

GPS (Global Positioning System) are worldwide, all-weather navigation system,

which can provide three-dimensional positioning, velocity and time synchroniza-

tion. So, localization or position estimation is one of the most important capabilities

of GPS navigation system.

Design of state space model and estimation filter is the key technology [1] in the

field of maneuvering target tracking. The estimation theoretic algorithm based on

Kalman filter (KF) is the optimal approaches to positioning, but KF is only applied

to the situation that filter error and the forecast error is small, otherwise the initial

covariance estimate would fall too fast, which leads to instability and even

divergent.
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In order to solve the problem of non-Gaussian and non-linear filtering, we can

adopt EKF algorithm, which is based on the principle of linearizing the state and

measurement models by using Taylor series expansions [2]. This paper presents

EKF to track positioning trajectory, theoretical analysis and simulation results

demonstrate that EKF algorithm is an effective method to track the target in GPS

positioning system.

2 Extended Kalman Filter Basic Principle

The filtering model [3] used in the EKF is defined as follows:

Xk ¼ F Xk�1, k � 1ð Þ þ Qk�1 (1)

Zk ¼ H Xk; kð Þ þ Rk (2)

Where Xk is the state, Zk is the measurement,Qk � 1 is the process noise, Rk is the

measurement noise, F is the dynamic model function and H is the measurement

model function.

The EKF algorithm is represented [4] as follows:

X̂ k=k�1 ¼ AX̂ k�1 (3)

Pk=k�1 ¼ APk�1A
T þQ (4)

Kk ¼ Pk=k�1H
T
k HkPk=k�1H

T
k þ Rk

� ��1
(5)

X̂ k ¼ X̂ k=k�1 þ Kk Yk � h X̂k=k�1; k
� �� �

(6)

Pk ¼ I� KkHkð ÞPk=k�1 (7)

3 GPS State Equations

Singer model and Uniformmotion model are typical maneuvering model, which are

flexible to describe the movement of targets [5], the maneuvering target dynamics

can be described to a standard form as follows:

Xk ¼ AXk�1 þWk�1 (8)

Where Xk ¼ [x(k), x�(k), y(k), y�(k), y��(k)]
T, x(k), x�(k) are the position and the

speed in x direction respectively, y(k), y�(k), y��(k) are the position, the velocity and
the acceleration in y direction respectively.

The transition matrix A is given by:
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A ¼

1 T 0 0 0

0 1 0 0 0

0 0 1 T αT � 1þ e�αTð Þ=α2
0 0 0 1 1� e�αTð Þ=α
0 0 0 0 e�αT

2
66664

3
77775

Where α is the reciprocal of maneuver time constant, T is the sampling time.

The covariance matrix Wk is represented by:

Q ¼ E WkW
T
k

� � ¼ 2ασ2m

T3=3 T2=2 0 0 0

T2=2 T 0 0 0

0 0 q11 q12 q13
0 0 q21 q22 q23
0 0 q31 q32 q33

2
66664

3
77775

Where

q11 ¼
1

2α5
1� e�2αT þ 2αT þ 2α3T3

3
� 2α2T2 � 4αTe�αT

ffl �

q12 ¼ q21 ¼
1

2α4
e�2αT þ 1� 2e�αT þ 2αTe�αT � 2αT þ α2T2
� �

q13 ¼ q31 ¼ 1
2α3 1� e�2αT � 2αTe�αTð Þ, q22 ¼ 1

2α3 4e�αT � 3� e�2αT þ 2αTð Þ
q23 ¼ q32 ¼ 1

2α2 e�2αT þ 1� 2e�αTð Þ, q33 ¼ 1
2α 1� e�2αTð Þ

4 GPS Measurement Equation

As everyone knows, it needs at least four satellites to calculate the receiver’s

dimensional coordinate and clock offset, the true distances between a receiver

and a satellite can be expressed as follows:

r1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � xuð Þ2 þ y1 � yuð Þ2 þ z1 � zuð Þ2

q
þ ctu

r2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � xuð Þ2 þ y2 � yuð Þ2 þ z2 � zuð Þ2

q
þ ctu

r3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3 � xuð Þ2 þ y3 � yuð Þ2 þ z3 � zuð Þ2

q
þ ctu

r4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x4 � xuð Þ2 þ y4 � yuð Þ2 þ z4 � zuð Þ2

q
þ ctu

8>>>>>>><
>>>>>>>:

(9)

Where (xi,yi,zi) denotes the coordinate of the GPS satellite, (xu,yu,zu) denotes the
receiver position, ri denotes pseudo-range observation, tu denotes receiver clock

offset, c is the speed of light, (xu,yu,zu,tu) are four unknowns parameters.

Then, the nonlinear measurement model can be presented [6] as follows:
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Yk ¼ h Xk; kð Þ þ Vk (10)

Where Vk is the measurement noise vector, h(Xk,k) denotes the observation

matrix.

5 Simulation Results and Analysis

In order to test the performance of algorithm, this paper adopts 4 GPS satellites to

simulate. The experiments are developed under the MATLAB 7.1 simulation

environment. In x direction, the target model is Uniform motion model, and the

target model is Singer model in y direction.

Supposing initial state vector is X(0) ¼ [1000,12,0,10,0]T, the total simulation

time is 200 s, the sample interval is 1 s, the acceleration variance is 3.6, the motor

frequency is 0.1.

The simulation results are shown in Figs. 1 and 2.

Figure 1 compares their motion trace between true trajectory and filtering

trajectory. Figure 2 compares their positioning tracking error. According to these

simulation results, we know that Fig. 1 shows the motion trace obtained by EKF

algorithm, filtering trajectory can make the good match with the true trajectory,

filtering trajectory is consistent with the true trajectory basically. Figure 2 shows

their tracking error in x direction and y direction, the average position estimation

error obtained by EKF algorithm in x direction is 15 m, the average position

estimation error obtained by EKF algorithm in y direction is 16 m. The simulation

results have demonstrated that EKF can still be relatively satisfied with the posi-

tioning and tracking performance
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6 Conclusion

In this paper, the Extended Kalman Filter algorithm is introduced to be applied in

the state estimation of GPS navigation system, and the simulation results show the

superior performance of the EKF, filtering trajectory is consistent with true trajec-

tory basically, the positioning error is small, which can meet the demands of

positioning accuracy and real-time.
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Adapting Traceability System to Origin

Positioning System for Agricultural Product

from an Electronic Scale Using GPS

Jing Xie and Chuanheng Sun

Abstract To overcome the limitations of current agricultural products traceability

information obtaining methodology, we developed the OPSAP (origin positioning

system of agricultural product) with electronic scales. The positioning system is a

software model working with the electronic scale and providing objective location

information for the whole traceability system. The electronic scale not only has the

weighting function, but also provides a method for determining location where the

scale positioned. This article establishes the OPSAP and changes traceability

system made to support the TSAP (traceability system of agricultural product).

Together, the two modules provide customers the unique ability to obtain the

agricultural products’ origin information through the traceability system. The appli-

cation experiments showed that this was an effective way to complete agricultural

products traceability chain.

Keywords Origin positioning • IOT • QuickHull algorithm • Point in polygon

• Traceability system

1 Introduction

Nowadays consumers are informed and aware and they demand much more infor-

mation about agricultural products and food, not only its prices, but also the safety

information [1, 2]. Meanwhile, demand from consumers for organically produced

agricultural products and foodstuffs, which contribute to the health and well-being

of people, is increasing. In China, farmers have been developing organic farming

systems for decades. In response to the rising demand, agricultural products and

foodstuffs are being placed on the market with indications stating or implying to
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purchasers that they have been produced organically or without using synthetic

chemicals. Measures for protecting organic farming have been taken.

Traceability is considered as one of the most effective ways to provide assurance

with regard the source and production systems. It can provide consumers with

accurate information, ensure conditions of fair competition for the producers of

organic products and improve the credibility of such products in the eyes of

consumers [3]. The present study of determining agricultural product origin,

which is the starting point of the traceability system, was encoding for each product

origin. It was simple, but lack of security and objective [3, 4].

Global Positioning System (GPS) receivers provide a method for determining

location anywhere on the earth. Accurate, automated position tracking with GPS

receivers allows farmers and agricultural service providers to automatically record

data. In this article, an origin positioning system of agricultural product based on

GPS is developed and intended to record the location information of origin. This

is applied in the traceability chain to meet the growing requirements of food

security [5, 6].

2 System Description

2.1 Equipment

Whereas the traceability system of agricultural product runs on a web service to

provide customers traceability information, the origin positioning system runs on

an electronic scale (connected with computer) in the field. Agricultural products’

information is generated through a connection to the traceability system database

that stores the products’ basic descriptions, origin informational, circulation process

information and so on. Products’ basic information and origin information are

acquired by the electronic scale with GPS module, after that the whole information

is uploaded to the server (Fig. 1).

Each acquisition system of agricultural product information consists of the

following:

1. Electronic scale with GPS module and Ethernet interface;

2. Local storage unit;

3. Computer.

The electronic scale is commonly used in the field. Therefore, it registers

products’ information by communicating with a local database. When work

ended, the records in the local database would be transferred to a work computer,

and uploaded to the remote server after data processing.
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2.1.1 Electronic Scale with GPS

Electronic scale is widely used in agricultural occasions, which usually measures

weight of an item and calculates a price of the item by multiplying the weight of the

item by a unit price of the item. It has printing device for printing out item data on a

label paper. In this paper, we developed an electronic scale consisting of a GPS

device for positioning current location in agricultural product origin. The whole

system consists of CPU, load cell, operating panel, display module, storage unit and

GPS module (Fig. 2):

Basic information of agricultural products, such as names, prices, are entered

through load cell, and saved to flash-memory ROM. The information can be

displayed, encrypted, transferred and printed in labels. RFID model records respon-

sibility subject information. Data, include the basic information, weights, GPS

information, can be saved in the local storage unit.

Global Positioning System (GPS) receivers provide a method for determining

location anywhere on the earth [7–11]. Accurate, automated position tracking with

GPS receivers allows farmers and agricultural service providers to automatically

record data. The project adopts GS-216 to obtain location information. GS-216 is an

outstanding high sensitivity personal GPS receiver which position accuracy is

10 meters CEP. While GS-216 is connected with the electronic scale with

RS-232. Material object image such as the one is shown in Fig. 3.

Electronic
Scale

Local 
Database

GPS module

Electronic
Scale

Local 
Database

GPS module

LAN

Server Traceability 
System Database

Farm Staff

Fig. 1 Origin positioning system of agricultural product
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2.1.2 Data Receiving Software

The data which electronic scale upload includes date, products’ name, price, trace

code, latitude and longitude. A data receiving software was designed to store the

data transformed by the electronic scale (Fig. 4).

2.2 Traceability System: Adaptations to Support OPSAP

The customers use traceability system to obtain safety information of agricultural

product. Now with OPSAP, traceability system supports the customers the capa-

bility to know exactly where the agricultural products come from. In order to realize

this function, we added an algorithm to the traceability system (Fig. 5).

CPU

Load Cell

Operating 
panel

Load Cell
Controller

Operating 
panel

Controller

Display Display
Controller

ROM

Storage Unit

RFID ModulePrinter
Controller

GPS Receiver

Printer

Fig. 2 Composition of

traceable electronic scales

Fig. 3 Electronic scale

with GS-216
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2.2.1 Bounding Areas Determination

When received these information, data processing system in the computer of the

farm area needs an algorithm to establish the correspondence between coordinates

and the origin. In the August of 2012, we did positioning experiments in the

experimental plot of Beijing Academy of Agriculture and Forestry Sciences to

see the real coordinates distribution. The experiments were designed to record the

coordinate when the scale was printing the label. In a month later, the general data

obtained by scales was shown in Fig. 6.

Fig. 4 Receive data from an electronic scale

Coordinates 
input

Start

YES

Whether in the 
target area

Verified

NO

Warning

Fig. 5 Origin judgment flow chart
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We can find that these points are mainly concentrated in five locations. Now

what we need to do is to calculate boundary of each region, which is the proper

convex set that contains the whole points. Due to the number of the coordinates is

not too big, we use the QuickHull algorithm to find the minimum convex hulls of

polygons [12]. The algorithm uses a divide approach, and it is quite fast in most

average cases, as well as its recursive nature allows a fast and yet clean implemen-

tation (Fig. 7).

Using C language to realize QuickHull algorithm, we got the convex hull of the

five sets of points. The convex hull of Part A is shown in Fig. 8

2.2.2 Point in Polygon

According to the analyses above, we can get the boundary points of the positioning

area of electronic scales. Then when customers using traceability system to find out

whether the coordinates printed on the product’s label are belonging the target

origin, the problem becomes into testing whether a point is inside a polygon.

Testing whether a point is inside a polygon is a basic operation in computer

graphics. Essentially, it says that a point is inside a polygon if, for any ray from this

point, there is an odd number of crossings of the ray with the polygon’s edges. In

this paper, we use the ray casting algorithm which is to test how many times a ray,

starting from the point and going any fixed direction, intersects the edges of the

polygon. If the point in question is not on the boundary of the polygon, the number

of intersections is an even number if the point is outside, and it is odd if inside. The

schematic of ray casting algorithm is shown in Fig. 9.

Writing this algorithm into the origin positioning software, we can realize the

function that trace the origin of agricultural products through the coordinates.

However, we have to verify the accuracy of the positioning software. So this

software has not been applied to the traceability website (Fig. 10).

Fig. 6 The distribution map of coordinates
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3 Conclusions and Future Outlook

Traceability is ultimately about trust. Consumers trust for the products and brands

that they purchase, and suppliers trust within a complete food security chain.

Especially nowadays, traceability has been driven by issues of food safety, product

a b

c d

e

g

f

Fig. 7 Schematics of QuickHull algorithm. (a) Initial set of points. (b) Min/Max horizontal

points. (c) Divide the point set into left and right. (d) Point with maximal distance to the line.

(e) Points inside the triangle are ignored. (f) Divide the point set into left and right again. (g) the

convex hull polygon
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recalls and fraudulent claims for higher value food products such as organic. To

achieve requirements of the organic agricultural products traceability, more and

more information technologies have been employed.

It is necessary to manage a system to enhance the objectivity and credibility of

the retroactive chain. This article presented a system for organic agricultural

products origin anti-counterfeiting, through an electronic scale equipped with

Fig. 8 The Convex Hull of Part A

Fig. 9 Schematic of ray casting algorithm

Fig. 10 OPSAP verify a coordinate
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GPS model, by recording the current location while weighting the agricultural

products. To achieve the anti-counterfeiting target, default coordinates which

were achieved by doing prepare experiments were presented in the electronic

scale, and compared with the current coordinate. The comparison result is

encrypted and printed to labels.

So far, we have focused on perfecting the electronic scale with GPS model and

doing experiments to determine the range where the device usually be used. The

results have not been verified in practical. So we plan to test our approach on

additional agricultural products origins in the near future.
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Improved Positioning Algorithm Using the

Linear Constraints of Scatterer in Two Base

Stations

Zhou Fei and Fan Xin-Yue

Abstract How to restraint non-line-of-sight (NLOS) error is an interesting field.

Traditional way to restraint NLOS mainly includes: NLOS identify and NLOS

reconstruction. In high multipath environment, these ways can not get good per-

formance. The way proposed by this paper mainly utilizes the linear constraints of

scatterer in two base stations to improve traditional way. Simulation results shows

improved positioning algorithm can suit for complicate multipath environment and

get good positioning precision.

Keywords NLOS • Multipath • Reconstruction • Scatterer

1 Introduction

Positioning Algorithm Using scatterer information is a developing idea to restraint

NLOS error in recent years. These are mainly divided into two kinds, one way is

utilizing different scatterer model to get some statistic information, e.g. Probability

density function (pdf) of time-of-arrival (TOA) or angel-of-arrival (AOA). Then

some algorithms was used to reconstruct parameters that relate to positioning

[1, 2]. Another way does not need scatterers model and statistic information. It

mainly utilizes geometry layout relation among base station, scatterer and mobile

station (MS) to design positioning model. And uncertain NLOS is transformed to

fixed factor. Influence of NLOS error would be weakened. So positioning error

mainly influenced by measurement parameters. It can improve positioning preci-

sion very much without doubt [3–5].
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In this paper, we mainly consider the kind of algorithm, If MS and several

scatterer are in the same line, their Doppler frequency shift of signal is the same. So

three cases are exits: (1) One scatterer and MS are in the same line; (2) Two

scatterers and MS are in the same line; (3) Three or more scatterers and MS are

in the same line.

The third case is studied in literature [6]. However, the second case is more

generally than the first case. So how to implement positioning in second cases is

more valuable. Aimed to high performance of line constraint positioning and

inappeasable precondition, this paper proposed an improved positioning algorithm

using the linear constraint in two base stations.

This paper is organized as follows, in Sect. 2, multipath signal match is

presented and analyzed. In Sect. 3, based on signal match results, TOA reconstruc-

tion is implemented to positioning estimation. In Sect. 4, a common positioning

algorithm is introduced. Lastly, the conclusion and simulation are drawn in Sect. 5

2 Pairing of Multi-Path Signal About Different Base

Station

Figure 1 gives brief frame of the improved algorithm, the whole algorithm includes

three steps.

(1) Multipath Signal Match: Base station receives multipath signal and measures

its Doppler frequency shift. Signal that reflected from scatterers to base station

are matched and selected to acquire two scatterers that in the same line

with MS.

(2) TOA Reconstruction: After multipath signal match and scatterer selection,

scatterer can be positioned based on its AOA that measured by two base

stations. Base on serious research proposed by this paper, distances between

MS and two scatterers can be computed. Lastly, combined to linear constraint

of two scatterers, TOA reconstruction can be implemented.

(3) Positioning estimation using TOA: Two scatterers are regard as virtual base

station. Added that two real base stations, four TOA can be gotten. So some

mature algorithms can be used to compute positioning of mobile station.

Mentioned previously, multipath components that reflected from the same

scatterer to different base stations and from different scatterer that the same line

with MS to the same base station is all equivalent. So the key of multipath signal

match is how to distinguish the same Doppler frequency multipath signals that

received from the same base station and how to pair multipath signal that reflected

from the same scatterers to different base station correctly. In Fig. 2, positioning

parameter (xsi,ysi) of ith scatterer is derived by (1)
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xSi ¼ x2 � x1 tan β2i tan β1i þ y1 � y2ð Þ tan β2i
1� tan β1i

ySi ¼ xSi � x1ð Þ tan β1i þ y1

(1)

Where, (x1,y1) and (x2,y2) are positioning parameter of two base stations. βji is
DOA of ith Scatterer that measured by jth base station. And the linear distance

between ith base station and jth base station is derived by (2)

Lji ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xSi � xj
� �2 þ ySi � yj

� ffl2
r

(2)

If measurement error is zero, (3) is logical.

Li ¼ l1i � L1i ¼ l2i � L2i (3)

Where, (4) is the measurement error.

EN ¼ l2i � L2ið Þ � l1i � L1ið Þ½ �2 (4)

When EN is close to minimum, two sets of data is matching. So four sets of data

from two base stations, (l11,β11) and (l21,β21), (l11,β11) and (l22,β22), (l12,β12) and

Fig. 2 Layout of Mobile

Terminal

Positioning estimation using 
TOA

Fig. 1 Positioning

Algorithm Frame
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(l21,β21), (l12,β12) and (l22,β22), are grouped four pair. Their EN can be computed by

(4). The set of data that its EN is minimum must be reflected by the same scatterer

and measured by two base stations separately, in others word, the set is correct pair.

So the others set of data measured by the same two base stations is the others

correct pair.

3 TOA Reconstruction

If multipath signal that different base stations is success to pair, their positioning

parameter of Scatterers Si and Sj, (xSi,ySi) and (xSj,ySj), can by computed by (1). And

distance between two Scatterers can by derived by (5)

LS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xSi � xSj
� �2 þ ySi � ySj

� ffl2
r

(5)

So their line relation among Si, Sj and MS can be determined by Li, Lj and LS.
if Lj > LS and Lj > Li, Si is located between Sj and MS.

if Li > LS and Li > Lj, Sj is located between Si and MS

if LS > Li and LS > Lj, MS is located between Sj and Si.
In case (1), Si, Sj and BS1 can form a triangle, So (6) can be derived.

cos α1j ¼
L2S þ L21j � L21i

2LSL1j
(6)

And In another triangle formed by Sj, MS and BS1, the line distance Lline1
between MS and BS1, can be derived by (7), So TOA of BS1 is success to

reconstruct.

Lline1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2j þ L21j � 2rjL1j cos α1j

q
(7)

Similarly, the distance, Lline2, between MS and BS2,also can be derived by (8)

Lline2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2j þ L22j �

L2S þ L22j � L22i

� ffl
rj

LS

vuut
(8)

In case (2), according to triangle relations among Sj, Si and BSi(i ¼ 1,2), Lline1
and Lline2 also can be acquired by (9). In others word, TOA reconstruction also can

implemented.
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Lline1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2i þ L21i �

L2S þ L21i � L21j

� ffl
ri

LS

vuuut

Lline2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2i þ L22i �

L2S þ L22i � L22j

� ffl
ri

LS

vuuut
(9)

Similarly, in case 3, The resolution of case (1) and (2) is still in effect.

4 Positioning Parameter of Mobile Computation

In Fig. 2, Si,Sj can be consider as virtual base station. ri and rj are TOA about Line-

of-Sight(LOS) from MS to two scatterers (Si,Sj). And TOA about LOS of BS1 and

BS2 can be reconstruct effectively. So four TOA from different BS to MS can be

used to compute positioning parameter about MS. Here, Least-Square algorithm is

preferred and useful algorithm.

xj � x1
� �

xþ yj � y1

� ffl
y ¼ 1

2
x2j þ y2j � x21 þ y21

� �þ r21 � r2j

h i
(10)

Where, r2j ¼ (xj � x)2 + (yj � y)2; So (10) can be derived and represented by

vector matrix form, (11):

AX ¼ B (11)

Where, X ¼ x
y

� �
A ¼

x2 � x1 y2 � y1
xSi � x2 ySi � y2
xSj � xSi ySj � ySi

2
4

3
5

B ¼

1

2
x22 þ y22 � x21 þ y21

� �þ L2line1 � L2line2
	 

1

2
x2Si þ y2Si � x22 þ y22

� �þ L2line2 � r2i
	 

1

2
x2Sj þ y2Sj � x2Si þ y2Si

� �þ r2i � r2j

h i

2
666666664

3
777777775

Lastly, positioning of MS can be computed by (12)

X ¼ ATA
� ��1

ATB (12)
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5 Simulation and Analysis

Amacrocellular district is assumed, BS1 is located in the original point of Cartesian
coordinate system, BS2 is located in (0,2000)m, and Base Station is stationary.

Other parameters of simulation refer to the following table.

Figure 3 shows MSE of different TOA and AOA measurement errors in Disk of

scatterers (DOS) model that its radius is 500 m. It concludes that AOA error

influences positioning precision greater than the TOA error. So when AOA error

is enough small, the influence of TOA error is a littler obvious. But if AOA error is

enough large, positioning error mainly is influenced by AOA error.

Figure 4 shows RMSE comparison of different radius of model. Its model is

DOS, its standard error of TOA measurement error is 1.5 m, and its standard error

of AOA measurement error is 0.005rad. It concluded that performance of improved

algorithm that proposed by this paper is better than traditional algorithm. The

performance of traditional algorithm degrades obviously when radius of model

turn large. But improved positioning algorithm using the linear constraints of

scatterers in two base stations has better performance. Its positioning error is briefly

stable.

Figure 5 gives comparison of positioning error of different multipath number in

DOS model. It concluded that when multipath number is more, RMSE of position-

ing is smaller.

Lastly, from the above comparisons, improved algorithms have the better per-

formance than traditional algorithm. So it is necessary to continue research further.
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An Effective Phase-Based Localization

Approach Under Multipath Environments

Yang Zhao, Kaihua Liu, Yongtao Ma, Liuji Zhou, and Jinlong Wang

Abstract Multipath channel has always been a big challenge in accurate indoor

localization based on Radio Frequency Identification (RFID) technique. To miti-

gate this problem, we present a simple but effective localization approach which

utilizes Phase of Arrival (POA) as the measurement information and linear least

squares as geometrical localization estimation algorithm. In this approach, we make

an accurate phase extracting criterion and also propose a reasonable line of sight

(LOS) computation method which depends on the addition of the reference tags.

Experimental results show that the proposed approach can achieve a position error

of about 1 m under multipath environments and is robust to the environmental

dynamics.

Keywords Phase of arrival (POA) • Linear least squares • Reference tags •

Multipath environments

1 Introduction

With the popular of wireless localization services, high accuracy localization

method under multipath environments is urgently needed for both commercial

and governmental interests. Generally location estimation schemes can be classified

as ranging approach (geometrical approach) and non-ranging approach (statistical

approach). As for the ranging approach, the target location can be estimated by the

geometrical relationship with the Euclidean distance between the reader and the

tag. While in the non-ranging approach, the objective is to statistically minimize
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the estimation error of the channel parameters or the controlling parameters of the

objective function [1], thus getting the minimized location error for the target

localization. There are several kinds of signal measurement information used in

the location estimation, such as Time of Arrival (TOA) [2, 3], Time Difference of

Arrival (TDOA) [4], Direction of Arrival (DOA, angle of arrival (AOA)) [5], phase

of arrival (POA) [6–8],and Received Signal Strength (RSS) [9]. And of course,

these kinds of measurement information can also be combined to get a hybrid

localization scheme, such as a fusion of TDOA and AOA [10].

Many researches have been devoted to the study of ranging approach by the

above information. An important premise in TOA-based or TDOA-based ranging

approach is that the multipath signals should be separable in time space, so most

approaches are based on ultra wideband. As for DOA-based ranging approach,

antenna arrays are widely used and many papers have demonstrated their effective-

ness. Considering that the ambiguity of whole cycles is the main problem in

POA-based ranging approach, dual frequency subcarriers and single frequency

subcarrier were proposed [7], both of which could solve this problem effectively.

Through previous study, we know there is a non-linear relationship between RSS

and the distance, so RSS is rarely used in ranging approach and always mentioned

in non-ranging approach where the reference tags contribute a lot.

The main work of this paper is that a POA-based localization approach under

multipath environments is proposed, which is simple but very effective. The rest of

the paper is organized as follows. In Sect. 2, a new phase extracting criterion after

All-phase-FFT conversion are explained in detail and the line of sight (LOS)

distance estimation method based on the addition of the reference tags is also

proposed. In Sect. 3, experimental results are illustrated and show the improvement

in location accuracy which can prove the effectiveness of this proposed method. In

the end, the conclusion is presented in Sect. 4.

2 A POA-Based Localization Approach with Reference

Tags

The most challengeable problem in POA-based localization approach is about the

ambiguity of whole cycles. Subcarriers [7] can solve this problem successfully

under line of sight (LOS), but still exist some problems unsolved in phase

extracting. Here considering the multipath environments, we make a new phase

extracting criterion and propose a more accurate LOS computation method with the

addition of reference tags based on a single frequency subcarrier.
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2.1 Phase Extracting Scheme

Here the location estimation depends on the phase difference ΔФ of the single

subcarrier f0. For the purpose of eliminating the ambiguity of whole cycles, the

frequency of the subcarrier should be not too high, and guarantee that the round trip

distance is shorter than the wavelength of the signal. Thus the duration of the

subcarrier wave is among one period and the ambiguity problem is eliminated. The

detailed procedure is expressed in [7], here we just propose a new and accurate

phase extracting scheme. The propagation length L can be written as (1), the

location estimation can be got by linear least squares (LLS).

L ¼ cΔϕ

4πf 0
(1)

Among them, All-phase FFT can be used to get the accurate phase estimation,

and the detailed algorithm process can be found in [11]. But some problems exist in

phase extracting after All-phase FFT conversion, the corresponding criterion is

proposed as follows.

Step1: All though the Sub-Nyquist Sampling can reduce the sampling require-

ment of the analog-to-digital converter, it will bring the cyclic extension in the

frequency domain after All-phase FFT, as the frequency of the carrier (or -

sub-carrier) is integer multiples of Sub-Nyquist Sampling frequency fs. So we use

(2) to limit the spectrum lines K of the carrier f to the sampling number N. As for the
sum frequency and the difference frequency, the same processing is implemented.

Where [ • ] means the integer conversion, it helps make the content integer. Then

we can extract the phase value in the phase spectrum according to the spectrum line.

k ¼ f � f=f s½ � � f sð Þ � N=f s½ � (2)

Step2: if the phase of the sum frequency is smaller than that of the difference

frequency, we just add an extra 2π in the phase computation of the sum frequency.

Step3: Theoretically, the sum of the sum frequency phase φ3 and the difference

frequency phase φ1 is as much as the twice of the carrier phase φ2. Considering the

addition of the noise, we set a new judging principle in (3).

φ2 þ 360; φ1 þ φ3 > αφ2

φ3 þ 360; φ1 þ φ3 > βφ2

�

α∈ 2; 3ð Þ
β∈ 1; 2ð Þ

(3)

Through many experiments, the above principles are proved effective in phase

extraction. Then we test the phase estimation accuracy under one path situation,

i.e. line of sight (LOS), the results show that the phase extraction accuracy is

An Effective Phase-Based Localization Approach Under Multipath Environments 955



perfect, but under multipath environments, the results are becoming worse, which

will be discussed in Sect. 3.

2.2 Refer-All-Phase-FFT

Considering that the single frequency subcarrier cannot provide preferable LOS

estimation under multipath environments, we consider the addition of reference

tags and name this approach Refer-All-phase-FFT. The key reason for the addition

of reference tags is that the reference tags and the targets are subject to the same

effect in the environment, so it can help increase location accuracy to some extent.

The simple propagation model in indoor condition can be shown in Fig. 1. Here

we take three paths as an example, including the direct path (LOS), the wall

reflection path (NLOS1) and the ground reflection path (NLOS2).

In this model, the wall reflection path (NLOS1) is supposed to be emanated from

the V-reader1 which is symmetric with the reader by the wall, the ground reflection

path (NLOS2) is supposed to be emanated from the V-reader2 which is symmetric

with the reader by the ground. The three mixed paths can make the received phase

complex, and the reflective coefficient will also add extra phase deviation. So the

mixed receiving phase cannot extract the accurate phase difference under LOS,

then the distance calculated from the (1) will bring huge error in location

estimation.

Here we introduce the reference tags to increase the location accuracy, for the

extraction of LOS phase from the mixed receiving phase is so difficult. In

LANDMARC [9], the reference tags are chosen by the adjacent RSSI value

between the target tag and the reference tag, and the K Nearest Neighbor (KNN)

is used to estimate the location of the target.

From the (1), we can find that the phase has a linear relationship with the

distance, so our principle of choosing the reference tags is the nearest neighbor in

the mixed receiving phase value between the reference tag and target tag under one

reader. Then we don’t utilize the coordinate location of the reference tag for the

location estimation like LANDMARC, we calculate the direct distance between

the selected reference tag and the reader, and mark it as the direct distance between

the target tag and the reader. After getting the corresponding direct distance

between the target tag and all the readers, LLS can be utilized to get the final

location estimation.

The reason that we prefer the direct distance of the reference using the LLS to

the coordinate location of the reference using KNN can be discussed in Fig. 2. The

four red boxes stand for the four readers (R_1, R_2, R_3, and R_4) in the four

corners. The red circle stands for the target tag T, and the green circles (VT_1 and

VT_2) stand for the virtual tag symmetric with a certain reader. The virtual tag has

the same mixed phase deviation as the target tag under one reader. In addition, the

blue triangles (RT_1, RT_2 and RT_3) stand for the reference tags.
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The choosing of the reference depends on the similarity between the reference

and the target. Under multipath environments, there is always a virtual tag which is

symmetric with the target under one reader, like the virtual tag VT_1 under the

reader R_1. The symmetric virtual tag experiences the same propagation distance

under each path, so the receiving mixed phase deviation of the virtual tag is equal to

the target theoretically. While in practice the reference tags cannot be exactly the

virtual tag, but sometimes there are reference tags which are close to the virtual

tags. Of course, there are also some reference tags adjacent with the target itself. As

shown in Fig. 1, the reference RT_1 is close to the virtual tag VT_1, while the

reference RT_3 is the nearest one for the target. In our principle, we will choose the
RT_1 as the reference tag under the reader R_1, and similarly, choose the RT_2 as

Fig. 1 Simple propagation

model in indoor condition

Fig. 2 The choosing

principle of the

reference tags
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the reference tag under the reader R_2. Then we can draw two circles, one is about

the reader R_1 with a radius of the distance between the R_1 and RT_1, the other is
about the reader R_2 with a radius of the distance between the R_2 and RT_2. Then
final location can be set as the intersection RT_4 (marked as red triangle) of the two

circles which is marked as two dotted lines in Fig. 2.

3 Experimental Results

For testing the location performance of our approach, we conduct a series of simulation

experiences. Here we use four readers placed in the ceiling and around the four corners

of an indoor scene which is modeled in a space of 10 � 10 � 5 m. And 200 tags are

randomly distributed in the horizontal space with a same height of 1 m. As for the

reference tags, we choose 9 tags which are evenly arranged on the horizon and the

height of the reference tags are also 1 m. For simplicity, we just consider the case

that the signal propagates back just in the way it sends. After 2,000 times experiments

with Monte Carlo method, the final results are shown in the following.

After executing the three steps in Sect. 2.1, we can get more accurate phase

estimation for the further location estimation. Through experiments we can find that

the worse phase estimation error in LOS under signal to noise rate (SNR) of 10 dB

is about 1.2�, and when the SNR is 40 dB, the phase error can reach 0.03�. While

under multipath environments, the worse deviation reaches about 11�, and even

though the SNR can improve the estimation performance, the best error result still

stands above 4�. So the direct using of the phase estimation result in LOS distance

computation can bring huge mistakes in location estimation under multipath case.

In Fig. 3, we make a performance comparison between four different approaches

under multipath environments, and the four approaches include Refer-All-phase-

FFT which is proposed in this paper, All-phase-FFT which directly uses the phase

results extracted from the All-phase-FFT for LOS estimation, LANDMARC which

follows the same location procedures in [9] and uses the Received Signal Strength

Indicator (RSSI) of the channel model under multipath environments in [8], and

LANDMARC-ranging which takes use of the geometrical approach (LLS) with the

selected nearest reference tag’s direct distance instead of the K nearest neighbor

(KNN) location scheme.

Form the simulation performances shown in Fig. 3, the worse performance is

All-phase-FFT whose location error is between 4.8 m and 2.7 m under diverse SNR

values, which can be explained from the bad phase estimations. The LANDMARC

and LANDMARC-ranging performed approximate results, and via comparison, the

result of LANDMARC is better. The most understandable reason can be explained

that there is non-linear relationship with RSS and the distance, so the geometrical

approach using the direct distance information selected from the RSS is not

completely correct. In the end, we can prove that our proposed scheme Refer-All-

phase-FFT can reduce the location error below 1 m, and the value of SNR has small

influence on the location estimation error, which provides the effectiveness of this

approach utilized in practice.
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4 Conclusions

This paper proposes a simple but effective localization approach under multipath

environments with the RFID technique. In this approach, we choose the POA based

on a single frequency subcarrier as the signal measurement information to capture

the LOS distance estimation for the final localization estimation by the geometrical

approach LLS. And we also improve the phase accuracy by a new phase extracting

criterion after the All-phase-FFT conversion. Though the performances of the phase

estimation are perfect in LOS, the results fall severely under multipath environ-

ments and will introduce more localization estimation error. Considering this, we

consult the idea of the addition of the reference tags, and still follow the ranging

approach for localization based on LLS. The experiments compare our approach

with other three approaches under multipath environments and the results prove

that our approach has a good localization performance and is robust to the envi-

ronmental dynamics.
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Human Action Recognition Using Maximum

Temporal Inter-Class Dissimilarity

Haijun Liu and Lan Li

Abstract Human action sequences can be considered as nonlinear dynamic mani-

folds in image frames space. In this paper, a novel manifold embedding method,

Maximum Temporal Inter-class Dissimilarity (MTID), is proposed for human

action recognition, which is based on the framework of Locality Preserving Pro-

jections (LPP). Being different from LPP whose goal is to minimize the intra-class

distance in local neighborhood, MTID can make best of both the class label

information and the temporal information to maximize the inter-class distance in

local neighborhood, Namely, focusing on maximizing the dissimilarity between

frames that are similar in appearance but are from different classes. At last the

Nearest Neighbors classifier based on Hausdorff distance is introduced for recog-

nition. The experimental results demonstrate the effectiveness of the proposed

method for human action recognition.

Keywords Human action recognition • Manifold learning • Maximum temporal

inter-class dissimilarity

1 Introduction

Human action recognition is an important research topic in computer vision. It aims

to recognize or understand human actions based on features extracted from human

posture sequences. This interest is driven by a wide spectrum of promising appli-

cation areas such as human-machine interaction, intelligent video surveillance and

sports event analysis etc.

In recent years, some researchers proposed to preprocess human action

sequences and use the obtained human silhouettes as features [1, 2]. Compared

H. Liu (*) • L. Li

School of Electronic Engineering, University of Electronic Science and Technology of China,

2006 Xiyuan Ave., Chengdu 611731, China

e-mail: haijunliu518128@gmail.com

B. Zhang et al. (eds.), The Proceedings of the Second International Conference on
Communications, Signal Processing, and Systems, Lecture Notes in Electrical

Engineering 246, DOI 10.1007/978-3-319-00536-2_111,

© Springer International Publishing Switzerland 2014

961

mailto:haijunliu518128@gmail.com


with other features, silhouettes can offer detailed body shape information. Assum-

ing an underlying lower-dimensional representation for frames of human action

sequences, manifold learning approaches have been introduced to recover such a

lower-dimensional representation that best describes frames’ relationships. Wang

and Suter [2] proposed to use the Locality Preserving Projections (LPP) [3] to

obtain dynamic shape manifolds for human action recognition. Blackburn and

Ribeiro [4] employed the ISOMAP to embed frames of human action sequences

into sub-manifolds.

Some researchers extended existing manifold learning methods with additional

temporal information to recover spatio-temporal relationships between frames.

Lewandowski et al. [5] presented a temporal extension for the Laplacian Eigenmap

(LE) by constructing two graphs that encode temporal neighbor relations and the

temporal repetition relations, respectively. Fang and Chen [6] calculated pairwise

affinities between frames based on several temporal relationships and learned the

manifold following the Locality Preserving Projections (LPP) framework. In [1],

each frame is associated with a short video segment as its feature. Those frames are

embedded via Local Spatio-Temporal Discriminant Embedding (LSTDE) [1] into a

subspace such that frames from the same action class are close to each other after

the embedding.

Motivated by Locality Preserving Projections (LPP) [3] and its variants, such as

the Supervised LPP [7] and the Orthogonal LPP [8], we propose a novel manifold

learning based method, Maximum Temporal Inter-class Dissimilarity (MTID), to

recover the underlying relationships between frames from all training sequences. It

combines both temporal and class label information from all frames in the embed-

ding process. However, unlike the LSTDE [1], which utilizes all class label

information, our method only focuses on the frames that are most difficult to

distinguish, i.e., frames that are highly similar in terms of appearance but are

from different classes. We argue that by focusing on those frames, the embedded

samples (frames) can be classified more easily. After all training samples are

embedded into a lower dimensional space, frame classification and sequence

classifications are performed using a Nearest Neighbors classifier based on

Hausdorff distance [2].

2 Maximum Temporal Inter-Class Dissimilarity (MTID)

Human action sequences can be preprocessed to obtain the silhouette of human

in every frame. By concatenating all pixels’ labels in a silhouette frame, we

obtain a vector x 2 Rm for the frame, where m is the number of pixels in a frame.

Let X ¼ ½x1; x2; � � � ; xn� 2 Rm�n represent all n training silhouette frames, where

xi 2 Rm for all xi 2 X.

In manifold learning based recognition methods [1, 2, 5, 6, 9], every frame in

action sequences is treated as a training sample. And each frame xi in a time
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sequence is associated with a frame number, tðxiÞ , specifying its position in a

sequence, and a class label, cðxiÞ, specifying its class.

The goal of our method is to recover a lower-dimensional representation

Y ¼ ½y1; � � � ; yn� 2 Rd�n for the training samples X, where yi 2 Rd (d < m) is the
representation for xi. In this method, we focus on distinguishing frames that are of

similar appearance but from different classes. We argue that by maximizing the

distances between those frames during the embedding process.

To robustly determine samples of similar appearance, we first calculate the L2
distances between all training samples and obtain each sample xi ’s k nearest

neighbors N kðxiÞ . If two samples xi and xj are within each other’s k nearest

neighbors, i.e., xi 2 N kðxjÞ and xj 2 N kðxiÞ, we judge that xi and xj are of similar

appearance.

We define an appearance dissimilarity weight wa
ij between samples xi and xj as

follows:

wa
ij ¼ cosðxi; xjÞxi 2 N kðxjÞ; xj 2 N kðxiÞ; cðxiÞ 6¼ cðxjÞ 0 otherwise,

�
(1)

where

cosðxi; xjÞ ¼ xi � xj
kxikkxjk (2)

is the cosine similarity function [2] measuring the dissimilarity weight between two

similar samples xi and xj, and � represents the dot product of two vectors. cosðxi; xjÞ
equals 1 when xi ¼ xj and decreases as the appearance dissimilarity between xi and

xj increases. Equation (1) denotes that we focus on samples that are of similar

appearance, xi 2 N kðxjÞ, xj 2 N kðxiÞ, but are from different classes, cðxiÞ 6¼ cðxjÞ.
To take account of temporal information, we define a temporal dissimilarity

weight between samples xi and xj as

wt
ij ¼ exp

�� tðxiÞ � tðxjÞ
�� ���: (3)

The overall dissimilarity weight between xi and xj is then defined as the product

of wa
ij and wt

ij,

wij ¼ wa
ij w

t
ij: (4)

Most importantly, wa
ij and wt

ij are both normalized before the product in Eq. (4).

Our proposed method looks for a lower-dimensional representation Y that

maximizes squared distances between samples X according to the dissimilarity

weights wij:
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maximize
y1;��� ;yn

1

2

Xn
i

Xn
j

kyi � yjk22 wij: (5)

The above objective function is optimized following the Orthogonal Neighbor-

hood Preserving Projection (ONPP) [8] framework, where every sample xi is

embedded to a position yi in the lower dimensional space via a linear projection

V 2 Rm�d as yi ¼ VTxi. Equation (5) can then be reformulated to

maximize
V

1

2

Xn
i

Xn
j

kVTxi � VTxjk22 wij; subject toV
TV ¼ I; (6)

whereVTV ¼ I denotes that columns ofVmust be orthogonal to better preserve the

metric structure of the frame space [8].

Further reformulating the objective function using matrix notation leads to the

following concise form:

maximize
V

tr
�
VTXLXTV

�
;

subject toVTV ¼ I; (7)

where L ¼ D�W, W 2 Rn�n is a symmetric affinity matrix created by setting wij

asW’s entry at the ith row and jth column, and D 2 Rn�n is a diagonal matrix with

its ith entry as Dii ¼
Pn

j¼1 wij . Let v1; v2; � � � ; vd be XLXT’s eigenvectors

corresponding to its d largest eigenvalues. The optimum of Eq. (7) can then be

obtained as V ¼ ½v1; v2; � � � ; vd�.

3 Experiments

To evaluate our proposed method, we performed two experiments on the human

action recognition dataset [10]. Both experiments are performed using a Nearest

Neighbors (NN) classifier based on the Hausdorff distance [2].

We slightly revise the dissimilarity weight (4) by removing the temporal term

wt
ij to create a baseline algorithm for comparison, i.e.,

wij ¼ wa
ij: (8)

We call the baseline algorithm Maximum Inter-class Dissimilarity (MID) in

contrast to Maximum Temporal Inter-class Dissimilarity (MTID).
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3.1 Dataset and Pre-Processing

The human action dataset from [10] is chosen to evaluate our proposed method for

the task of human action recognition. In this dataset, there are 9 human subjects, and

each of which performs 10 different actions (90 sequences in total). The human

silhouette masks are provided with original frame images.

In this dataset, every time sequence might record a human subject performing a

same action for several times. We create a DatasetA by cropping every time

sequence to let it include only a single and complete action. The beginning frames

of all time sequences in DatasetA within the same class record a same beginning

posture. The original and more challenging time sequences with repetitive actions

are denoted as DatasetB. All frames are centered at silhouettes’ positions and

cropped to the size of 80 � 40, which are then concatenated to create 3200-

dimensional column vectors. To avoid the singular matrix problem and improve

the computational efficiency, Principal Component Analysis with 99% of variance

retained is adopted to reduce the dimension of training samples.

3.2 Recognition Results on DatasetA

For each test sequence, we recognize its action class using a Nearest Neighbors

(NN) method based on the Hausdorff distance. A nine-fold cross validation was

adopted to evaluate the proposed method and the compared ones using DatasetA.

At each time, 8 out of 9 subjects’ actions from DatasetA are used as training

sequences. The remaining subject’s 10 sequences are used for testing. The average

sequence recognition rates for all cases of the cross validation settings are recorded

as the final results.

Following the experimental setup in [2, 9], we first conduct experiments on

DatasetA where each sequence only includes a single and complete action. The

performance of the proposed method MTID and the baseline method MID are

compared. In Fig. 1a, we show the recognition rates of the two methods with d and
a fixed number of neighbors k¼ 20. It shows that if the dimension number is no less

than 14, the recognition rate of the proposed MTID is always greater than 95%. In

Fig. 1b, we show the recognition rates of the two methods with varying k and a

fixed dimension number d ¼ 20. The recognition rate of the MTID is always 100%

if k� 55. In both cases, our proposed MTID outperforms the baseline method MID,

which demonstrates the necessity of incorporating temporal information in

action recognition. These results by MTID and MID are also comparable with

those by [2, 9].
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3.3 Recognition Results on DatasetB

We then compare our methods with some state-of-the-art manifold embedding

methods, which include Locality Preserving Projections (LPP) [3], Temporal-

Vector Trajectory Learning (TVTL) [6], Locality Sensitive Discriminant Analysis

(LSDA) [11] and Local Spatio-Temporal Discriminant Embedding (LSTDE) [1],

using the more challenging DatasetB.

We utilized the cropped sequences in DatasetA for training and the original

sequences in DatasetB for testing. Similarly to the previous experiment, a nine-fold

cross validation is used where 8 out of 9 subjects’ actions from the same datasets are

used for training. The remaining subject’s 10 actions were used for testing. Since

each test sequence might record a same action for several times, each frame is

classified using a Nearest Neighbors (NN) classifier based on the Hausdorff dis-

tance. We empirically set k ¼ 28, d ¼ 10, and t ¼ 13.1 The average frame

recognition rates for our proposed MTID and compared methods are shown in

Table 1. The experimental results show that our method outperforms all compared

methods with a much smaller dimension number (showing in bold).

To analyze which actions are misclassified, confusion matrices of our proposed

MTID, LPP [3], and LSTDE [1], are shown in Fig. 2, where the entry at row A and

column B denotes the percentage of classifying a frame in action A as action B.
Those matrices show that most actions can be recognized correctly, except for

jump, run and wave1, which are more likely to be misclassified. This is because

silhouettes of those actions have high inter-class similarities. For those actions, LPP

misclassify them more frequently than MTID does. By focusing on maximizing the

spatio-temporal dissimilarities between those actions, MTID could embed frames

from different classes far away from each other.
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Fig. 1 Sequence recognition rates for DatasetA by our proposed MTID and the baseline method,

MID. (a) Recognition rates with increasing dimension numbers while fixing k ¼ 20. (b) Recog-

nition rates with increasing number of neighbors while fixing d ¼ 20

1 t is a temporal segmentation parameter like in LSTDE [1].
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Table 1 Average frame recognition rates on DatasetB by proposed MTID and compared methods

Methods

MTID

(ours)

MID

(baseline)

LPP

[3]

LSDA

[11]

TVTL

[6]

LSTDE

[1]

Recognition rates

(%)

93.18 92.61 90.51 90.81 90.21 90.91

dimension 10 31 23 41 n/a 28

0.86 0.03 0.11

1.00

0.75 0.25

1.00

0.94 0.06

0.98 0.02

1.00

0.04 0.96

0.06 0.86 0.08

0.08 0.92

bend

jack

jump

pjump

run

side

skip

walk

wave1

wave2

bend jack jump pjump run side skip walk wave1 wave2

0.85 0.02 0.11 0.02

1.00

0.39 0.02 0.57 0.02

1.00

0.90 0.10

0.02 0.91 0.07

1.00

0.06 0.94

0.06 0.15 0.02 0.77

0.08 0.92

bend

jack

jump

pjump

run

side

skip

walk

wave1

wave2

bend jack jump pjump run side skip walk wave1 wave2

1.00

0.03

1.00

0.89 0.03 0.05

0.02 0.98

0.76 0.04 0.13 0.07

0.19 0.79 0.02

0.20 0.16 0.64

1.00

0.20 0.80

0.02 0.98

bend

jack

jump

pjump

run

side

skip

walk

wave1

wave2

bend jack jump pjump run side skip walk wave1 wave2

LSTDE [1]LPP [3]MTID

Fig. 2 Confusion matrixes by our proposed MTID, LPP [3] and LSTDE [1] on DatasetB. For each

matrix, the entry at row A and column B denotes the percentage of classifying action A as action B
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Fig. 3 Illustration of the differences between LPP and MTID. (a) The silhouette frames of a

sequence in skip and a sequence in walk. Some frames with similar appearance are labeled by

green rectangles. (b) Embedding result by LPP with d ¼ 2. The frames in green rectangles are

embedded close to each other. (c) Embedding result by MTID with d ¼ 2. The frames in green

rectangles are embedded far away from each other
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In Fig. 3, we illustrate the differences between the LPP [3] and our MTID using

two time sequences from skip and walk. The 2nd, 3rd frames of the skip sequence

and the 11th frame of the walk sequence have similar appearances. After embed-

ding the two sequences using both methods with d ¼ 2, we plot the embedding

results by LPP and MTID in Fig. 3b,c. Obviously, our method embeds the similar

frames (in green rectangles), especially those from different actions, further away

than the LPP does, which makes the classification step easier to perform.

4 Conclusions

We presented a novel dimension reduction method, Maximum Temporal Inter-class

Dissimilarity (MTID), for human action recognition. Posture silhouettes are used as

features for the action frames. By focusing on maximizing the distances between

the frames with high appearance similarities but from different action classes, our

proposed MTID is able to recover an optimal embedding for the frames that best

preserves the appearance, temporal, and discriminant relationships between them.

Extensive experimental and comparison results show that our method outperforms

state-of-the-art manifold embedding based methods.
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Single Point Positioning Algorithm

of Integrated System Based on Improve

Least Squares Algorithm

Anhong Tian, Chengbiao Fu, and Jian Xu

Abstract In order to obtain position and clock bias, at least four GPS (Global

Positioning System) pseudo-range measurements are needed, which are based on

least squares iteration algorithm, the accuracy is dependent on the number of

iterations and the deviation between initial value and true value, and GPS satellite

is partly blocked indoors and dense urban areas. Therefore, a simple novel method

is developed to solve the navigation equations directly without linearization and

iteration, which is combining GPS and GLONASS. The results show that novel

method is effective for navigation precision, the method reduces the computational

complexity significantly and is highly suitable for single point positioning.

Keywords Navigation equations • Single point positioning • Least squares •

Hybrid positioning

1 Introduction

GPS (Global Positioning System) are worldwide, all-weather navigation systems,

which are able to provide three-dimensional positioning [1], velocity and time

synchronization, but it cannot locate successfully indoors and dense urban areas

[2], therefore, the single GPS system can’t completely meet the demands of single

point positioning.

Currently, with the development of Global Navigation Satellite System (GNSS),

the number of global navigation satellites in view can be greatly increased in the

same epoch moment [3]. The present GNSS are GPS, GLONASS, Galileo and

Compass, but the latter two are still in the development phase. This paper presents
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integrated positioning system combining GPS and GLONASS to settle single point

positioning.

The most mentioned positioning method should be pseudo-range measurement

based on least-squares iteration algorithm, but its accuracy depends on the number

of iterations and the deviation between initial value and true value. So this paper

gives a novel model to realize the precise positioning, the performance of this

algorithm is analyzed theoretically and evaluated by computer simulation.

2 Least Squares Iteration Algorithm

GPS satellite is partly blocked in indoor environment and dense urban area, there

are less than four satellites, it is difficult to get the precise location information, in

this situation, auxiliary positioning technology will be adopted, in order to make up

for the defects of GPS signals performs badly or even fails to work. The GLONASS

satellites are similar to GPS satellites, we can adopt the integrated system combing

GPS and GLONASS, the hybrid positioning system model can be expressed in

Fig. 1.

According to the principle of GPS and GLONASS positioning, they has the same

pseudo-range equation. Assuming we can ignore the pseudo-ranges error of iono-

spheric delay and tropospheric delay [4], then the GPS or GLONASS pseudo-range

mathematical model can be expressed as follows:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xuð Þ2 þ yi � yuð Þ2 þ zi � zuð Þ2

q
þ c� tu (1)

Where r is the geometrical range between satellite and receiver, (xi,yi,zi) denotes
the coordinate of satellite, (xu,yu,zu) denotes the receiver position, c is the speed of

light, c � tu is the unknown distance caused by the clock offset, (xu,yu,zu,tu) is
unknown parameters.

Obviously (1) is non-linear, the pseudo-range equation can be linearized with

Taylor’s series expansion at the approximate point, assuming (X0,Y0,Z0,B0) is

initially estimated position of unknown parameters, (Δx, Δy, Δz, Δtu) is the incre-
ment, which can update the receiver coordinates [5], this is shown as follows:

Xu ¼ X0 þ Δx, Yu ¼ Y0 þ Δy, Zu ¼ Z0 þ Δz, Bu ¼ B0 þ c� Δtu (2)

Let Ri0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xi � X0ð Þ2 þ Yi � Y0ð Þ2 þ Zi � Z0ð Þ2

q
, Taylor’s series expansion is

adopted to linearize the pseudo-range equation, observation equation is becomes:

ri ¼ Ri0 þ mi � Δxþ ni � Δyþ ki � Δzþ c� Δtu (3)

Where mi ¼ Xi�X0

Ri0
, ni ¼ Yi�Y0

Ri0
, ki ¼ Zi�Z0

Ri0
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The four unknown parameters can be solved according to the rules of Least

Squares. The observation equation [1] can be expressed as follows:

r1 � R10 ¼ m1Δxu þ n1Δyu þ k1Δzu þ cΔtu
r2 � R20 ¼ m2Δxu þ n2Δyu þ k2Δzu þ cΔtu
r3 � R30 ¼ m3Δxu þ n3Δyu þ k3Δzu þ cΔtu
. . .
rn � R40 ¼ mnΔxu þ nnΔyu þ knΔzu þ cΔtu

8>>><
>>>:

(4)

The equation can be expressed as

V � L ¼ H � X (5)

Where

H ¼
ax1 ay1 az1 1

ax2 ay2 az2 1

ax3 ay3 az3 1

ax4 ay4 az4 1

2
664

3
775, X ¼

Δxu
Δyu
Δzu
cΔtu

2
664

3
775, V � L ¼

r1 � R10

r2 � R20

r3 � R30

. . .
rn � Rn0

2
66664

3
77775

According to Least Square theorem, the normal equations become:

HT � H� � � X ¼ HT � L (6)

Hence,

X ¼ HTH
� ��1

HTY (7)

(Δx, Δy, Δz, Δtu) is used to recalculate estimated position of (xu,yu,zu,tu) in

accordance with (2), as the initial value may involve large errors, therefore, in

Four 
GPS 

satellites

Three 
GLONASS 

satellites

hybrid positioning system

Least Squares

Coordinates of user

Fig. 1 The hybrid

positioning system
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order to get close to the true value, (4) need to be repeated with initial value, until

error components (Δx, Δy, Δz, Δtu) are smaller than the desired error (e.g.0.01 m)

[6], the desired error is defined as δ, this is shown as follows:

Δxj j þ Δyj j þ Δzj j þ c� Δtuj j < δ (8)

3 A New Model for Solving the Navigation Equations

As mentioned in above, positioning accuracy of iterative Least Squares method

depends on the number of iterations [7] and the deviation between initial value and

true value. When the deviation is big, there are a lot of iterations [8]. Then, we give

a novel model to solve positioning accuracy.

ri � bð Þ2 ¼ xi � xuð Þ2 þ yi � yuð Þ2 þ zi � zuð Þ2
riþ1 � bð Þ2 ¼ xiþ1 � xuð Þ2 þ yiþ1 � yu

� �2 þ ziþ1 � zuð Þ2
(

(9)

Where b ¼ c � tu, ri is pseudo-range.
The (9) is subtracting:

dixu þ miyu þ nizu þ kib ¼ li (10)

Where

di ¼ 2 xiþ1 � xið Þ,
mi ¼ 2 yiþ1 � yi

� �
,

ni ¼ 2 ziþ1 � zið Þ,
ki ¼ 2 ri � riþ1ð Þ,
li ¼ x2iþ1 � x2i þ y2iþ1 � y2i þ z2iþ1 � z2i þ r2i � r2iþ1

Equation (10) is transformed into matrix form:

A �W � σx ¼ L �W (11)

Where

A ¼

d1 m1 n1 k1

d2 m2 n2 k2

� � � � � � � � � � � �
dn�1 mn�1 nn�1 kn�1

2
6664

3
7775, σx ¼

xu

yu

zu

b

2
6664

3
7775, L ¼

l1

l2

� � �
ln�1

2
6664

3
7775,

W ¼ xiþ1xi þ yiþ1yi þ ziþ1ziffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xiþ1 � xið Þ2 þ yiþ1 � yi

� �2 þ ziþ1 � zið Þ2
q ,
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According to Least Square theorem, the normal equations become:

σx ¼ AT �W � A� ffl�1
AT �W � L� ffl

(12)

We adopt weighted least squares to get positioning results.

4 Simulation Results and Analysis

In signal-degraded environments such as dense urban area and indoor environment,

we can use hybrid positioning system to obtain accurate location information,

in order to test the performance of algorithm, we choose a test area covered by

4 GPS satellites and 3 GLONASS satellites. Simulation results are shown in

Tables 1 and 2.

Table 1 indicates the comparison of positioning error for least squares iteration

algorithm, in the certain initial value of (0,0,0,0), when there is one iteration, the

deviation between calculated position and true position is very large, where there is

six iteration, average localization error is below 5 m, and when the number of

iteration achieves eight, the localization error is smaller than δ,which can meet the

demands of positioning precision.

Table 2 indicates that there is less iterations number in the initial value of

(�1,332,600, 5,329,400, 3,237,000), it reduces the computation time greatly, and

has lower computational burden than that of Table 2. But the improve algorithm has

higher positioning accuracy without initial value in one iteration, and shortens

computational complexity.

5 Conclusion

This paper studies the single point pseudo-range positioning algorithm of GPS and

GLONASS hybrid positioning system, which is based on least-squares iterative

algorithm and improved algorithm, and analysis the performance of algorithm by

obtaining true satellite date. Simulation results show that the superior performance

of the improved algorithm, which has higher positioning accuracy and lower

iterations number.
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Indoor Localization Technology Based

on NLOS Identification and Offset

and Improved Particle Filter

Jiaojiao Wang, Yu Zhao, Kaihua Liu, Yongtao Ma, and Xiangxi Zeng

Abstract Due to the effect of non-line-of-sight (NLOS) propagation in harsh

indoor environment, the accuracy of measured distance will drop sharply, and the

inaccuracy of measurement will finally reduce the localization accuracy. This paper

is conducted under the condition that environment map is known. Firstly identify-

ing the state of the mobile node (MN), then adopting certain offset to mitigate

positive biases introduced by NLOS propagation, at last introducing the current

observation data in the process of prediction and resample of particle filter and use

this improved particle filter (IPF) to track MN. Simulation results show that by

using the proposed algorithm, the localization accuracy will be improved

obviously.

Keywords Indoor location • NLOS identification and offset • Particle filter • Least

squares

1 Introduction

Indoor localization technology that with various application prospects makes itself

widely concerned by scholars. However, the effects of non-line-of-sight (NLOS) in

complicated indoor environment such as reflection, refraction, transmission seri-

ously reduce localization accuracy. In order to reduce or imitate the influence

brought by NLOS, lots of scholars have proposed different solutions [1, 2]. Markov

model is used to forecast NLOS condition and estimate particles [3], utilizing the

positive effect of the NLOS measurements while restraining their negative effect.
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Localization methods that integrated the indoor map improve the localization

accuracy in a certain degree [4–6] discussed the pulse signal propagation charac-

teristics caused by multipath error and NLOS error modeling problems, used NLOS

distance error information directly to correct TOA ranging result to improve

localization accuracy. But [6] did not detect the state (NLOS or LOS) of mobile

nodes.

Since Dellaert and his fellows proposed the idea that putted particle filter into

use of mobile robot localization in the meeting IEEE ICRA in 1999 [7], particle

filter is being popular in the area of mobile target tracking and localization. But

current measured information of standard particle filter (SPF) could be missed

easily and particles will be exhausted after several round of resample. In this

paper, we introduce one kind of IPF that partially solves the above problems of

SPF. IPF algorithm will be elaborated in Sect. 3.

2 State Detection and Distance Offset

The distance model on LOS condition can be described as dmk ¼ drealk + nlosk , dmk is

measured distance from MN to the m-th anchor node(AN), drealk is the real distance

between them, nlosk is measurement noise and it follows Gaussian distribution with

mean μ ¼ 0 and variance σ2m. The distance model on NLOS condition is dmk ¼
drealk + nlosk + nnlosk , nnlosk means the NLOS error. We suppose that nnlosk follows

truncation Gaussian distribution with mean b and variance σ2, its probability

density function can be written as:

p nnlosk ¼ x
� � ¼ 1ffiffiffiffiffi

2π
p

σ
exp � x� bð Þ2

2σ2

0
@

1
A, 0 � x � 2b

p nlosk ¼ x
� � ¼ 2ffiffiffiffiffi

2π
p

σ
exp � x� bð Þ2

2σ2

0
@

1
A, x � 2b

8>>>>>><
>>>>>>:

(1)

In real measurement, we can use the following two formulas to approach b and

σ2. Here b̂ ¼ 1

N
0
XN0

i¼1

xi and σ̂
2 ¼ 1

N
0
XN0

i¼1

xi � bð Þ
2

are likelihood estimations of b and

σ2, respectively. xi is the i-th measured error on NLOS condition, the experiments

number is N0. Assume the actual axis of MN at time k is (xk,yk), i-th AN’s axis

is (ai,bi), i ¼ 1, 2, . . . M, ANs’ number is M. The obstacle in indoor environment

is even and location known.

Figure 1 shows the procedure of algorithm of NLOS detection and offset. We

suppose D ¼ [d1k , d
2
k , . . . d

M
k ] represent measured distance between MN and M-th

anchor, respectively. Via least square method to get MN’s first estimated location
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axis x̂k; ŷkð Þ,then judge whether there have obstacles from x̂k; ŷkð Þ to the i-th anchor
(ANi) or not. If there exists obstacle, we mark the state between MN and ANi as

NLOS, use the formula d̂
i

k ¼ di
0

k � b̂ to calculate the offset distance. If obstacle

doesn’t exist, then the state is marked as LOS, and the offset distance equals the

measured distance, so that d̂
i

k ¼ di
0

k . d̂
i

k represents the offset distance and di
0

k is

distance between MN and ANi. Then we calculate location of MN by least square

method according to the offset distances, and get the new estimated position

x̂newk; ŷnewkð Þ.

3 Improved Particle Filter Algorithm

Particle filter [8] samples the posterior probability of the system state through

Monte Carlo method and replace the integral operation of Bayesian estimation by

a series of discrete particles to estimate state variables. State space model of

Bayesian estimation system can be described as:

xk ¼ f xk�1ð Þ þ uk�1

zk ¼ h xkð Þ þ vk
(2)

f(�), h(�) represent the state equation and observation equation respectively, xk is
system state, zk is observed value, uk is process noise, vk is observed noise. SPF

choose the transition probability density of system state variables as the importance

density function [9]. However this will lose the current measured value information

in the prediction process of particles that makes the current estimated value heavily

rely on model. Another problem is that though resample algorithm effectively

resolves particle degradation problem, it inevitably brings particle exhausted prob-

lem. Therefore in this paper we introduce the current measured value during the

prediction process of particles and the resample process. It will be coordinated by

the weighted factor. We solve the problem that the prediction heavily depends on

the system model, at the same time we ensure the diversity of particles. Moreover

using the measured value of the start time to initialize the particles can avoid error

Fig. 1 Flowchart of NLOS detection and offset algorithm
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brought by inaccuracy initialization of particles to some degree. The following

steps describe the improved particle filter:

1. Initialization: Set the start point k ¼1, in order to initialize particles {s
ðiÞ
0 }Ni ¼ 1,

we use location of MN x̂new1; ŷnew1ð Þ or measured distance at the start moment,

s(i) represents the position state.

2. Prediction: By using distance prediction model and current observation infor-

mation to predict particles of next moment.

s
ið Þ
k � p sk

�� s
ið Þ
k�1 � ω1þ sob � ω2

ffl �ffl �
, i ¼ 1, 2 . . .N (3)

N is number of particles, ω1 and ω2 represent weighted factors and they

satisfy the relationship ω1 + ω2 ¼ 1, sob is current observation value.

3. Filtering

(a) Calculate importance weights:

When using the position x̂newk; ŷnewkð Þ to update particles at next moment,

importance weights can be calculated by the way :

w
ið Þ
k ¼ p zk

��s ið Þ
k

ffl �
, i ¼ 1, 2, . . .N (4)

When using current observed offset distance to update weights of parti-

cles, the formula is:

w
ið Þ
k ¼ Π

M

j¼1
p zjk d

j
k

���ffl �� 	 1
M

(5)

M is number of anchor nodes, zjk ¼ djk + ζk, j ¼ 1, 2, . . . M. This obser-

vation model will be discussed in detail in Sect. 4.1.

(b) Weights normalization

w
ið Þ
k ¼ w

ið Þ
k =

XN
i¼1

w
ið Þ
k , i ¼ 1, 2 . . .N (6)

(c) Output

ŝ k ¼
XN
i¼1

w
ið Þ
k s

ið Þ
k (7)

(d) Resample

In this step, we introduce the current observation by multiplying a small

weight, and regenerate N particles. Here we adopt the roulette wheel to
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resample particles. The pseudocode of roulette resample is described as

follows:

FUNCTION [ pxpart ] ¼ rouletteresample(N,weights, pxpartminus,
pxpart)

FOR i ¼ 1 TO N
pu ¼ rand;
pqtempsum ¼ 0;
FOR j ¼ 1 TO N
pqtempsum ¼ pqtempsum + weights (j);
IF pqtempsum >¼ pu
pxpart(i) ¼ pxpartminus(j) *α+sob*β;%(it indicates that j-th particle is

copied to the i-th particle through resample. α and β satisfy the relationship
α + β¼1 and α>>β, pxpart is the output of resample )

BREAK;
END
END
END

4. Set k: ¼ k + 1, go to (2) and conduct loop iteration.

4 Model Building and Simulation Analysis

In this paper we use two models to conduct experiment simulation, one is position

prediction model and the other is distance prediction model. Suppose (xk,yk) is the

estimated position of MN at time k, vxk ; vyk
� �

is MN’s velocity at time k. zk is

observation variable which represents the actual position of MN at time k, dik is the

predicted distance from MN to the i-th AN at time k. ζk ~ N(0,σ2ζ) is observation

noise, ηk ~ N(0,σ2η) is system noise, i ¼ 1, 2 . . . M, M is number of AN.

4.1 Position Prediction Model and Distance Prediction
Model

Position prediction system model:

xk yk½ �T ¼ xk�1 þ vxkΔt yk�1 þ vykΔt

 �T þ ηk (8)

Position prediction observation model:

zk ¼ xk yk½ �T þ ζk (9)

Distance prediction model:
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dik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xk � aið Þ2 þ yk � bið Þ2

q
þ ηk

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xk�1 þ vxkΔt� aið Þ2 þ yk�1 þ vykΔt� bi

� �2q
þ ηk

(10)

Distance prediction observation model:

zk ¼ d1k , d
2
k , . . . d

M
k


 �þ ζk (11)

4.2 Simulation and Analysis

The experiment is conducted at the platform MATLAB (version: 7.10.0.499) and

computer processor is win32. Set the size of indoor environment to 10 m 	 10 m.

The ANs are on four corners of the room and obstacle is putted on the center of the

room. The long of obstacle is set to 4 m and ignoring the width. MN moves along

one side of obstacle in constant speed along a straight line. Its speed is v ¼ 0.2 m/s,

and observation interval Δt ¼ 1s. σ2η ¼ 0.09, σ2ζ ¼ 1.69, weights are set as follows:

α ¼ 39/40, β ¼ 1/40; ω1 ¼ 2/3, ω2 ¼ 1/3, the number of particles N ¼ 100. We

compare 5 different methods in the simulation as follows:

1. Directly use the measured distance to locate the MN by the method least square

(NLOS)

2. Use the SPF to track MN (NLOS + SPF)

3. Use the offset distance to locate MN by least square (NLOS offset)

4. Combine the method in (3) with SPF to track the MN (NLOS offset + SPF)

5. Combine the method in (3) with IPF to track the MN (NLOS offset + IPF)

Figure 2 depicts accumulated error curves of the above five kinds of cases. We

can see that the localization error is decreased obviously by using the method which

adopts NLOS detection and offset method and also we can see the performance of

IPF is better than SPF. The method that combines NLOS detection and offset with

improved particle filter can obtain the best performance of all. From Table 1 we can

see that the localization average error of NLOS case is about 1.4 m, being reduced

to about 0.3 m after using the proposed method in this paper. It confirms the

effectiveness of the adopted method.

5 Conclusion

This paper discusses a new localization algorithm for indoor mobile target tracking

under the condition indoor environment map is known. In the beginning, the

algorithm uses least square method to locate MN and use this position to detect if

there is an obstacle on the direct path from moving target to anchor. If there exists

an obstacle, using the offset method to fix range value, and then through the

improved particle filter to track moving target. Simulation results indicate that the
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NLOS detection and offset algorithm can improve the localization accuracy to a

certain extent and due to the introduction of the current observation information, the

performance of improved particle filter is better than standard particle filter. The

method this paper proposed effectively improves the localization accuracy in

complex indoor environment.
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A Kind of Localization Algorithm Based

on Driver Test Data

Jian Shi, Jianfeng Huang, and Kaihua Liu

Abstract In this paper, we analyze several existing problems in the cellular radio

network performance comparative analyses due to information barrier inter mobile

operators. We propose an improved LEE propagation model to get more accurate

prediction by collecting the massive driver test data for the correction factors’

scientific computing within fine-granularity testing area. The new sliding aggrega-

tion window and the geometric Barycenter algorithms proposed in this paper are

used to locate the base stations of competitor’s networks more accurately.

Keywords Propagation model • Sliding aggregation window • Base station

locating • Base station analysis

1 Introduction

With the rapid development of mobile communication technology, there is rapid

growth in users and volume of business, which leads the competition between the

various mobile network operators to become increasingly intense. For the data is

not open, it is impossible to get the basic data of other operators’ networks, because

of the widespread information barriers between network operators. Contrast-type

test indicators are generally used in horizontal contrast between operators. The

away is the conventional DT/CQT (Drive Test/Call Quality Test) test, that is

according to the coverage, connection rate, drop-call rate and MOS (Mean Opinion

Score) test indicators. There are the following deficiencies between the different

network comparative analysis technologies.
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1. Although it can collect a certain amount of service contrast between operators

within the test area, it is unable to test and evaluate the rival networks’ carrying

capacity.

2. In the designated test area, the statistics cannot get the percentage traversing all

the base stations of regional competitors’ network.

3. It is unable to obtain current network base stations layout of other operators and

to implement comparison analysis with competitors’ operating network as a

whole or partial performance.

In response to these problems, this paper proposes a new technical method

increasing the geographical environment correction factor on the traditional LEE

cellular propagation models for radio propagation model to implement fine-grained

zone correction, which can effectively improve the predictive accuracy of the LEE

model. On this basis, a set of algorithm to locate competitors’ network sites based

on driver test data is proposed, which is the application of one operator’s own

network test data correction factor for distance attenuation, propagation model and

geographical environment in the near frequency range and the same test area.

Combined with the convergence of sliding window technique and the geometric

Barycenter algorithm, the method is also applied to competitors in the wireless

locating of the base station to effectively improve the accuracy of sites positioning

algorithm.

2 The Improved LEE Dissemination Model

2.1 The Traditional LEE Model

Equation (1) shows the traditional LEE model:

Pr ¼ Pr1 þ �γð Þ � lg d

d0
þ α0 � nlg

f

f 0
(1)

In (1), Pr is the received power, d is the horizontal distance between the

transmitting and receiving antennas, γ is the distance attenuation factor, Pr1 is the

received power away from 1 km in a particular city when measured using the base

station antenna in the normal launch state. d0 is taken as 1 km, f0 is taken as

850 MHz, n is determined by f and f0, as shown in (2).

n ¼ 20 f < f 0
30 f > f 0

�
(2)

α0 is the transceiver correction factor, it is used actually when the base station

antenna and the standard antenna are not in the same correction, the calculation

formula of α0 is in (3) [1]
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α0 ¼ ht
htREF

� �2 Pt

PtREF
10

Gt�GtREF
10 (3)

In (2), ht, Pt, Gt is respectively the actual antenna height of base station, the

transmitting power of base station and antenna gain of base station, htREF, PtREF,

GtREF are respectively the antenna height of base station, transmission power of

base station and the base station antenna gain, when Pr1 and γ are measured.

2.2 The Improved LEE Propagation Model

The geographical attributes, such as geology, topography, geomorphology, vege-

tation, construction and environmental impact have effect on the accuracy of

propagation model. And in each test region, the impacts of these different geo-

graphic attributes are different. Thus, it has important engineering significance to

estimate scientifically the geographic environmental factors for different test areas.

In order to have further improvement of the traditional LEE propagation model, an

accurate description of the combined effects of the different geographical attributes

of different test areas with different sizes, variable GAREA is proposed. The

improved propagation model of LEE is as follows in (4).

Pr ¼ Pr1 þ �γð Þ � lg d

d0
þ α0 � nlg

f

f 0
þ GAREA (4)

In (4), GAREA is the local correction for the dissemination of environmental

correction factor, which is based on the geographical attributes within propagation

loss of the test area. By analyzing mass data of DT, the differences generated by

radio propagation loss can be performed more granular partial accurate correction

according to different geographical and environmental properties of different areas,

so that the precision forecasted by propagation model can be improved.

3 Sites Positioning of Driver Test Data

3.1 Acquisition and Processing of Driver Test Data

In order to ensure the sufficiency of the sampling data, driver test of own network

and the competitors’ network should be done in the same car. Both the data

acquisition of the originating and terminating call test modules are implemented

synchronously. All the test modules share the same GPS to receive positioning data

and try to keep the constant speed at the same time. Moreover, the speed should

remain moderate and be less than 20 km/h.
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Considering the test data is sampled in accordance with Lee’s law, which needs

that the difference between the test data and the local mean is less than 1 dB and

wireless signal remains in slow fading and effective smooth fast fading, 36–50

sampling points are required in the range of 40 wavelengths [2]. Mean convergence

window (raster) is used to converge the test sample points, the method of which is to

segment the test route per 6 m, take every 6 m within the test area, and take the

average of the reception level of the test samples in the same cell, thereafter, the

average is taken as the signal field strength of the center in the area.

Combining the improved LEE radio propagation model that this paper proposed,

the station of rival network can be effectively located base on the effective

collecting and rasterize processing for mass data of DT. For further improving

the accuracy of locating station, this paper proposes a new sliding aggregation

geometric Barycenter algorithm which can locate the locating of station more

accurately by making full use of mass data of radio signal measurement in DT.

3.2 Location Algorithm of Cell Site

The site localization algorithm of the competitor based on sliding aggregationwindow

and geometric center positioning is shown in Fig. 1. First, this algorithm can perform

multiple operations for the DT data of each aggregation window and fully exploit the

useful location information by using the mechanism of sliding aggregation window.

The number of operations of each aggregation window’s DT data is related with

parameters and factors to be determined in the improved LEE model. Second, by

using the Barycenter algorithm of polygon, all the single cell’s base station locating

results can be performed effective error correction, so that the locating accuracy can

be improved. At last, by using the cell’s total base station analysismatching algorithm,

the base station locating accuracy can be further improved.

y

The sliding aggregation window

Convergence
point 5

Convergence
point n+3

Convergence
point n

Convergence
point n+2

Convergence
point n+1

Convergence
point 4

Convergence
point 3

Convergence
point 1

Convergence
point 2

x

Polygon
centroid

algorithm

Position
n

Position
n+1

Cell

Position
n+2

Position1

Position 2

Fig. 1 Sliding aggregation geometric center location

990 J. Shi et al.



The key to the sites location algorithm is the use of test data of cells and sites

location of one’s own network to calculate the distance attenuation factor γq and
environmental correction factor GAREA(q) of the specified aggregating interval for

the propagation model. The algorithm is described as follows, the four consecutive

sampling convergence points q, q + 1, q + 2, q + 3 of CELLi are used to create two

sets of propagation (5) and (6) in convergence regions of CON(q), CON(q + 1),

CON(q + 2), CON(q + 3).

Pr CELLi qð Þ½ � ¼ Pr1 � γCELLi qð Þ � lg
d lon qð Þ, lat qð Þ½ �

d0
þ α0 CELLi

�
q
ffl� �

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl� �

Pr CELLi qþ 1ð Þ½ � ¼ Pr1 � γCELLi qð Þ � lg
d lon qþ1ð Þ, lat qþ1ð Þ½ �

d0
þ α0 CELLi

�
q
ffl� �

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl� �

Pr CELLi qþ 2ð Þ½ � ¼ Pr1 � γCELLi qð Þ � lg
d lon qþ2ð Þ, lat qþ2ð Þ½ �

d0
þ α0 CELLi

�
q
ffl� �

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl��

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(5)

Pr CELLi qþ 1ð Þ½ � ¼ Pr1 � γCELLi qð Þ � lg
d lon qþ1ð Þ, lat qþ1ð Þ½ �

d0
þ α0 CELLi

�
q
ffl� �

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl� �

Pr CELLi qþ 2ð Þ½ � ¼ Pr1 � γCELLi qð Þ � lg
d lon qþ2ð Þ, lat qþ2ð Þ½ �

d0
þ α0 CELLi

�
q
ffl� �

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl� �

Pr CELLi qþ 3ð Þ½ � ¼ Pr1 � γCELLi qð Þ � lg
d lon qþ3ð Þ, lat qþ3ð Þ½ �

d0
þ α0 CELLi

�
q
ffl� �

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl��

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(6)

In (5) and (6), [lon(q), lat(q)], [lon(q + 1), lat(q + 1)], [lon(q + 2), lat(q + 2)]

and [lon(q + 3), lat(q + 3)] are respectively the latitude and longitude of the center
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point of the four consecutive convergence regions CON(q), CON(q + 1), CON

(q + 2), CON(q + 3). Two propagation factors of the specified cell CELLi in three

consecutive convergence regions, γCELLi qð Þ and GAREA[CELLi(q)], can be deter-

mined. Then take the mean of the various propagation factors derived from the two

equations as the distance attenuation factor γ CELLi qð Þ and environmental correction

factor GAREA CELLi qð Þ½ � of the four successive convergence regions.

γ q ¼
X

CELLi∈CON4 qð Þ
γ CELLi qð Þ=count4 qð Þ (7)

GAREA qð Þ ¼
X

CELLi∈CON4 qð Þ
GAREA CELLi qð Þ=count4 qð Þ½ (8)

In (7) and (8), CON4(q) ¼ CON(q) [ CON(q + 1) [ CON(q + 2) [ CON

(q + 3) is the set of the measured cells in the four consecutive convergence regions

within one’s own wireless network. Variable count4(q) is the total number of the

cells in one’s own wireless network.

In order to locate the tested cell CELL
0
j of the competitors’ network in the area of

CON4(q), positioning equations of the measured cell station is established using the

measurement level of the tested cell CELL
0
j in four consecutive sliding aggregation

intervals, the following (9) is shown.

Pr CELL
0
j qð Þ

h i
¼ P

0
r1 � γCELLi qð Þ � lg

d lon qð Þ, lat qð Þ½ �
d0

þ α0 CELL
0
j

�
q
fflh i

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl� �

Pr CELL
0
j qþ 1ð Þ

h i
¼ P

0
r1 � γCELLi qð Þ � lg

d lon qþ1ð Þ, lat qþ1ð Þ½ �
d0

þ α0 CELL
0
j

�
q
fflh i

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl� �

Pr CELL
0
j qþ 2ð Þ

h i
¼ P

0
r1 � γCELLi qð Þ � lg

d lon qþ2ð Þ, lat qþ2ð Þ½ �
d0

þ α0 CELL
0
j

�
q
fflh i

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl� �

Pr CELL
0
j qþ 3ð Þ

h i
¼ P

0
r1 � γCELLi qð Þ � lg

d lon qþ3ð Þ, lat qþ3ð Þ½ �
d0

þ α0 CELL
0
j

�
q
fflh i

�nlg
f

f 0
þ GAREA CELLi

�
q
ffl��

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(9)
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Through solution of (9), geographical latitude and longitude of the station of

CELL
0
j can be obtained. The sliding window technique, as shown in Fig. 1, is reused

to analyze and process the test data of the entire network. Then multiple solutions of

the latitude and longitude of the stations of CELL
0
j are acquired to construct a

geometric polygon. By calculating the gravity center of the geometric polygon, the

geographical latitude and longitude with higher degree of accuracy of the trans-

ceiver antenna of base station is computed.

X ¼ X1 þ X2 þ . . .þ Xi þ . . .þ XN

N
(10)

Y ¼ Y1 þ Y2 þ . . .þ Yi þ . . .þ YN

N
(11)

In (10) and (11), (Xi,Yi) is the solution of the latitude and longitude of the ith

positioning point of cell station, ðX , Y Þ is the latitude and longitude of the polygon’s
center of gravity.

3.3 Analysis of Cell Co-location

In the existing cellular wireless network, in order to improve the capacity of

wireless network and save the cost of station arrangement, outdoor sites usually

contain three cells, which means three cells with three different coverage azimuths

are in the same base station. Through the analyzing signals of driver test data, the ID

number of related cell in competitors’ wireless network is derived and information

of the cells with the same base station is calculated according to the numbers of

different operators. Through a comprehensive analysis, the general naming rules of

ID number of the WCDMA network [3] and CDMA network are as follows.

WCDMA : Cell Identity ¼ RNC ID � 65536þ Cell ID (12)

CDMA : BASE ID ¼ Site ID � 16þ Sector ID (13)

The cell number of the competitors should match with the number of the base

station. Through analysis of driver test data signals, the ID numbers of competitors’

cells are obtained and the information of the competitors’ wireless base station

numbers are deduced according to the principles of China Unicom and China

Telecom rules. In the sites positioning process, the information is used to determine

whether the cells are using the same base station. In order to improve the validity

and accuracy of positioning of the sites, it is necessary consolidate the latitude and

longitude of the cells with the same station according to the principles of the

geometric Barycenter.
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3.4 Application of the Sites Positioning

The proposed site location analysis algorithm and system has completed the

research, development and on-line application in Tianjin Branch of China Mobile

Group. The system makes full use automatic driver test mass data of China Mobile

Group to explore competitors’ sites information. Combined with Tianjin’s auto-

matic driver test system, the system supports contrast of the number of competitors’

site structure, the GIS positioning of the sites and analysis of sites trends, which

provides decision-making reference for planning projects and forms a set of tech-

nical support and management system for the whole life cycle of network

management.

Engineering practice of Tianjin shows that the proposed sliding aggregation

window of base station and the geometric Barycenter algorithm of positioning

technology make a percentage of 36.74 with positioning accuracy within 50 m, a

percentage of 57.37 with positioning accuracy within 50–100 m, a percentage of

5.89 with positioning accuracy above 50 m, when the driver test data adequacy is

guaranteed. The positioning accuracy of the system is good enough to meet the

requirements of the sites analysis system for engineering applications. Through

several rounds of historical accumulated data of Tianjin, higher traversal rate of the

competitors’ wireless network sites is obtained. The traversal rate of base station of

Tianjin Telecom CDMA network and Tianjin UnicomWCDMA network is respec-

tively up to 94.45 and 95.23 %, which can meet the basic requirements of sites

analysis in engineering applications.

After taking the proposed site location analysis technology to analyze site

location of the two operators in the main city of Tianjin, China Telecom and

China Unicom, as shown in Fig. 2, In Table 1 the number of sites of the three

major mobile network operators in the main city of Tianjin is deduced.

4 Conclusions

Application of the paralleling test capability of multi-module driver test equipment

in the present industry makes it a reasonable thought to collect massive wireless

network test data of various systems and implement fine-granularity calibration of

the propagation model, and then to position accurately base station sites. Practice

has proved that the proposed site location analysis algorithm is of great engineering

reference value to planning, optimizing and constructing decisions of wireless

networks for mobile communication operators.
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Table 1 Contrast in the

number of sites of the three

major operators in Tianjin

Operator Network type Number of base stations

China mobile GSM900 660

GSM1800 629

TD-SCDMA 597

China telecom CDMA 462

China unicom WCDMA 835

Fig. 2 (a) Distribution of the main city of Tianjin’s CDMA network sites (b) Distribution of the

main city of Tianjin’s WCDMA network sites
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The Research of Satellite Selection Algorithm

in Positioning System

Anhong Tian, Chengbiao Fu, Dechun Dong, and Siyuan Yang

Abstract In Global Navigation Satellite System (GNSS), the integrated system

will provide twice and more satellites than individual system, visible satellite

number can reach more than 40 in the same epoch moment, the satellite selection

algorithm is very important for increasing navigation location precision, and visible

satellite geometry is the most crucial factor. The classical optimal algorithm selects

n satellite subsets from m visible satellites with the minimum GDOP (Geometry

Dilution of Precision), its computation amount is very large especially for much

many satellites. This paper presents a new satellite selection algorithm, the selec-

tion algorithm is simulated and validated by a software simulation. This algorithm

can get the GDOP value close to the minimal GDOP value, and its computation

amount is very small.

Keywords GDOP • Optimal satellite selection • The maximum tetrahedral

volume • GNSS

1 Introduction

GNSS (Global Navigation Satellite Systems) are worldwide, all-weather navigation

systems, which can provide three-dimensional positioning [1], velocity and time

synchronization. Currently, with the development of GNSS, the number of global

navigation satellites in view can be greatly increased to 40 in the same epoch

moment, the present GNSS are GPS, GLONASS, Galileo and Compass, multi-

constellation navigation system will improve navigation accuracy, integrity and

reliability, however, the excessive redundancy information [2] will bring about
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heavy calculation load. Furthermore, how to choose a subset of satellites with good

geometry distribution is significant.

As everyone knows, GDOP is the most important indicator to measure user

position accuracy, and the receiver usually adopts GDOP minimum criteria as the

traditional satellite selection algorithm, but the algorithm based on GDOP mini-

mum criteria will bring enormous amount of computation, it requires a long time

for computing especially for much many satellites.

In order to further reduce the calculation load and improve the effect of satellite

selection, this paper studies the relationship between GDOP and tetrahedral volume

value, and compare the performance about them, the performance of this algorithm

is analyzed theoretically and evaluated by computer simulation.

2 The Calculation Method of GDOP

As everyone knows, it needs at least four satellites to calculate the receiver’s

dimensional coordinate and clock offset [3], this is shown in Fig. 1.

GPS pseudo-range observation equations are defined as follows:

r1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � xuð Þ2 þ y1 � yuð Þ2 þ z1 � zuð Þ2

q
þ ctu

r2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � xuð Þ2 þ y2 � yuð Þ2 þ z2 � zuð Þ2

q
þ ctu

r3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3 � xuð Þ2 þ y3 � yuð Þ2 þ z3 � zuð Þ2

q
þ ctu

r4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x4 � xuð Þ2 þ y4 � yuð Þ2 þ z4 � zuð Þ2

q
þ ctu

8>>>>>>><
>>>>>>>:

(1)

Where (xi,yi,zi) denotes the coordinate of the GPS satellite, (xu,yu,zu) denotes the
receiver position, ri denotes pseudo-range observation, tu denotes receiver clock

offset, c is the speed of light, (xu,yu,zu,tu) is four unknowns parameters.

Obviously (1) is non-linear, the pseudo-range equations can be linearized with

Taylor’s series expansion at the approximate point, then (1) can be shown as

follows:

Δr1 ¼ ax1Δxu þ ay1Δyu þ az1Δzu � cΔtu
Δr2 ¼ ax2Δxu þ ay2Δyu þ az2Δzu � cΔtu
Δr3 ¼ ax3Δxu þ ay3Δyu þ az3Δzu � cΔtu
Δr4 ¼ ax4Δxu þ ay4Δyu þ az4Δzu � cΔtu

8>><
>>:

(2)

Where Δri denotes the pseudo-range increment, (Δxu, Δyu, Δzu, Δtu) denotes
the user’s coordinate increment and clock offset increment.

And,
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Δr ¼
Δr
Δr2
Δr3
Δr4

2
664

3
775,H ¼

ax1 ay1 az1 1

ax2 ay2 az2 1

ax3 ay3 az3 1

ax4 ay4 az4 1

2
664

3
775,Δx ¼

Δxu
Δyu
Δzu

�cΔtu

2
664

3
775 (3)

We can use least squares method to obtain an estimated value of X, this is shown

as follows:

XLS ¼ HTH
� ��1

HTY (4)

Then, GDOP can be shown as follows:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trace HTH

� ��1
q

(5)

Hence, GDOP involves matrix inversion and matrix multiplication [3], whose

computational complexity will be greatly increased with the dimensions of matrix

growing.

3 Traditional Optimal Satellite Selection Algorithm

We can use GPS technology to locate object information, which is used for wide

variety of scientific applications. Assuming that m visible satellites can provide

measurements, satellite selection algorithm is to choose n satellite subsets from

m visible satellites (n � m), then the optimal satellite selection algorithm is to

choose the satellite subset with the minimal GDOP as the selection result by

calculating all satellite subsets’ GDOP, thus there are altogether Cn
m subsets

[4]. Although it can get the best selection result, the optimal algorithm has a large

GPS
satellites

GPS
satellites

Fig. 1 GPS positioning
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amount of computational burden, such as matrix and inverse matrix multiplication,

so it is not appropriate for engineering application.

4 The Maximum Tetrahedral Volume Satellite Selection

Algorithm

The tetrahedral volume algorithm of 4-satellite is shown in Fig. 2.

The relationship between GDOP and volume can be expressed as follows:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trace HTH

� ��1
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trace

HTH
� ��

Hj j2

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trace HTH

� ��� fflq
Hj j (6)

Where (HTH )* is the adjoint matrix of (HTH ), trace() is the trace of a matrix.

Assume, B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trace HTH

� ��� fflq
Hence, GDOP ¼ B

Hj j
The relationship between tetrahedral volume and determinant can be expressed

as follows [5]:

V ¼ 1

6
Hj j (7)

Where V denotes tetrahedral volume.

Hence,

GDOP ¼ 1

6
� B
V

(8)

We can see that GDOP is approximately inversely proportional [6] to the volume

of satellite tetrahedron.

User

Fig. 2 The tetrahedral

algorithm of 4-satellite
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5 Simulation

In order to testify the relationship between tetrahedron volume and GDOP value,

the simulation result is shown in Fig. 3. We select four visible satellites from seven

visible satellites, there are altogether C4
7 subsets.

The simulation result shows that as the tetrahedron volume increases, the GDOP

value is becoming small basically, and this relationship can also be shown in

Table 1. We select randomly five visible satellites from seven visible satellites,

assumption for the satellite 1, 3, 4, 5, 7, there are altogether C4
5 subsets.

In Table 1, according to the principle of inversely proportional relationship

between tetrahedral volume and GDOP, we select the combination satellites

about (1,3,5,7) as optimal constellation, but in fact, because of the GDOP minimum

of combination satellites (1,3,4,5), it is the true optimal constellation. Therefore,

this method is feasible in theory, and reduce the calculation load, but it is not as

accurate as optimal satellite selection algorithm. However, the deviation is so little

that we can ignore it.

In order to compare the computational complexity between maximum tetrahe-

dral volume algorithm and traditional optimal satellite selection algorithm, we can

get Table 2.

Table 2 indicates that the multiplication and inversion calculation times of

traditional optimal algorithm is far more than that of the maximum tetrahedral

volume algorithm, and with the number of visible satellites increasing, the accel-

erated speed of calculation times in the maximum tetrahedral volume algorithm is

faster.
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O
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Fig. 3 The relationship

between tetrahedron

volume and GDOP
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6 Conclusion

This paper studies the traditional satellite selection algorithm, which has a large

amount of operation and requires a long time for computing, the computation time

is still not acceptable when the number of visible satellites is very large. Then this

paper studies the relation between tetrahedral volume and GDOP, and a new

satellite selection algorithm is designed and the performance is validated by

computer simulation. The simulation result shows that its computation is much

less than optimal satellite selection algorithm. Furthermore, this algorithm can

reduce the demand of capturing and tracking channels in receiver, and could reduce

the designed costs of receiver to meet the needs of general market.
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A Fast Active Contour Tracking Method

Based on Gaussian Mixture Model

Yuchen Wang, Xiaofeng Lu, and Mingyao Zhu

Abstract This paper proposed a Gaussian mixture model based gradient level set

method (GMM-GLS) for moving target contour tracking in video sequences to

handle automatic initialization and background variation. In contrast with conven-

tional level set models, adaptive GMM background subtraction is applied to get the

rough location of moving target as foreground in current frame. And more accurate

mask image according to the rough location of foreground with dilatation operation

indicates the initialization contour of level set evolution. Then, the gradient level set

model can evolve the curve quickly and ensure more accurate convergence to the

target contour in tracking procedure. Based on this accurate mask, the GMM-GLS

method can greatly reduce the uncertain iteration time in curve convergence and

optimize the initialization of GLS eliminating the interferential background. Exper-

imental results on many real-world video sequences validate that our approach

greatly improves the performance of object contour tracking.
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1 Introduction

The target contour tracking in video sequences is important in computer vision. The

continuous detection of accurate contours can benefit several video analysis tasks.

There are many algorithms to detect the contour of target in static images in recent

years. The active contour model (ACM) [1] firstly proposed by Kass can detect

object contour combining low and high level cues and it is convenient to model curve

formulation. The ACM can be divided into two categories: parametric active con-

tours (PAC) [2] and geometric active contours (GAC) [3]. Recently, researchers

extend the ACM to object tracking in video. The contour detection of the target in

video is difficult for object deformation, illumination, scale changes, etc. It is also

easy to be confused with incorrect feature in background. The GAC can solve the

topology changes to deal with complex targets. Some improvements of GAC have

been proposed in these years. They improved the result of detected contour in

images. GAC is based on curve evolution theory since Caselles et al. [4] introduced

level set method into the GACmodel in 1997. And the level set was first proposed in

1988 by Osher and Sethian [5]. AOS method of Weickert et al. [6] speed up the level

set method. However, the computational load of these methods is unstable and result

will be disturbed when we apply them into video. Li et al. [7] proposed the gradient

level set method (GLS) to get rid of re-initialization procedure, but there is a huge

computational cost in some frames if the initial curve location is far from the accurate

object. In order to detect the contour in weak edge images, the Mumford-Shah

(MS) model [8] was proposed to make use of global region information. One step

forward, Chan and Vese [9] simplified the MS model to improve the computational

efficiency. But the contour will gradually tend to worse because it use global feature

to evolve the curve and it will be polluted by the complex background.

Therefore, GAC evolve object contour according to the edge or global informa-

tion, the iterations are uncertain and time cost is high. The iterations can be reduced

by proper initialization and accurate contour can be obtained if we can reduce the

background interference when we apply the GAC model to video sequences. Rathi

[10] proposed a GAC based particle filter to track object contour, but it still suffers

from unstable convergence iterations because of the rectangle initialization. The

work of Sun [11] introduced a supervised level set method to track contour in

videos accurately, but the score map calculated in this method is complex and

time cost.

In this paper, we proposed a fast and simple active contour tracking method

based on Gaussian mixture model (GMM) [12]. The proposed GMM-GLS method

improved the GLS algorithm in [7] on contour accuracy and convergence iterations.

GMM is a fast and automatic method, and it reduced the total evolution time cost.

On making use of the GMM calculated result, we can easily define the initial curve

in each frame automatically and adjust the level set distance function to fit the initial

curve. The GMM-GLS can ensure more efficient and reliable object contour result.

At the same time, it needs less convergence iterations than conventional GAC

model.
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2 Active Contour Tracking Method Based on GMM

2.1 Gradient Based Level Set Method

Level Set as an implicit representation of the object contour is referenced from

hydromechanics. The target contour is expressed as the zero level set of the graph of

a higher dimensional curved surface function, and it minimizes an energy function

based on the different constraints to the convergence result. So, the 2D curve C(t)
will be represented as the zero level set functionΦ(h ¼ 0) of the 3D curved surface.

For this reason, the curve evolution can deal with topology changes and gives a

closed expression. Equation (1) shows the level set function Φ(x,y,t).

∂Φ
∂t

¼ g x; yð Þ ∇Φj j div
∇Φ
∇Φj j

0
@

1
Aþ k

0
@

1
A

Φ x; y; 0ð Þ ¼ Φ0

ffi
x, y

�

8>><
>>:

(1)

Where g(x,y) is the evolution speed of the level set function. And Φ is altered

through time t in the gradient direction. Another item is the rate of change of Φ and

it is represented as the curvature multiplied by the gradient direction. When t ¼ 0,

Φ ¼ Φ0 will be formed by the initial curve. Φ0 can also called symbol distance

functions as (2). Φ0 is calculated through the distance from each pixel to the initial

curve.

Φ0 x; yð Þ ¼
d x; y;C0ð Þ ffi

x, y
�
is inside C0

0 x; yð Þ is on C0

�d x; y;C0ð Þ ffi
x, y

�
is outside C0

8<
: (2)

When the points onΦ0 are inside C0, the distance to curve is greater than zero. In

the contrary, the Φ0 will be negative if the pixel is outside C0. The zero level set is

the case that points are on C0.

After initializing the distance function, the level set function will iterate as (1)

shown. g(x,y) can be represented as (3) since such level set method (GLS) evolves

in the consideration of the gradient result. The g(x,y) is monotone decreasing

positive function. In (3), Gσ is the Gaussian kernel with variance σ. I is the gradient
of current image. As a result, curves will slow down the evolution speed at edges of

object after several iterations. The final convergent curve at last overlaps with the

contour we want to detect. Figure 1 shows the evolution procedure and result of

GLS. The initialization is manually represented as a red rectangle.

g x; yð Þ ¼ 1

1þ ∇Gσ∗Ij j (3)
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The Fig. 1 shows that the final contour is on edge of target, and it will lead to

different convergence result if the initial rectangle is different. However the

convergence iterations are indeterminate because the initial position is changeful

from the ideal target contour. This also makes the convergence computational time

cost unstable. If the background is simple, the evolution result is very good. While

in Fig. 1a–c, there is a sharp deterioration in result contour when some obstructive

edges or patterns are near the object in background.

2.2 Gaussian Mixture Model for Background Subtraction

In order to reduce the convergence time cost and contour deterioration, in this paper

we introduce background subtraction into GLS. Gaussian mixture model (GMM)

[10] is suitable for foreground detection for speed and accuracy.

GMM build M Gaussian distributions for each pixel independently (M ranges

from 3 to 7 generally). All Gaussian distributions have different weights and

priorities, and they are sorted according to the priority. In video sequences, we

calculate proper background weights and thresholds, then the elimination mecha-

nism is used to judge whether the current pixel is suited to the specified distribution.

Only the distributions of these pixels are larger than the threshold, they can be

considered as background while the remaining ones are foreground. GMM can

identify the background with small sample perturbations. Equation (4) is the N

Gaussian distribution models of each pixel.

p XNð Þ ¼
XK
j¼1

wjη
ffi
XN, μj,Σj

�
(4)

Where w is the corresponding weight. η(XN, μj, Σj) is the jth Gaussian distribu-

tion. μj is the mean of Gaussian distribution. Σj is covariance matrix. According to

the GMM algorithm procedure, the principle is that these pixels that their values are

with low mean and high variance will be eliminated gradually for they are with high

probability as new foreground pixels coming into the scene. GMM is competent to

the small scale and fast moving objects detection with illumination changing not so

drastic environment. The proposed GMM model in [10] can eliminate the shadow

influence. When the illumination is changing, corresponding shadow region can

cause the failure of foreground detection. GMM can generate mask image in each

Fig. 1 GLS evolution

initial contour (a), GLS

intermediate result of

50 iterations (b), GLS

result contour with

100 iterations (c)
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frame where white part stand for moving foreground and black part is background.

Mask images are the same in size as the video frames.

2.3 GMM Based Gradient Level Set Method

When the mask image is obtained, we can get the dilated mask image with

morphology post-processing. And the biggest connected domain that can cover

the whole target location and the “band of the background” in video sequence can

be used to initialize our proposed GMM-GLS method as the initial contour.

In our proposed GMM-GLS method, the GMM procedure with dilated mask

image is the first step, and in the second step of modified GLS with automatic

location initialization instead of conventional rectangle, the final contour will be

more accurate and with less iterations computational time cost.

In the background initialization, we can establish the GMM for tested video

sequence. For current frame, the mask image eliminated the shadow influence will

be obtained by this GMMmodule for foreground detection. The GMMmodule will

update its background module, while sub-image rectangle that covers the whole the

dilated mask image will be generated for curve convergence procedure. The

modified GLS convergence module based on this dilated mask image can extract

the accurate object contour with fewer iterations comparing with conventional GLS

method. The computational time cost is reduced. And the proposed GMM-GLS

algorithm procedure is shown in Table 1.

3 Experimental Results

In this section, we test the performance of the proposed GMM-GLS method on two

video sequences. Video I is captured by ourselves, named “ycar.” Video II, called

“OneLeaveShopReenter” is from [13]. In this paper, we compare our experimental

results with Li’s GLS method [7], and the initialization GLS is manual rectangle.

3.1 Comparison with GLS Tracker

The GLS method is initialized manually with a rectangle encircling the target.

While our proposed GMM-GLS is initialized by the dilated mask image generated

by GMM.

In Video I, the luminance characteristics and texture of this yellow toy car is

close to the background, and the background pixels will be included into the tracked

target region frequently. As Fig. 2 shown, the whole toy car appears in 308th frame

firstly. In 363rd frame, because the GLS algorithm [7] is initialized manually as a
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rectangle including foreground and background pixels, the dark lines in background

around the car will be mistaken for the object edge as Fig. 2b, c shown. These lines

and texture obstruct the evolution of GLS and increase the iterations. However, the

proposed GMM-GLS can obtain good contour result as Fig. 2e, f shown. Based on

the GMM module, GMM-GLS method can evolve the curve in the narrow “back-

ground band” to reduce convergence iterations computational time cost and

improve the contour detection accuracy.

The second experimental results are presented in Fig. 3. The illumination

changing on the non-rigid walking woman body is the most difficult for the accurate

contour evolution. In GLS [7], contour evolution results are greatly hindered by

Table 1 GMM-GLS algorithm procedure

Background initialization with m frames

Set up and renew GMM for each pixel

For frame_num ¼ m to the end

Contour initialization

1. Update GMM in current frame

2. Calculate the mask image

3. Eliminate the shadow and generate the dilated mask image

4. Set the initial curve according to the dilated mask image

Contour tracking

For iteration_num ¼ 0 to convergence

Modified GLS iterates as (1)

End

Show the convergent evolution result in current frame

End

(a) 308th frame (b) 363rd frame (c) 377th frame

(d) 308th frame (e) 363rd frame (f) 377th frame

Fig. 2 Video I tracking results. (a–c) GLS with rectangle initialization (green) and its result

contour (red). (d–f) GMM-GLS automatic initialization (green) and its result contour (red)
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reflect light from the bright ground. As shown in Fig. 3a–c, many background edges

are treated as object contour. While our proposed GMM-GLS method can solve this

problem stably as shown in Fig. 3d–f.

3.2 Time Consuming Comparison with GLS Tracker

The computational time costs and iteration are measured in Table 2. The unit of

time is ms/frame. The tested frames in two video sequences are 308–380th frame in

Video I and 240–390th frame in Video II.

In these frames the interested targets are captured accurately. The average time

decreasing is obvious and great. Additionally, Table 2 illustrates the tested results

of GLS [7] and our proposed GMM-GLS in corresponding specific frames. The

iterations here are ascertained when the evolution converges. The decreasing of the

evolution iterations and time cost exceeding 80 % with more stable contour

evolution results.

(a) 244th frame (b) 312th frame (c) 367th frame

(d) 244th frame (e) 312th frame (f) 367th frame

Fig. 3 Video II tracking results. (a–c) GLS with rectangle initialization (green) and its result

contour (red). (d–f) GMM-GLS automatic initialization (green) and its result contour (red)

Table 2 Time consuming and iterations of GLS and GMM-GLS in specific frames

Video Frame

GLS [7] GMM-GLS

Decreasing (%)Time Iterations Time Iterations

I 308th 1764 202 292 24 83.4

363rd 1859 214 309 25 83.3

377th 1951 225 320 27 83.5

II 244th 2104 270 333 29 84.1

312th 2296 278 343 31 85.1

367th 2420 295 351 34 85.4
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4 Conclusion

The article introduces the novel GMM-GLS method to track the object contour in

video sequences. This method applies the motion information into the geometric

active contour based on GMM to set better initial curve instead of rectangle

initialization. Benefited from the dilated mask image based initial curve, the

iteration time is stable with more accurate evolution results. And the curve evolu-

tion won’t be obstructed by wrong edges near the target in the background. The

experimental results show the improvement of this method in accuracy and com-

puting speed.

References

1. Kass M, Witkin A, Terzopoulos D (1987) Snakes: active contour models. Int J Comput Vis

1:321–331. doi:10.1007/bf00133570

2. Xu C, Prince J (1998) Snakes, shapes, and gradient vector flow. IEEE Trans Image Process

7:359–369. doi:10.1109/83.661186

3. Caselles V, Catte F, Coll T, Dibos F (1993) A geometric model for active contours in image

processing. Numer Math 66:1–31. doi:10.1007/BF01385685

4. Caselles V, Kimmel R, Sapiro G (1997) Geodesic active contours. Int J Comput Vis 22:61–79.

doi:10.1023/A:1007979827043

5. Osher S, Sethian JA (1988) Fronts propagating with curvature dependent speed: algorithms

based on Hamilton-Jacobi formulation. J Comput Phys 79:12–49. doi:10.1016/0021-9991(88)

90002-2

6. Weickert J, Romeny BMH, Viergever MA (1998) Efficient and reliable schemes for nonlinear

diffusion filtering. IEEE Trans Image Process 7:398–410. doi:10.1109/83.661190

7. Li C, Xu C, Gui C (2005) Level set evolution without re-initialization: a new variational

formulation. Proc IEEE Conf Comput Vis Pattern Recogn 1:430–436. doi:10.1109/CVPR.

2005.213

8. Mumford D, Shah J (1989) Optimal approximation by piecewise smooth functions and

associated variational problems: commun. Comm Pure Appl Math 42:577–685. doi:10.1002/

cpa.3160420503

9. Chan T, Vese L (2001) Active contours without edges. IEEE Trans Image Process 10:266–277.

doi:10.1109/83.902291

10. Rathi Y, Vaswani N, Tannenbaum A, Yezzi A (2005) Particle filtering for geometric active

contours with application to tracking moving and deforming objects. IEEE Comput Soc Conf

Comput Vis Pattern Recogn 2:2–9. doi:10.1109/CVPR.2005.271

11. Sun X, Yao H, Zhang S (2011) A novel supervised level set method for non-rigid object

tracking. IEEE Conf Digital Object Identifier Comput Vis Pattern Recogn 3393–3400. doi: 10.

1109/CVPR.2011.5995656

12. Zivkovic Z (2004) Improved adaptive Gaussian mixture model for background subtraction.

Proceedings of the 17th international conference on pattern recognition, vol 2, pp 23–26. doi:

10.1109/ICPR.2004.1333992

13. The School of Informatics of the University of Edinburgh (2004) CAVIAR Test Case

Scenarios. http://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1. Accessed 31 Apr

2013

1012 Y. Wang et al.

http://dx.doi.org/10.1007/bf00133570
http://dx.doi.org/10.1109/83.661186
http://dx.doi.org/10.1007/BF01385685
http://dx.doi.org/10.1023/A:1007979827043
http://dx.doi.org/10.1016/0021-9991(88)90002-2
http://dx.doi.org/10.1016/0021-9991(88)90002-2
http://dx.doi.org/10.1109/83.661190
http://dx.doi.org/10.1109/CVPR.2005.213
http://dx.doi.org/10.1109/CVPR.2005.213
http://dx.doi.org/10.1002/cpa.3160420503
http://dx.doi.org/10.1002/cpa.3160420503
http://dx.doi.org/10.1109/83.902291
http://dx.doi.org/10.1109/CVPR.2005.271
http://dx.doi.org/10.1109/CVPR.2011.5995656
http://dx.doi.org/10.1109/CVPR.2011.5995656
http://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1


Decision Fusion in Target Detection Using

UWB Radar Sensor Network

Ishrat Maherin and Qilian Liang

Abstract Ultra Wide Band (UWB), Radar Sensor Network (RSN) can be used to

detect target in foliage environment. Information theoretic algorithms like entropy,

relative entropy and mutual information are proven methods that can be applied to

data collected by various sensors. However, the complexity of the environment

posses uncertainty in fusion center and correct decision can only be made by

decision fusion. In this paper we propose two methods Dempster and Shafer

(D–S) theory of evidence and bayesian network for combining the decision of

target detection. We resolved the conflict of decision by applying these methods.

We also introduce the improved version of D–S theory for conflicting evidence and

compared the performance with D–S and bayesian network. Accurate detection can

be achieved by applying these methods, when echoes are in poor quality. The

performance of the algorithm was evaluated, based on real world data.

1 Introduction

Time varying and rich scattering complex environment of forest makes target

detection through foliage an ongoing challenge. However, forest provides safe

harbor to hostile forces and their malicious activities where war fighter has poor

sensing capabilities. In Radar Sensor Network (RSN), multiple distributed radar

sensors survey a large area and observe targets from different angles. Radars used in

our experiments were mono-static and acts independently. From the experimental

data collected by Air Force, it has been found that echoes with target has more

random phenomenon than the region without target, [1]. This finding leads us to use

Maximum Entropy Method (MEM) and mutual information as the target detection

tool [2]. In our method, radars in RSN are not collecting the information at the same
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time and place, it is possible that decision based on entropy and mutual information

can be different. Decision Fusion, achieve better decision that are not possible by

individual radars operating individually [3, 4]. Bayesian inference and Dempster

and Shafer’s reasoning are the two popular inference algorithms for decision fusion

[5–8] and [9]. Lack of a proposition’s probabilistic information makes the Bayesian

inference not useful. In our study, we use three different inference algorithms and

compare their performance.

The rest of the paper is organized as follows. The system model is described in

Sect. 2. D–S theory, PCR5 and bayesian network for high level decision fusion are

described and proposed in Sect. 3. In Sect. 4, we present the simulation results. We

conclude this paper and propose some future research in Sect. 5.

2 System Model

Our work is based on the sense-through-foliage data from Air Force Research Lab

[10]. The target is a trihedral reflector with a slant length of 1.5. This kind of

reflector is used to represent metallic military equipment under foliage cover. The

target was located 300 feet away from the lift where the entire measurement

equipment was located. Each sample is spaced at 50 ps interval, and 16,000

samples were collected for total time duration of 0.8 μs at a rate of approximately

20 Hz [10]. The target should then be located around sample 13,900. The block

diagram of target detection is shown in Fig. 1. Radars in nine different positions

collected 35 readings. Two information theoretic methods entropy and mutual

information are applied in two different set of reflected echoes. Entropy is a

measure of uncertainty of a random variable [11]. Let X be a discrete random

variable with alphabet X and probability mass function (pmf) as p(x), then the

entropy H(X) of the discrete random variable is,

HðXÞ ¼ �
X
x2X

pðxÞlog2pðxÞ (1)

Maximum Entropy Method (MEM) finds the distribution which maximizes the

entropy. The distribution without constraints that maximizes the entropy is uniform

distribution [1]. Mutual information can be defined by the following equation

MIðX; YÞ ¼ HðXÞ � HðXjYÞ (2)

where H(X) is the entropy of X and H(XjY ) is the conditional entropy of X given

Y. In our method, we have to find the MI(Qk;Qk�1), where Qk is the quantized

received echoes and k denotes the current sample index and k � 1 denotes the

previous sample index. The last stage of the decision fusion is explained in Sect. 3.

The numerical values of the BBA are given in the result part of the Sect. 4 which is

calculated based on the threshold values.
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3 Decision Fusion

3.1 D–S Theory

This section provide some overview of the Dempster and Shafer’s theory of evi-

dence. This mathematical theory of evidence is commonly used in sensor fusion [9].

The biggest advantage for this theory is, it can provide an optimal result from a set of

options, without prior probability.

Definition 1. Let U be a finite set of mutually exclusive proposition commonly

known as frame of discernment. The power set of 2U is the set of all subsets,

including the null set ϕ and itself. Each subset in the power set is called the focal

element. A value between [0,1] is given to each focal element, which is based on the

evidence. Basic Belief Assignment (BBA) is also known as the mass function

(m) of the individual proposition. It is assigned to every subset of the power set,

satisfying the following:

mðϕÞ ¼ 0 (3)X
A�U

mðAÞ ¼ 1 (4)

where m(A) can be considered as the accurate belief degree of proposition A.

Rule of combination: Dempster’s rule of combination combines two indepen-

dent sets of mass assignments by orthogonal sum. If m1 and m2 are two BBAs

pertaining to two different evidential sources, the combined basic belief assign-

ments is obtained via Dempster’s rule of combination as follows:

Quan�zed 

received echoes 

by Radar 1 

ff

Quan�zed 

received echoes 

by Radar 2 

Quan�zed 

received echoes 

by Radar n 

Informa�on theory 

based Detec�on 

method I 

Informa�on theory 

based Detec�on 

method II 

Belief 

Assignment 

Belief 

Assignment 

Decision 

Fusion

: 

Fig. 1 Detailed block diagram for target detection through foliage
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m1 � m2ðCÞ ¼
P

B\A¼C m1ðAÞ � m2ðBÞ
1�PB\A¼ϕ m1ðAÞ � m2ðBÞ (5)

where A and B are the beliefs from two different sources that indicate C is true. This

rule ignores the conflict of evidence by a normalizing factor K, while K is given by

the following,

K ¼
X

A\B¼ϕ

m1ðAÞ � m2ðBÞ (6)

In our study we have frame of Discernment as

U ¼ ft; ntg (7)

where t means target present and nt means target not present. m1 and m2 are the two

different evidential sources that are set of UWB radar sensors that calculate either

entropy or mutual information as an evidence to the support of target detection. We

decide the weight on the belief based on the threshold value. The combined belief of

target present can be calculated as follows,

m1 � m2ðtÞ ¼ m1ðtÞ � m2ðtÞ
1� m1ðntÞ � m2ðtÞ � m2ðntÞ � m1ðtÞ (8)

m1 � m2ðtÞ ¼ m1ðt1Þ � m2ðt2Þ
1� m1ðnt1Þ � m2ðt2Þ � m2ðnt2Þ � m1ðt1Þ (9)

3.2 Proportional Conflict Redistribution Rule 5

Researchers found that normalization procedure in the D–S combination rule

involves counterintuitive result when there is high conflict in evidence. One of

the popular modified rule is Proportional Conflict Redistribution Rule 5 (PCR5)

[12]. For our frame of discernment as given by (7) the PCR5 rule will be

m1 � m2ðtÞ ¼ m1ðt1Þ � m2ðt2Þ þ m2
1ðt1Þ � m2ðnt2Þ

m1ðt1Þ þ m2ðnt2Þ þ
m2

2ðt2Þ � m1ðnt1Þ
m2ðt2Þ þ m1ðnt1Þ (10)

To compare the combination of the two rules, a numerical example can

be presented here. A Body of Evidence (BOE) is the set of all the focal elements,

ðR;mÞ ¼ ð½fAg;mðAÞ�jA � PðUÞ;mðAÞ > 0g; here P(U ) is the power set of frame

of discernment, U. Three body of evidence are showed as follows:

ðR1;m1Þ ¼ ð½ftg; :8�; ½fntg; :2�Þ; (11)
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ðR2;m2Þ ¼ ð½ftg; :7�; ½fntg; :3�Þ; (12)

ðR3;m3Þ ¼ ð½ftg; :0�; ½fntg; 1�Þ; (13)

The comparison of the calculation for the D–S and PCR5 method is shown in

Table 1. From Table 1 it is clear, when there is less conflict, D–S and PCR5 give

similar results, as sown in combining m1 and m2. But when the conflict is high

PCR5 gives better result than D–S as shown by the last column while combining m1

and m3.

3.3 Bayesian Network for Target Detection Using
Information Theory

Bayesian Network (BN), belongs to family of probabilistic Graphical Models

(GMs) known as a Directed Acyclic Graph (DAG) [13]. A BN can represent a

Joint Probability Distribution (JPD) in factored form by Conditional Probability

Table (CPT). Consider the case where we have n no of evidential sources S1; S2;
S3; � � � Sn for a particular node D. We can write Bayes theorem as,

PðDjS1; S2; S3; � � � SnÞ ¼ PðDÞ � PðS1; S2; � � � SnjDÞ
PðS1; S2; � � � SnÞ (14)

If we make assumption as sources are independent given D then we can write,

PðS1; S2; S3; � � � SnjDÞ ¼ PðS1jDÞ � PðS2jDÞ � � � �PðSnjDÞ (15)

The term PðS1; S2; � � � ; SnÞ can be eliminated by normalization.

In our study we have two variables as Eh andMIh which represent high entropy

and high Mutual information respectively. These variables are two nodes of the

directed graph of the target detection as shown in Fig. 2. We can use inference from

bayesian network and the probability of target present can be written as,

PðTjEh;MIhÞ ¼ PðTÞ � PðEhjTÞ � PðMIhjTÞ (16)

Computational complexity of this algorithm is fairly low. There is no computa-

tionally exhaustive process such as FFT or JPD involved. From MATLAB profiler

it was checked that the complexity was in the O(N) where N is the data size.

Table 1 Combination result

for D–S and PCR5
Rule Combination m1

L
m2 m1

L
m3

D–S rule m(t) 0.903 0

m(nt) 0.097 1

PCR5 rule m(t) 0.843 0.356

m(nt) 0.157 0.644
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All other target detection algorithm where signal processing is involved is highly

dependent on FFT, complex multiplication, matrix multiplication and can have

very high computational load. The computational complexity for the D–S is related

to the element in the frame of Discernment, which in our case is only two.

4 Simulation Results

In this section, we will discuss the simulation result we found in this paper. The

belief function of entropy, m1(t) is assigned as shown by the following,

m1ðtÞ ¼
0:8;whenHðQÞ � 3

0:5;when; 2:5 	 HðQÞ < 3

0:0;when;HðQÞ < 2:5

(17)

where H(Q) is the entropy of the quantized received echoes in the kth window. The
belief function of mutual information, m2(t) assigned is shown by the following,

m2ðtÞ ¼
0:8;whenMIðQkÞ : ðQk�1Þ � 2:1

0:5;when; 1:5 	 MIðQkÞ : ðQk�1Þ < 2:1

0:0;when;MIðQkÞ < 1:5

(18)

where MI(QK;Qk�1) is the mutual information of the quantized received echoes in

the subsequent radar return in the window. We select a set of data and applied D–S

rule of combination. It gives several windows with higher values as shown in Fig. 3.

As we have already shown in Table 1 that D–S sometimes are not so efficient for

high conflict. However this were resolved better by PCR5 as shown in Fig 4a. Also

with the assumption that we know the distribution of the probability of target

present, bayesian network can also make inference as shown in Fig. 4b. When the

entropy and mutual information both methods had less conflict then using only D–S

the target is detected with certainty as shown in Fig. 5.

T

P(Eh|T) 
P(MIh|T) 

Eh MIh 

Fig. 2 Bayesian network

for target detection
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Fig. 3 Probability of target present after decision fusion by D–S with high conflict
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Fig. 4 Performance evaluation in terms of probability of detection for high conflict by (a) PCR5

and (b) Bayesian
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Fig. 5 Probability of target present after decision fusion by D–S with less conflict. Target is

detected around sample 13,900 with certainty
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5 Conclusions

Challenging environment of forest can produce uncertainty and UWB Radar

Sensors can produce conflicting decision on target detection. In this paper, we

propose a scheme where conflict of decision in target detection can be resolved

either by Dempster and Shafer (D–S) theory of evidence or by bayesian network.

We also introduce the improved version of D–S theory for conflicting evidence and

compared the performance with D–S and bayesian network. Results show that

when echoes are in poor quality, with this novel approach, accurate detection can

be achieved. In future, this method can also be applied for multi-target detection.
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A Target Tracking Algorithm Based on

Optical Transfer Function and Normalized

Cross Correlation

Xin Yin, Yaqiu Sun, Shidong Song, and Xueyan Ma

Abstract Cell image tracking pose many challenges to existing target tracking

method due to too much noise and detail information, this paper proposed a cell

image tracking method of optical transfer function and normalized cross correla-

tion. Cell image’s noise and detail information is weakened after processing by

optical transfer function and cell image’s frequency characteristics are acquired.

Normalized cross correlation has better robustness and overcome the lack of

sensitivity of light change, so cell image can be precisely matched and tracked,

cell movement track is gained. The effectiveness and accuracy of this algorithm is

simulated by MATLAB.

1 Introduction

Moving target tracking is a key technique in computer vision system. It was

available to military areas, medical field and traffic control [1]. Moving target

tracking is mean to template image is found accurately and effectively in contin-

uous matched image. Moving target tracking is in order to draw out move curve by

the data measurement and data process and provide information for object detection

and background update [2]. Currently, tracking algorithm based on Kalman [3],

tracking algorithm based on particle filter [4], and tracking algorithm based on

character [5] are common using tracking algorithm. Tracking algorithm based on

Kalman can reliably predict positions of a moving target and has less calculation,

however, the track of tracking algorithm based on Kalman is not accurate. Tracking
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algorithm based on particle filter has great effect in nonlinear and non-Gaussian

area, but the computation is large and real-time performance is weak. The expres-

sion of moving target and the similarity measure determine the precision and

robustness of tracing algorithm, searching strategy and predictive filter determine

the real-time performance.

Normalized cross-correlation algorithm is an improvement of cross correlation.

This method overcomes the weakness of the sensitive for complicated illumination

and has more accurate and better robustness, but at the cost of the enhancement in

precision of detection has been achieved at the cost of causing algorithm compli-

cation. So it has poor efficiency and can not meet the requirement of the real-time

and fast processing [6]. The noise and detail information of the image is weakened

and the frequency feature is enhanced after processing by the filter based on optical

transfer function of microscope. Then get frequency feature of the processed image,

reduce the matched areas, improve the real-time performance is improve. Above

all, in this paper, a target tracking algorithm based on optical transfer function and

normalized cross correlation was proposed. The frequency feature of image is

obtained by optical transfer function of microscope, then search for the position

of most significant relationship between template images and matched, last the

simulation experiment shows that this algorithm is accurate and effective.

2 Experimental Principles

Because the cell image features is less, the cell intensity is weaker and more

sensitive to noise, extracting the feature of target in space domain is hard. There-

fore, a target tracking algorithm based on optical transfer function and normalized

cross correlation was proposed. The noise is weakened, the frequency features is

enhanced. So the frequency features are extracted accurately.

Frequency domain of image is a way to express the extent of the image gray

change. Image gradient can be expressed by frequency domain of image. The gray

distribution of image is transformed to frequency distribution by Fourier. The

spectrum is viewed as intensity distributions of image gradient. In spectrum,

bright-dark points are mean to the different gradient between a certain point in

the image and its neighborhood points. The frequency features of the image

processed by this novel algorithm are enhanced, the image gradient values is

increased, obvious frequency features are gained. The formulas are as followed.

X u; vð Þ ¼ 1

M

XM�1

x¼0

XM�1

y¼0

f x; yð Þ � exp �j2π uxþ vyð Þ=M½ �,

u, v ¼ 0, 1, 2, . . . ,M � 1

ð1Þ

The optical transfer function is set to h(x,y), its Fourier transform is set toH(u,v).
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Construct filter, the function of this filter is H1(u,v) ¼ 1 � H(u,v). Construct

enhanced filter, the function is H11(u,v) ¼ a + bH1(u,v) [7].
The frequency image is processed by enhanced filter. The formulas are as

followed.

XH u; vð Þ ¼ X u; vð Þ � H u; vð Þ

¼ 1

M

XM�1

x¼0

XM�1

y¼0

f x; yð Þ∗h x; yð Þ � exp �j2π ux; vyð Þ=M½ � ð2Þ

In formula (2), u and v are set to 0.

XH 0; 0ð Þ ¼ 1

M

XM�1

x¼0

XM�1

y¼0

f x; yð Þ∗h x; yð Þ ð3Þ

(2) is transformed by Fourier, as shown in (4).

f
0
x; yð Þ ¼ 1

M

XM�1

x¼0

XM�1

y¼0

X u; vð Þ � H u; vð Þ � exp j2π uxþ vyð Þ=M½ �,

x, y ¼ 0, 1, 2 . . .M � 1

ð4Þ

(5) stands for mean gray values of the processed image.

f
0
x; yð Þ ¼ 1

M

XM�1

x¼0

XM�1

y¼0

f
0
x; yð Þ ð5Þ

(6) is got by (2) and (5).

f
0
x; yð Þ ¼ 1

M
X 0; 0ð Þ � H 0; 0ð Þ ð6Þ

Mean gray values of the processed image is directly proportional to its zero

frequency. The processed image template’s energy changes the energy on all

frequencies changes. The change is obvious with closing to zero frequency [7],

pixel values change, in space domain, mean gray values of the image change. In

frequency domain, the energy of all frequencies is changed. In frequency domain,

the energy of all frequencies after processing by the filter based on optical transfer

function is changed more obviously. Due to space constraints, Optional some date

is selected. Table 1 is the partial data of the template image in space domain,

Table 2 is the partial data of the processed template image in frequency domain,

Table 3 is the partial data of the matched image in space domain, and Table 4 is the

partial data of the processed matched image in frequency domain. Table 5 is the

partial data of the matched image in frequency domain.
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The contrast among Tables 1 and 3, Tables 2 and 5 shows that in space domain,

there are four different points between template image and matched image, but after

template image and matched image processed by the filter based on optical transfer

function, there are significant differences in frequency domain. Image characteris-

tics in frequency domain become obvious, distinguish ability is improved. Image

gradient can be expressed by Fourier transform of image. In frequency domain,

after the image is processed by the filter based on optical transfer function, the

horizontal and the vertical component increase. So this algorithm is more suited for

micro image and small targets tracking.

Contrast the data of frequency domain between Tables 4 and 5, the data of

frequency domain is increased except three values in the upper right-hand corner

and one value in the lower left-hand corner. So image gradient values are increased,

image characteristics in frequency domain are enhanced, the result of tracking is

more accurate.

The characteristics in frequency domain are extracted from template image,

calculate the similarity by normalized cross correlation algorithm. The formula of

calculate the similarity is as followed.

Table 1 The partial data of

the template image in space

domain

255 255 255 255

255 255 255 255

255 255 255 246

244 255 255 255

Table 2 The partial data of

the processed template image

in frequency domain

1.4e + 03 4.3e + 02 �1.2e + 03 2.5e + 02

1.3e + 03 1.1e + 03 �6.7e + 02 �9.9e + 01

�1.6e + 03 1.4e + 03 �1.2e + 03 �1.6e + 01

�5.3e + 03 �2.1e + 03 5.3e + 01 2.3e + 02

Table 3 The partial data of

the matched image in space

domain

255 255 255 255

255 255 255 255

255 255 254 255

255 241 255 255

Table 4 The partial data of

the processed matched image

in frequency domain

2.3e + 03 2.7e + 03 4.1e + 03 1.5e + 03

3.0e + 02 1.7e + 03 2.1e + 03 1.7e + 03

�1.3e + 03 �1.5e + 03 4.2e + 02 1.7e + 03

�1.1e + 02 �8.8e + 02 �1.4e + 03 2.3e + 03

Table 5 The partial data of

the matched image in

frequency domain

�1.8e + 05 �0.7e + 04 3.7e + 04 5.7e + 04

�1.0e + 05 �1.8e + 05 �4.3e + 04 8.4e + 04

�2.4e + 04 �1.8e + 05 �7.5 + 04 7.0e + 04

1.5e + 04 �10.0e + 04 �1.5e + 05 �3.0e + 04
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C ¼
XX

f k; lð Þ � f m½ � g k þ m, lþ nð Þ � gm½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXX
f k; lð Þ � f m½ �2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXX
g k þ m, lþ nð Þ � gm½ �2

q ð7Þ

Where J and g are gray distribution function of the interrogation windows;

Where Jm and gm are mean gray values of the interrogation windows.

3 Experiments

Six continuous micro images of chicken embryonic are tracked. The sizes of micro

images of chicken embryonic are 1,344 � 1,024, respectively. The size of the

temple image is 30 � 30.

The step based on optical transfer function and normalized cross correlation

algorithm are as followed.

Step One: Microscopic optical transfer function is set to Hlp(u,v), construct the

filter based on optical transfer function. The function of the filter is Hhp ¼ 1 �
Hlp(u,v).

Step Two: Increase high-pass filter compensation. The function of the filter is

Hhfe(u,v) ¼ a + bHhp(u,v).

Step Three: Two continuous micro images of chicken embryonic are set to Ti,

Ti + 1, respectively. C1 is a cell on Ti, an interrogation window, wi is selected

around C1. The image of the interrogation window wi is set to f1(x,y). The

characteristics in frequency domain are extracted from interrogation window

wi. The function is Hhfe(u,v)*G(u,v).

Step Four: Calculate the similarity by normalized cross correlation algorithm.

Look for maximum cross correlation value.

Step Five: Record the position of C1 cell on Ti + 1. Draw out its tracking.

MATLAB software simulation result is shown in Figs. 1 and 2.

4 Conclusions

In this paper, a target tracking algorithm based on optical transfer function and

normalized cross correlation was put forward. Construct enhanced filter by optical

transfer function, reduce image noise by this filter, and enhance the image charac-

teristics in frequency domain. Matching target is more accurate and more efficient.

The simulation experiment shows that this algorithm can accurately and effectively

track target and has better tracking performance.
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Analysis for Low Cost Inertial Sensors Based

Pedestrian Dead Reckoning

Shaochu Wang, Kaihua Liu, Yu Liu, and Xiaokang Sun

Abstract Compared with other localization technologies, Dead Reckoning

(DR) can be used for pedestrian tracking without any extra infrastructure deployed

in the location areas. The chapter proposes a scheme for Pedestrian Dead Reckon-

ing (PDR) using low cost inertial sensors, and analyses each component by tech-

nical methods. Strap-down inertial navigation based step length calculation,

compensated geomagnetic field based traveling direction estimation and 3D grid

models’ connectivity database for map matching are applied to improve the posi-

tioning accuracy of the system. Total cost of the system merely depends on the unit

price of equipment mounted on the pedestrian and the number of tracked targets.

Administrators and users can track any target anywhere in real-time and remotely.

1 Introduction

GNSS can not be deployed for indoor application, as the line-of-sight transmission

between receivers and satellites is not possible in an indoor environment [1]. Con-

sequently, seeking a combination of indoor and outdoor positioning solutions

becomes a hot issue. Although numerous solutions have been proposed by scholars

and various kinds of indoor positioning systems (IPS) have been developed based

on different techniques and technologies. Unfortunately, a standard solution for

indoor localization does not exist yet [2].

Location fingerprinting technique applies signal propagation modeling which

takes the reflection, refraction, diffraction, absorption and scattering of radio signal

into account to build a radio map of the location environment [3]. However the

accuracy depends on the density of location beacons, and the systems need a lot of

preliminary work to build the fingerprint-location database.
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Triangulation technique uses the geometric properties of triangles to predict the

target’s position [3]. These techniques, from the basic principle of geometry, can

achieve a high positioning accuracy. For example, Ubisense using TDOA of UWB

signals provides about 20 cm at free space without obstacles [4]. But the demerit of

these techniques is that the measurements are easily affected by the motion of

people, multipath, reflection, alters of the objects’ position and Non-Line-of-Sight

(NLOS). High cost of the system is attributed to the high precision measurements

and manufacturing costs.

Pedestrian Dead Reckoning systems are becoming feasible options for indoor

tracking. The low deployment costs associated with dead-reckoning whilst success-

fully addressing many of the shortcomings [5]. Firstly, it is a complete autonomous

system without interferences from the surrounding environments. Secondly, the

accuracy of the PDR system only depends on sensors’ accuracy and position

estimating algorithms, and it has no relationship with the location areas.

Inertial Measuring Units (IMU), including accelerometers, gyroscopes and

magnetometers, can be used to estimate the movement of a person by detecting

steps, estimating stride lengths and the directions of motion [6]. Jimenez and

Chengliang H. mount IMU onto foot by laces [6, 7], evaluate and demonstrate

some position modules. Robert Harle surveys an emerging subset of tracking

systems that use inertial sensors to perform dead reckoning [5], and the literatures

reviewed by him only propose some improved algorithms. DARPA continuously

supports the study of PRD theories, has developed a PDR system called “Personal

Inertial Navigation System” (PINS) [8], but it comes with military purposes, and no

additional relevant materials can be found.

This chapter presents a complete solution for PDR system by using low cost

Micro-Electro-Mechanical Systems (MEMS) inertial sensors, analyses the require-

ments of the system and decomposes the system into a number of functional units,

and presents the implementation method of each unit. Then proposes a dead-

reckoning algorithm based on 3D grids connectivity database of the building. At

last, the advantages and the feature works are given in the conclusion.

2 Scheme Design for PDR

Dempsey defines an IPS as a system that determines the position of something or

someone continuously and in real-time in a physical space such as in a hospital, a

gymnasium, a school, etc. [9]. The real-time and position performance are two

important aspects of the system. Taking these factors into full account, we propose

a PDR system using low cost inertial sensors. The schematic diagram of the system

is shown in Fig. 1. It can be divided to two parts: the User Side and Server Side. The

number of User Side can be infinite with only one Server Side.

The User Side fetches the inertial data produced by the pedestrians’ movements,

analyses and recognizes the motion types, calculates the step length and traveling

headings, then transmits these positional parameters data frames to Server Side via
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the Wide Area networks (WAN). The Server Side receives the positional parame-

ters from each User Side, processes dead-reckoning algorithm and shows current

position of the targets which the administrator and the remote users are interested

in. The 3D grid model connectivity properties of the building are used to correct the

position estimated by the proposed dead-reckoning algorithm.

3 Analysis for Pedestrian Dead Reckoning

3.1 Data Acquisition

Many inertial sensor manufacturers hold their high performance IMUs. The IMUs

can be divided into three grades: tactical grade, industrial grade and consumer

grade. In this chapter, we choose an industrial grade IMU named ADIS16405 from

ADI for demonstration. It integrates with 3D accelerometers, 3D gyroscopes and

3D magnetometers. The dynamic ranges fully comply with the requirements of the

system we are proposed. In order to implement the demonstration system as soon as

possible, we also use the evaluation board of ADIS16405, which can be used

directly to fetch inertial data via a USB cable connected to the host computer.

The size of evaluation board is small enough to be installed unobtrusively on the

shank, just like Fig. 1 shows.

IMU senses angular velocity, the linear acceleration produced by pedestrian’s

movements together with the gravitational field, and geomagnetic fields. We mark

the 3 axes acceleration dataset as {ax _ i,ay _ i,az _ i}, 3 axes angular velocity dataset

z(D)
y(R)

x(F)

y b

x b

z b

Inertial Data 
Acquisition

Geomagnetic 
Data Acquisition

Data Filtering 
and Correction

Step Heading 
Calculation

Data Transmission
via Wide Area 

Network (WAN)
Current Position Displaying

Attitude Angle 
Calculation

Motion 
Analysis and 
Recognition

Step Length 
Calculation

Motion Type

Step Length

Step Heading

Positional 
Parameters

Data
Frame

Positional 
Parameters 
Receiving

3D Grid Model 
Connectivity 

Database

Dead-Reckoning
Algorithm

A: User Side

B: Server Side

Fig. 1 The schematic diagram of the proposed PDR system
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as {ωx _ i,ωy _ i,ωz _ i} and 3 axes magnetic data as {mx _ i,my _ i,mz _ i}, where

i ¼ 1,2,. . .,N.
Inertial datasets are in the IMU’s body axes xbybzb with forward-right-down

configuration. When the shank stand straightly, xb points to the waking direction, yb

points to the right and zb points to the direction of earth’s gravity. Name this

position as local coordinate system (LCS) x(F)y(R)z(D), LCS represents forward,

right and down fixed to the surface of earth. The global coordinate system (GCS),

marked as x(N)y(E)z(D), represents north, east and down fixed to surface of earth.

3.2 Step Length Calculation

3.2.1 Motion Analysis and Recognition

As we all know, the accumulated error of inertial navigation increases exponen-

tially over the time. Decomposing the continuous moving into several single steps

is a common practice. Zero Velocity Update (ZUPT) technology is also used to

initialize the parameters of inertial navigation.

The displacement of pedestrian is generated by the foot contact with ground

periodically. Many researchers indicate that the ZUPT can be applied when the

shank is perpendicular to the ground. The linear acceleration and angular velocity

are close to zeros at the ZUPT points. So we decompose the continuous motions

into several single steps by angular velocity of Y axis as Fig. 2 shows.

A step starts and ends with two adjacent ZUPT points. So the ZUPT points are

used to segment inertial dataset of each step. It has an inherent advantage that the

ZUPT initialize the parameters of step length calculation.

3.2.2 Attitude Angle Calculation

The position of IMU body axes xbybzb alters with the movement of shank. In order

to apply inertial navigation algorithm, the inertial data in xbybzb coordinate must be

transformed to GCS. Relative to the GCS, LCS holds the heading angle called yaw

(ψ), and two zero tilt angles pitch (ρ) and roll (γ). Similarly, the relationship

between the xbybzb and GCS also can be described by these attitude angles or

azimuth angles. Mathematically the Direct Cosine Matrix (DCM) is accomplished

by transformation of three sequential rotations from the axes in the GCS, the

expression of the DCM based on attitude angles can be written as:
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R ψ ;ρ;γð Þ¼
cosρcosψ cosψ sinρsinγ� cosγ sinψ cosψ sinρcosγþ sinγ sinψ
cosρsinψ cosγcosψþ sinρsinγ sinψ �sinγcosψþ sinρcosγ sinψ
�sinρ cosρsinγ cosρcosγ

2
4

3
5

(1)

In the period of one step, there are N samples, at sample time i, the DCM can be

calculated as follows [7]:

R ψ iþ1; ρiþ1; γiþ1

ffi � ¼ R ψ i; ρi; γið Þ � Riþ1 (2)

Where

Riþ1 ¼ I þ sin ω δtð ÞωΩþ 1� cos ω δtð Þ
ω 2

Ω2, ω ¼ ωx iþ1;ωy iþ1;ωz iþ1

�� ��

So, the attitude angles at sample time i can be obtained from the DCM as:

ρi ¼ �arcsin
ffi
R ψ i; ρi; γið Þffi3, 1��

γi ¼ arctan
R ψ i; ρi; γið Þ 3; 2ð Þ
R ψ i; ρi; γið Þ 3; 3ð Þ

0
@

1
A (3)

3.2.3 Strap-Down Inertial Navigation Based Step Length Calculation

The block diagram of strap-down inertial navigation system is shown in Fig. 3.

Each level walking step executes the strap-down inertial navigation algorithm once.

A ZUPT point starts the step period with an initial azimuth, and the gyroscope

measurements of the step fed to attitude angle calculation module to obtain instan-

taneous azimuth. Then project the acceleration data to GCS, subtract the
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Fig. 2 Decompose the continuous process of moving into several single steps
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acceleration of gravity, integrate the remaining acceleration once to obtain global

velocity and twice to obtain the displacement in the GCS.

In accordance with above, the 3 axis linear acceleration in the GCS is:

ax Nð Þ i

ay Eð Þ i

az Dð Þ i

2
4

3
5 ¼ R ψ0; ρ0; γ0ð Þ � R ψ i; ρi; γið Þ �

ax i

ay i

az i

2
4

3
5�

gx Nð Þ
gy Eð Þ
gz Dð Þ

2
4

3
5 (4)

Where gx(N ) ¼ gy(E) ¼ 0 and gz(D) ¼ g � 9.8m/s2

The horizontal walking in an indoor environment is very common, whose

displacement of z(D) axis is nearly zero. The shank is perpendicular to the ground

at ZUPT point, γ0 is also closed to zero. So there are some constraint equations:

sz Dð Þ � 0

γ0 � 0
(5)

Combine (2), (4) and (5), sx(N ) and sy(E) can be calculated. So the step length is:

Step Length ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sx Nð Þ þ sy Eð Þ

p
(6)

3.3 Step Heading Calculation

The magnetometers are easily affected by some interference: the ferrous materials

nearby will cause hard iron distortion, and magnetically soft material surrounding

affecting the earth’s magnetic field will cause soft iron distortion. Application note

[10] gives a perfect method for calibrate the geomagnetic data.

Accelerometers and magnetometers can be used to implement an electronic

compass. But it is limit in stationary case as the tilt angles calculated by gravity.

3D gyroscopes can be used to track the tilt angles dynamically as the (3) shows.

Project the magnetic field to a horizontal plane with tilt angles:

Initial Velocity Initial Displacement

Gravity 
Remove

Accelerometer 
Measurements

ax_i, ay_i, az_i Linear 
Acceleration

Gyroscope 
Measurements

ωx_i , ωy_i, ωz_i

Current Azimuth
ψi, ρi, γi

Acceleration 
Projection

Attitude 
Angle 
Solver

Initial Azimuth
ψ0, ρ0, γ0

Transform Matrix
R(ψ0, ρ0, γ0)·R(ψi, ρi, γi)

Sampling Interval

δt

Integration Integration

Velocity

Displacement

Zero Velocity Update
(ZUPT)

Fig. 3 Block diagram of strap-down inertial navigation system

1034 S. Wang et al.



Xh ¼ mx cos ρþ mz sin ρ
Yh ¼ mx sin γ sin ρþ my cos γ � mz sin γ cos ρ

(7)

So the heading can be calculated as follows:

heading ¼ arctan Yh=Xhð Þ (8)

3.4 3D Grid Model Based Dead Reckoning Algorithm

The same as vehicles usually do not leave the road, pedestrians only move in the

areas without obstacles like furniture, walls and doors. So the map matching is an

important tool for PDR systems.

The location areas are divided into several 3D square grids. The connectivity

properties with adjacent grids built a database like a 3D map. Figure 4 gives an

example to describe the 3D grid model for map matching applied in the proposed
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Gate B

Origin

Room Door

Gate A

Fig. 4 An example of 3D grid model

Table 1 The properties of

grid model
Grid properties Description Example

ID of grid model Grid number 5

Horizontal coordinate X X position 1

Horizontal coordinate Y Y position 1

Vertical coordinate Z Z position 0

Connectivity with (x + 1,y,z) 1: Yes 0: No 1

Connectivity with (x � 1,y,z) 1: Yes 0: No 0

Connectivity with (x,y + 1,z) 1: Yes 0: No 0

Connectivity with (x,y � 1,z) 1: Yes 0: No 1

Connectivity with (x + 1,y + 1,z) 1: Yes 0: No 0

Connectivity with (x + 1,y � 1,z) 1: Yes 0: No 0

Connectivity with (x � 1,y + 1,z) 1: Yes 0: No 0

Connectivity with (x � 1,y � 1,z) 1: Yes 0: No 0
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system. The red line represents walls and the blue line represents doors. The green

line shows the only way from grid No. 0 to No. 1 with the shortest distance. The

properties of grid model are list in the Table 1 Take grid No. 5 for an example, the

3D position can be marked as (1,1,0). With the presence of walls, the connectivity

with the surrounding grids almost closed except No. 6.

Calculate the probability from current grid to any other grids with the grid

distance, connectivity properties, step length and headings. For example, current

grid ID is M, p(M,N) is the probability of arriving at grid N. If the connectivity

between M and N is 0, p(M,N) will be zero. The grid with the maximum probability

is the next position of the target.

4 Conclusion

Fully taken the requirements of stability, convenience and low cost into account, a

scheme for Pedestrian Dead Reckoning system with low cost inertial sensors is

proposed in this chapter. Outline the architecture of the PDR system and describe

how the various components work together, then analyses each component by

technical methods. Several improved algorithms are proposed to reduce the accu-

mulated errors of inertial navigation. Map matching with 3D grid connectivity

database is applied to improve the positioning accuracy of the system. The number

of the targets and users can be infinite, and the administrator or users can track any

target real-time and remotely. In the future, wearable devices will be independent

designed. Absolute positioning technologies also can be integrated to the system for

better performance.
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A Campus Based Mobility Model

for Opportunistic Network

Daru Pan, Jiajia Sun, Xiong Liu, Xuhan Feng, and Wenfeng Pang

Abstract Mobility model in Opportunistic Network is one of the important tech-

nologies. The simple mobility models, such as Random Waypoint (RWP) and

Random Walk (RW) are unable to capture the normal human behavior in daily

life. To capture the real movement of teachers and students in campus, we propose

the mobility model based on the daily life of campus, which mainly classify the

nodes into three sorts: nodes which go back to the dormitory for sleeping at night,

nodes which have classes at the daytime and nodes which have night activities. We

simulate and analysis the model, using the contact duration and inter-contact times

of nodes as the index of its functioning evaluation, and compare with the real

datasets and RWP, it shows that our model is closer to the real datasets and follows

the Power-law distribution, possesses the social feature.

Keywords Opportunistic network • Mobility models • Contact duration •

Inter-contact times

1 Introduction

Opportunistic networks [1] are wireless mobile networks built entirely on users’

devices. With respect to traditional MANET, the network partition and disconnec-

tions are very common, and there is no guarantee that a fully connected path

between source and destination exists at any time, so the routing protocol is unable

to find a path to the destination. The opportunistic networks are such network which

does not need the entire connected path between the source node and the destination

node, while they exploit contacts of nodes to transmit messages. Opportunistic

networks use the store, carry and forward principle: store data locally on a device,
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carry it around as the user moves, and forward it to the next hop when there is an

opportunity [2]. It is a specific form of network, and also a different network

communication technology. Opportunistic networks have significantly meaningful

to the future ubiquitous computing.

It is important for mobility model to truly reflect the real-world scenarios,which

has great impact on the cache management and routing. The same routing algorithm

may have distinguished different performance in different mobility models. In this

paper, we propose a campus mobility model that is focus on the daily life traces of

teachers and students in campus. We use simulator, the ONE, to validate the

proposed model by comparing it to actual user traces and synthetic traces generated

using a Random Waypoint model in terms of contact times and inter-contact times.

From the analysis results, we show a good matching between the proposed model

which simulates the daily movement of teachers and students in campus and the real

user datasets.

The rest of the paper is organized as follows. In Sect. 2, we discuss related work

and briefly describe the current classification of the mobility model. In Sect. 3, we

present the details of campus based mobility model for opportunistic network. The

simulation tool we use for evaluation and result analysis are introduced in Sect. 4.

We conclude the paper in Sect. 5.

2 Related Work

The mobility model is referred to the node movement route rule, movement speed

and pause times, etc. The mobility model plays an important role in the delivery and

efficiency of data communication in the network. At present, the mobility can be

classified with a different kind of mobility metrics classes thus according to the

features of node mobility can be divided into two categories: the individual

mobility model and the group mobility model.

The individual mobility model is dealing primarily with movement of indepen-

dent nodes, which is completely independent of the other nodes. In this case, the

mobility model mainly depicts the individual characteristics of the nodes. Such as,

Random Walk (RW) [3], Random Waypoint (RWP) [4] and the Random Direction

(RD) mobility model [5]. These models are simple, easy to build and a widely used

mobility model. But, they may lead to some unrealistic movement and nodes

distribution is non-uniform in the network. Besides, the RWP node is irregular

and changes sharply. The node can appear urgent turning and suddenly stop. So

distribution and movement of the node across the simulation area do not fit to the

characteristics of realistic movements. Therefore, in recent years, some modified

RWP models are proposed [6].

The group mobility model includes Reference Point Group Mobility Model

(RPGM) [7] and Community Mobility model, which are proposed based on

CMM [8] and HCMM [9]. The main idea is that the destination for the next
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movement of a user depends on the position of people with whom the user shares

social ties.

Most of the above mentioned mobility models do not capture social properties of

human mobility or only model one aspect of human mobility. To the best of our

knowledge, now there are few models to study the behavior of teachers and students

in campus. In order to reflect the mobility traces of this special group, this paper

presents a new mobility model which reproduces realistic daily mobility pattern of

teachers and students in campus.

3 The Campus Mobility Model

In order to overcome the disadvantages of random mobility model and better model

the daily life activities of students and teachers, in this paper, we propose a campus

based mobility model for opportunistic network, according to the daily life of

students and teachers in campus. The campus mobility model consists of three

parts: the teachers and students stay in their apartment at night, have class in the

classrooms during the day and have night activities. There are three types of node,

namely the students who have more social activities (outgoing students), the

students who have less social activities (Introverted students) and the teachers

who have regular social activities in campus. Our definition for the movement of

the mobile node is as follows:

• Student nodes are initialized at a point of the dormitory area of the map file as

their own dormitory location when the simulation starts. Each node can have

only one location. Once nodes arrived near this location, they go back to their

dormitory by using the shortest path algorithm. And then go to sleep mode,

waiting for wakeup time. During this time, the node is kept staying at a certain

coordinate point until the morning.

The shortest path algorithm used in our paper is Dijkstra algorithm [10]. In

this algorithm, set D (v) is defined as a distance from the source node (denoted as

node 1) to a destination node v. It is also the sum of the lengths of all links from

node 1 to node v. And set l (i, j) as the distance between node i and node j. The

algorithm consists of two parts:

(a) Initialization. Assuming that the N represents the set of network nodes, and

we set N ¼ {1} at the beginning. All nodes that do not belong to set N, we

have:

D vð Þ ¼ l 1, vð Þ
1

node v and node 2 are directly connected
node v and node 2 are not directly connected

n
(1)

(b) Looking for a node w that is outside of set N and it has the minimum value of

D(w), then add the node w into set N, and update the original value of

D(v) by using the smallest value from [D(v), D(w) + l(w, v)]:

A Campus Based Mobility Model for Opportunistic Network 1041



D vð Þ  Min D vð Þ,D wð Þ þ l w; vð Þ½ � (2)

(c) Repeat step b until all the nodes are included into set N.

• After a predetermined sleep time, students will enter the active state. Further-

more, in order to make the model closer to the real situation, the wakeup time of

every node has a certain difference. The nodes will enter the teaching area after

they wake up. In the area, each node is assigned a coordinate which represents

their positions. After each class (40 min), the student nodes move randomly for a

while (such as recess or change the classroom), and then they pause another

40 min to continue classes until the end of school. The time is following Pareto

distribution, that is, if X is a random variable with a Pareto distribution, then the

probability that X is greater than some number x is given by:

P X > xð Þ ¼ x

xmin

ffi ��k
(3)

Where xmin is the (necessarily positive) minimum possible value of X, and k is

a positive parameter.

• After school, students randomly decide whether to proceed with night activities.

The nodes of outgoing student have a greater chance to have night activities.

Those nodes of students who decide to have night activities meet together at a

predetermined place and start group activities after the number of student

members has reached a predetermined probability value. While the nodes of

students who do not have night activities go back to the dormitory immediately.

At the beginning of the simulation, every node is assigned a meeting spot. Once

after school, the active node is arranged into a group of collective activities. The

nodes may move to the meeting spot by choosing either on foot or cycling and

follow the shortest path algorithm.

Each node can randomly choose the movement way including cycling or on

foot. Outgoing students have a greater chance to ride a bicycle. Teachers’ nodes

conduct regularly the two kinds of social activities at between giving a lesson

and going back to the teacher apartment. This model is close to the daily life

style of students and teachers in campus. It also has the function of modeling the

basic social activities of students and teachers, and keeps the balance between

the regular and random behaviors.

In wireless network design and simulation process, the mobility model design is

essential, and it is also indispensable for the mobility model to choose appropriate

assessment parameter. Contact duration and inter-contact times are often used to

evaluate the mobility model. Therefore, we use them to evaluate the performance of

the proposed model.

Definition: Complementary Cumulative Distribution Function (CCDF) of nodes’

contact duration and inter-contact times is given as follow:
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Supposed t represents the contact duration or inter-contact times, and N repre-

sents the number of t in the datasets, ti (i ¼ 1, 2, 3. . .. . .N) is the ith of contact

duration or inter-contact times in the datasets. Therefore, the count that t is greater

than the constant T is given by

num ¼
XN
i¼1

1, where ti > T (4)

So, the CCDF of nodes’ contact duration and inter-contact times is given by the

following:

P Tð Þ ¼ P t > Tð Þ ¼ num

N
, where T � 0 (5)

The P (T) is used to the probability that the value of time of nodes’ contact times

or inter-contact times is greater than a certain constant T in datasets.

4 Simulations and Performance Analysis

In this paper, the ONE (Opportunistic Network Environment) [11] is used to

simulate the proposed mobility model, and, a open source GIS program,

OpenJUMP [12] is used for editing and converting the maps in our experiments.

We set over 315 nodes move on a map of the campus with the size of roughly

4,500 � 3,400 m2. The simulation time is set to 43,200 s. These nodes are divided

into two kinds: students and teachers, where students consist of two groups and

each group have 150 nodes, and teacher group has 15 nodes. In simulation, we set

5 meeting points as their Points of Interest. The walking speed for nodes is set to

0.5–1.5 m/s and for bicycle 3–5 m/s. The probability to do some evening activity

after school is set to 0.4. The probability to go to class by bicycle is set to 0.5. The

sleeping length and class length is 14,400 s, and the length of each class is 2,400 s.

Pause times after each class are drawn from a Pareto distribution with coefficient

0.5 and minimum value 600 s. Figure 1 depicts that we observe the moving states of

nodes at different time periods in the simulation.

For comparison, we simulated a RWP on a same sized simulation area. The

moving speed is set 1–5 m/s and pause time 1–800 s, both uniformly distributed.

We use two experimental datasets gathered by the CRAWDAD Project [13] in

our paper. We show that the proposed model is the approximately the same of a

given real scenario. We will refer to these traces as Cambridge and Infocom

06 [13]. The characteristics of these datasets such as inter-contact times and contact

duration have been explored. Here, we also use these two parameters as the

proposed model evaluation metrics. In order to improve the effectiveness and

correctness, we do not consider time distribution between carrying iMotes device

and external devices.
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Figure 2a, b give the CCDF of Infocom 06, Cambridge, Random Waypoint

mode (RWP), and Campus, respectively. Contact duration approximately follows

the power-law distribution in Log–log coordinate in real dataset, with power-law

characteristics, and the Campus model also has similar properties. While the RWP

follows the exponential distribution, the distribution function is a straight line in

semi-log coordinate. Because RWP model is synthesis model, node movement has

a great deal of randomness. Therefore, RWP does not show good social properties

in semi-log coordinate.

Figure 3a, b, respectively depict the CCDF of inter-contact times under the

Log–log coordinates and semi-log coordinate in datasets. The traces of the campus

model are the approximately the same as a given real traces. In the previous time,

the probability is bigger than other dataset in Log–log coordinate, while the RWP is

greatly different from the real traces. The reason is, in the RWP, the nodes can

choose their movement patterns and states in random and individually, the proba-

bility of a node which communicates with any other nodes is the same. Finally, in

the proposed model, the figure shows that the distribution curve of Campus is

similar to a lean line towards down and has a better feature of the power-law

distribution. Because students are the relative concentration in the living area, the

density of the nodes is greater. Therefore, this situation will lead some of the nodes

Fig. 1 The states of nodes in simulation. (a) initialization; (b) students attending class to teaching

area; (c) students having classes in the teaching area; (d) student nodes’ distribution after school
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to have a very long contact time and CCDF curve has a sudden jumping down under

the double logarithmic coordinates in the figure.

5 Conclusions

Mobility model is of significance for the analysis and research of all kinds of

routing protocol in the opportunistic networks. In this paper, we have proposed

the campus mobility model, which simulates the daily life of teachers and students

in campus. By capturing several different mobility characteristics in this specific

environment, i.e., sleeping, having class and having night activities of students, we

have modeled the real human mobility in campus. It reflects the different aspects of

campus life, while most of the other models do not capture this aspect. The

proposed model is important to design more practical routing algorithms in oppor-

tunistic network. We have shown that the proposed model is more close to the real

traces of gathering data from actual devices carried by people and have a better
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power-law feature of contact duration and inter-contact time of the nodes. Com-

pared with the RWP model, Campus mobility model,the proposed mobility model

better reflects the sociality of node mobility under a certain social environment.
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GPS Multipath Mitigation Algorithm Using

C/A Code Correlation Character

Jie Li, Yuliang Li, and Yingwu Zhou

Abstract The effect of signal multipath is one of the main reasons which lead to

positioning error in Global Positioning System (GPS). Although the differential

technology can improve the positioning accuracy of the navigation system, but the

reference stations and users being in different geographical environment, the

differential GPS system still can’t eliminate the positioning error caused by

multipath signal. In the light of the characters of GPS multipath signal model, a

GPS multipath mitigation algorithm based on C/A code correlation character is

proposed in this paper. Firstly, Doppler frequency is estimated when the signal

delay is unknown. Then, we use the estimated Doppler frequency to get signal delay

information with C/A code correlation character which is realized by correlating the

reconstructed zero delay signal with the original signal. In addition, we consider the

previous estimated results as the initial value and a two-dimension search method is

implemented in a small range so as to further improve the estimation accuracy. It

can be shown from the simulation results that the proposed method has a better time

delay and Doppler frequency estimation performance compared with the conven-

tional method and narrow correlator spacing algorithm.

Keywords Global positioning system • Multipath mitigation • C/A code correla-

tion character • Improve the estimation accuracy

1 Introduction

Global Positioning System (GPS) has been extremely wide used in various fields

and become a basic and important tool in social daily life. Most of the errors in GPS

such as satellite ephemeris error, clock error, ionospheric error, tropospheric error
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can be absolutely or mostly eliminated by the differential technique which is based

on the principle that errors are related within a certain range. In reality, the antenna

receives not only signals direct from the satellite but also signals reflected back

from the other objects. Direct signal and multipath signal being the different path,

the received mixed distortion signal would lead to measurement error [1–4]. In

another word, it is called the multipath effects.

Multipath interference has become one of the main error sources of satellite

navigation system [5]. Differential technique has greatly improved the positioning

accuracy of the navigation system, but the differential GPS system still can not

eliminate the positioning error caused by multipath because the geographical

location and relative position between the reference station and user as well as

the amplitude, direction and number of the multipath are quite different [6].

Lots of research organizations and universities have been seeking for the

methods to mitigate the errors brought from the multipath. The main method is

divided into two parts: antenna-based method and signal and data processing

method. Antenna-based method is mainly composed of using a special type of

antenna, drawing multipath environment map around the antenna and selecting the

appropriate location to set up antenna [7, 8] etc. Multipath signals from the ground

can be suppressed by the antenna design but it is hardly effective for the multipath

from the top of the antenna.

Narrow correlator spacing, which decreases the early-late spacing to reduce the

influence of multipath on the code tracking loop, is the most common used method

to eliminate the multipath [9, 10]. The smaller of the correlator spacing, the smaller

of tracking error caused by multipath. Narrow correlator spacing technology is

under the hypothesis of unlimited bandwidth, but in practice, this assumption can

not be satisfied. Therefore, the Delay Lock Loop (DLL) tracking error tends be to a

constant when the correlator spacing is less than the reciprocal of the double-sided

bandwidth [11, 12].

In this paper, a parametric model of Doppler frequency and signal time delay is

proposed. Firstly, Doppler frequency is estimated when the signal time delay is

unknown. Then, the estimated Doppler frequency is taken advantage of to obtain

the direct and multipath time delay information with C/A code correlation charac-

ter. In the satellite navigation system, the pseudorange measurement accuracy

which depends on the accuracy of the signal propagation delay directly determines

the positioning accuracy. What’s more, in order to further improve the delay

estimation accuracy, the estimation results of Doppler frequency and time delay

obtained by the previous method is taken as the initial value and a two-dimension

search is carried out in a small range. A more accurate time delay estimation result

of direct path signal can be obtained by this kind of two-dimension optimization

method.
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2 Data Model and Problem Description

For the convenience of the multipath performance analysis of the satellite naviga-

tion signal and without loss of generality, the single-reflection path model is

typically used. Since C/A code of different satellite is absolutely not correlated,

only one satellite is taken into account in this data model. Considering one satellite

with single-reflection path, the received signal model can be expressed as

y tð Þ ¼
X2
p¼1

αpd t� τp
ffi �

c t� τp
ffi �

ejωdp t�τpð Þ þ e tð Þ (1)

where d(t) is the navigation data, c(t) is the C/A code, e(t) is the thermal noise,

α1, τ1, ωd1 is the amplitude, time delay and Doppler frequency of the direct signal,

α2, τ2, ωd2 is the amplitude, time delay and Doppler frequency of the multipath

signal respectively.

In GPS system, when the additional time delay of the multipath signal is greater

than two chips, the effect on the pseudorange measurement can be neglected

[13]. Because the receiver is close to reflecting surface, we can approximately

consider that they have the same movement relative to the satellite. Accordingly,

we can suppose that the direct signal and multipath signal have the same Doppler

shift.

Thence, (1) can be rewritten as

y tð Þ ¼
X2
p¼1

αpd t� τp
ffi �

c t� τp
ffi �

ejωd t�τpð Þ þ e tð Þ (2)

After A/D conversion, the transformed signal model is given as

y nð Þ ¼
X2
p¼1

αpd n� τp
ffi �

c n� τp
ffi �

ejωd n�τpð Þ þ e nð Þ (3)

In the above equation, the parameters ω̂ d and α̂p; ω̂p

� �2
p¼1

are unknown and need

to be estimated. In this paper, a new approach is presented to estimate the above

parameters. The whole process can be divided into the following three steps to

achieve:

1. Estimated the Doppler frequency ω̂ d in the case of signal time delay is unknown.

2. According to the GPS C/A code correlation character, the time delay and

amplitude α̂p; ω̂p

� �2
p¼1

can be estimated respectively with obtained Doppler

frequency ω̂ d.

3. In order to further improve the estimation accuracy, we consider the previous

estimated results as the initial value and do the local two-dimension search in a
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small range. The time delay of the direct signal would be estimated precisely so

as to mitigate the effect of multipath.

3 Doppler Frequency Estimation

Due to the navigation data and C/A code are � 1 in the GPS system, it can be seen

from (3) that the spectrum of each satellite contains multiple frequency compo-

nents. The conventional spectral analysis methods do not work here. For the sake of

eliminating the influence on frequency estimation brought by the navigation data

and C/A code, we square (3) as [14, 15]

y2 nð Þ ¼ α21c
2 n� τ1ð Þe2jωd n�τ1ð Þ þ α22c

2 n� τ2ð Þe2jωd n�τ2ð Þ

þ 2α1α2c n� τ1ð Þc n� τ2ð Þe�jωd 2n�τ1�τ2ð Þ þ e1 nð Þ (4)

where e1 nð Þ ¼ 2α1α2d
ffi
n� τ1

�
d
ffi
n� τ2

�
c
ffi
n� τ1

�
c
ffi
n� τ2

�
e�jωd 2n�τ1�τ2ð Þþ 2α1dffi

n� τ1
�
c
ffi
n� τ1

�
e�jωd n�τ1ð Þe

ffi
n
�þ 2α2d n� τ2ð Þcffin� τ2

�
e�jωd n�τ2ð Þe

ffi
n
� þe2

ffi
n
�
.

The navigation data and C/A code being � 1 in the GPS system, the above

equation can be simplified as

y2 nð Þ ¼ α21e
2jωd n�τ1ð Þ þ α22e

2jωd n�τ2ð Þ þ 2α1α2c n� τ1ð Þc n� τ2ð Þe�jωd 2n�τ1�τ2ð Þ

þ e1 nð Þ (5)

After the square processing, the spectrum of each satellite only contains a single

frequency component. Fourier analysis method can be used to estimate the signal

frequency.

Not only the C/A code correlation coefficient of the same satellite is very small

but also the signal and noise are quite not correlated when the code delay is

different. Consequently, it is obvious that Fourier analysis results of the product

terms of C/A code with different time delay as well as noise and signal are close to

zero. Accordingly, the frequency of satellite signal can be estimated by using

Fourier analysis method. From (5), the Fourier transform spectrum can be

expressed as

F ωð Þ ¼
XN=2�1

n¼�N=2

y2 nð Þe�jωn

fflfflfflfflfflffl
fflfflfflfflfflffl (6)

where ω ¼ 2ωd.

In (6), we have the value of 2ωd as ωwhich can be obtained as the location of the

first p dominant peaks of the magnitude of the Fourier transform F(ω).
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The implementation of improving estimation accuracy can be achieved by padding

with zeros.

The estimated value of ω̂∈ �π, π½ �, thus from (5) we know the estimated value of

ω̂ d∈ �π=2, π=2½ �. As the true value ofωd ∈ [�π, π], the estimated frequency could

be ω̂ d or ω̂ d þ π.
Therefore, the frequency ambiguity problem would result in miscalculation. Due

to the Intermediate Frequency (IF) of the satellite signals is definitely known after

down conversion and the range of Doppler shift is between � 10kHz [2], frequency
error between the true frequency and ambiguity frequency is generally greater than

the Doppler shift. Thence, we can get rid of ambiguity frequency by distinguishing

whether or not the frequency is in the range of Doppler shift.

4 Time Delay Estimation

After obtaining Doppler frequency estimates, the estimation value of time delay

and amplitude α̂p; ω̂p

� �2
p¼1

can be achieved with the above estimated Doppler

frequency based on the C/A code correlation character.

As the Doppler frequency ω̂ d has been estimated, we use ω̂ d instead of ωd to

reconstruct s(n) and get

ŝ nð Þ ¼ d nð Þc nð Þejω̂ dn (7)

ŝ n� τp
ffi � ¼ d n� τp

ffi �
c n� τp
ffi �

ejω̂ d n�τpð Þ (8)

Equation (3) can be further rewritten as

y nð Þ ¼
X2
p¼1

αpŝ n� τp
ffi �þ e2 nð Þ (9)

where e2 nð Þ ¼
X2
p¼1

αpsp n� τp
ffi �� αpŝ n� τp

ffi �þ e nð Þ.

The cycle of the navigation data is much larger than that of the C/A code and the

length of the data block used for delay estimation is generally one C/A code cycle,

therefore we ignore the effect of navigation data slip during the signal reconstructed

process.

In order to obtain initial C/A code phase of the direct signal and the multipath

signal, the following function is introduced
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r nð Þ ¼ E
XM�1

m¼0

s mð Þy nþ mð Þ
fflfflfflfflffl

fflfflfflfflffl
 !

¼ E R s nð Þ, y nð Þð Þj jð Þ
(10)

where R is the correlation operation.

Since the signal and noise are quite not correlated, (10) can be further expressed

as

r nð Þ ¼ α1E R s nð Þ, s n� τ1ð Þð Þj jð Þ þ α2E R s nð Þ, s n� τ2ð Þð Þj jð Þ
¼
X2
p¼1

αpqpn τp
ffi �

¼ r1 nð Þ þ r2
ffi
n
�

(11)

where qpn(τp) is the result that the zero delay reference signal correlates with the

reference signal which is delay τp, αp is the corresponding amplitude.

According to the auto-correlation character of the C/A code, only two C/A code

chips of the same satellite are fully aligned, can the dominant peak of the correla-

tion results obtain its maximum value. When containing the signal multipath, there

will be two correlation peaks corresponding to the initial C/A code phase of the

direct signal and the multipath signal respectively.

The amplitude of the multipath signal is lower than that of the direct signal

because there is certain energy loss when multipath signal reflected by the surface.

The delay information of the direct signal and the multipath signal can be achieved

by the location of the first two dominant peaks of the magnitude of the correlation

function.

We consider below estimating the unknown parameters α̂ p and τ̂ p by minimizing

the Nonlinear Least Squares (NLS) criterion [16–18]

Q α̂p; τ̂p
� �2

p¼1

� �
¼ min

α̂ p, τ̂ p

r�
X2
p¼1

α̂ pqp τ̂ p

ffi �					
					
2

(12)

where q1 τ1ð Þ¼ q1,2 τ̂ 1ð Þ,q1,2 τ̂ 1ð Þ, ...,q1,2N�1 τ̂ 1ð Þ
 �
, q2 τ2ð Þ¼ q2,1 τ̂ 2ð Þ,q2,2 τ̂ 2ð Þ,


...,q2,2N�1 τ̂ 2ð Þ�,
r ¼ [r(1), r(2), . . ., r(2N � 1)], N is the sample points.

α̂k; τ̂kf g2k¼1,k 6¼p is assumed to be given, then

rp ¼ r�
X
k ¼ 1

k 6¼ p

2

α̂ kpk τ̂ kð Þ (13)

Substituting (13) into (12), we have
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Q α̂p; τ̂p
ffi � ¼ min

α̂ p, τ̂ p

rp � α̂ pqp τ̂ p

ffi �		 		2 (14)

Solving (14), we get

α̂ p ¼ qTp τ̂ p

ffi �
qp τ̂ p

ffi �� ��1

qTp τ̂ p

ffi �
rp (15)

where the parameters τ̂ p can be gotten in the light of the location of pth dominant

peak of the magnitude of the correlation function.

The estimation of α̂p; τ̂p
� �2

p¼1
can be realized by the following steps:

1. Assume that only direct signal is exist, that is r ¼ r1. Estimate τ̂ 1 from the

location of the dominant peak of the magnitude of r. Reconstruct the reference

signal s(τ1) which delay is τ̂ 1 from (8). Correlate s(τ1) with the zero delay

reference signal s to achieve q1 τ̂ 1ð Þ, then get α̂ 1 according to (13) ;

2. Assume that multipath signal is exist as well. Compute r2 with (13) by using

α̂1; τ̂1f g obtained in Step 1). Obtain τ̂ 2 from r2. Then, Reconstruct the reference

signal s(τ2) which delay is τ̂ 2 and correlate s(τ2) with the zero delay reference

signal s to achieve q2 τ̂ 2ð Þ and α̂ 2.

3. Estimate r1 by using α̂2; τ̂2f g and then redetermine α̂1; τ̂1f g from r1.

4. Iterate the previous three substeps until convergence is achieved to get the final

result of α̂p; τ̂p
� �2

p¼1
.

5 Precise Estimation of Parameters

So as to further improve the estimation accuracy, a fine estimation method of

two-dimension search which takes the previous estimated results as the initial

values is presented in this paper. Multipath delay not taken part in the positioning

processing, it is unnecessary to estimate the multipath delay accurately to bring in

the extra computation.

Note that τ̂ 1, ω̂ d represent the estimates of time delay and Doppler frequency of

direct signal while τ1, ωd represent the true value of them. Let

s1 nð Þ ¼ c n� τ1ð Þejωd n�τ1ð Þ þ e
ffi
ne� (16)

The fine estimates of time delay and Doppler frequency of direct signal can be

expressed as
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τ̂1 p; ω̂d p

�� ¼ max
τ̂ 1 p, ω̂ d p

R S1 nð Þe�jωd pn, c n� τ1 p

ffi �ffi �� �
¼ max

τ̂ 1 p, ω̂ d p

R c n� τ1ð Þejωdne�jωd pn, c n� τ1 p

ffi �ffi �� � (17)

where τ1 p∈ τ̂ 1 � δ1, τ̂ 1 þ δ1½ �, ωd p∈ ω̂ d � δ2, ω̂ d þ δ2½ �, δ1, δ2 is a small offset

relative to τ̂ 1, ω̂ d , R is correlation operation. The proper δ1, δ2 should be selected to
make sure that τ1∈ τ̂ 1 � δ1, τ̂ 1 þ δ1½ � and ωd∈ ω̂ d � δ2, ω̂ d þ δ2½ �.

When the estimated value ω̂ d is in accord with the true value ωd, the C/A code

information can be correctly demodulated from s1(n). According to the autocorre-

lation character of C/A code, the correlation function can’t achieve the maximum

value unless C/A code is completely aligned and τ̂ 1 is exactly consistent with τ1.
Therefore, we can precisely estimate time delay and Doppler frequency of the direct

signal τ̂1 p; ω̂d p

��
by implementing a two-dimension search within a small range.

In (6) and (15), relatively accurate estimation results has been given as initial

values, consequently, a small-scale two-dimension search does not bring in extrav-

agant computation. Even so, the search step is still one of the main factors to

determine the computational complexity of the algorithm. Although a compara-

tively coarser step can make the estimation process faster, the accuracy would have

a partial loss in the meantime. A compromise between the processing speed and the

accuracy should be taken into account in this method.

The basic diagram of the whole algorithm is shown below as Fig. 1.

6 Simulation Results

To test and verify the method in this paper, signals with single multipath have been

simulated by the GPS simulator. On the basis of the hypothesis of (2), frequency of

direct signal and multipath signal is set to the same as 1.251924 MHz. We consider

the signal with the sampling rate of 7.5 MHz, integration time of 1 ms, the DLL

loop noise bandwidth of 2 Hz. Although small noise bandwidth may cut down the

dynamic performance of the loop, at the same time, it is facilitate reducing the noise

which results in a lower tracking error and ensuring that the narrow correlator

spacing achieve the best performance at the same time.

Mean square errors (MSE) of time delay and Doppler frequency change with

signal to noise ratio (SNR) are shown in Figs. 2 and 3 where correlator spacing is

0.1 chips and multipath signal has an additional time delay of 700 ns relative to

direct signal. It can be seen from the Fig. 2 that time delay estimation error of

conventional method is too large to have a good suppression of the multipath.

Narrow correlator spacing algorithm can mitigate the multipath effectively. The

proposed method in this paper has a better performance compared with narrow

correlator spacing before fine estimation and estimation error has been further

eliminated after that. Doppler frequency error is given in Fig. 3. The results of
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proposed method precede others as well. Doppler frequency error is rather small

therefore there is no distinct improvement after fine estimation.

It is shown in Fig. 4 that time delay error of different methods changes with

different multipath additional time delay when SNR is �18 dB. The conventional

algorithm can not mitigate the multipath effectively. When double-sided bandwidth

is ten times of bit rate, according to the conclusions given in [12], the delay error

will tend to be a constant if the correlator spacing is less than 0.1 chips. It is invalid

to decrease the error by means of lowering correlator spacing. In the same condi-

tion, the proposed method in this paper surpass the best performance of narrow

correlator spacing algorithm when multipath additional delay has a medium length

from 0.1 chips to 1 chips before fine estimation. While after fine estimation, the
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performance of proposed method absolutely exceed narrow correlator spacing

algorithm.

7 Conclusion

According to the characteristics of GPS multipath signal model, a new estimation

algorithm of Doppler frequency and time delay, which is based on C/A code

correlation character, is presented in this paper. Firstly, Doppler frequency is

estimated when the signal time delay is unknown. Then, the estimated Doppler

frequency is taken advantage of to obtain the direct and multipath time delay

information with C/A code correlation character. In order to further improve the

estimation accuracy, a two-dimension fine estimation method is proposed, which

takes the previous estimated results as the initial values of search. Simulation

results show that the proposed method could estimate the Doppler frequency and

the time delay precisely. Narrow correlator spacing algorithm can not always

reduce the estimation error by continuing decreasing the correlator spacing while

the proposed method is better than its best performance in the same condition. In

addition, the computation time of is lower than signal separation estimation theory

method with approximately same precision.
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On-Line Anomaly Detection in Big Data

Based on Compressive Sensing

Wei Wang, Dunqiang Lu, Xin Zhou, Baoju Zhang, and Jiasong Mu

Abstract The definitions of anomaly detection and big data were presented. Due to

the sampling and storage burden of anomaly detection in big data, compressive

sensing theory was introduced and used in anomaly detection algorithm. The

anomaly detection criterion based on wavelet packet transform and statistic process

control theory was deduced. The anomaly detection method was used for through

wall human detection. The experiments for detecting human behind Brick wall

based on UWB radar signal was carried out. The results showed that the proposed

anomaly detection algorithm could effectively detect the existence of human being

through compressed signals.

Keywords Anomaly detection • Big data • Through wall human detection •

Compressive sensing

1 Introduction

Anomaly detection refers to find inconsistent with the desired pattern in data, also

known as novelty detection, anomaly mining, noising mining. Anomaly detection

has many applications, such as credit card fraud detection, medical diagnostics

information anomaly detection, industrial equipment fault detection and structural

defect detection, network intrusion detection and novel theme of text mining.

Currently, anomaly detection method has anomaly detection based on classifica-

tion, anomaly detection based on the nearest neighbor method, anomaly detection

based on clustering, statistical anomaly detection, anomaly detection based on

information theory, spectral theory anomaly detection and so on [1].
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“Big Data” refers to large, diverse, complex, longitudinal and distributed data

sets generated from instruments, sensors, internet transactions, email, video, click

streams, and other digital sources available today and in the future. Existing

anomaly detection algorithms are mainly based on the complete data. And it greatly

limits the application of anomaly detection algorithms in big data [2, 3]. The main

reason is that big data acquisition and storage becomes increasingly difficult with

the amount of data increasing because of the sampling bandwidth and storage space

constraints.

Compressive sensing (or compressed sampling, CS) theory suggested that a

high-dimensional signal can be projected into a low-dimensional space with a

random measurement matrix when the signal was sparse or compressible which

proposed by Donoho and Candès in 2006 [4, 5]. Then the original signal can be

reconstructed from the low-dimensional information with solving an optimization

problem. In other word, the low-dimensional signal contained the main features of

the original signal. So CS theory can provide an effective method for anomaly

detection in big data.

According to the problem in anomaly detection of big data, an anomaly detec-

tion algorithm in compressed domain is proposed which makes full use of the

advantage of compressive sensing technology. The experiment for through wall

human detection with the provided algorithm is carried out to test the effective of

the algorithm. The remainder of the paper is organized as follows. In the Sect. 2 the

compressive sensing theory will be introduced. Then the criterion and procedure of

anomaly detection will be deduced base on wavelet packet transform and statistical

method. Experimental results for human being detection will be showed in Sect. 3.

Conclusion and discussion is in Sect. 4.

2 Background and Anomaly Detection Procedure

2.1 Anomaly Detection Procedure

The Wavelet Packet Transform (WPD) of a time-domain signal x(t) can be calcu-

lated using a recursive filter-decimation operation. After the signal x(t) is

decomposed into j levels of decomposition and the node signals are reconstructed

as xij(t). Then the signal x(t) can be expressed as:

x tð Þ ¼
X2j
i¼1

xij tð Þ (1)

The node signal energies Ei
j can be defined as
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Ei
j ¼

ð1
�1

xij tð Þ2dt ¼
X

xij tð Þ2 (2)

According to the theory of WPT, each node signal contains information of the

original signal in a specific time-frequency window. Hence (2) illustrates that the

node signal energy Ei
j is the energy stored in corresponding frequency band.

Obviously, the frequency components will be varied when anomaly occurs in the

original signal. Thus, the anomaly detection can be achieved by investigated the

changing trend of Ei
j.

The wavelet packet components with small energy magnitudes are easily

jammed by the measurement noise. Thus, in this paper, instead of directly observe

node signal energies on an individual basis, the criterion for anomaly detection is

designed as:

ADC ¼
Xm
i¼1

jΔEi
j � ΔEi

j j
ΔEi

j

(3)

Where ΔEi
j is the node signal energy ratio in the total signal energy, ΔEi

j is the

reference baseline of node signal energy ratio which is the mean value of node

signal energy by measuring some subsequent signals. In order to eliminate the noise

effect, the first m dominant nodes are retained. It can be deduced that anomalies in

the signal would affect the wavelet node signal energies and subsequently alter the

criterion “ADC”. But the anomalies are not the only factor that can affect the

criterion which also can be influenced by measurement noise. It is essential to

establish threshold values for anomaly detection criterion so that the criterion can

be use to extract anomalies from measurement noise with a large probability [6]. In

this paper, the threshold values would be fixed based on statistical process control

(SPC) and statistical process control charts which are used to describe the output

characteristics of process in coordinate graph.

Assume that continuous measuring m sets of time-domain signals under the

same status. In other words, there are no anomalies during the measurements.

According to (1)–(3), a total of p ADCs can be acquired using the average node

energies as the reference baseline. Furthermore, the mean values and the standard

deviation of p ADCs can be obtained as μADC and SADC. On the basis of SPC theory,

an X-bar control chart is used to determine threshold values of ADC. Suppose that

the p ADCs are divided into subgroups of size q. Then, the one-side 1 � α upper

confidence level for average ADCs of a subgroup can be defined as:

UCLα ¼ μADC þ Zα
SADCffiffiffi

q
p

� �
(4)

Where Zα is the value of a standard normal distribution with zero mean and unit

variance such that the cumulative probability is 100(1 � α)%. The level UCLα can
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be regarded as the threshold value of the criterion. Therefore, if no anomalies

happen, the average criterion ADC of a followed subgroup would be in the range

ofUCLαwith a high probability 100(1 � α)%. On the other hand, when the average

criterion ADC of a consecutive subgroup is beyond the limit, it shows that there are

some anomalies. However, it should indicate that the SPC is a statistical principle of

hypothesis testing. So there are two types of hypothesis testing errors. Usually, the

confidence limit can be improved by increasing the size p and q. From the anomaly

detection procedure, it can be seen that no training data is required to construct a

mathematical mode for anomaly detection. That is to say that the proposed algo-

rithm belongs to unsupervised anomaly detection and can achieve on-line anomaly

detection.

2.2 Compressive Sensing Theory

Although the proposed algorithm can overcome the noise interference and achieve

anomaly detection with high probability, this algorithm is based on the complete

data which greatly limits the application in the big data field. Compressive sensing

theory overwhelms the limitation of Nyquist sampling theory and can acquire and

compress data simultaneously. The theory provides a feasible basis for the proposed

anomaly detection algorithm in big data field.

For signal x ∈ RN,it can be expressed as:

x ¼
XN
i¼1

ϕiθi , or x ¼ Φθ (5)

Where Φ is N � N orthonormal transform basis, θ is the expansion coefficients

vector under the orthonormal basis. If signal x is a K sparse signal, that is

K elements in vector θ are not zero and K is far less than N, the signal x can be

collected with a small set of nonadaptive, linear measurements according to

compressive sensing theory. Then, it can be described as follows [7–12]:

y ¼ Ψx ¼ ΨΦθ (6)

Where Ψ is aM � N random measurement matrix andM < N. Here, (Φ,Ψ) is a
pair of orthobases which followed the incoherence restriction.

If x is termed as K sparse in the orthonormal basis, we only need to collect

M ¼ O(K log(N/K )) random measurements to recover the signal by iterative algo-

rithm such as Basis Pursuit (BP), matching pursuit (MP), orthogonal matching

pursuit (OMP), StOMP, Subspace Pursuit (SP), and CoSaMP and so on.

According to Compressive sensing theory, the acquired low dimensional signal

contained the main features of the signal under the premise of appropriate mea-

surement matrix. So the frequency component would be included in the gathered

1062 W. Wang et al.



low dimensional signal. Therefore, the proposed anomaly detection procedure

could be carried out in the compressed domain data.

3 Experiments Results

Through wall human detection is of great interest for many applications, such as:

military reconnaissance, anti-terrorism, medical and natural disasters ambulance,

which can penetrate non-metallic media to detect life signal in far-off areas. Due to

the strong anti-interference ability, high resolution performance and good target

recognition capabilities, the Ultra-Wideband (UWB) radar has emerged as one of

the most optimal choices for through wall human detection. But the UWB echo

signals usually are the big data which increase the burden of data sampling and

storage. In this paper, we would use the proposed anomaly detection procedure in

compression domain for through wall human detection to verify its feasibility.

In the experiments, we used the P220 UWB radar of Time Domain Company as

the detection tool and it worked in monostatic mode that the waveform pulses were

transmitted from a single Omni-directional antenna and scattered waveforms were

acquired by a collocated Omni-directional antenna. In the project, the P220 UWB

radar was worked in the center frequency of 4.3 GHz. The echo signals were

collected at two statuses: no person behind Brick wall and still human being

standing behind Brick wall which the person was at a distance of 6.5 ft from the

radar on other side of the wall.

For verify the feasibility of the proposed algorithm, each 30 sets of echo signals

at status of without human being and with human being were acquired. The signals

were decomposed by 8-lyaer wavelet packet with db10’wavelet. And the first

20 nodes signals were used to construct the criterion ADC. The length of subgroup

is q ¼ 5. The upper confidence level is 1 � α ¼ 0.95. The random Gaussian

measurement matrix was chose for anomaly detection in compression domain

based on compressive sensing. The experimental results of through wall human

detection for original data and compressed data were shown in Fig. 1, Fig. 2 and

Table 1.

According to the proposed anomaly detection procedure , from the experimental

results , it can be seen that the identification method could effectively detect the

existence of human being in original data and compressed data with high probabil-

ity 95 %. Meanwhile, the results showed that the difference of average criterion of a

subgroup between without human being and with human being became more

obvious in pace with increasing compressive ratio. It is mainly because more

features of original signal has eliminated with the increased compressive ratio

and affected the reference baseline of node signal energy ΔEi
j .
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4 Conclusions

According to the principle that the frequency components would vary because of

the existence of anomaly, the paper proposed an anomaly detection algorithm based

on wavelet packet transform and statistic process control theory. Due to the

sampling and storage burden of anomaly detection in big data, compressive sensing
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Fig. 1 Through wall human detection with original data
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Fig. 2 Through wall human detection with compressed data at compressive ratio 1/3

Table 1 Through wall human detection with compressed data at compressive ratio 1/5 and

UCLα ¼ 0.973

Average criterion value of a subgroup without human being

0.9231 0.7760 0.6595 0.6153 0.5798 0.6996

with human being

128.205 128.433 133.584 134.44 133.735 131.339
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theory was used in the proposed anomaly detection method. The experiments for

through wall human detection were tested. The results demonstrated that the

algorithm could effectively reflect the presence of anomaly in compressed data.
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Using Canonical Correlation Method to

Extract SSVEP at One Channel

Zhenghua Wu

Abstract Many methods have been proposed aiming at improving the transfer rate

of Steady-State Visually Evoked Potential (SSVEP) based Brain–Computer Inter-

face (BCI). In this work, we propose a method in which a filter technique is

combined with the canonical correlation method, and this method called as filter

and canonical correlation (FACC) is insensitive to the initial phase of SSVEP and

the background noise, and only one signal channel is needed. The FACC method

and the Power Spectrum (PS) method are used to extract the SSVEP within 1s

length EEG segments, and the results are compared to each other. The comparison

shows that FACC method is more valid than PS method when extracting SSVEP

within a short span.
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1 Introduction

In recent years, an outstanding number of experiments have been executed by

various researchers to build a SSVEP-based BCI [4–7]. In order to obtain a high

transfer rate in BCI, a variety of methods of extracting SSVEP have been proposed

[1–4, 9], among which a very widely used one is the PS method [1, 5–7].

The Canonical Correlation (CC) method was proposed to detect SSVEP in 2007

[2]. In this approach, a few sine signals with same frequencies as the harmonics of

SSVEP are produced, and the correlation coefficient between these signals and the

original EEG signals at a few channels are calculated to detect SSVEP, respec-

tively. However, if applying this method on the signal at only one electrode,

because it is very sensitive to the initial phase of SSVEP, there can not come out

a good result.

In the work presented in this article, a new approach is proposed to overcome the

drawback of the CC method. In this method, there is only one electrode used as the

signal electrode, instead of computing the correlation coefficient between the

developed sine signals with original EEG, the correlation coefficient between the

original signal within a frequency band and its remained part filtered out the target

frequency is computed. This new method is called as the filter and canonical

coefficient (FACC) method. FACC method and PS method are used to detect

SSVEP within 1s length segment, respectively. The results show the FACC method

has a higher detection accuracy than the PS method for the short EEG segment.

2 Methods

2.1 Data Acquirement

Eleven healthy adults with normal or corrected normal vision served as the volun-

teer subjects upon giving informed consent. While seated in a comfortable chair in a

shielded recording chamber, the subjects looked at the LED 60 cm in front of them.

Six different stimulating frequencies, i.e. 33.33, 25, 16.67, 12.5, 8.33, and 6.25 Hz

were used. Before the beginning of the repetitive stimulus, 40s spontaneous EEG

signal was recorded, then 40s SSVEP under each frequency was recorded. The

recording was made by using EGI system with a 129 channel electrode cap,

referenced at electrode Cz. Electrode No.76 (Oz) in the occipital area was selected

as the signal electrode for all the subjects under all stimulating frequencies

according to the suggestion in BCI studies [8].
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2.2 Methodology

First of all, the signal to noise ratio (SNR) of SSVEP under each frequency at

electrode Oz is computed like this: for a certain frequency SSVEP, the original EEG

signal with a length of 40s are processed by Fast-Fourier Transform (FFT) directly,

and the power of SSVEP is divided by the average power of the band�1 Hz around

stimulating frequency.

The spontaneous EEG and SSVEP are divided into segments of 1s length, and

then is processed by FFT to get a spectrum. In this spectrum, the power of the

frequencies lower than 5 Hz are set to zero to cancel the strong background noise,

and the power from 9 to 11 Hz are set to zero to avoid the strong α signal. This new

power spectrum P1 is processed by Inverse Fast-Fourier Transform (IFFT) to get a

new signal S1. Then the first and/or second harmonics of a certain frequency in P1

are set to zero to get a power spectrum P2. This P2 is processed by IFFT again to get

a new signal S2. After that, the correlation coefficient between S1 and S2 is

calculated. The above introduced technique is called the filter and canonical

correlation (FACC) method.

FACC and PS method are applied on each segment to detect SSVEP. Two types

of detection accuracy are defined. The first type is that the SSVEP of a certain

frequency is explicitly detected in the segment surely containing this frequency

SSVEP. The second type is that the SSVEPs of other frequencies are not detected in

the same segment. The two types of accuracy under different methods are evaluated

by using one-way analysis of variance (ANOVA). The results by ANOVA can

stand by the significance of difference between the two methods, and the signifi-

cance level is set to 0.05.

3 Result

3.1 Relation Between the SNR and Detection Accuracy

In this test sample, the biggest SNR is 42 for subject S1 at stimulus 33.33 Hz and the

smallest SNR is 3.7 for subject S8 at stimulus 16.67 Hz, with an average SNR of

14.9 in this sample. Some subjects have a high SNR for every stimulus, some

subjects has a high SNR for some stimuli while a low SNR for other stimuli, and

some subjects has a low SNR for every stimulus. Figure 1 shows the average SNR

of every subject. Subject S1 has the highest average SNR of 24, while subject S11

has the lowest average SNR of 7.2. The SNR has a high positive correlation for the

first-type accuracy, and the correlation coefficient is 0.9 for PS method and 0.94 for

FACC method. While a low correlation coefficient 0.3 for PS and 0.7 for FACC are

observed for the second-type accuracy.
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3.2 Comparing First-Type Accuracy

Experiment shows quite different results of SSVEP amplitude across various sub-

jects. For some subjects, all SSVEPs under every stimulus are strong, and then can

be easily extracted with a high accuracy by using both the FACC and PS methods.

While for some other people, SSVEPs are strong for certain stimuli, while weak for

some other stimuli. This leads to differentiated accuracy in detecting SSVEP. The

overall average of first-type accuracy for PS and FACC are 60 and 68 %, respec-

tively, and the ANOVA result is (F(1,20) ¼ 0.95, p ¼ 0.34). Figure 2 shows the

average first-type accuracy of PS and FACC methods for every subject.

3.3 Comparing Second-Type Accuracy

Both of the second-type accuracy of PS and FACC are high for every subject under

any stimulus. The average second-type accuracy for PS and FACC is 87 and 92 %,

respectively. A significant difference of the average second-type accuracies

between the two methods (F(1,20) ¼ 8.3, p ¼ 0.009) has been observed. Figure 3

illustrates the average second-type accuracy of the two methods for every subject.
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Fig. 1 The average SNR of six stimulus frequencies at electrode Oz for every subject
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4 Discussion

The detection accuracy of SSVEP can be influenced by three factors for a fixed

length EEG segment: the initial phase of SSVEP, the background noise in EEG, and

the power of SSVEP. The correlation coefficient between a constructed sine signal
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Fig. 2 The average first-type accuracy of PS and FACC method for every subject
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Fig. 3 The average second-type accuracy resulted by FACC and PS for every subject
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and EEG is very sensitive to the initial phase of the sine signal. The FACC approach

has overcome the drawback of the phase sensitivity of the normal CC method.

Although only one signal electrode is used in this method, a high detection accuracy

can be gotten.

PS method is sensitive to the background noise to some extent. While in the

FACC method, the correlation coefficient is computed between the background

noise and the rest part filtered out the SSVEP frequency, and this coefficient is only

related to the SSVEP power. So, when applying FACC method to the SSVEP

segment to detect other frequencies, the correlation coefficient holds unvaried

compared to their threshold for the power of those frequencies are almost at the

same level as that in spontaneous EEG, which means there are no SSVEP of these

frequencies in the segment, then a high second-type accuracy is obtained. So,

although the second-type accuracies of both methods are high, there is still a

significant difference between them.

Of course, any method would be sensitive to the power of SSVEP itself, so it is

for the PS method and FACC method. That is why a positive correlation between

the SNR and the first-accuracy has been observed. In a real BCI system, there are

many flickers used. When processing the EEG data, normally all the frequencies

used in the system should be tested. If the second-type accuracy is low, the accuracy

of the system is demonstrated low, too. So it is the same importance of the first-type

and second-type accuracy.

5 Conclusion

For the insensitivity to the initial phase and the immunity of to background noise,

FACC method can improve the first-type and second type accuracy in detecting

SSVEP compared with the PS method, and this suggests that it can be used in a real

time BCI system.
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Research on Target Identification Algorithm

in Micromanipulation

Xin Yin, Cuiping Zhang, Shidong Song, Ningning Ma, and Xueyan Ma

Abstract Target identification is one of difficult problems in micromanipulation,

according to this problem, this paper studies on three kinds of commonly used

target identification algorithms based on the characteristics of target identification

algorithm, based on the training target identification algorithm, based on the

Template target identification algorithm. And the three kinds of algorithm in

microscopic field were experimentally simulation comparison from the experimen-

tal results. In the end, it analyzes merit and demerit of every target identification

methods and the development foreground of the identification are analyzed.

1 Introduction

One of the key issues of a micro-manipulation robot system operated in the wide

scope and half structured environment is the target identification. Target identifi-

cation plays an important role in economics, military affairs and science technology

fields. In target identification, algorithms can be broadly divided into three catego-

ries: (a) the target identification algorithm based on the characteristics; (b) the target

identification algorithm based on Neural Networks; (c) the target identification

algorithm based on template [1]. Among them, the Scale-invariant feature trans-

form (SIFT) algorithm based on feature is proposed in recent years and achieved

good results in the field of target identification of an algorithm. The SIFT feature

vector has a strong robustness. It is a kind of partial feature extraction algorithm;

Image data has local scale-invariant features. The scaling, rotation, scale brightness
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change keeps invariance, the perspective changes, affine transform, noise also

maintain stability. Target identification algorithm based on the training of BP

network is the most used a form of neural network. In neural network information

processing, past and present data is treated as learning sample set. By some

nonlinear processing to establish model, the behavior of the system variables is

got as a scientific and quantitative judgment. Target identification algorithm based

on template algorithm is the most typical in template matching algorithm; Template

matching is to search for target in one of the big picture. Target and template have

the same size, direction and image, through a certain algorithm can find the target

and determine its coordinates. The above three kinds of algorithms has made very

good result in the field of target identification. With modern science and technology

rapid development into tiny, ultra-precision field, people give more and more

attention to micro operating system application in the biomedical field [2], cloning

[3], transgenic experiment [4], etc., In micro operating system engineering, target

identification under the microscopic vision become a research hotspot of machine

vision. In this paper, the target identification algorithm under microscopic view is

comparative analysis. This paper is divided into four parts. In Sect. 2, the typical

target identification algorithm is introduced respectively; Sect. 3 is the simulation

experimental study. Section 4 is the conclusion.

2 The Typical Target Identification Algorithm

In target identification, algorithms can be broadly divided into three categories.

2.1 The Target Identification Algorithm Based on Sift

SIFT is put forward by David Lowe in 1999. The algorithm is divided into five

steps.

2.1.1 Generate Scale Space and Extreme Value Point

Gaussian convolution kernel is the only linear nuclear scale conversion. Gaussian

scale space is defined as:

L x; y; σð Þ ¼ G x; y; σð Þ � I x; yð Þ (1)

G(x,y,σ) is the scale variable Gaussian function.
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G x; y; σð Þ ¼ 1

2πσ2
e� x2þy2ð Þ=2σ2 (2)

In (2), (x, y) is the spatial coordinates, σ is a scale coordinates.

In order to effectively detect stable point in scale space, the differential Gaussian

scale space is put forward.

D x; y; σð Þ ¼ G x; y; kσð Þ � G x; y; σð Þð Þ∗I x; yð Þ ¼ L x; y; kσð Þ � L x; y; σð Þ (3)

In search of the scale space of extreme value point, each sample point is

compared to all of its adjacent points, the sample point and eight adjacent points,

as well as the corresponding 18 points in the upper and lower adjacent scales were

compared, in order to ensure that the extreme value point can be detected in the

scale space and the two dimension image space.

2.1.2 Position the Extreme Value Point

By fitting three-dimensional quadratic function, the position and scale of the key

points are accurately obtained, at the same time, the edges of the key points and

unstable response of the low contrast points are removed.

2.1.3 Key Point Direction Distribution

Each key point’s specified direction parameters is got using gradient direction

distribution characteristics of neighborhood pixels of key points, which makes the

operator possess rotation invariance.

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OLxþ1,y � OLx�1,y

� �2 þ OLx,yþ1 � OLx,y�1

� �2q
(4)

θ ¼ arctanx OLx,yþ1 � OLx,y�1

� �
= OLxþ1,y � OLx�1,y

� �� �
(5)

Formula (4) and (5) is the gradient value and direction formula of the (x, y) point.

2.1.4 Feature Point Descriptor

To enhance the robustness of matching, each key point is described using the 4 � 4,

a total of 16 seeds, which eventually a key point produce a 128 dimension SIFT

feature vector.
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2.1.5 Key Point Feature Matching

The feature of key points is matched using Euclidean distance as similarity measure

[5, 6].

2.2 Target Identification Algorithm Based on BP Neural
Network

The BP neural network is a kind of typical forward multi-layer neural network.

Three layer BP network can approximate any nonlinear function [7–9]. For exam-

ple: the transfer function of network unit is Sinmoid function, which assume it

includes n input layer neurons, and c hidden layer neurons and m output layer

neurons. Input layer neuron is X. Neurons in hidden layer is O and output layer

neurons are Y.

Oj ¼ f
Xn
j¼1

aijxj þ θi

 !
i ¼ 1, 2, . . . , c (6)

yi¼ if
Xc
j¼1

bijoj þ θj

 !
i ¼ 1, 2, � � �m (7)

According to the error back propagation algorithm and the theory of minimum

mean square error, can adjust the formula for get connection weights.

bij tþ 1ð Þ ¼ bij tð Þ þ ηoi 1� oið Þ di � Oið Þyj (8)

aij tþ 1ð Þ ¼ aij tð Þ þ ηyi 1� yið Þ di � oið Þxj
Xm
k¼1

oi 1� oið Þ di � oið Þbkj (9)

In (9), parameter t is learn-times. BP algorithm’s specific training steps as

follows [8–10]:

Firstly, neural network initialization, randomly allocate some smaller threshold

values initial amount.

Secondly, the forward calculation is done to each input sample data according to

formula (6) and (7). Then, the ownership value and threshold value are modified

according to the formula (8) and (9).

Finally, loop iteration until network error meets the requirements or the maxi-

mum training number is reached.
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2.3 Template Matching Algorithm [10, 11]

The similarity between the template T (m, n) and the sub graph Sij is described in

(10) [12–15].

D i; jð Þ ¼
XM
m¼1

XN
n¼1

sij m; nð Þ � T m; nð Þ� ffl2 ¼XM
m¼1

XN
n¼1

Sij m; nð Þ� ffl2

� 2
XM
m¼1

XN
n¼1

sij m; nð Þ � T m; nð Þþ
XM
m¼1

XN
n¼1

T m; nð Þ½ �2 (10)

E i; jð Þ ¼
XM
m¼1

XN
n¼1

sij m; nð Þ � T m; nð Þ� ffl
(11)

In (11), the vector error is calculated.

3 Experiment Research

In Windows XP, CPU 2.93 GHz, NKTYMR601 micro-operation robot system is

used in experiment [16, 17].

The system has a movement range, which is 5 cm � 5 cm and has a movement

error within 5 μm.

At first, stitch microscopic images in the 4� objective microscope, Fig. 1 is the

original image. Fig. 2 is stitched image. Targets are identified using the Sift in Fig. 3

and using Template matching algorithm in Fig. 4. In Fig. 5, the targets are identified

using BP Neural Networks. Table 1 give the consuming time in the different

algorithm, which 26 English letters is used as the training sample in the BP Neural

network algorithm.

Fig. 1 The original image

in the macro visual field
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By comparing the effect of target identification and time efficiency, Sift algo-

rithm has the highest accuracy. Template matching algorithm can accurately

identify, the objects only under the condition which the object is the same as the

template. When object’s scale change in micro visual field, the object can not be

identified. The BP neural network algorithm can accurately identify the object at the

expense of the elapsed time. Therefore, the Sift algorithm if fit for the object

identify in the micromanipulation.

Fig. 2 Stitched microscopic images in the 4� objective microscope

Fig. 3 Targets is identified using the sift algorithm

Fig. 4 Targets is identified using template matching algorithm
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4 Conclusions

Target identification is a hot and difficulty spot in the research of machine vision

field. Because the microscopic image has scale variation, much noise characteris-

tics, the target tracking algorithm in the macro field is not entirely suitable for the

object identification in the micro field. By analyzing the experimental result, the sift

algorithm can meet the demand of target identification in the micro field.
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An Information Integration Approach for

Classifying Coding and Non-Coding Genomic

Data

Ashis Kumer Biswas, Baoju Zhang, Xiaoyong Wu, and Jean X. Gao

Abstract Reliable methods to classify coding and non-coding transcripts from

large scale genomic data will help researchers annotate novel RNA transcripts. In

this manuscript we explored some of the distinguishing properties of these two

classes of transcripts, such as the features of their secondary structures, differential

expression scores obtained from typical RNA-seq experiments, and G+C content

scores. We trained two classification methods—Conditional Random Forest (CRF)

and the Support Vector Machines (SVMs) with the extracted features from the

genomic data and applied the trained model to predict a test set comprised of the

two classes of transcripts from three well known annotation sources and found

important characteristics of the extracted features regarding the classification prob-

lem. A comparative analysis shows that our method outperforms the existing two

state-of-the-art methods—the CPC (Coding Potential Calculator) and the POR-

TRAIT in classifying transcripts from the test dataset.

1 Introduction

The central dogma of molecular Biology was proved incomplete after the discovery

of genes that are transcribed into RNAs but surprisingly stay inside the cell without

being translated to any proteins. These are the non-coding RNA (ncRNA) tran-

scripts that participate in various cellular activities including gene silencing, repli-

cation, gene expression regulation, transcription, chromosome stability, protein

stability, translocation, localization and RNA modifications, processing, and their
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stability [11]. Classifying the non-coding and coding genes that produce the RNA

transcripts will help the researchers exploring the two types of genes separately as

well as determining activities in which a group of ncRNAs are involved.

Due to the fact that the most of the ncRNA transcripts are engaged in one or

more functions inside the cell and they require a stable structure for their respective

functions [16]. Using the structural potential of RNA transcripts, coding and

non-coding genes can be distinguished. However, it was later investigated that

the secondary structures are not sufficiently different from the predicted stability of

a random RNA sequence [14] that makes harder the classification strategies that

utilize structural information only. Therefore, researchers focused on multi-domain

features to distinguish a non-coding RNA from a protein coding one.

Among the several multi-domain strategies, the CPC [10] approach employed

few features of the transcripts pertaining to the Open Reading Frames (ORFs) and

the possible proteins for the transcript. However, it is not suitable for the reason that

it is prone to be biased for classifying as non-coding those transcripts that do not

have good hits on the protein databases. Again, the PORTRAIT [1] uses a software

called ANGLE that translates the Expressed Sequence Tags (ESTs) from a given

input sequence into possible protein. The SVM induced protein coding and

non-coding transcript discriminating models were built by employing some features

of these. However, the PORTRAIT classifies only the transcripts which are at least

80 nucleotides long. But there may be cases where it would be required to classify

transcripts much shorter than 80 nucleotides.

With the advent of the Next Generation Sequencing platform—RNA-seq [15],

transcript expressions can be quantified from the short-reads more effectively and

accurately than using microarrays. Such expression scores were never employed as

feature to discriminate a non-coding RNA transcript from a coding transcript. In

this paper, we presented a methodology to classify the non-coding and coding

transcripts from a given list of genomic coordinates by employing the expression

scores as well as sequence and structure based features of the transcripts. We built

discriminatory models using the Conditional Random Forest (CRF) classifier and

the Support Vector Machines (SVMs). We evaluated our system in database

specific and database independent manner and it showed no bias towards any

specific class. We also performed a comparative analysis of our system with the

CPC [10] and PORTRAIT [1] and justified our results.

2 Methods

2.1 Obtaining Dataset

We worked with the RNA-seq experiment data that was generated from the High

Throughput Sequencing of RNAs from mouse cortical cultures under three differ-

ent potassium stimulation conditions, which are—no stimulation condition, stimu-

lating for 1 h and stimulating for 6 h [9]. The dataset from the experiment was
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collected from NCBIs Gene Expression Omnibus [5] and are accessible through

GEO series accession number GSE21161 (http://www.ncbi.nlm.nih.gov/geo/query/

acc.cgi?acc¼GSE21161).

The coding RNA and the ncRNA annotations of mouse (Mus musculus (mm9))

were retrieved from the UCSC Table Browser (knowngene track) [8]. Additionally

we included Ensembl NCBIM37.67 ncRNA annotations [6], and RefSeq mRNA

annotations [13]. For the three datasets, both coding and non-coding transcripts

were chosen which have length less or equal to 1000nt. Table 1 summarizes the

number of transcripts of each class from the three datasets.

2.2 Feature Extraction

We extracted three categories of features from the transcript information available

in the datasets (Table 1), which are—properties of the predicted secondary struc-

tures, G+C content scores, and expression scores.

RNA transcripts are single-stranded molecules and can fold to itself by forming

base pairings. These pairings often occur between the bases G and C, U and A, and

sometimes G and U. The base pairings form the structural components of the RNA

transcript. The components are shown in Fig. 1. We applied “RNAfold” [7] to

predict the secondary structures of all the transcripts listed in Table 1. The program

reported the minimum free energy (MFE) of each of the transcripts and generated a

text file containing the predicted secondary structures in bracket notation. Then we

extracted the following properties of the predicted structures—(1) number of paired

bases, (2) number of hairpin loops of length 1, 2, 3, 4, 5, 6, 7 and greater than

7, (3) number of multi-loops of length 1, 2, 3, 4, 5, 6, 7 and greater than 7, (4) Min-

imum Free Energy (MFE) of the predicted structure.

The G+C content of the transcripts is the only sequence-based feature considered

in our study. It is computed using Eq. (1).

G+C Content ¼ nðGÞ þ nðCÞ
nðAÞ þ nðUÞ þ nðGÞ þ nðCÞ (1)

Here, the function n(x) is the frequency of occurrence of the base “x” in a transcript
under consideration, where x∈ {A,C,G,U}, the four-base alphabet required to form

all RNA transcripts.

Table 1 Summary of coding and ncRNA transcript annotations used in this study

Data source No. of coding transcripts No. of non-coding transcripts

Ensembl [6] 6,000 5,627

RefSeq [13] 1,100 1,064

UCSC [8] 1,565 1,501
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Finally, from the RNA-seq experiment data, we analyzed the binary indexed-

BigWig files for the three different conditions. Each one of the BigWig file contains

coverage scores for RNA transcripts with one nucleotide span under specific

condition which were used to measure expression of transcripts in the annotation

sources. Expressions of RNA transcripts from an RNA-seq experiment is quantified

by the “RPKM” (Reads Per Kilobase exon model per Million mapped reads)

measure [12] (Eq. (2)).

RPKM ¼ exonReads

totalReads(millions)� exonLength(kB)
(2)

In Eq. (2), “exonReads” is the total number of short-reads mapped to a specific exon

or transcript under consideration, “totalReads” is the total number of short-reads

mapped in the experiment (in Million unit), and “exonLength” is the length of the

exon or transcript under consideration (in kilo base unit). In order to compute

RPKM score of a transcript, we added all the one-nucleotide span scores of all

the coordinates that map within the start and the end coordinates of the transcript.

The summation is the “exonReads” for Eq. (2). The RNA-seq experiment [9]

mapped a total of 50 million short-reads, so the “totalReads” here will be 50.

Finally, the absolute difference between the start and end coordinates of the

transcript is the length of the transcript (“exonLength”). By plugging in the three

values into the Eq. (2) we can compute RPKM expression scores of all the

transcripts from the dataset (Table 1).

Fig. 1 Components of the secondary structure of the RNA sequence: GCGCCCGUAGCUCAAU

UGGAUAGAGCGUUUGACUACGGAUCAAAAGGUUAGGGGUUCGACUCCUCUCGGGCGCG
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2.3 Measuring Influences of the Feature Combinations

In this step we tried to measure the relative importance of each of the feature

combinations on the overall classification task. We extracted three types of features

from the transcripts—sequence (S), secondary structure (T) and differential expres-

sion (E). Here, we built the classification models by applying all the possible

combinations of the available features, which are—(1) sequence only {S}, (2) sec-

ondary structure only {T}, (3) expression only {E}, (4) sequence and structure

{S,T}, (5) structure and expression {T,E}, (6) sequence and expression {S,E} and

(7) all the three features {S,T,E}. Thus, to measure the influences of the features on

the classification task, we split the three datasets—UCSC, RefSeq and Ensembl

along with the Combined dataset (i.e., the set of all the three datasets) into training

and test sets and employed the combinations of features in classifying the test sets.

2.4 Classifier Selection

We experimented with two classification algorithms—Conditional Random Forest

(CRF) [2] and the Support Vector Machines (SVMs) [3]. The random forest is an

ensemble classifier that consists of many decision trees and it outputs the class that

is the mode of the class outputs by all the individual trees. Each tree is constructed

using the following algorithm: (1) if the number of training examples is N, and the

number of features of each example is M, a revised training set is prepared using

any n of the N available training examples (here, n < N ). The rest of the training

examples are used to estimate the errors of the tree, (2) For each node of the tree,

m out of M features are randomly chosen on which to make the decision at that

node, where, m < M. The best split with the m features are determined by the

revised training set. For prediction a new sample is pushed down the tree. It is

assigned the label of the training sample in the terminal node it ends up in. This

procedure is iterated over all trees in the ensemble, and the mode vote of all trees is

reported as random forest prediction.

However, the Support Vector Machines [4] classifier is the most widely used

supervised learning algorithm for two-class classifications. The SVMs map the

feature vector into a high dimensional feature space and classify the samples by

separating the hyperplane in the space. In the training phase, the SVMs perform a

search for an optimal hyperplane by solving a quadratic optimization problem. This

hyperplane, determined by the criterion that maximizes the distance of the nearest

feature vector, has good generalization performance. We used the Radial Basis

Function as the kernel of the classifier. In the training step, the cost and gamma
parameters were tuned by a grid search approach in the range, cost ∈ [1, 24] and

gamma ∈ [2�8, 2].
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2.5 Training, Testing and Evaluation

The sequence, structural and expression features were extracted in the same way for

both the training and test datasets. All data values for each of the feature were

normalized by standardization (i.e., x�μ
σ , where x is a data value, μ is the arithmetic

mean of all the data values of a certain feature, and σ is the standard deviation of all

the data values of that feature). Then the two classification models were built by

training the classifiers—(1) on the UCSC dataset, (2) on the RefSeq dataset, (3) on

the Ensembl dataset, and (4) on the combined dataset (i.e., total set of UCSC,

RefSeq and Ensembl sets). For each run, the datasets were randomly split into two

partitions— 80 % were kept for training and 20 % for testing. These fractions were

randomly selected during the experiments.

Based on the true class labels and the predicted class labels the confusion

matrices for the classification experiments were prepared for both the classifiers.

Since we built binary classifiers, non-coding RNA was treated as “positive” class

and coding RNA was treated as “negative” class. Finally for all the classification

runs, we computed “precision”, “recall”, “accuracy” and “F1-measure”.

3 Results and Discussion

After testing with all the possible combinations of the classifiers trained with the

three categories of features, we obtained eight bar plots as shown in Fig. 2. In the

figure, the top four plots are the results of classification by the Conditional Random

Forest (CRF) classifier, and the bottom four plots denote the performance of the

Support Vector Machines (SVMs) classifier trained with the seven possible com-

binations of the three feature categories. For each of the classifier, the performance

on the four test datasets (UCSC, RefSeq, Ensembl and the combined dataset) were

reported separately, while in each of the plot four adjacent bars in four different

grayscale shades (darkest to lightest) were drawn which represent the four perfor-

mance metrices—accuracy, precision, recall and F1 measure for a classifier trained

with a particular combination of features. From the figure it can be easily realized

that the secondary structure properties as a feature is more influential than the other

two, which can be seen by the sharp peaks at the points T, ST, TE and STE on the

X-axis representing the application of secondary structure alone, sequence and

structure, structure and expression and all together respectively. From the plots, it

is evident that both the Conditional Random Forest (CRF) classifier and the Support

Vector Machines (SVMs) are similar in terms of classification performance. But in

terms of CPU time for training and prediction, the SVMs based classifier is faster

than the Conditional Random Forest classifier.

Next, we compared our system (based on the application of the three features all

together, {S,T,E}) with the two existing systems—CPC (Coding Potential Calcu-

lator) [10] and the PORTRAIT [1]. Both of these two systems used the SVMs in
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classification and provided publicly accessible web services to perform the pre-

dictions based on the user inputs. We evaluated our system and the existing two

with the same test datasets obtained from each of the three data sources and a

combined dataset. However, the PORTRAIT prediction system did not report some

input RNA transcripts that were less than 80 nucleotides long. Thus, in order to

obtain a fair comparison we removed those transcripts from the test dataset before

evaluating all the systems. Table 2 summarizes the comparison statistics of the two

existing systems along with our proposed systems based on both the SVMs and the

CRF based classification methods. From the results it can be noticed that the metric

“recall” for each of the existing two systems is higher than that of ours. This is

because of the fact that the CPC [10] and PORTRAIT [1] systems showed bias

towards the prediction of “non-coding” to given transcripts. Other than this metric,

our system is better than the two methods in terms of accuracy, precision and

F1-measure for all the data sources. The experimental result shows that our system

does not have any bias to a certain class. From this experiment, we were also able to

show the significant contribution of the features we chose—sequences, structures

and expressions in building a reliable non-coding and coding RNA classifier.
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Fig. 2 Evaluating the classification performance by employing all the seven possible combina-

tions of the three features—(i) Sequence, (ii) Secondary Structure and (iii) Differential expressions

on the four datasets. The combinations are listed in X-axis as the combinations of these three

letters—S, T and E, for the sequence, secondary structure and differential expressions respectively.
Here CRF means our method based on the Conditional Random Forest Classifier and SVMs is
based on the Support Vector Machines
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4 Conclusions

In this paper, we proposed a method to build a classifier to distinguish between a

coding and a non-coding RNA transcript using a sequence based property (the G+C

content), some structure based properties and three expression scores of RNA

transcripts. The method can be further extended to identify random genomic

sequences by employing some heuristics that will enable the discovery of novel

non-coding RNA transcripts. Compared with the CPC [10] and PORTRAIT [1]

methods, the method we introduced operate more accurately and reliably.
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A Unified Probabilistic PLSR Model for

Quantitative Analysis of Surface-Enhanced

Raman Spectrum (SERS)

Shuo Li, Jean Gao, James O. Nyagilo, Digant P. Dave, Baoju Zhang,

and XiaoYong Wu

Abstract Gold Surface-enhanced Raman Scattering (Au SERS) nano-particles in

combination with Raman spectroscopy have occurred as a newly sensitive,

non-invasive molecular imaging technology. The multiplexing capability enables

the technology to detect and separate multiple biomarkers with picomolar sensitiv-

ity. In this study, we demonstrate the ability of Raman spectroscopy to separate

different fingerprints of Au SERS nanotags. Quantitative analysis of Raman spec-

trum data usually faces the challenge as high dimensional variables with a low

sample number. The commonly applied partial least squares (PLS) regression

algorithms, including PLS2 and SIMPLS, can not avoid overfitting to small data

sets. In this paper, we present a unified probabilistic PLSR model, called PPLSR,

stemmed from the concepts of probabilistic principal component analysis (PPCA)

and probabilistic canonical correlation analysis (PCCA) to identify the spectral

fingerprints from the measured mixing Raman signals. This model partitions the

observed variables into the systematic part governed by a few latent variables and

the unrelated noise part controlling the uncertainty of data sets. As a general

methodology, this provides a solid foundation to develop Bayesian nonparametrics

models and helps to build more robust models. Experimental results of Raman

spectrum data using up to five different types of Au SERS nanotags with different
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combinations and mixing ratios are shown. Quantitative analysis using the pro-

posed model and comparison methods are given with two cross-validation methods.

1 Introduction

The development of the gold surface-enhanced Raman scattering (SERS)

nanoparticles offers an exciting opportunity to overcome the low signal-to-noise

problem inherent in existing Raman spectroscopy. It is regarded as one of the most

sensitive, noninvasive techniques for quantitative biomarker analysis that can

provide unique spectral fingerprints from biological samples. To identify and

quantify the underlying fingerprints from the multiplexing Raman signal, the

basic model is usually a linear calibration model:

Y ¼ XBþ E; (1)

where X ¼ ½x1; . . . ; xN�T 2 RN�dx are N zero-mean mixture Raman spectra, each

with dx wavelengths; Y ¼ ½y1; . . . ; yN�T 2 RN�dy are the zero-mean ground truth

concentrations of dy components in each mixture sample;B 2 Rdx�dy is the matrix of

regression coefficients and E is the residual matrix. For spectrum data, it is common

that dx� N and variables of X are correlated. Latent variable regression methods,

including principal component regression (PCR), canonical correlation regression

(CCR) and partial least squares regression (PLSR), are usually used to solve this

high dimensional, ill-conditioned, multicollinearity multivariate linear regression

problem [2].

Among these methods, PLSR is commonly used because of its robust objective

function [7]. It is derived from the partial least squares (PLS) technique, which

represents a class of methods first used for modeling between data sets [11]. A

recent overview of PLS can be found in [9]. PLSR is the variant of PLS that is

especially for the prediction purpose. One PLSR algorithm, called PLS2 in [9], is

based on NIPALS algorithm, which can be found in [6, 9]. An analysis of the

properties of PLS2 can be found in [6]. Wold et al. [12] gives a good picture of

PLS2. References [4, 5, 7] illustrate the statistic properties of the objective function

and equivalent optimization process of PLS2 algorithm. Another PLSR algorithm,

named SIMPLS [3], improves NIPALS algorithm based PLS2 by avoiding the

deflation of original data matrixes.

Traditional PLSR algorithms are frequentist statistic methods, which suffer

several inherent drawbacks, such as (1) Data inference and prediction are only

based on a single model, and if the size of the training data set is small, the model

would be biased; (2) It is difficult to incorporate the prior knowledge into the model

and is hard to do on-line learning; (3) It needs to use the time consuming cross-

validation methods to decide the model complexity, for example to find the best

number of principle components. Inspired by the idea of probabilistic PCA [10] and

probabilistic CCA [1], in this paper, we present a unified probabilistic model for the
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traditional PLSR algorithms, named probabilistic PLSR (PPLSR), which is a solid

foundation for Bayesian models that can deal with those drawbacks.

The paper is organized as follows: in Sect. 2, the differences and connections

between two PLSR algorithms are analyzed; in Sect. 3, the unified probabilistic

model is presented; Sect. 4 gives an EM algorithm to estimate the parameters of the

model and in Sect. 5, PPLSR is evaluated on three Raman spectra data sets using

three cross-validation methods.

2 PLSR Algorithms

PLSR algorithms linearly combine the explanatory variables x with the weights

vectors as columns of matrix W ¼ fwigki¼1 2 Rdx�k , and get k unrelated latent

variables z ¼WTx ¼ fzigki¼1 that best represent x and most correlate with

dependent variables y, which can be described asobj.maxwi
varðziÞ

Pdy
t¼1corrðzi;ytÞ2

/jjcovðzi;yÞjj2,s.t.jjwijj2¼1; corrðzi;zjÞ¼0,fori¼1;...;kandj¼1;...;ði�1Þ. var(zi)
and corrðzi;ytÞ are variance of zi and correlation coefficient between zi and

yt respectively, elements of vector covðzi;yÞ are covariance coefficients between

zi and elements of y, / means be proportional to, jj.jj means Euclidean norm

of vectors. Then the linear regression is done between z and y. For i ¼ 1, w1

is the first eigenvector of XTYYTX corresponding to the biggest eigenvalue.

For i¼2;...;K , in order to satisfy the constraints of unrelated latent variables

corr(zi,zj) ¼ 0, wi are found iteratively in both PLS2 and SIMPLS.

Algorithm 1 PLS2 Deflation process.

1: for i ¼ 1 to k do

2: ri ¼ eigðXT
i YY

TXiÞ; % Get projection directions ri
3: zi ¼ Xiri; % Get score vectors zi
4: pi ¼ XT

i zi=ðzTi ziÞ; % Get loading vectors pi
5: Xiþ1 ¼ Xi � zip

T
i ; % Get the residual matrices of Xi

6: end for

7: Store R ¼ ½r1; . . . ; rk�; P ¼ ½p1; . . . ; pk�
PLS2 iteratively deflates on X to get residual matrix Xi and get the

corresponding projection direction ri by solving: obj. maxri r
T
i X

T
i YY

TXiri, s.t. r
T
i

ri ¼ 1; with Xi is got from a deflation process described in Algorithm 1, in which,

eig(.) means getting the first eigenvector of the matrix corresponding to the biggest

eigenvalue, and different with the random variable zi, zi are the sample vector of the

ith latent variable. The projecting direction ri is to project residual matrix Xi, and

the weights vectors can be calculated as W ¼ RðPTRÞ�1 [12] or W ¼ PðPTPÞ�1
[8]. Hoskuldsson [6] proved that after the deflation, it will satisfy the unrelated

constraints.

A Unified Probabilistic PLSR Model for Quantitative Analysis of. . . 1097



Instead of finding projection directions of residual matrixes Xi, SIMPLS

directly finds the weights vectors as the left singular vectors of a projected

cross covariance matrix P?i X
TY with P?i ¼ I� Pi�1Pþi�1 is the matrix of

projecting directions, Pþi�1 ¼ ðPT
i�1Pi�1Þ�1PT

i�1 is the Moore–Penrose inverse of

Pi�1 and Pi�1 ¼ ½p1; . . . ; pi�1� is the loading matrix with the ith column calculated

as pi ¼ XTzi=ðzTi ziÞ . In each iteration the objective function of SIMPLS can be

written as: obj. maxwi
wT

i P
?
i X

TYYTXP?i wi, s.t. w
T
i wi ¼ 1 . de Jong [3] proved

that these wi satisfy the unrelated constraints, and the detail algorithm can be

found in [3].

The process of both PLS2 and SIMPLS can be summarized as: X ¼Pk
i¼1 zip

T
i

þXiþ1 ¼ ZPT þ Xiþ1 and Y ¼ ZQT þ Ey, in which the unrelated latent variables

fzig together with loadings fpig best represent the predictor matrix X. Residual

matrix Xi+1 describes random noises outside the subspace spanned by the PLS

principle components. Regression is done between Z and columns of Y, with

columns of Q are regression coefficients. So ZQT best predicts the response matrix

Y and Ey represents regression errors.

3 Unified Probabilistic PLSR Model

In this part we give the unified probabilistic PLSR that covers PLS and

SIMPLS under the same model. It is reasonable to assume that any mixture

Raman spectrum x 2 Rdx is composed of k principal components and random noises

x ¼Wxzþmx þ ex , with columns of Wx 2 Rdx�k and elements of z ∈ Rk being

loadings and scores. mx 2 Rdx represents the mean vector of x, so the mean of z is

zero. Elements of ex are random noise at all Raman shifts. Also, since the principal

components are unrelated, the covariance of z is a diagonal matrix. For easier

calculation, it is reasonable to assume z following the unit Gaussian distribution

pðzÞ ¼ N ðzj0; IÞ , here the scale on each dimension of z is normalized, so the

lengths of loadings vectors fwxigki¼1 are different. It is also reasonable to assume

that random noise ex has the same effect on each frequency of Raman spectrum

and so follows an isotropy zero-mean-Gaussian distribution pðexÞ ¼ N ð0; σ2xIÞ .
Meanwhile the inherent linear relation between Raman spectrum x and mixing

concentrations y 2 Rdy can be described in a multiple linear regression model

y ¼Wyzþmy þ ey, with rows of Wy 2 Rdy�k are regression coefficients between

elements of y and z, elements of my are the bias parameters and ey are the

regression errors that also follows an isotropy zero-mean-Gaussian distribution

pðeyÞ ¼ N ð0; σ2yIÞ. Then the PPLS model can be summarized as:

xjz � NðWxzþ μx; σ
2
xIÞ and yjz � NðWyzþ μy; σ

2
yIÞ: (2)
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From (2), the joint distribution of x and y given z is formed as:

pðtjz;Wx;Wy;mx;my;ΨÞ ¼ N ðWzþm;ΨÞ; (3)

with t ¼ x

y

 !
2 Rdxþdy ;W ¼ Wx

Wy

 !
;m ¼ mx

my

 !
;Ψ ¼ σ2xI 0

0 σ2yI

 !
: Ψ is

diagonal matrix because in PPLS model, we assume all relation between

x and y are expressed by z, which means if z is fixed, the uncertainty of

x and y are independent. Then the marginal distribution of x and y is calculated as

pðx; yÞ ¼ N ðm;Ψ þWWTÞ, and the conditional distribution of z given observation
x and y is calculated as pðzjx; yÞ ¼ N ðmzjxy;SzjxyÞ with Szjxy ¼ ðIþWTΨ

�1
WÞ�1

and mzjxy ¼ SzjxyWTΨ
�1ðz�mÞ

The final goal of PLS regression is given a testing signal x to predict its

response ŷ. Here we give an estimation method using PPLS model. We can get

zjx � Nðmzjx; SzjxÞ with Szjx ¼ ðIþ σ�2x WT
xWxÞ�1 and mzjx ¼ σ�2x SzjxWT

x ðx� μxÞ.
Then we get yjx � Nðmyjx; SyjxÞwithmyjx ¼Wymzjx þ μy and Syjx ¼ σ2yIþWySzjx
WT

y . The mean value myjx of y given x can be used as the prediction of ŷ .

The regression coefficients are B ¼WyðWT
xWx þ σ2xIÞ

�1
WT

x .

4 EM Algorithm for PPLSR

Having the PPLSR model, given train samples, we want to estimate the parameters

of the model. It is complicated to directly estimate parameters by maximizing the

log likelihood function
PN

n¼1 ln pðxn; ynÞ . Here we give an EM algorithm for

parameters estimation. In the expectation (E) step, we build the distribution of

latent variables pðznjxn; yn; Θ̂Þ with training data and previously estimated param-

eters, Θ̂ denotes all the estimated parameters. In the maximization (M) step, we

estimate the parameters by maximizing the log likelihood function maxΘ
PN

n¼1 ln

pðxn; ynjzn;ΘÞ with the knowledge of distribution of zn. Θ denotes the unknown

parameters. Setting derivative of the log likelihood function with respect to all

parameters to zero, we get means of x and y asμx ¼ 1
N

PN
n¼1 xn andμy ¼ 1

N

PN
n¼1 yn.

These two parameters only relate to original data, so we can get them without EM

algorithm. The loading matrixes are updated as: Ŵx ¼
PN

n¼1 ðxn �mxÞE½zn�T
h i

PN
n¼1 E½znzTn �

h i�1
and Ŵy¼

PN
n¼1ðyn�myÞE½zn�T

h i PN
n¼1E½znzTn �

h i�1
, with E½zn�¼

mzjxyðznÞ and E½znzTn �¼SzjxyþE½zn�E½zn�T are calculated in the E step. Finally the

noise levels are updated as σ̂2x¼ 1
DxN

PN
n¼1fTrðE½znzTn �ŴT

x ŴxÞ�2E½zn�TŴT
x ðxn�μxÞþ
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kxn�μxk2g and σ̂2y¼ 1
DyN

PN
n¼1fTrðE½znzTn �ŴT

y ŴyÞ�2E½zn�TŴT
y ðyn�μyÞþkyn�μyk2g.

The above estimation iterates until estimated parameters converge. The pseudo-

code of the EM algorithm is summarized in Algorithm 2.

Algorithm 2 EM Algorithm for PPLSR.

Input: X, Y, k
Output: B

1: mx  1
N

PN
n¼1 xn; my  1

N

PN
n¼1 yn;

2: X X�mx; Y Y�my;

3: Initialize parameters: Θ̂ ¼ ½σ̂x; σ̂y; Ŵx; Ŵy�
4: while mzjxyðZÞ is not converge do
5: CalculatemzjxyðZÞ;Szjxy for N samples:Szjxy ¼ ðσ̂2xŴT

x Ŵxþ σ̂2yŴ
T
y Ŵyþ IÞ�1

and mzjxyðZÞ ¼ Szjxyðσ̂�2x ŴT
xX

T þ σ̂�2y ŴT
yY

TÞ with Z¼ ½z1; . . . ;zN�.
6: Calculate ΣZ ¼

PN
n¼1 E½znzTn � as: ΣZ ¼ NSzjxy þmzjxyðZÞmzjxyðZÞT

7: Estimate new Ŵx and Ŵy: Ŵx ¼ XTmzjxyðZÞTΣ�1Z ; Ŵy ¼ YTmzjxyðZÞTΣ�1Z

8: Estimate new parameters σ̂x and σ̂y : σ̂2x ¼ TrfΣZŴ
T
x Ŵx þ XXT � 2XŴx

mzjxyðZÞg=dxN and σ̂2y ¼ TrfΣZŴ
T
y Ŵy þ YYT � 2YŴymzjxyðZÞg=dyN

9: end while

10: B ¼WyðWT
xWx þ σ2xIÞ

�1
WT

x

Theoretically, the conditional log likelihood would be the criterion to control the

convergence, since it is monotonically increasing and converges to a upper bound.

But for high dimensional Gaussian distribution, the probability of single data point

as well as the likelihood is zero. So in real case it can not be used to control the

convergence. Here we use mzjxy , since it is a function of all parameters. Its

convergence means the convergence of all parameters.

5 Experiments

To evaluate the effectiveness of the PPLSR model, in this section, we compare it

with PLSR (PLS2 and SIMPLS) and other latent variables regression methods, on

three Raman signals data sets, using two cross-validation methods. The Raman

signals are collected from the Raman spectroscopy with 20�, 0.4NA lens and

785 nm laser wavelength. Raman shifts range from �79.65 cm�1 to

2071.80 cm�1 with 1,044 values. To avoid the influence of the strong intensity

from Rayleigh Scattering, from 1,044 Raman shifts, we extract 896 (71th–966th).

All nano-tags are made from 54.67 nm Au nano-particles, coated with dyes: DTTC

and Cresyl violet (CV) (in data set one); HITC and IR140 (in data set two); DOTC,

DTTC, HITC and IR140 (in data set three). All pure nano-tag solutions are made

with a concentration of 1.1e10 nanotags/ml. Then with 11 mixing volume ratios

(shown in Fig. 1) we mix two pure nano-tags solutions in the first two data sets,
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with 21 mixing volume ratios fð25%:25%:25%:25%Þ;ð20%:25%:25%: 25%Þ;...;
ð0:25%:25%:25%Þ; ð25% : 20% : 25% : 25%Þ; . . . ; ð25% : 25% : 25% : 0Þg, we
mix four pure nano-tags solutions in the third data set, and get three groups of

mixture nano-tag solution samples. These mixing volume ratios can be treated as

relative concentrations of each pure nano-tags. From each sample, five duplicate

Raman signals are collected, with 20 s time interval. So for data set one and two,

we have 55 mixture signals, and for data set three, we have 105. In order to reduce

the influence of instability of Raman signals, we also get the average signals by

taking average of each five duplicates. These average signals are shown in Fig. 1.

To fully use the three data sets to evaluate the predicting ability of methods, we

design two cross-validation methods: Cross Validation on Duplicate testing spectra

(CVD): each five duplicate spectra that from the same mixture nanotags are tested.

The other duplicate mixture signals with different mixing ratios are used as training

signals; Cross Validation on Average testing spectra (CVA): take the average

spectra of five duplicates as testing sample to reduce the influence of instability

of Raman spectra and leave other duplicate mixture signals as training data.
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Fig. 1 Average Raman signals and mixing volume ratios. D:C-90:10, for example, means the

ratio of mixing volumes of DTTC and CV is 90 %: 10 %. (a) DTTC-CV(D:C) (b) HITC-IR140(H:I)

(c) DOTC-DTTC-HITC-IR140
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Square Root of Mean Squares Error (RMSE) is used to evaluate the predicting

accuracy of methods, which is defined as: RMSE¼ðPN
i¼1
Pdy

j¼1ðŷi;j�yi;jÞ2=NdyÞ
1=2

;

with ŷi;j and yi,j are the estimated ratio and ground truth ratio respectively of the

ith sample and the jth dye.

To solve the ill-conditioned multiple multivariate regression problem in (1),

several methods can be used: Ridge Regression (RR); Principal Component

Regression (PCR); Orthonormalized PLS (OPLS) [13]; PLS2; SIMPLS.

To maximize the performance of the latent variable regression methods, we

tested every possible component number to find the optimized one: for methods

PCR, PLS2, SIMPLS and PPLS, k ∈ [1,Rank(X)], and for OPLS, k ∈ [1,Rank(Y)].
The results of k∗ are shown in Table 1. The EM algorithm of PPLSR converges

easily, so we reasonably set the iteration time as 30. Using the three data sets and

two cross-validation methods, we tested the prediction ability of different regres-

sion methods with the RMSE shown in Table 1, with bold face indicating the best

result for each cross-validation measurement. RR is worse than most latent variable

regression methods because of the sparsity of the high dimensional spectra data.

OPLS uses a very small number of components since it is limited by rank(Y), but
the accuracy is acceptable. This efficiency is because of the normalization of the

variances of predictor components of OPLS which removes the variance ofX that is

unrelated with prediction.

The results of PPLSR are not the best but similar to those of PLS2 and SIMPLS.

This is because PPLSR model is a probabilistic view of PLSR method, and

essentially they are the same. The merit of PPLSR over PLSR is that it models

the observations as the systematic part and the unrelated noise part with parameters,

which provides a foundation for future Bayesian models to avoid the over-fitting

problem that PLSR can not avoid.

Table 1 RMSE and k∗ of different regression methods using different cross-validation methods

Data set one Data set two Data set three

Methods CVD CVA CVD CVA CVD CVA

RR 2.94 (/) 1.61 (/) 4.36 (/) 4.23 (/) 4.46 (/) 4.84 (/)

PCR 2.81 (6) 1.63 (9) 4.14 (5) 4.04 (5) 4.11 (13) 4.49 (13)

OPLS 2.94 (1) 1.54 (2) 4.20 (2) 4.09 (2) 4.46 (4) 4.84 (4)

PLS2 2.93 (8) 1.59 (9) 4.22 (5) 4.11 (5) 3.95 (10) 4.33 (10)

SIM 2.72 (4) 1.61 (9) 4.13 (4) 4.03 (4) 4.15 (10) 4.53 (10)

PPLSR 2.75 (8) 1.53 (37) 4.07 (5) 3.97 (5) 4.11 (13) 4.45 (8)

The results are shown as: RMSE(k∗)
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6 Conclusions

Based on the ideas of PPCA and PCCA and the connection between PLS2 and

SIMPLS, this paper presents a unified probabilistic PLSR model, PPLSR, to

illustrate the traditional PLS regression from a probabilistic point of view. It pro-

vides a solid foundation for future Bayesian nonparametric model of PLSR, which

can solve the over-fitting problem by given prior distributions of parameters

without the time consuming cross-validation. Right now, all parameters are

assumed to follow Gaussian distributions, which is not robust to outliers. Our future

work will also combine different distributions to the models to make them suitable

for more sophisticated situations.
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Performance Evaluation of Multiuser

Selection Scheme in HANs of Smart Grid

Zhuo Li, Qilian Liang, Baoju Zhang, and Xiaorong Wu

Abstract In Home Area Networks (HANs) of Smart Grid with the promising WiFi

Direct technique, multiuser selection scheme is employed to reduce the effects of

fading at the receiver part of the smart meter. In this paper, the performance of

multiuser selection scheme in HANs over indoor Saleh–Valenzuela (S–V) channel

is evaluated from two aspects: outage probability and bit error rate (BER). The

probability density function (PDF) of signal to noise ratio (SNR) of the selected

user is derived from the amplitude distribution property of the indoor S–V channel.

Considering the characteristic of Power Saving Mechanism in WiFi Direct net-

works, the closed-form outage probability are obtained. Numerical results show

that the performance of multiuser selection scheme in HANs of Smart Grid is

related with several factors, i.e. total number of devices in HANs, traffic intensity,

and modulation scheme, etc.

1 Introduction

Smart Grid can be considered as a combination of wireless communication net-

works and power line communication (PLC) systems with some new characteris-

tics, such as energy saving, self-healing, and high attack-resistance, etc. A typical

smart grid communication system consists of an advanced metering infrastructure

(AMI) with a multi-tier communication infrastructure that includes: home area

network (HAN), which is used to gather sensor information from a variety of

devices within the home, and optionally send control information to these devices

to better control energy consumption, and provides access to in-home appliances;
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neighborhood area network (NAN) to connect the smart meters to the local access

points; and a wide area network (WAN) to connect the grid to the core utility

system [2, 15].

WiFi is a mature, proven technology that implements many of the Smart Grid

communication scenarios in the Home Area Network (HAN) [10]. Particularly,

WiFi Direct technology is attracting attentions for Smart Grid solutions, which are

driven by the desire of more efficient energy usage worldwide. Different from the

conventional WiFi infrastructure, WiFi Direct is a standard that allows WiFi

devices to communicate with each other without the need for wireless access

point (AP). In this way, devices in the WiFi Direct network establish an ad-hoc

peer-to-peer connectivity [13]. Power saving mechanism is exploited in WiFi direct

technique which attempts to conserve energy on idle devices by powering off their

wireless interfaces for specific period of time [4]. Consequently the WiFi Direct

users could alternate between active state and doze state.

One goal of communications of the HAN in Smart Grid is to convey data from

home appliances or smart sensors to the smart meter reliably and stably with as low

outage probability as possible. In the existing literatures, Kim and Poor point out

that one of the fundamental issues for the communication in a Smart Grid is the link

capacity which should be able to convey the system state information with negli-

gible error [5]. Liu et al [7] investigate the performance of wireless optical links

including amount of fading, outage probability and BER due to weak influence. The

total uplink (device to smart meter) capacity can be maximized by picking the

device with the best channel to transmit [12]. This scheme is often referred to as

multiuser selection diversity where the link with the largest SNR is selected among

all the available links [9]. The performance of multiuser selection scheme was

widely studied. The performance of multiuser selection diversity was analyzed

under an absolute SNR-based scheduling scheme and a normalized SNR-based

scheduling scheme in [11]. It was shown that an absolute SNR-based scheduling

scheme achieves maximum capacity without fairness consideration, while a nor-

malized SNR-based scheduling scheme guarantees fairness among all users at the

expense of a certain capacity penalty.

In this paper, we evaluate the performance of multiuser selection scheme of

HANs in Smart Grid communication under indoor S–V channel environment, in

which the number of active users are modeled as a Markov chain[6], and the

amplitude of the channel gain follows Rayleigh distribution [8]. The PDF of SNR

of received signal from the selected user is derived from the amplitude distribution

property of indoor S–V channel, and thus the closed-form outage probability is

obtained considering the dynamic number of active users. In addition, BER of

multiuser selection scheme is studied by numerical simulation.

The rest of this paper is organized as follows. Multiuser selection scheme is

proposed in Sect. 2. Section 3 provides the evaluation of multiuser selection scheme

in HANs of smart Grid in two categories: outage probability and BER. Simulation

and results are presented in Sect. 4, followed by the discussion according to the

numerical results. Finally, conclusions are drawn in Sect. 5.
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2 Multiuser Diversity Selection Scheme

In a typical uplink multiuser communication scenario as shown in Fig. 1, the signal

rk(t) from the kth device through the channel at symbol time t can be expressed as:

rkðtÞ ¼ hkðtÞskðtÞ þ nkðtÞ; k ¼ 1; 2; . . . ;K (1)

where sk(t) is the transmitted signal at symbol time t from the kth device, hk(t) is the
channel gain of link k from device k to the smart meter at symbol time t, nk(t) is an
independent and identically distributed (i.i.d.) sequence of zero-mean complex

Gaussian noise, and K is the total number of active devices.

Thus the received SNR from the kth device γk is:

γk ¼
Ekjhkj2
N0

(2)

where Ek is the average power of the transmitted signal from the kth device, N0 is the

power of Addictive White Gaussian Noise (AWGN). Saleh–Valenzuela (S–V)

channel model is often adopted for indoor communication scenarios. Since the

amplitude of S–V channel gain follows Rayleigh distribution, γk follows exponen-
tial distribution, where Ek and N0 are assumed to be constant. The PDF of γk is
written as [14]:

fγkðγÞ ¼
1

γk
expð� γ

γk
Þ (3)

where γk is the average SNR from device k. Thus the cumulative density function

(CDF) of γk is:

Smart Meter

Device 1

......
......

......
......

Device K

Device kmultiuser selection
scheme is employed

r(t)

s1(t)

sk(t)

sK(t)

h1(t)

hk(t)

hK(t)

Fig. 1 Uplink multi-device

communication system
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FγkðγÞ ¼ 1� expð� γ

γk
Þ (4)

By employing multiuser selection scheme at the smart meter, the link with the

maximum SNR among all the K active links is selected at each symbol time. So the

received SNR at the smart meter is

γs ¼ max γk; k ¼ 1; 2; . . . ;K (5)

For i.i.d. random variable γk k ¼ 1,2,. . ., K, the CDF of γs with K active devices

can be calculated as:

FK
γs
ðγÞ ¼ Pr½γs � γ� ¼

YK
k¼1

Pr½γk � γ�

¼
YK
k¼1

FγkðγÞ ¼ ½FγkðγÞ�K

¼ ½1� expð� γ

γ
Þ�K (6)

where γ ¼ γk; k ¼ 1; 2; . . . ;K , which denotes that all the links have the same

average received SNR. The PDF of γs with K active devices is obtained by taking

the derivative of FK
γs
ðγÞ as to γ:

f Kγs ðγÞ ¼
dFK

γs
ðγÞ

dγ
¼ K½1� expð� γ

γ
Þ�ðK�1Þ

fγkðγÞ

¼ K

γ
½1� expð� γ

γ
Þ�ðK�1Þ

expð� γ

γ
Þ (7)

Considering that each device with WiFi Direct technique in HANs of Smart grid

alternates between active state and doze state, the total number of active devices K is

modeled as a Markov chain with the steady state probability PK, K ¼ 0,1,2,. . .,M
and traffic intensity ρ, where M is the total number of devices with WiFi-Direct

technique of a HAN in Smart Grid [6]. The steady state probability PK is expressed

as below:

PK ¼
1
K! ρ

KPM
i¼0

1
i! ρ

i
; K ¼ 0; 1; . . . ;M (8)

In this scenario, the average PDF of γs is consequently written as:

f γsðγÞ ¼
XM
K¼0

PKf
K
γs
ðγÞ

¼
XM
K¼0

PK
K

γ
½1� expð� γ

γ
Þ�ðK�1Þ

expð� γ

γ
Þ (9)
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3 Performance Analysis

3.1 Outage Probability

The HAN is said to be in outage when the averaged capacity is below a certain

capacity threshold CTh. Thus the closed-form outage probability is expressed as [1]:

Pout ¼ Pr½CðγsÞ � CTh�
¼ Pr½log2 ð1þ γsÞ � CTh�

¼
Z ð2CTh�1Þ

0

f γsðγÞdγ

¼
XM
K¼0

PKF
K
γs
ð2CTh � 1Þ

¼
XM
K¼0

PK½1� expð� 2CTh � 1

γ
Þ�
K

(10)

3.2 Bit Error Rate (BER)

For M-ary signaling, the SNR per bit γb could be approximately expressed as:

γb �
γs

log2 M
(11)

Combining with (9), we can get the average PDF of γb as:

f γbðγÞ ¼
XM
K¼0

PK
K

γb
½1� expð� γ

γb
Þ�ðK�1Þ

expð� γ

γb
Þ (12)

where γb is the average SNR per bit.

Assuming γb is roughly constant over each bit time, the average BER in the

absence of interference is:

Pb ¼
Z 1

0

pbðγÞf γbðγÞdγ (13)

where pb(γ) is the BER for a certain modulation scheme under AWGN channel [3].

For WiFi technique, the High Throughput (HT) physical(PHY) data subcarriers are

modulated using BPSK, QPSK, 16-QAM or 64-QAM. The BER of these four

modulation schemes over AWGN channel can be found in [3].
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4 Numerical Results and Discussion

4.1 Outage Probability

Figure 2 shows the outage probability of multiuser selection scheme of a HAN in

smart grid due to different traffic intensity when the total number of WiFi Direct

devices is 10. Meanwhile, for a fixed traffic intensity ρ ¼ 8 but different total

number of WiFi-Direct devices in a HAN, the outage probability of the multiuser

selection scheme is illustrated in Fig. 3.

From Figs. 2 and 3 we can see that (1) the outage probability changes dramat-

ically at low average SNR but has a constant tendency when the average SNR is

relatively high. (2) The traffic intensity of a certain HAN in smart grid has

considerate impact on the outage probability of multiuser selection scheme. Inten-

sive traffic intensity indicates frequent switching between active state and doze

state, and high probability that more devices are involved in the uplink communi-

cation with the smart meter. Consequently, a lower outage probability is achieved

by selecting the link with maximum SNR among all the active links. (3) It is figured

out that the values of steady state probability PK for larger K are rather small when

M ¼ 12 and M ¼ 16 according to (8), so that the HANs with M ¼ 12 and M ¼
16 exhibit similar characteristics, which could explain the approximate overlap

between the curves of outage probability with M ¼ 12 and M ¼ 16 in Fig. 3.
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4.2 Bit Error Rate

The numerical values of BER are determined by mainly three factors: the total

number of WiFi-Direct devices in a HAN, the traffic intensity and the modulation

scheme of symbols. The numerical results of BER are compared with two fixed

factors and the other changing parameter. Particularly, the BER with BPSK due to

different traffic intensity when M ¼ 5 is shown in Fig. 4. Figure 5 illustrates the
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BER with four kinds of modulation schemes: BPSK, QPSK, 16-QAM and 64-QAM

when ρ ¼ 8;M ¼ 10. For a certain traffic intensity of ρ ¼ 8 and BPSK modulation

scheme,

According to Figs. 4 and 5, it is obvious to see that (1) for a certain HAN in smart

grid, larger traffic intensity results in better BER performance with fixed modula-

tion scheme and average SNR. (2) Different modulation schemes have obviously

different impact on the BER performance. It is noteworthy that BPSK and QPSK

exhibit the same BER performance even over the fading channel.

5 Conclusions

In this paper, the performance of multiuser selection scheme that is employed in

HANs of Smart Grid with WiFi Direct technique under indoor S–V channel

environment is evaluated from two aspects: outage probability and symbol error

rate. The closed-form outage probability expression is derived from the amplitude

distribution property of indoor S–V channel gain, combining with the characteristic

that each WiFi-Direct device would alternate between active state and doze state

due to power saving mechanism. In addition, the BER expressions of different

modulation schemes under AWGN channel are included in the calculation of BER

of the multiuser selection scheme. Numerical results show that the performance of

multiuser selection scheme in HANs of Smart Grid is related with several factors,

i.e. total number of devices in HANs, traffic intensity, modulation scheme, and etc.
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Research of Coal Temperature Early

Warning Method Based on Curve Fitting

Yujun Leng, Jun Huang, Qiang Wu, Jianglong Zhu, and Shilin Xiao

Abstract The main purpose of this paper is to introduce a kind of coal temperature

early warning method based on Curve fitting. The method is to analysis the real-

time sampled data, obtain the fitting sequence, plot the fitted curve, and Calculating

time difference, then judge warning level and take appropriate measures. This early

warning method can timely reaction temperature parameters in mine anomalies,

and take reasonable precautions, automatically, effectively reduce the incidence of

coal mine safety accidents.

Keywords Curve fitting • Coal temperature • Time difference • Early warning

method

1 Introduction

Coal is the main body of China’s primary energy. The coal industry carries the

historic tasks of China’s economic development, social progress and national

revitalization [1]. With the development of the national economy, the demand for

coal is also increasing year by year. However, while the coal industry makes great

contributions to China’s economic development, the mine accidents frequently

threat to the miners seriously. Compared with developed countries, the safety of

China’s coal mine is not optimistic. In our country’s basic industries, the coal is up
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to the accident and casualty largest industry, accounting for 60 % of industrial

deaths over [2]. According to the statistics, in 2011 the coal mine mortality was

0.564 per one million tons, caused great economic loss and bad social influence.

In addition to the gas concentration, fire and heat damage is also an important

reason of coal mine accidents. According to statistics, the 51.3 % of China’s key

coal mines exists the mine danger of spontaneous combustion, then, the mine

temperature warning has gradually became an important topic in coal mine pro-

duction safety [3].

At present, the warning of the temperature in the coal mine always use overrun

warning by setting the temperature warning threshold, when the temperature

reaches this threshold, the sound and light alarms. This method is the simplest

and direct, but it has also some flaws. For example, the method can’t determine the

speed of temperature change, at the meantime, it lacks of reasonable measures

taken by the different levels of warning, when the exception break out, after the

alert was issued may not have enough time to take early warning measures, thus

causing casualties [4, 5]. In order to solve the above problems, this paper put

forward the temperature warning mechanism by curve fitting to calculate the time

difference, it can effectively achieve the purpose of the security warning.

2 Overall Design

Temperature early warning method proposed in this paper are mainly collected

real-time temperature as the data source, after the filtering algorithm we can obtain

fitting data sequence. Draw the real-time temperature fitted curve with linear

function in a certain period of time. According to the fitted curve, we can calculate

the time difference and then compare with the setting warning time parameters to

determine whether it is an abnormal data, if the data is abnormal, it will determine

the warning level, and then to take early warning measures. The overall design

process of the early warning program is shown in Fig. 1.

3 Forecast of Mine Temperature

Environment that overrun warning method widely used, the temperature monitor-

ing system needs to mine the real-time temperature, so the mine temperature

prediction has been neglected, the technology is not mature. This paper using the

curve fitting method to achieve the purpose of the forecast mine temperature.
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3.1 Obtain Fitting Sequence

In order to ensure the higher accuracy of fitting curve, the fitting sequence obtained

can’t be too short or too long. If it’s too short, the data may be possess the special

nature, and then leading to that reference value of the fitting curve has gone. On the

contrary, too long will lead the fitting curve to be not obvious, affecting the

accuracy of prediction of the temperature. Therefore, this paper get the fitting

sequence using the following method: set the amplitude threshold value Tscope

of the temperature variation amplitude, calculate the amplitude of the temperature

change value ΔT each time, record three times consecutive ΔT, if every ΔT is

smaller than Tscope, indicating that the temperature of the mine is normal or

abnormal slightly. Twelve data points are used to draw the fitting curve, it is

possible to response the overall variation trend of the reaction temperature. If

every ΔT is greater than Tscope, indicating that the temperature is in an abnormal

condition, it is gradually increased and a variation speed is relatively fast, in order

to gain a clearer temperature change tendency, we get six data points to be used to

draw the fitting curve.

The above temperature variation amplitude threshold needs to be set through the

analysis of the actual situation of the mine.

t tredData colloection

Sift and Statistics

Data display

Obtain data series for fitting

Draw fitted curve

Calculate time difference

Set up parameters

Y

N

start

Y

Y

Y

N

N

t torange

t tyellow

T Tlow

N

Stop working and Notify 
technical staff survey

Strengthen the cooling

Reduce the cooling 
intensity

end

Notify the safety 
evacuation

Fig. 1 The overall design
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3.2 Select Fitting Function

In this paper, the temperature change in the actual inspection of a mine within a

certain time, in their daily work, ventilation intensity is constant and the downhole

temperature trend change very slow, only when an exception occurs, the tempera-

ture will change dramatically.

Data acquisition frequency is 10 s one time, to facilitate to explain the reason to

select the fit function, the paper intercept one abnormal data and choosing its

12 data points as a fitting sequence Sn ¼ {24.20 24.32 24.58 25.08 25.26 25.50

25.85 26.03 26.45 26.60 26.98 27.06}. Set the temperature variable is T, the time

variable is t, the abscissa is time and the vertical axis is the temperature, then call

Matlab, draw out several usual functions curve fitting, as shown in Fig. 2.

From Fig. 2 can be seen, quadratic function, cubic function, power function,

such as non-linear function fitting curve will change very rapidly outside the scope

of the data sequence. We found that the trend of the curve is influenced by the

positional relationship of the last two data points larger through the observation

curve, it is not suitable for the prediction of future temperature, while the linear

function influence of the positional relationship of the last two data points is

smaller, can be better able to describe the temperature change tendency within a

certain period of time. This article uses the linear function to fit the

temperature data.

3.3 Obtain Time Difference

The relevant parameters must be set before getting time difference, including the

temperature upper limit T. According to the “Coal Mine Safety Regulations,” the
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underground temperature of a mine does not allow more than 28 �C (underground

substation, substation chamber at 30 �C), to facilitate the interpretation of the

principle of early warning method, this paper set the temperature upper limit is

28 �C, while the actual we set the upper and lower limits in conjunction with the

actual situation of the mine ventilation and cooling rate in the temperature.

After fitting curve drawing, record abscissa t1 of this moment, find the fitting

curve of temperature for 28 �C, record that point the abscissa of t2, as shown in

Fig. 3.

According to the two abscissa the time difference can be calculated by the

following Formula (1):

Δt ¼ t2� t1 (1)

After getting the time difference, we can analysis the time difference to deter-

mine the current warning level, to take the appropriate measures.

4 Early Warning Processing

4.1 Early Warning Hierarchies

In this paper, the early warning method we studied adopts three-level warning

method, the warning severity is divided from low to high: III level warning (yellow

alert), II level warning (orange alert), I level warning (red alert). Due to the

complexity of coal mine structure, there are many factors affecting the ability of

the early warning measures implementation, including: roadway width, cooling

speed of refrigerating equipment, staff safety evacuation speed, etc. Therefore the
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mine’s early warning level must be divided by the related technicists synthetically

on the basis of the above-mentioned factors. It mainly sets three time difference

standard to be the early warning trigger condition such as tred, torange, tyellow.

After the coal mine safety monitoring software calculating the time difference, it

finds that the temperature is abnormal, it will start warning, according to the

different warning levels for different sound and light alarm, and take corresponding

early warning measures. At the same time, the software starts the GSM module to

send alarm information in text form SM to the cell phone of the head in the region

using the AT command [6]. The alarm information includes: abnormal temperature

sensor number, installation location, temperature at the moment, time difference,

warning level. This allows that the problems can be solved in time.

5 Experimental Test and Analysis of the Results

5.1 Build Test Platform

In order to verify the feasibility of the warning method described in this paper, we

build test platform for testing. The data collection terminal of test platform uses

three surface acoustic wave (SAW) temperature sensor tags, their ID is 01B1, 01B2,

01B3, the upper layer uses coal mine safety supervision system based on C# client

software to analysis processing and display the temperature collected.

5.2 Test and Analysis

We placed 01B1 tag in the environment of normal temperature, held 01B2 tag

gradually to close to the heat source which the temperature is close to 50 �C, 01B3
to 100 �C. Set the temperature upper limit is 28 �C, Standard time difference is as

following: tyellow is 240 s, torange is 120 s, tred is 60 s, At the meantime, set the phone

number when the warning is triggered to send a message to. The experimental

results were shown in Figs. 4 and 5.

In Fig. 4, the monitored parameters of 01B2 tag is the real-time temperature data,

the temperature begins to rise during 50 s, due to the temperature changes fast, the

system selects six points as a fitting sequence. A straight line parallel to the x axis is

the upper temperature limit, it can be seen from the figure, the time of the fitting

curve reached the maximum temperature is 210 s, now the time is 100 s, so we can

calculate time difference Δt ¼ 110 s, at this time Δt < torange, it will trigger level II

warning. As can be seen from Fig. 5, the warning information of the 01B3 tag which

its temperature change fastest is also displayed, so the software system can process

the data from different labels in background, if abnormal, then warning.
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Fig. 4 Real-time temperature display

Fig. 5 Early warning information release
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At the same time, the software send warning information to the designated phone

number. The received message is shown in Fig. 6.

6 Conclusion

In this paper, the coal temperature warning method adopt curve fitting method to

predict the temperature and calculate the time difference, by comparing the time

difference to the warning level, we can make warning judgment. Compared to the

traditional overrun warning method, this method has the following advantages:

• It can judge the current speed of temperature changes and predict the tempera-

ture in the next period of time.

• Based on the standard of time, the warning level can be divides, and according to

the actual situation of different mine, we can set a reasonable warning measures.

In summary, the method used in coal mines temperature warning will improve

the safety of coal production to some extent.
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Continuous Detection Anti-collision

Algorithm for EPC Gen2 RFID Systems

Zhenpeng Liu, Zhenyang Guan, Kaiyu Shang, Wenlei Chai,

and Zhenchao Wang

Abstract Tag estimation can improve the throughput of the UHF passive RFID

systems. It plays an important role in anti-collision algorithm. In order to reduce the

complexity of the estimation algorithm and the hardware support, a new algorithm

based on the continuous detection mechanism has been proposed. According to the

different probability of the collision and idle, the number of the continuous detected

slots must be set independently. This scheme can simplify the system and reduce

the extra consumption by less detecting timeslot. Simulation results indicate the

proposed scheme can improve the efficiency without complicate system.

Keywords RFID • Q-algorithm • Tag estimation • Continuous detection •

Probability of collision

1 Introduction

Radio frequency identification (RFID) technology has been widely used as one of

the key technology of the Internet of Things. Ultra high frequency (UHF)

(860 – 960 MHz) identification with higher efficiency and further read range has

been deemed to have bright future comparing with the lower one. In the RFID

system, if there are multiple tags in the range of the antenna, tags will respond the

reader simultaneously. Tag collision will happen inevitably. As a result, the
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collision problem has become the important factor that influences the efficiency and

accuracy of RFID system.

The most popular international solution of anti-collision is the time division

multiple access (TDMA) technology. Because the tag structure is simple and the

TDMA scheme is convenient. In the low frequency band, mainly approaches

include pure ALOHA algorithm, timeslot ALOHA algorithm, frame timeslot

ALOHA algorithm, dynamic frame timeslot ALOHA algorithm, etc. In the high

frequency band, the solution is the EPCglobal UHF Class1 Gen2 algorithm [1]

(standard Q-algorithm) which has been promulgated by the International Organi-

zation for Standardization in 2005. Although due to the standard Q algorithm has

the problem that it adapt the Q value slowly especially there are large number of

tags [2], the tag estimation mechanism has been introduced into the algorithm. In

other hand, these algorithms will increase the complexity of the system unexpect-

edly. In order to solve those problems, a new improved algorithm called an anti-

collision algorithm for RFID based on continuous detection has been proposed in

this paper. This approach can determine the number of continuous detection slots

independently according to the difference of the idle and collision probabilities.

2 Standard Q-Algorithm

The standard Q-algorithm promulgated by the EPC Gen2 is general similar as the

dynamic frame timeslot ALOHA anti-collision algorithm (DFSA) actually. Unlike

the traditional DFSA, the Gen-2 algorithm allows early adjustment of frame length

within each slot frame. The frame size can be decided by (1). This early adjustment

can improve read performance when frame length is extremely appropriate [3].

Frame ¼ 2Q (1)

During the process of identification there will be three states: Idle state (idle),no

tag response; successful state (succeed),only one tag response; collision state

(collision),multiple tags response.

Q ¼ round Qfpð Þ (2)

In order to adjust the length of identification frame, floating point number Qfp

and accumulating parameter c (c∈[0.1,0.5]) are used to adjust Q. Q value is

calculated by round Qfp (2). When the interrogator observes collision state, the

Qfp value increases by c. When the interrogator observes idle state, the Qfp value

decreases by c. When the interrogator observes succeed state, the Qfp value remains

unchanged. The method for choosing the slot-count parameter is shown in Fig. 1.

Main command of inventory round: Query, QueryRep, QueryAdjust [4].
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Query: Initialize identification program. Set the initial Q of each tag. Each tag

counter will select a number in the range [0,2Q-1]randomly. Tags with the random

number zero will reply the reader in this timeslot immediately.

QueryRep: Auto decreased command. If tags receive this command, their

counters will be decreased by 1. Tags with the number zero will reply the reader.

QueryAdjust: Adjust the value of Q. When the value of Q has been changed by

(2), reader will send this command. Tags choose another number between [0,2Q-1],

then a new round of identification will start.

QueryRep command will be sent after the idle and succeed state. If the round

value of Qfp is different from the current Q value, the interrogator will send the

QueryAdjust command to adjust the Q value for identifying unread tags. Call these

commands in accordance with the provisions of the order. The reader will identify

the tags constantly until all tags are identified.

3 An Anti-collision Algorithm Based on Continuous

Detection

Although the EPCglobal Gen-2 provides early adjustment of frame length for anti-

collision algorithm, the parameter Q can’t obtains appropriate initial value quickly

especially in the excessive tags situation. So estimation number of tags should be

executed before the identification started. The value of Q will be selected by the

estimation result. Studies have provided the relationship between timeslot number

and tag number. When the timeslot number is equal to the unread tags, the system

will reach the maximum efficiency [5]. These methods which provided by previous

studies mainly include the lower limit value algorithm (Low Bound, LB) [6],

Schoute estimation algorithm [7], chebyshev inequality estimation algorithm [8],

etc. But these tag estimation algorithms need a strong hardware support and will

Fig. 1 Q value adjustment flow chart
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bring huge additional power consumption in reality. Relative to the simple structure

of reader, it will bring lots of operation cost.

In order to solve this problem, a more simple tag estimation method called anti-

collision algorithm based on continuous detection is proposed. Basic idea: Set the

first m slots as estimating timeslots and monitor them. Get the communication state

(free, success, collision) of the first m slots. If the continuous idle slots or collision

slots have been detected, the value of Q will minus or plus 1 immediately. In this

way, the interrogator can adjust the frame length only after three or four time slots.

So identification process will be more effective. Unlike previous algorithm, this

approach determine the number of continuous detection slots independently.

Next three parts, the principle of the continuous detection mechanism will be

given.

3.1 Difference of the Monitoring Slots

Suppose there are n tags to be read. According to the Bernoulli experiment, if there

are x tags choose a same slot, the probability will be calculated by:

Pe ¼ Cx
n

1

N

� �x

1� 1

n

� �n�x

(3)

The probability of the idle slot is calculated by:

Pidle ¼ C0
n

1

N

� �0

1� 1

n

� �n

(4)

The probability of the success slot is calculated by:

Psuc ¼ C1
n

1

N

� �1

1� 1

n

� �n�1

(5)

The probability of the collision slot is calculated by:

Pcol ¼ 1� Pidle � Psuc (6)

Calculate the derivative of Psuc and set it equal to 0.

If Psuc want to approach the maximum, there must be N ¼ n and

Psuc(max) ¼ 0.368.

When N ¼ n, Pidle ¼ (1-1/n)n and Psuc ¼ (1-1/n)n-1.

If n is big enough, Psuc � Pidle, then:Pcol ¼ 1- Pidle - Psuc ¼ 1-0.368-

0.368 ¼ 0.264.
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Obviously, in the condition of high efficiency the probability of collision time

slot is less than the probability of idle time slot, Pcol < Pidle. So the detected number

of continuous idle slots (mi) should bigger than the collision ones(mc).

mi > mc (7)

3.2 Analysis of the Continuous Idle Slots

Suppose n’ is the estimated number of tags. Then define the estimate error as:

dev n0ð Þ ¼ n�n0j j
n

dev(n’) is used to measure the deviation of tag estimation.

Identifying tags is a Poisson process. Due to the concept of the timeslot, the

process has been simplified. The number of the estimated value is n’. Each frame

has N slots. For monitoring timeslot, the probability for first mi continuous idle slots

is:

Pmi
¼ 1� mi

N

� �n
¼ 1� mi

N

� �N
mi
�minN � 1

e

� �min

N

(8)

Set λ ¼ n/N(λ > 0),then Pmi
¼ 1=eð Þmiλ (m is positive integer). In (0,+1) area,

Pmi
is monotone decreasing function. Then the critical value of dev(n’) will be

calculated as: dev(N) ¼ dev(2N).

Then dev Nð Þ ¼ n�Nj j
n ¼ N�n

n ¼ 1
λ � 1, dev N

2

ffl � ¼ n�N
2j j

n .

As N
2
� n � N, then dev N

2

ffl � ¼ n�N
2

n ¼ 1� 1
2λ.

Set dev(N) � dev(N/2),so λ ¼ 0.75.

As a result, when λ < 0.75,dev(N) � dev(N/2). Set λ ¼ 0.75, then

Pmi
¼ 1=eð Þ0:75mi .

In the probability theory, if the probability is very close to zero (which means

event appears with very low frequency in a large number of repeated tests), this

event will be called as the small probability event. Range (0.01 – 0.05) is com-

monly used as the standard range.

mi ¼ 3, Pmi � 0.1054; mi ¼ 4, Pmi � 0.0498.

When mi ¼ 4, Pmi
achieves the requirement and choose 4 as the continuous idle

slots finally. So mi is set to 4, which means that when 4 continuous idle slots are

detected λ > 0.75 would be the small probability event. Then λ � 0.75 can be

inferred. The slots number of each frame will be N/2 and that will perform better

than N.Q will minus 1, Frame ¼ N/2.
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3.3 Analysis of the Continuous Collision Slots

When collision happen, there must be multiple tag counters value are zero. Then the

system will start the collision algorithm. Processing method: Change collision tags

counters value from 0 to 0 XFFFF. These collision tags will stay in epicyclic

inventory and wait for the system adjusting Q and dispersing the collision tags.

This process continues until the whole inventory cycle is end.

Because mi > mc, the range of mc can be inferred. It should be {2,3}. The

probability for first mc continuous collision slots is:

Pmc
¼ Pc

mc ¼ 1� 1� 1

N

0
@

1
A

n

� n

N
1� 1

N

0
@

1
A

n�12
4

3
5
mc

¼ 1� 1� 1

N

0
@

1
A

N� n
N

� n

N
1� 1

N

0
@

1
A

N� n�1
N

2
664

3
775
mc

¼ 1� 1

e

0
@

1
A
n

N
� n

N

1

e

0
@

1
A

n
N � 1

N

2
664

3
775
mc

(9)

As λ ¼ n
N λ > 0ð Þ, then Pmc

¼ 1� 1
e

ffl �λ � λ 1
e

ffl �λ�1
N

h imc

In (0,+1)area, Pmc
is monotone increasing function.

As N � n � 2N,

dev 2Nð Þ ¼ 2N�n
n ¼ 2

λ � 1 dev Nð Þ ¼ n�Nj j
n ¼ n�N

n ¼ 1� 1
λ

Set dev(N) ¼ dev(2N), then λ ¼ 1.5 When λ > 1.5, dev(N) � dev(2N).

Set λ ¼ 1.5, then Pmc
value can be calculate, When N is big enough, there is

λ-1/N � λ.
mc ¼ 2, Pmc � 0.1958;mc ¼ 3, Pmc � 0.0866.

When mc ¼ 3, Pmc
is very near to the range (0.01,0.05)and it has achieved the

requirements of the range of mc ({2,3}). Choose 3 as the continuous collision slots

finally. So mc is set to 3, which means that when 3 continuous collision slots are

detected λ < 1.5 will be the small probability event. Then λ � 1.5 can be inferred.

The slots number of each frame will be 2N and that will perform better than N. Q

will plus 1, Frame ¼ 2N.
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3.4 An Anti-collision Algorithm Based on Continuous
Detection

In conclusion, the process of the new algorithm can be described as follow: In the

beginning of each inventory cycle, the reader will monitor the first four slots. If

there are four continuous idle slots or three continuous collision slots be detected,

the reader will order Q minus or plus 1. Then the reader send the Query Command

again and start a new inventory round. This continuous detection mechanism is

shown in Fig. 2. According to this method, the interrogator can adapt the frame

length only after four slots which is more quickly than the normalized rule.

4 Simulation Result and Performance Comparison

We use MatLab to simulate the improved algorithm and compare it with the

conventional Q-algorithm. G (the average packet exchange capacity) is offered

traffic and it indicate the load of the interrogator. Define the system efficiency (S) as

follows:

S ¼ Splen
Srate= =now time (10)

Splen is the sum of packet length. Srate is the symbol rate. now_time is the time

that identify all tags. So S can also be described as:

Q=4

Query(Q)

monitor the first four time 
slots

4 continuous
idle slots

3 continuous collision
slots

NO

QueryAdjust
(Q=Q-1)

QueryAdjust
(Q=Q+1)

QueryRepYES

YES
NO    

Fig. 2 The proposed continuous detection mechanism
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S ¼ Packet transmission time

Tag identification time
(11)

When simulating this program, the scope of G is [0.5,2.0]. Hundred times tests

have been done for each tag. The bit rate is 512 kpbs and the symbol rate is

256 kpbs, packet length is 128, normalized transmission delay is 0.01 s. Then

simulate the standard Q-algorithm in the same experiment environment.

From Fig. 3 we can get conclusions as follows: (1) When the offered traffic G is

same, the improved algorithm identification efficiency S is higher than standard Q

value algorithm. It is closer to the theoretical optimum. The improved quantity is

about 3%; (2) With G (number of tags) increasing, throughput will increase firstly

but then decrease. The decline of the improved algorithm is less than standard

Q-algorithm. The influence of increasing number of tags is smaller than the

standard Q-algorithm. System has better stability comparing to the pure ALOHA,

timeslot ALOHA (SA), frame timeslot ALOHA (FSA) algorithm. These algorithms

will make the identification efficiency decline seriously when tags increase rapidly

[9]. The improved algorithm has advantages.

Average Delay time is defined as:

ADT ¼ Tplen

Srate � spend � Srate
plen

(12)

Tplen is the sum of all the identify date length, spend is the number of packet.

Then ADT is normalized.

From Fig. 4 we can get conclusions as follows: (1) Continuous detection

mechanism has decreased average time delay of the system significantly, which

also means that it won’t bring much extra consumption and the system become

more efficient. (2)With G (tags number) increasing, the average delay of the system
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would decrease gradually. So advantages of the new algorithm will become more

and more obviously especially for the massive tags.

We can draw the conclusion through the experimental results: The new algo-

rithm not only improves the system efficiency but also enhances the ability to

confront the problem of tags increasing quickly.

5 Conclusion

Tag estimation algorithm plays an important role in the anti-collision algorithms of

RFID UHF systems. In order to reduce the complexity of the tag estimation and the

demand of high-level hardware support, the continuous detection mechanism has

been introduced into the tag collision algorithm. The difference between the

collision probability and idle probability has been proved by the math analysis.

Then the number of the continuous frame must be considered independently (3 and

4). Simulation results prove that the new algorithm speeds up the frame length

adjustment and improves the recognition efficiency without increasing any com-

plexity of the system. It can also reduce the average delay time and enhance the

ability for dealing with the surging tags.
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A Strategy of Network Coding Against

Wiretapping Attack Based on Network

Segmentation

Rong Du, Chenglin Zhao, Shenghong Li, and Jian Li

Abstract Compared with the traditional route-based network theory, there are lots

of characteristics and advantages of network coding technology in Wireless Sensor

Networks (WSN). At the same time, it is facing a variety of security threats,

especially wiretapping Attack. Existing network coding security policies are mostly

focused on building secure coding strategy, compared to the secure coding design

strategies, security topology design strategies are much less. In this paper, we

propose a weakly-secure network topology algorithm based on network segmenta-

tion. Simulations show that the proposed strategy can prevent cooperative eaves-

droppers from acquiring any useful information transmitted from source node to

sink node.

Keywords Network segmentation • Weakly-secure • Network coding •

Wiretapping attack

1 Introduction

Different from traditional approach that a forwarder always duplicates every

forwarding message, network coding [1, 2] is a new technique that allows interme-

diate nodes to encode multiple input messages together to form multiple output

messages. Network coding can maximize the throughput of multicast networks. In

2003, Li [3] demonstrated that with a finite field size, the maximum flow from the
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single source to sinks can be achieved by linear network coding. Because of this

theory, network coding has been widely used in both wired networks and wireless

networks.

Network coding systems is facing various attacks. Based on attack models,

existing studies on secure network coding can be separated into two groups.

Polluting attacks (active attack) [4–8] and Wiretapping attacks (passive attacks)

[9–21]. The focus of this paper is the wiretapping attack, defined by Cai et al. [9]. In

this attack, adversaries try to wiretap a subset of the links and acquire enough data

to decode the complete packet that pass through the network. Feldman et al. [10]

proposed a coding scheme in small infinite field at the expense of a small amount of

bandwidth. Cai and Yeung [11, 12] proposed a multicast network coding against

wiretapping attacks. Chan [13] gave the boundaries of the multicast capacity in

secure network coding. Bhattad and Narayanan [14] proposed a weakly-secure

network coding system. On the basis of [14], Silva [15] proposed a general

weakly-secure network coding system. When the calculation ability of eavesdrop-

pers is limited, Jain [16] designed a weakly-secure networking system by using

One-way function. In [17, 18], the authors discussed the security issues in the light

of the different conditions and different other safety requirements in WSN. Fancsali

et al. [19–21] did the corresponding research and gave the respective security

coding system.

Most existing researches are mainly concentrated on secure coding design with a

given topology, but there is almost no research in secure topology design. In some

small network, topology design performance more convenient than complicated

coding design algorithm.

In view of the fact, the secure topology design is worthy of study. In this paper,

we study security policy in a topology angle and propose a weakly-secure network

topology algorithm based on network segmentation. The rest of paper is organized

as follows. In Sect. 2 we discuss related work and the security goals we aim to. We

discuss the problem and present an algorithm for secure network code design in

Sect. 3. Performance evaluation is addressed in Sect. 4 and concluded the paper in

Sect. 5.

2 Problem Statement

2.1 Network Coding

In traditional communication networks, a forwarder always duplicates every

forwarding messages, network coding is a new technique that allows intermediate

nodes to encode multiple input messages together to form multiple output mes-

sages. Figure 1b is a classic example of network coding, each link has unit capacity.

Node W encodes the message that transmitted from W to X through linear combi-

nation b1
L

b2. Thus, the source S transmitted 2 bit stream b1 and b2 can
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multicast to the nodes Y and Z simultaneous, the transmission rate can achieve the

multicast rate of 2 bits per unit time.

2.2 System Model

In our study, a directed acyclic graph G ¼ hV,Ei is considered, where V and E are

the node set and the edge set respectively. Each edge has the same unit capacity,

which is 1 data stream unit per time slot. Source node S generates and sends out an

n symbols message vector X ¼ (x1, x2, � � � xn)T in a finite field Fq. Cmin(G) is the

minimum cut ofG, the capacity Cmin(G) is the maximal possible information rate of

network G. In linear coding systems, the messages on outgoing edges of node vn are
linear combinations of messages on its incoming edges. We can understand each

edge of the network carries an equation of source symbols.

2.3 Threat Model and Security Goals

For secure linear network coding, there are mainly two secure models in previous,

Shannon-secure and weakly-secure. The difference of these two classes is that the

former does not allow any information leakage and the latter disallows any mean-

ingful information leakages. For example, given two data streams x1 and x2, in
weakly-secure schemes, the adversaries are permit to get the combination value of

x1 + x2 but not x1 or x2 alone; while in Shannon-secure, they cannot learn neither of
them. In our paper, we focus on design weakly-secure network coding schemes.

a b

Fig. 1 Network coding
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In wiretapping attack, the malicious nodes are able to gain access to the

information transmitted on these nodes. Suppose the positions of malicious nodes

are known. And they can cooperate with each other to decode the packet sent from

the source S. precisely, they can wiretap on a collection of M ¼ hM1, M2, � � � MKi
where M represents a set of malicious nodes. In this paper, our security goal is to

prevent the source information from leaking to the adversaries.

3 Problem Analysis Proposed Scheme

3.1 Related Work

Assume CG(s,t) ¼ k, for any intermediate node vi in G, if the In (vi) is less than the

capacity of the graph CG(s,d ), then for sufficiently large size q, the generated

network code is said to be secure with high probability, because the intermediate

node vi cannot recover any of the k symbols based on k � 1 or fewer linear

equations. On the other hand, if CG � |ln (vi)|, the security is said to be topology

dependent, the network is considered secure if and only if rank(in(vi)) < CG.

In [22], the sibling work of this paper, we analyzed how the topology design

influenced the security of networks, and we proposed a secure strategy against

nodes conspiracy attack by topology design. This method is suitable for the small

network environment, when in a large network, the wiretapping nodes becomes

more, faster increase in the number of the link that needs to be removed. Therefore,

we propose a strategy of network coding against wiretapping attack based on

network segmentation.

3.2 Security Analysis and Discussion

Figure 2 is a directed acyclic graph and each link has a unit capacity. The source

node s wants to transmit some information to the destination node t without leaking
meaningful information to the wiretappers. Suppose there are m malicious nodes,

each node have n incoming links CG(s,t) ¼ k. We need to remove mn � k links to
ensure the network security. If we divide the network into two sub-networks,

assume that malicious nodes are uniformly distributed, we just need to remove

approximately mn�k=2 links to the network security.

In Fig. 2, We randomly generate a 50-node network diagram, after path enforce-

ment, we get a directed graph G(V,E). The entire network is divided into two

sub-networks G1(V1,E1) and G2(V2,E2) by the red line, the dashed line is the link to

be removed. C(G1) ¼ C(G2) ¼ 3, any one of the sub-network is safe and leads the

whole network security.
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How to find the best split routing is the problem that we mainly faced with, we

get two objective functions.

We know that the min-cut sum of the two sub-networks is no more than the

min-cut of the whole network:

CG1
þ CG2

� CG (1)

To ensure the throughput of the network, the divided maximum flow as close as

possible to the original maximum flow.

We find the split routing, remove the dashed links, the removed links Ep1 . Then

we pick one sub-network, with the algorithm of [22], the removed links Ep2 .

Ep ¼ Ep1 þ Ep2 (2)

The two objective functions are max CG1
þ CG2

ð Þ and min Ep.

4 Simulation and Discussion

4.1 Simulation

In this section, simulations are conducted based on ns-2 simulator and MATLAB to

evaluate the effectiveness of proposed algorithm. The network is defined by these

parameters, the number of nodes, N, (the number of edges, Eall), the probability of

malicious nodes in intermediate nodes, p. the removed links Ep. The algorithm in
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[22] is algorithm 1, and the algorithm in this paper is algorithm 2. For each

combination of parameters, we generate 50 instances.

In Fig. 3, we set N ¼ 50, and vary p in range of [0.1 � 0.3] to calculate Ep. In

Fig. 4, we set p ¼ 0.2, and vary N in range of [30 � 70].

4.2 Performance Discussion

We can see from Figs. 3 and 4, with the increases of p and N, algorithm 2 removes

few links than algorithm 1. It improves the link utilization, when faced with a large

number of wiretapping nodes, algorithm 2 performances particularly well. Com-

pared to algorithm 1, the proposed algorithm in this paper has been greatly

improved, especially suitable for larger networks.
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5 Conclusion

In this paper, we have investigated the problem of wiretapping Attack in network

coding system. We analyzed how the network segmentation design influenced the

security of networks. We proposed a secure strategy against nodes wiretapping

Attack by network segmentation design. We compared the pros and cons of the

proposed algorithm. Simulations showed that the proposed routing algorithm

achieved good performance. As a future research, we will study the secure topology

design strategy in multicast system.
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Research on Time Triggered Ethernet Based

on Deterministic Network Calculus

Yu Xiang, Xiang Zhang, Zhenwei Li, and Wei Wang

Abstract In this paper, we present a service-performance network calculus model

based on Time-Triggered Ethernet, a deterministic safety critical real-time network

protocol, which is used in avionics systems. We firstly design and implement the

TTE clock synchronization, redundancy fault-tolerant, multi-data communication,

service-performance model, node model and network model successfully on the

simulation platform. Then, we analyze the performance of TTE and compare

simulation results with theoretical values from the time-triggered Ethernet network

calculus. In this way, the performance and efficiency of TTE are analyzed and

verified through two levels.

Keywords Time-triggered • Deterministic • Safety critical • Network calculus •

Simulation

1 Introduction

In recent years, the development of real-time tasks based on the existing Ethernet

has become a hot-spot issue. In this fierce competition, the time-triggered Ethernet

(TTE) stands out, which combines time-triggered technology certainty, fault-

tolerant mechanisms and real-time performance with the ordinary Ethernet’s per-

formances, like flexibility, dynamic, as well as “best-effort” [1, 2]. TTE provides

support for synchronous, highly reliable embedded computing and networking,

fault-tolerant design. Because of its characteristics, TTE is widely used in the

safety-critical system, such as aviation electronic technology, transport system,

industrial automation and so on.
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“Time-Triggered” [3] refers to predictable and deterministic, which means all

activities in the network would run in a planned way over time. The definition of the

Time Triggered Ethernet is as follows [4, 5]:

TTE ¼ Ethernet + Clock synchronization + Time-Triggered Communica-

tion + Rate-Constrained traffic + Guaranteed Transport

In this article, we firstly construct a service-performance network calculus model

which is triggered by time. Based on the protocol, we realize the TTE clock

synchronization algorithm, protocol and network components. We construct simu-

lation model and then use this model to analyze the performance and parameters of

the TTE. Finally, we compare simulation results with the network calculus results

based on the theory and simulation results. Conclusions show that TTE can well

meet the needs of safety-critical systems.

2 The Service-Performance Model of TTE Based

on Network Calculus

Network Calculus is a newly-developed network QoS (Quality of Service) theory

and it is based on the Idempotent Mathematics and Residuation Theory [6].

The foundation of network calculus lies in the mathematical theory of algebra,

the Min-Plus algebra and the Max-Plus algebra. Network calculus can give out the

network performance boundary. Deterministic network calculus makes use of

arrival curve and service curve to work out the deterministic boundary of the

network performance parameters [6–8], such as the maximum delay of the network

data flow, the cache backlog data in the network communication nodes and backlog

length, etc.

2.1 The Service-Performance Model Parameter of TTE

Based on the network calculus theory, we define that Fj is the micro-data stream

as the data bit stream of the same type from transmitting node. By convention,

data stream indicates the data bit stream of the same type micro-data stream

through the switch. Similarly, p( j) indicates the priority of the data stream and

the micro-data stream. The symbol Gj ¼ [ {i : p(i) ¼ p( j )}Fi indicates the aggre-

gated flow of the micro-data stream whose priority is same with stream Fj. The

symbol GH
j ¼ [ {i : p(i) >p( j )}Fi indicates the aggregated flow of the micro-

data stream whose priority is bigger than stream Fj. By convention, the symbol

PGj ¼ [ {i : p(i) >p( j )}Fi refers to the aggregated flow after the aggregation of

aggregated flow Gj and the aggregated flow of the aggregated flow GH
j . We define

that ljmax ¼ max{li : p(i) < p( j)} indicates the maximum data frame length of the

stream whose priority is lower than the priority p( j) of the data stream.
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2.2 Network Service Curve and Service Delay

We assume that the arrival curve of the micro-data stream with the priority p( j) is

αj(t) ¼ rjt + bj. The two symbols Aj(t) ¼ ∑ {i : p(i) ¼ p( j)}αi(t) and AH
j ¼ ∑ {i : p(i) >p

( j)}αi(t) indicate the arrival curve of Gj and G
H
j respectively.

We also assume that the service capabilities of the switch are C. Namely, the

total service curve of the switch providing all the data stream through this switch is

βR,T(t) ¼ C[t � 0]+. Based on corollary 6.2.1 inference 1 in the reference [9], we

can obtain the service curve of the aggregated flow as formula (1):

B PGj, t
� � ¼ βR,T tð Þ � ljmax

� �þ ¼ C t� ljmax=C
� �þ

(1)

Based on corollary 6.2.1 inference 2 in the reference [9], we can obtain the

service curve of the aggregated flow Gj as formula (2):

β Gj; t
� � ¼ β PGj, t

� �� AH
j tð Þ

h iþ
(2)

Combining the symbol AH
j ¼ ∑ {i : p(i) >p( j )}αi(t) ¼ ∑ {i : p(i) >p( j)}ri �

t + ∑ {i : p(i) >p( j)}bi, with (2), conclusion can be obtained as formula (3):

β Gj; t
� � ¼ C t� ljmax=C

� ��X
i:p ið Þ>p jð Þf gri � t�

X
i:p ið Þ>p jð Þf gbi

h iþ

¼ C�
X

i:p ið Þ>p jð Þf gri
ffl �

t�
ljmax þ

X
i:p ið Þ>p jð Þf gbi

C�
X

i:p ið Þ>p jð Þf gri

2
4

3
5
þ

(3)

Thus, the service rate and service delay parameter of the data stream Gj are

respectively as formulas (4) and (5):

RG
j ¼ C�

X
i:p ið Þ>p jð Þf gri (4)

TG
j ¼ Ljmax þ

X
i:p ið Þ>p jð Þf gbi

ffl �
=RG

j (5)

Considering micro-data stream Fj as the investigation target again, all the micro-

data in the streamGj is serviced in the order of FIFO. In this way, we can deduce the

service curve of micro-data stream Fj. Based on the assuming 6.2.1 in the reference

[9], the service curve of the micro-data stream Fj is

β Fj; t
� � ¼ β Gj; t

� �� Aj t� θð Þ � αj t� θð Þ� �� �þ
(6)

Based on the symbol βRG
j ,T

G
j
Gj; θ
� � ¼ θ � TG

j

ffl �
RG
j ¼ Aj 0ð Þ � bj, we can obtain

θ ¼ Tj
G + (Aj(0) � bj)/R

G
j .
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Combining the symbol Aj(t) � αj(t) ¼ ∑ {i : p(i) ¼ p( j)}αi(t) � αj(t) ¼ (∑{i : p

(i) ¼ p( j)}ri � rj) � t + (∑{i : p(i) ¼ p( j)}bi � bj) with (6), conclusions can be

obtained as formula (7):

β Fj;t
� �¼ RG

j t�TG
j

ffl �h
�

X
i:p ið Þ¼p jð Þf gri�rj

ffl �

� t�TG
j �

X
i:p ið Þ¼p jð Þf gbi�bj

RG
j

2
4

3
5� X

i:p ið Þ¼p jð Þf gbi�bj

ffl �iþ

¼ RG
j �

X
i:p ið Þ¼p jð Þf griþrj

ffl �
� t�

RG
j �TG

j þ
X

i:p ið Þ¼p jð Þf gbi�bj

RG
j

2
4

3
5
þ

(7)

So, the service rate and service delay parameter of the micro-data stream Fj are

respectively as formulas (8) and (9):

Rj ¼ RG
j �

X
i:p ið Þ¼p jð Þf gri þ rj (8)

Tj ¼ TG
j þ

X
i:p ið Þ¼p jð Þf gbi � bj

RG
j

þ lj=R
G
j (9)

If there is no cascade switch in the network, we can directly use (8) and (9) to

obtain network service delay. If not, we can make use of the above reasoning

process to work out the service curve of the cascade switch, and then obtain the

services of the cascade system curve. The min-plus deconvolution of the two

functions f and g ( f ∈ F, g ∈ F) are f
J

g(t) ¼ sup u >¼ 0{f(t + u) � g(u)}.
Given a server S in the network, Fj refers to the data stream through the server

S. The arrival curve of Fj is α. And the service curve that the server S provides to Fj

is β. Thus, the output curve of the data stream Fj through the server S is α* ¼ αJ
β (Proof showed in reference [9] theorem 1.4.3).

For the first level switch which is directly connected to the terminals, the arrival

curve is αr. b and the service curve is βR,T. So, the output curve of the level switch is

α� ¼ αr,b
J

βR,T tð Þ ¼ supu>¼0 αr,b
�
tþ u

�� βR,T u� Tð Þþ� 	
¼ supT>¼u>¼0 αr,b tþ uð Þ � βR,T u� Tð Þþ� 	 _ supu>T αr,b

�
tþ u

�� βR,T u� Tð Þþ� 	
¼ supT>¼u>¼0 αr,b tþ uð Þf g _ supu>T αr,b tþ uð Þ � Ruþ RTf g

¼ αr,b tþ uð Þ _ supu>T αr,b tþ uð Þ � Ruþ RTf g

If t > -T, we can obtain
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α� ¼ αr,b � βR,T tð Þ ¼ bþ r tþ Tð Þf g _ supu>T αr,b tþ uð Þ � Ruþ RTf g
¼ bþ r tþ Tð Þf g _ bþ r tþ Tð Þf g ¼ bþ r tþ Tð Þ (10)

With cascade switches in the cascade system, we can apply the min-plus

convolution to obtain the service curve of double-channel scene and the service

curve is as formula (11):

βεj Fj; t
� � ¼ βs1j Fj; t

� �� βs2j Fj; t
� � ¼ βεj Rε

j ¼ min Ri;R
�
i

� �
,Tε

j

ffl �
¼ Ti þ T�

i (11)

According to the above reasoning process, we can apply the theory into the TTE

network scenario to respectively deduce the upper deterministic boundary of the

delay in single-channel and double-channel.

3 The Design and Realization of the Simulation Model

3.1 The Design of TTE Simulation Model

TTE consists of two kinds of network devices including TTE switches and TTE

terminals. With the difference of TTE network nodes’ position and role in TTE

clock synchronization, TTE network nodes are divided into three different roles:

Synchronization Master (SM), Compression Master (CM), Synchronization Client

(SC). TTE switches can be as the role of SM, CM and SC. While TTE terminals can

be as the role of SM and SC.

3.1.1 TTE Switches

The main function of TTE Switch is to forward time-triggered data (TT data),

traditional Ethernet “best effort” data (BE data) or rate-limited data (RC data). The

workflow of TTE Switch is as shown in Fig. 1.

The most important two differences between TTE switches and traditional

switches are clock synchronization module and admission control module.

3.1.2 TTE Terminals

The main function of TTE terminal is to transmit and receive data. As the same of

TTE switches, TTE terminals supports time-triggered data (TT data), the traditional

Ethernet’s “best effort” data (the BE data) and the rate-constrained data (RC data).

The workflow of TTE terminals is shown in Fig. 2.
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3.2 TTE Simulation Performance

• TTE delay

Figure 3 describes the end-to-end delay when host A communicates with host B.

Generally, the end-to-end delay divides into round-trip delay and one-way delay.

(1) Round-Trip Delay (RTD)

RTD of packet1: RTD1 ¼ T6–T2

RTD of packet2: RTD2 ¼ T11–T7

(2) One-Way Delay (OWD)

This test needs clock synchronization between host A and host B:

S-Source(host A) D-Destination(host B).

Packet1 SD-Delay1 ¼ T4 - T2 DS-Delay1 ¼ T6 - T4 (12)

Packet2 SD-Delay2 ¼ T9 - T7 DS-Delay2 ¼ T11 - T9 (13)

As the function op_sim_time () being able to get simulation time in simulation

platform, we call the function when one nodes receives a frame. We can also get the

simulation time of the frame with function op_pk_creation_time_get (pkt_ptr)

Judge the frame
type

Receive and
process

Message
permanence

func�on

Compression
func�on

CM clock
correc�on

Flood pcf End

PCF

TTM

BEM/RCM

Search
configura�on table,
whether transmit or

not

No

Discard
data

Preempt
resource

Receive data

Store in the
buffer

Yes

Is the token pool
full?

No

Forward
data

Empty

Wait T

Is the buffer full
or not?

Not full

Full

Judge sync

Sync receiving

Asynchronous processing

Fig. 1 The work flow of TTE switch
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Fig. 2 The work flow of TTE terminal

Fig. 3 Host A communicates with host B
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getting the time of the creation of frames (pkt_ptr is the point which points to the

frame) and tt_ete_delay means one-way delay.

tt ete delay ¼ op sim time ðÞ - op pk creation time get pkt ptrð Þ (14)

4 Comparison Analysis of Simulation and Network

Calculus

In the second section, we analyze and derivate the maximum delay of TTE data in a

specified network topology with the use of the theory of network calculus. Then we

conduct the statistical analysis on time-triggered Ethernet network performance

parameters with simulation tools. Here we use the results of the two research tools

to conduct comparative analysis, to verify whether the results of the TTE simulation

can meet the delay constraints of the maximum delay derived from network

calculus.

4.1 Comparison Analysis of Single Channel

In the single-channel topology network simulation model, there are three types of

data traffic (time-triggered real-time data (TT), rate-constrained data (RC) and best-

effort data (BE)). Figure 4 describes single-channel topology. There are seven TTE

terminals and one TTE switch in the topology. Each TTE terminal communicates

with other terminal through the TTE switch. TTE switch forwards three kinds of

data: TT data, RC data and BE data.

Rules of Terminal nodes sending frame are as follows:

TT data stream: three nodes send two frames per 0.025 s; four nodes send one

frame per 0.025 s; the TT data frame size is 1050B;

RC data stream: each node sends one frame per second; the frame size of RC

data stream is 1050B;

BE data stream: each node sends 10,000 frames per second; the frame size of BE

data is also 1050B.

According to the topology and rules of single-channel, the arrival curve of three

kinds of data streams is:

αTT ¼ 42000tþ 1050ð Þbytes αRC ¼ 1050tþ 1050ð Þbytes
αBE ¼ 10500000tþ 1050ð Þbytes

Therefore, the separate service curve of micro-data flow Fj (TT, RC, BE)

supported by switch is:

1152 Y. Xiang et al.



βstt R
tt ¼ 1:0179�108bps,Ttt ¼ 0:8809�10�3s

� �
βsrc Rrc ¼ 1:0139�108bps,Trc ¼ 1:4908�10�3s

� �
βsbe Rbe ¼ 0:3839�108bps, Tbe ¼ 2:0712�10�3s

� �

As the single-channel simulation scenario being a star-topology network, it has

only one switch and has no cascading switches. So the max-delay of each type data

stream is:

Dmax
tt ¼ 0:8809ms Dmax

rc ¼ 1:4908ms Dmax
be ¼ 2:0712ms

In the single channel simulation test, the delays of data streams are as follows:

The comparison chart between the maximum delay based on network calculus

and actual delay obtained by simulation results statistics is shown as follows.

Figure 5 shows that the TT Network delay is 0.168 � 10-3 s, which proved that

the determine performance of TT data traffic has been guaranteed in TTE network.

According to the single-channel results comparison chart of the three types of

data, we can obtain that the simulation results well meet actual delay of the largest

network delay constraint derived from network calculus.

Fig. 4 Single-channel scene topology
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4.2 Comparison Analysis of Double-Channel

In the double-channel topology network simulation model, there are three types of

data traffic including time-triggered real-time data (TT), rate-constrained data

(RC), and the best-effort (BE). Figure 6 describes double-channel topology.

There are also TTE swithes and TTE terminals in the topology. TTE terninals

generate data and TTE switches forward data.

Rules of Terminal nodes sending frame are as follows:

TT data stream: each node sends data frames three times per 0.25 ms; TT data

frame size is 100B;

The RC data stream: each node sends data frames eight times per 0.25 ms; RC

data frame size is 100B;

The BE data stream: each node sends data frames per second 10000/7; the BE

frame length is 100B.

According to the rules of double-channel sending frames, the arrival curves of

the level switch are:
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Fig. 5 Single-channel scene topology. (a) TT and BE data delay. (b) The comparison analysis of

time-triggered data between simulation and network calculus results. (c) The comparison analysis

of rate-constrained data between simulation and network calculus results. (d) The comparison

analysis of best-effort data between simulation and network calculus results
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αTT ¼ 15120tþ 378ð Þbytes αRC ¼ 40320tþ 1008ð Þbytes
αBE ¼ 180000tþ 126ð Þbytes

The service curve of micro-data flow (Ftt, Frc, Fbe) supported by switch is as

follows:

βs1tt Rtt ¼ 1:041�108bps,Ttt ¼ 2:210�10�4s
� �
βs1rc Rrc ¼ 1:016�108bps, Trc ¼ 0:798�10�3s

� �
βs1be Rbe ¼ 0:912�108bps, Tbe ¼ 0:965�10�3s

� �

Using the same way, we can get the arrival curves of first level switch are:

βs2tt Rtt ¼ 1:030�108bps,Ttt ¼ 2:237�10�4s
� �

βs2rc Rrc ¼ 1:008�108bps, Trc ¼ 8:146�10�4s
� �

βs2be Rbe ¼ 0:816�108bps,Tbe ¼ 2:537�10�3s
� �

Following (11), we can obtain as

Fig. 6 Double-channel scene topology
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βεtt Rtt ¼ 1:030�108bps,Ttt ¼ 4:447�10�4s
� �

βεrc Rrc ¼ 1:008�108bps,Trc ¼ 1:513�10�3s
� �

βεbe Rbe ¼ 0:816�108bps,Tbe ¼ 3:502�10�3s
� �

:

So, in the time triggered Ethernet double-channel topology, the maximum delay

of time-triggered, rate constraint and best-effort respectively is:

Dmax
tt ¼ 0:4447ms Dmax

rc ¼ 1:513ms Dmax
be ¼ 3:502ms

In the double-channel simulation test, the delay of the network data stream is as

follows:

The comparison chart between the maximum delay based on network calculus

and actual delay obtained by simulation results statistics is shown as follows.

Figure 7a shows the TT Network delay is 0.2016 � 10-3 s, which proved the TT

data traffic’s determine performance has been guaranteed of TTE network.

According to results comparison chart of three types of data stream in double-

channel, we can get that the actual delay of the simulation statistical results fully

meets the maximum network delay obtained by network calculus and it also verifies

Fig. 7 Double-channel data delay. (a) TT and BE data delay. (b) The comparison analysis of

time-triggered data between simulation and network calculus results. (c) The comparison analysis

of rate-constrained data between simulation and network calculus results. (d) The comparison

analysis of best-effort data between simulation and network calculus results
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the TTE simulation results are reasonable. Then, we can verify that the TTE

specification is feasible.

5 Conclusion

As a new real-time deterministic network, Time Triggered Ethernet has not yet

formed a standardized protocol specification and has no mature products for the

market. This paper first uses network calculus and network simulation to analyze

and study the TTE. We present a service-performance network calculus model,

which is triggered by time and obtain the upper deterministic boundary of the delay.

With the TTE clock synchronization, redundancy fault-tolerant, multi-data com-

munication, node model and network model designed and implemented on the

simulation platform, we analyze the performance of TTE and compare simulation

results with theoretical values from the time-triggered Ethernet network calculus.

The final conclusion shows that TTE can be compatible with the traditional

Ethernet [10] and well meet the needs of real-time and safety-critical systems in

the fields of avionics and industry.
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Research on Distance Measurement Based

on LQI

Yu Xiang, Jin Li, and Wenyong Wang

Abstract Range-based localization must measure distances between neighboring

nodes. Distance measurement based on LQI, featuring low communication over-

head and low complexity, is increasingly applied in the range-based localization of

the Wireless Sensor Networks. We first analyze the relationship of LQI and signal

transmission distance, and then we propose a kind of LQI processing method. The

method includes three phases: first, LQI pre-correction before LQI converted to

distance; second, the error compensation after LQI converted to distance; third,

distance result correction to eliminate biggish error. After using the ZigBee-based

hardware platform to test the measurement error, we draw the conclusion that this

algorithm has higher accuracy and can achieve better results in distance measure-

ments. The experiments show that measurement error is below 1 m within 10 m.

Keywords LQI • Wireless sensor network • Distance measurement

1 Introduction

In Wireless Sensor Networks, determining where an event occurs or a message be

captured is one of the basic functions, and it also plays a pivotal role in indicating

the effectiveness of the network. Therefore, obtaining the location of sensors is a

key step in WSNs. And because of the nodes are randomly deployed and the

network’ data-centric characters, getting nodes’ accurate location information

seems more important [1].

Nodes’ localizations usually realized through measuring the distances between

neighboring nodes, and then applying the data to localization algorithm to estimate
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the location of those unknown location nodes. So, research on the distance mea-

surement of nodes in WSNs is very necessary.

Common measuring techniques are RSSI (Received Signal Strength Indication),

GPS (Global Positioning System), infrared method, ultrasonic measurement, etc.

The latter three need additional hardware. And for ultrasonic measurement, in spite

of its high-accuracy, it not only costs high, but also is easily affected by environ-

ment. The first method does not need any additional hardware. RSSI calculates

distance between two nodes based on the signal strength, which has a relationship

with the distance. As RSSI needs no additional hardware feature, the module of

providing RSSI value is always embedded in the wireless transceiver chips, and

RSSI-based distance measurement is often used [2].

Now, a new indicator, the Link Quality Indicator, is provided in some new

wireless chips, which based on the 802.15.4 standard, to help measure distance. It

shows a better performance than RSSI within a certain distance range. The LQI has

a higher dynamic range and a higher resolution than RSSI [3]. When the nodes are

close, the estimated distance using LQI has a smaller average deviation and

standard deviation. What’s more, seen from the comparison of LQI and RSSI’s

fading curves in reference [4], LQI has a wider linearity, a better stability and is

more suitable for the localization in the condition that the distance of two nodes is

less than 10 m. In this paper, we establish a distance measurement model based on

the relationship between LQI and the distance of two nodes, and analyze its

precision.

2 LQI-Based Experiment

2.1 Hardware Preparation

We choose our own-developed Tarax chips for sensor nodes, and Freescale

MC13224v chip for master control chip to experiment. MC13224v is a ZigBee-

chip solution, integrated with completed low-power 2.4 GHz radio transceiver,

embedded 32-bit ARM7 processor, integrated with IEEE802.15.4, MAC, AES as

well as MCU peripherals, which is also a IEEE802.15.4 integrated solution for high

density and low count component [5].

2.2 Introduction to LQI

LQI is a indicator to link quality, which is used to represent the quality of link

connection. It can be obtained from every data reception, and is main influenced by

the receiving sensitivity and signal strength between receiver and sender [6]. LQI is

from the physical layer, and then be calculated by the MAC layer. Finally, it
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provides the signal strength and quality information of the received data frames,

usually associated with the probability of correct receives the data frame [7], to the

network layer and application layer.

More specifically, LQI is an indicator that represents the link quality and signal

strength of the received packet. Its value is defined by IEEE802.15.4 standard, but

its use of specific laws and characteristics do not give a clear indication. Generally,

the higher the LQI value is, the better link quality is, and also the lower the link cost.

In MC13224v, the LQI value is an integer with a range of 0x00 to 0xFF (0–255),

in which 0x00 corresponds to -100 dBm, and 0xFF corresponds to -15 dBm. The

calculating formula shows in (1):

LQI dBmð Þ ¼ LQI decð Þð Þ=3� 100 ð1Þ

The calling function MLMELinkQuality () returns a pointer that point to a 8-bit

data, and the pointed value is LQI, which can be used after reading [8]. In order to

get a stable value, it should be read after at least one reception finished, and this

value will be saved to the arrival of the next data. So every time the LQI value we

read has already been updated by the latest received data. In addition, LQI value is

presented in the form of multiple of 3, that’s the interval, is 3.

2.3 Relationship with LQI and Distance

Experiments are conducted in open outdoor. Transceiver nodes are all about 0.5 m

above the ground, and the positions of receiving node is fixed. The sending node,

whose transmitted power is 0 dBm, moves from 0 to 40 m with a meter for stepping.

We measure 100 LQI values in every distance point, calculate their average values,

and plot the LQI signal decline curve shown in Fig. 1.

From the distribution of the measured data shown in Fig. 1, we can see that the

actual LQI decline curve has some irregular oscillation and decline. LQI attenua-

tion goes sharply in a short distance, then more gentle in the middle, and in the long

distance, the attenuation also exists but carries with more severe fluctuations. Near

the 5-m distance, the first rise appears. After a lot of measured results in different

locations, we found that the concave rise phenomenon is not accidental; it is caused

by the certain deviation of node’s each position. LQI value of two adjacent distance

point basically differs by at least one jump interval, and the degree of differentiation

is obvious.

Through analysis, although the LQI is affected by the node itself and environ-

mental factors, the LQI does exist a certain relation with the distance of transceiver

nodes. Because of certain repeatability in LQI measurement and certain regularity

in LQI change, the LQI can be used for distance measurement and positioning

through proper processing. In addition, although the LQI and signal transmission

distance is showing an obvious attenuation trend, but it is not a smooth curve, which

shows that there must be a certain degree of error, when use LQI for ranging and
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location. LQI fluctuates gently when transmission distance is close, and when

transmission distance is far, LQI fluctuates so severely that LQI variation is no

longer obvious to transmission distance. Overall, ranging and location technology

based on LQI shows that the closer the transmission distance is, the more accurate

this technology can be, the more far transmission distance is, the greater the error

this technology can generate. So, we discuss the ranging and location based on LQI

value within the distance of 10 m.

3 Distance Measurement Model

Establishing distance measurement model is to find out the relationship between

LQI and distance, and fit out a simple and effective curve that LQI changes over

distance. This curve would be simulated by a suitable mathematical formula, as a

reference to estimate the distance between unknown position sensors. LQI would be

influenced by various factors, so the effective method to measure LQI in specific

experimental scenario is through a number of experiments. After getting LQI

values, we can proceed to next steps: figure out the relationship between LQI and

distance, build the LQI-d empirical formula, and finally calculate the distance of

two nodes according to their LQI value. Now, we choose two suitable fitting

manners to analysis, the logarithmic function fitting and cubic polynomial function

fitting, as shown in Fig. 2.

R2 in Fig. 2 is an indicator represents fitting degree of trend line, the value can

reflect the fitting degree between estimated data from trend line and its

corresponding actual data. The higher the fitting degree is, the higher the correlation
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can get, and the closer the estimated value is to the actual value. Especially, when

R2 ¼ 1, the estimated value and actual value are completely the same. In Fig. 2,

both of the two fitting methods’ R2 > 0.9, which shows that both fitting degrees are

good, and the LQI trends with distance are relatively consistent with the curve

fitting results. Furthermore, the polynomial model has a better fitting degree with

the original data; therefore, we choose the polynomial function as the empirical

formula to estimate the nodes’ distance.

4 QI Pre-correction Algorithm

When experimental scene stays the same, the main factors that influence the LQI is

not geographical environment factors (like air pressure, humidity, etc). We need to

study deviation degree between measured LQI value and model data at the same

distance point in the same geographical environment, but on different days. In the

same experiment scenarios, we choose two groups of experiments, respectively

called Experiment 1 and Experiment 2, to discuss the data measured on two

different days. Figure 3 shows the contrast figure of three attenuation curves of

three experimental data.

Observed from Fig. 3, although the LQI measured in three times do exist

difference in deviation at each distance, the LQI attenuation trends are the same

in the overall trend. Therefore, this empirical ranging model is feasible. But due to

the different experimental time, there are various influencing factors leading to

huge difference in data. So if directly put the LQI into distance measurement model
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instead of pre-correction, the error will be large. Therefore, we must correct the LQI

according to the current environmental conditions in advance.

Within a small range, the best way to solve environmental influences is pre-

correcting LQI using known position nodes. The basic idea of the algorithm is as

follows. Acquire the LQI value and the actual distance between two known position

nodes, and establish their corresponding relation. After compared with distance mea-

surement model, difference of LQI value is obtained. Then use this difference to correct

other LQI of those nodes’ distance that would be estimated. Correction here can be

divided into two ways: first, using average value of LQI differences to correct LQI

uniformly; second, according to the range of LQI differences to correct LQI in groups.

As shown in Fig. 4, A0, A1, and A2. . .Ak are the known position nodes, and M is

the unknown position node. Follow the steps mentioned above, we will acquire LQI

values between A0 and A1, A2,. . . , Ak at first, and secondly, set corresponding
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relation groups: A1 (LQI1, d1), A2 (LQI2, d2),. . . , Ak (LQIk, dk). Thirdly, record the

LQI values between M with each known position nodes, the values were LQI(1),

LQI(2),. . . and LQI(k) respectively.

In relation groups Ak (LQIk, dk), we will calculate the differences between

measured LQI and computed LQI based on the distance measurement model at

each distance, the differences are expressed as d1<LQI>, d2<LQI>. . . dk<LQI>.

1. Unified Correction

If there is little difference between dk<LQI>, we can directly use their average

value to correct the LQI(k), and the corrected LQI value can be used in the

calculation of the distance. Calculation formula of corrected value LQI shows in

(2):

LQI ¼
Xk
n¼1

dn < LQI >ð Þ=k
di < LQI > �dj < LQI >
ffi �

< ε1,
ffi
i, j
� � ffi

1...k
� ð2Þ

The ε1 will be set according to the practical application.

2. Grouping Correction

If there is a big difference between dk<LQI>, the correction effect will not be

obvious if we still adopt unified correction method. Especially, when the differ-

ences have both positive and negative values, and they are far diverting from the

average, there will be a large error existing in final distance result.

Grouping correction is dividing LQI values into groups according to dk<LQI>
at first, the number of groups would based on distribution of dk<LQI>. Then the

unified correction method will be used in each group. Correction formula for each

group is (3).

LQI ¼
X
n�Km

dn < LQI >ð Þ=km

di < LQI > �dj < LQI >
ffi �

< εm, i; jð Þ � km

ð3Þ

m represents the mth group, LQI m is the LQI’s corrected value of mth group, km
represents all the dk<LQI> in mth group, km is the number of dk<LQI> in mth

group, and εm represents the difference range between dk<LQI> in mth group. In

addition, εm is set according to the practical application, it determines the number of

groups.

Figure 5 shows the grouping situation of Experiment 2, there exists obvious gaps

between each group and the respective mean values can well reflect the differences

of LQI in their own groups.
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Now, it’s necessary to note two things for grouping correction. First, due to the

fluctuations of LQI, two similar or same LQI values’ differences may vary widely.

Second, LQI(k) might not exist in Ak (LQIk, dk).

Steps of grouping correction are as follows:

Step 1: Group LQIk in Ak(LQIk, dk) according to intervals of LQI differences,

and treat the groups as set B. Group the dk<LQI> starting from the smallest

dk<LQI> with the interval M (M is set according to the accuracy requirement)

and put its corresponding LQI values into B1. Then same grouping way to deal with

remaining LQIk still starts from the smallest dk<LQI> until all LQI are put into Bm.

After grouping is over, calculate the average value for LQI values in each Bm. The

set B can be expressed as B(Bm, bm), where Bm contains all LQIk in mth group, and

bm is the average value of Bm.

Step 2: In the process of distance measuring, if LQI(k) appears in one of groups

Bm, then go to Step 3, otherwise the Step 4.

Step 3: If LQI(k) only appears in one group Bm, then treat the bm as corrected

value. If it appears in two groups (Bm, Bn), then treat the average of bm and bn as

corrected value, and so on.

Step 4: For the LQI(k) that does not appear in the group, we choose a nearby

LQIk, and turn to Step 3. If the intervals to two adjacent LQIk are the same, find out

their corrected values in Step 4 respectively, and calculate the average as the final

correction.

Through analysis, we can find that measurement of known position nodes can

help reduce the LQI fluctuation that caused by environmental factors. First, we need

to calculate the difference between measured LQI and computed LQI. Then use the

unified correction or grouping correction to correct the LQI in order to reduce the

conversion error from LQI value to distance.
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5 The Distance Processing Algorithm

5.1 Error Compensation

In the almost unchanged regional environment, LQI is still affected by the other

factors, which will absolutely cause distance error. Distance measurement plays a

crucial role in localization algorithm, and ranging error value will be accumulated

into the localization algorithm, causing increase in position error and reducing

location accuracy of the whole sensor network. So to improve the ranging precision,

it is significant important to improve the positioning precision [9]. According to the

preliminary analysis of the distance measuring results in sections above, we first

need to examine the inherent errors of range model, and then find out its error

compensation method.

Figure 6 shows the curve of distance measurement model’s inherent errors,

compared with LQI decline curve, we find that the error rush basically at the

concave of decline curve. Therefore, we use the inherent error of range model to

compensate distance results, and the compensation operation is still use the ideas of

LQI value segmentation, which also used in grouping correction processing.

Because measurement model is built on a certain experiment, inevitably, there

may exist some exceptions like a mutation occurs in certain distance, or abnormal

values measured due to environmental impact. So we need to deal with these rare

exceptions:

• Set the initial value as the ranging result, when value after compensated is

obviously unreasonable.

For example, when a smaller LQI compensated value corresponding to a smaller

distance value, we should examine its rationality. From Fig. 2 and experimental

data statistics, LQI value is monotone decreasing within 3.5 m, which means there

is no one-to-many relations between LQI and distance, and LQI values after 3.5 m

are smaller than the values within 3.5 m. So we can establish a rule reference: when

LQI > LQI[3.5 m], the LQI can directly estimate its corresponding distance, if the

LQI < LQI[3.5 m], its corresponding distance should greater than 3.5 m, otherwise

the result is unreasonable. By the way, the LQI[3.5 m] said average value of LQI in

3.5 m distance.

• Set the initial value as the result when value after compensated is larger than

estimate maximum distance range, and also larger than a certain threshold.

5.2 Distance Result Correction

Due to the close to model strategy, idea of distance correction is: compare the

distance results from four curve fitting methods of measurement model, and
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eliminate biggish error and correct distance based on polynomial fitting, and also

combined with other curve fitting.

Figure 7 shows four different fitting curves of the experiment’s range error, they

are exponential, linear, polynomial and logarithm curves. Seen from Fig. 7 and

summarize of experiments’ result, we can get:

1. The trends of these four curves are similar, but due to the fitting curve’s own

differences and inherent error, different kinds of curves might have differences

in probability of error and amplitude at the same distance.

2. Within 5 m, polynomial fitting is the best, we will directly use it as the final

result.

3. Larger than 5 m, polynomial fitting has the minimum errors in most cases, but it

exists large occasional mutation errors.

Segmentation processing can be used to solve the problem above:

1. Determine the standard of segmentation. Based on the rule reference before, we

set LQI[3.5 m] as boundary.
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2. When LQI � LQI[3.5 m], the distance between the sending and receiving nodes

are close, so calculate result using polynomial fitting model directly. When

LQI < LQI[3.5 m], the distance between the sending and receiving nodes are

little far, so calculate result using multiple curve fitting models. The exact way is

calculating differences between the results from four kinds of fitting, grouping

the distances according to the differences, and calculates the average of the

distances in the biggest group. If there is more than one biggest group, we will

choose the group that contain polynomial fitting. At last, the final average value

is the corrected distance result.

6 Experiment Analysis

In order to verify the validity of the ranging model, we experimented under the

same experimental scene, and got two groups of data: the first group is measured

LQI value at ten randomly selected distance. We record relation groups between

distance and LQI, as reference for LQI pre-correction. The second group of data is

measured LQI value at the distance with 0.5 m stepping, which are used to estimate

the distance. In order to guarantee the real-time, we only obtain LQI data for

20 times at each distance. Process is as follows:

Step 1: Calculate the averages of LQI values at each distance as the final

measured results.

Step 2: Follow the steps of grouping correction, correct the LQI in second group

using the LQI in the first group. The correction effect shows in Fig. 8.

Step 3: Based on the distance measurement model, use corrected LQI values to

calculate distance results.

Figure 9 shows the results of four times error processing. The first curve shows

error of the results that LQI directly substitute the experimental data into range

model. The second curve shows the errors when substitute the corrected LQI into

range model. The third curve shows the error that results has already been com-

pensated based on the second step. And the fourth curve is plotted by the error after

distance correction based on the third step.

Table 1 gives a summary of several aspects on the results of the ranging

experiment.

In subsequent localization algorithm, we can add the weight design to the

distance that is relatively close to the nodes (especially nodes within 3.5 m),

which can help further improve the accuracy of the localization algorithm.

Table 2 compared with the results from other references upon the perspective of

ranging error. We can find that the measurement based on LQI can get better effect

within a close range. The distance measurement algorithm in this paper has a higher

ranging precision.
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Table 1 Summary on distance measurement

Error<1 m (%) Error<0.5 m (%)

Average error

(m)

Maximum error

(m)

Minimum error

(m)

100 90 0.25 0.80 0.01

Table 2 Result comparison

Algorithm Average error (m) Method Field/range

Algorithm in this paper 0.25 LQI Outdoor/10 m

Algorithm in reference [4] 1.23 RSSI Outdoor/10 m

0.86 LQI

0.71 RSSI and LQI

Algorithm in reference [10] 0.24 LQI Indoor/8 m
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7 Conclusion

In the distance measurement model, the distance results fluctuate between the true

value, and the precision of results is lower at the concave of LQI signal decline

curves. Observed from many times ranging experimental data, there is no obvious

regularity in the range error changes, that is to say, the influences from LQI’s own

characteristics and the environmental factors are random.

The distance measurement algorithm based on LQI proposed in this article,

including the LQI pre-correction, error compensation and distance results correction

algorithm, can well reduce the differences brought from LQI fluctuations, and also

reduce the errors caused by environmental factors effectively. Verified by experi-

mental results, the LQI distance measurement algorithm improves the ranging accu-

racy effectively, and the final result of ranging can meet the demand of nodes

localization in most wireless sensor networks when the range is in 10 m and its

accuracy within 1 m.

It is a commonmethod to measure distance using signal strength (LQI). Its require-

ments in node hardware, cost and energy consumption are relatively low. Although it

is vulnerable to environmental conditions, constrained to the features of node itself as

well as transmission power, all of which will make precision limited, this method is

still popular. For most of the wireless sensor network applications, whose location

requirements are not particularly accurate, this method is really a good choice.

References

1. Gao X-H, Li Y, Feng H (2009) Research on location of node for wireless sensor network.

Inf Technol 7:233–235

2. Zhang J-W, Zhang L, Ying Y (2009) Research on location of RSSI based on Zigbee. Chin J

Sens Actuators 22(2):285–288

3. Hu Q-Q, Zhang Q-H, Zhao F, Liang Y-Q (2011) Research on LQI location algorithm and

errors for wireless sensor networks. J Chin Comput Syst 1(32):95–98

4. Zhang J-Y, SunM-H, Wang X (2007) Dynamic distance estimation method based on RSSI and

LQI. Electron Meas Technol 30(2):142–145

5. MC1322x Reference Manual (2008) Advanced ZigBee™-compliant SoC platform for the

2.4 GHz IEEE® 802.15.4 standard. Document Number: MC1322xRM Rev. 0.0, p 21–22

6. Zigbee Alliance (2004) ZigBee Document 053474r06, Version 1.0, 14 Dec 2004

7. IEEE (2003) Standard for telecommuting- cations and information exchange between system-

local area medium access control (MAC) and physical layer (PHY) specifications for low rate

wireless personal area networks (WPAN)

8. http://www.ieee802.org/15/pub/TG4 html

9. Simple Media Access Controller (SMAC) User’s Guide. Document Number: SMACRM Rev.

1.5 03/2008

10. Qianjie Z, Hongyan C (2010) Experimental analysis of nodes distance measurement based on

LQI. J Nanjing Normal University (Engineering and Technology Edition) 10(3):40–43

Research on Distance Measurement Based on LQI 1171

http://www.ieee802.org/15/pub/TG4%20html


A 3-D Channel Model for High-Speed

Railway Communications in Mountain

Scenario

Jia Guiyuan, Wu Muqing, Zhao Min, and Zhao Ruojun

Abstract This paper proposes a novel three-dimensional (3-D) geometry-based

stochastic channel model (GSCM) for high-speed railway (HSR) communications

in mountain scenario. The proposed model not only takes the local scatterers into

consideration, but also accounts for the effect of mountains on the wireless channel,

which is not considered in existing models for HSR. The mathematical represen-

tation of the channel impulse response is given in this paper. Then the cumulative

distribution function (CDF) of angle of departure (AoD) and space-time correlation

function (STCF) are derived based on the proposed model. Finally, some numerical

results and comparisons are given.

Keywords High-Speed railway • Geometry-Based stochastic channel model •

Angle of departure • Space-Time correlation function

1 Introduction

The high-speed railway (HSR) has been rapidly developed recently. There is a

rising demand to transmit large amount of data for the train safety and passenger

service. However the Doppler effect and the unexpected environments around the

train make the wireless channel more complicated, where the communication

quality of the HSR is poor. To develop future HSR communication systems, an

exact knowledge of the fading channel is of great importance.

Channel model is fundamental to analyze the performance of communication

system. The standardized channel model WINNER II can be used in HSR environ-

ment by choosing the scenario as D2a [1]. But the special propagation scenarios
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along the railway, such as mountain and viaduct, were not taken into account in

WINNER II model, which results in that the WINNER II model cannot describe the

HSR wireless channel accurately. Moreover, some channel parameters in HSR

were discussed in later literatures. In [2], the effects of viaduct height and base

station antenna relative height on path loss were investigated. Tuned free-space

path loss models in viaduct and plain scenarios were proposed in [3]. The Ricean K

factors in viaduct and cutting scenarios were estimated in [4]. A novel and practical

study on the position-based radio propagation was presented by performing exten-

sive measurements at 2.35 GHz [5]. In our campaign, we performed a measurement

at 2.6 GHz on Harbin–Dalian railway and obtained some channel parameters.

In this paper, we propose a 3-D geometry-based stochastic channel model

(GSCM) for HSR communications in mountain scenario. Taking the scenario

feature into consideration, we model the channel as having both distant and local

scatterers [6]. The mountains are modeled as distant scatterers within a semi-

ellipsoid, while the buildings and other scatterers around the train are modeled as

local scatterers within a sphere. Hence the received signal at the train results from

the distant scattering process and the local scattering process. Then the expressions

for cumulative distribution function (CDF) of angle of departure (AoD) and space-

time correlation function (STCF) are given based on the proposed model. Finally,

numeric comparisons with WINNER II and measurements are conducted to vali-

date the model.

The rest of the paper is organized as follows. The mountain scenario and the

corresponding channel model are described in Sect. 2. The CDF of AoD and the

STCF are derived in Sect. 3. The simulation results are presented in Sect. 4.

Conclusions are drawn in Sect. 5.

2 The Channel Model

The mountain scenario around the railway is shown in Fig. 1. The signal emitted

from the BS reaches the train in three main ways: LOS, scattered by the local

scatterers and scattered by the mountains. Then a 3-D GSCM for HSR mountain

scenario is proposed as shown in Fig. 2. Here we introduce the model and then give

the expression of the channel impulse response.

We consider a 2*2 MIMO configuration. The BS is set at the origin of the

coordinates with the relative height h denoted by OBS. BSp and BSq are the antenna
elements of BS, spaced by ξpq. The train, denoted by OU, located at (D,0,0) with a

velocity of v. Ul and Um are the antenna elements on the train, spaced by ξlm.
The mountains are modeled as distant scatterers distributed inside a semi-

ellipsoid. The semi-ellipsoid centers at ðxd; yd; 0Þ with three semi-principal axes

as a, b and c, respectively. The k-th scatter is denoted by Dk. The blue solid lines in

Fig. 2 show the link paths scattered by Dk. The buildings, trees and other scatterers
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around the train are modeled as local scatterers distributed inside a sphere. The

sphere has a radius of R, centers at the train. The i-th scatter is represented by Si.
The red solid lines in Fig. 2 show the link paths scattered by Si.

In this model, only single-bounce path and only plane wave in this channel is

considered. It is assumed the scatterers are uniformly distributed in both the semi-

ellipsoid and the sphere.

We now give the expression of the channel impulse response. The waves emitted

from the BS travel over different paths with different AoDs, and after being

scattered by local and distant scatterers, impinge the antenna arrays on the train.

We assume the scatterers are equal. In other words, the contributions of all

scatterers to path power to the channel are the same. The channel is composed of

three parts: the LOS, the contribution from local scatterers and distant scatterers,

indentified by the superscripts LOS, S and D, respectively. Mathematical represen-

tation of the channel impulse response between BSp and Ul results in the following

expressions.

hlpðtÞ ¼ hLOSlp ðtÞ þ hSlpðtÞ þ hDlpðtÞ (1)

hLOSlp ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffi
ΩLOS

lp

q
exp �j

2π

λ
ξlp þ j2πυLOSt

� �
δðτ � τLOSÞ (2)

hSlpðtÞ ¼ lim
N!1

XN
i¼1

ffiffiffiffiffiffiffi
ΩS

lp

N

s
exp �j

2π

λ
ðξip þ ξilÞ þ j2πυSi t

� �
δðτ � τSi Þ (3)

hDlpðtÞ ¼ lim
N!1

XN
k¼1

ffiffiffiffiffiffiffi
ΩD

lp

N

s
exp �j

2π

λ
ðξkp þ ξklÞ þ j2πυDk t

� �
δðτ � τDk Þ (4)

In particular, we define that in this paper ξst, ξ
!

st and Φ
!

stðs; t ¼ p; q; i; k; l;m;OBS;
OUÞ represent the scalar distance between s and t, the vector from s to t and the unit
vector from s to t, respectively. In the equations above, λ is the wavelength. δ(�) is
the Dirac delta function. The parameters ΩLOS

lp ,ΩS
lp andΩ

D
lp define the mean power of

Fig. 1 The HSR mountain

scenario. The train moves

on the viaduct at a high

speed. The BS is located

about 20 m away from the

track. There are mountains

in the distance
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the LOS, local and distant scatterers parts. We impose the boundary condition

ΩLOS
lp þΩS

lp þΩD
lp ¼ 1 to ensure that the average power is normalized to unity

[7]. τLOS is the delay of LOS path, defined as the ratio of the distance between BSp
and Ul to speed of electric wave: τLOS ¼ ξlp=c. τ

S
i and τ

D
k are defined in the same way

for local and distant scatterers: τSi ¼ ðξip þ ξilÞ=c and τDk ¼ ðξkp þ ξklÞ=c . The
Doppler shift is calculated from the velocity v!, unit vector Φ

!
and wavelength λ:

υLOS ¼ v! � Φ!pl=λ , υSi ¼ v! � Φ!il=λ and υDk ¼ v! � Φ!kl=λ , where (�) is the dot

product operator of two vector.

3 The Statistical Properties of the Model

In this section, we try to analyze two aspects of HSR mountain scenario model:

AoD statistics and space-time correlation property.

3.1 The CDF of AoD

Here we develop the mathematical framework for the description of the AoD

statistics of the multipath at the BSs antennas.

Let us consider the local scatterers first. In our model, the scatterers are

uniformed distributed in the sphere. Therefore the volume of the intersection of

the sphere and the tetrahedron that has the tip at OBS and sizes as the rays that

emanate from OBS at angle (θ,ϕ) (θ +Δθ,ϕ) (θ,ϕ +Δϕ) and ðθ þ Δθ;ϕþ ΔϕÞ ,
denoted by OBSEFGH in Fig. 3, is proportional to the probability of the AoD

statistics of the multipath at the BSs antennas [8]. The volume of the tetrahedron

ξ

ξ
ξ

ξ

ξ
ξ

ξ

ξ

ξ
ξ

α α

ξ

ξ
ξ

ξ

Fig. 2 The 3-D GSCM for HSR communication in mountain scenario
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OBSEFGH is V2ðθ;ϕÞ ¼ ρ32ðθ;ϕÞΔθΔϕ=3. The volume of intersection of the sphere

and the tetrahedron is the difference between OBSEFGH and OBSE
0F0G0H0

Viðθ;ϕÞ ¼ ½ ρ32ðθ;ϕÞ � ρ31ðθ;ϕÞ�ΔθΔϕ=3 (5)

Then, the CDF of the AoD at the BS side is obtained from the integral over θ and ϕ
of the ratio of the intersection volume to the sphere volume.

FSðθ;ϕÞ ¼
Zθ

θSmin

Zϕ

ϕS
min

½ ρ32ðθ0;ϕ0Þ � ρ31ðθ0;ϕ0Þ�=ð4πR3Þdθ0dϕ0 (6)

where

ρ1 ¼ D sinϕ cos θ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2sin2ϕcos2θ � D2 þ R2

p
ρ2 ¼ D sinϕ cos θ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2sin2ϕcos2θ � D2 þ R2

p ; sinϕ cos θ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðR=D Þ2

q

We deal with the distant scatterers in the same way, and get the CDF of the AoD

caused by distant scatterers.

FDðθ;ϕÞ ¼
Zθ

θDmin

Zϕ

ϕD
min

ðB2 � 4ACÞ3=2=ð8πabcA2Þdθ0dϕ0 (7)

where

A ¼ b2c2sin2ϕcos2θ þ a2c2sin2ϕsin2θ þ a2b2cos2ϕ

B ¼ 2b2c2xd sinϕ cos θ þ 2a2c2yd sinϕ sin θ

C ¼ b2c2x2d þ a2c2y2d � a2b2c2 (8)

φ φ+ Δ

ρ

ρ

θ θ θ+ Δ

φ

Fig. 3 The CDF of AoD for

local scatterers. The volume

of the intersection of the

sphere and the tetrahedron

is proportional to the

probability of the AoD
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Finally, the CDF of AoD is the sum of CDF with respect to local and distant

scatterers. The cumulative distribution function (CDF) of the AoD with respect to

azimuth angle θ will be plotted in Sect. 4.

Fðϕ; θÞ ¼ FSðϕ; θÞ þ FDðϕ; θÞ (9)

3.2 The Space-Time Correlation Function

Here we derive the STCF based on the proposed channel model. The normalized

space-time correlation function between any two complex fading envelopes hlp(t)
and hmq(t) is defined as [9]

ρlp;mqðΔtÞ ¼
E½hlpðtÞh�mqðtþ ΔtÞ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ΩlpΩmq

p ¼ ρLOSlp;mqðΔtÞ þ ρSlp;mqðΔtÞ þ ρDlp;mqðΔtÞ (10)

where (�)∗ denotes the complex conjugate operation, E[�] is the statistical expecta-
tion operator.

Here we transform (10) to make it an explicit function of time and space

separation. We substitute (2), (3), (4) into (10) and use the appropriate assumption

ofD >> R >> maxðξlm; ξpqÞwhich is often the case in HSR mountain scenario and

approximate relations
ffiffiffiffiffiffiffiffiffiffi
1þ t

p � 1þ t=2, when t is very small. For example, ξil can
be written as

ξil ¼ ξ
!

iOU
þ ξ
!

OUl

��� ��� � ξ
!

iOU

��� ���þ Φ
!

iOU
� ξ!OUl (11)

Similarly, we deal with ξst (s,t ¼ p,q,i,k,l,m), then we get

ρSlp;mqðΔtÞ¼ lim
N!1

XN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΩS

lpΩ
S
mq

ΩlpΩmq

s
exp j

2π

λ
ðΔt v!þ ξ

!
lmÞ � Φ!iOU

þ j
2π

λ
ξ
!

pq � Φ!OBSi

ffl �

ρDlp;mqðΔtÞ ¼ lim
N!1

XN
k¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΩD

lpΩ
D
mq

ΩlpΩmq

s
exp j

2π

λ
ðΔt v!þ ξ

!
lmÞ � Φ!kOU

þ j
2π

λ
ξ
!

pq � Φ!OBSk

ffl �

ρLOSlp;mqðΔtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΩLOS

lp ΩLOS
mq

ΩlpΩmq

s
exp j

2π

λ
ðΔt v!þ ξ

!
lmþ ξ

!
pqÞ � Φ!OBSOU

ffl �

(12)
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The STCF is a function of time separation Δt, space separation ξ
!

pq and ξ
!

lm. Given

specific angle distribution (like the von Mises distribution), the mathematic repre-

sentation is provided in [9].

4 Numerical Result

In this section, we take some simulations for the CDF of AoD and make comparison

with WINNER II and measurements to illustrate that the proposed model accounts

for the effect of mountain on the wireless channel, which is not considered in

existing models. Then we study the properties of the STCF.

We set the main channel parameters as follows. The carrier frequency of the

signal is 2.6 GHz. So the carrier wavelength is 0.115 m. The train is moving

towards the x-axis positive direction. The speed of the train is 360 km/h,

i.e. 100 m/s. The relative height of BS is about 20 m. The distance between BS

and the train is 1,000 m. The three principal axes of distant semi-ellipsoid a, b, and
c are 1,000, 300 and 70 m, respectively. The radius of local sphere R is 30 m.

Number of scatterers is limited to fit the research in [5]. The Ricean K factor follows

a Gaussian distribution as K (in dB) � N(6.2, 6) [10]. The model is generated in a

deterministic approach.

Figure 4 shows the CDF of AoD with respect to azimuth angle θ. To validate our
model, we compare our model with the measurement. The CDF of AoD developed

in WINNER II D2a is also plotted in this figure. We can see model proposed in this

paper can fit the measurement more accurately. In the HSR mountain scenario, the

local scatterers play a dominant role in the CDF of AoD with small azimuth angles.

But the effect of distant scatterers can’t be ignored. Due to the large bulk of

mountain, a wide span of azimuth angle can be seen as a result. In contrast to

WINNER II D2a model which only takes the local scatterers into consideration, the

model proposed in this paper accounts for the effects of distant scatterers.

In Fig. 5, we plot the absolute value of the temporal auto-correlation function

versus time. A comparison to measurement and WINNER II D2a is also shown in

this figure. We can see model proposed in this paper is in better agreement with the

measurement result than WINNER II D2a is. The vibration degree of ACF

decreases as the Δt becomes larger as a result of the effects of distant scatterers.

Figure 6 shows the effect of antenna spacing on the space correlation. The x-axis
and y-axis denote the antenna spacing on the BS and train, respectively. We can find

that the correlation decreases sharply when antenna spacing on the train ranges

from zero to about λ/2. A reason is that the scatterers are mainly distributed around

the train, thus the paths impinge on the antenna in all directions with different

angles [9], while the angle span on the BS side is smaller. Therefore we see the

antenna spacing on the train has a larger impact on the space correlation function

than that of the BS does.
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5 Conclusion

This paper proposes a 3-D GSCM for HSR in mountain scenario. In our model, the

mountains are modeled as distant scatterers within a semi-ellipsoid while other

scatterers around the train are modeled as local scatterers within a sphere centered

on the train. The channel is composed of three parts: LOS, components diffused by

distant and local scatterers. The mathematical representation of the channel impulse

response is given in this paper. Then we derived the CDF of AoD and STCF. By

numerical simulation, we can see our model takes the effect of distant scatterers

into consideration, which makes it fit the measurements more accurately.
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Adaptive Control Algorithm Improving the

Stability of Micro Force Measurement

System

Yelong Zheng, Xiaoli Yang, Meirong Zhao, Tao Guan, and Meihua Jiang

Abstract Based on the electrostatics principle, the measurement and realization of

micro forces in the order of 10-6 N to 10-4 N (the resolution is 10-8 N) can be

realized and it can be traced back to the SI such as length, voltage, capacitance, etc.

Because the stiffness and damping ratio of the system are very small, both the

external interference and the parameter variation would make the system unstable

so that it is hardly to make the system get optimal by using the traditional PID

control algorithm. This dissertation introduces an adaptive control algorithm based

on minimum variance. Adjust the parameter values of the controller continuously to

make the transient response and the output of the control object get optimal when

the measurement system working. The system performance is tested by measuring

standard weights of 5, 10 and 20 mg. The result shows that it can not only speed up

the convergence but also reduce residual vibration, decreasing variance to 0.01 μm.

Keywords Electrostatic force • Traceability • Adaptive • Control • Measurement •

Minimum variance

1 Introduction

With the development of new materials, microelectronics and biological science,

the application and measurement of micro forces can play key roles. It’s an urgent

need to establish a measurement standard for micro forces to realize the traceability

of micro forces to SI. There are a lot of cases in which micro forces need to be

measured accurately such as the elastic constant calibration of the atomic force
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microscope cantilever beam, the measurement of the micro forces in biochips and

micro organism tissue, the measurement of micro-mass.

Scientific research institutes have carried out researches from country to country.

Gunma University of Japan has realized the measurement of micro static forces

using the downwards component of gravity. The result of the experiment shows: its

minimum measured value is 1.83 � 10-4 N, the standard uncertainty is 2 � 10-6 N

[1]. In order to reproduce and measure forces less than 10-5 N, the National Institute

of Standards and Technology (NIST) in USA carried out a research of measurement

technology, established corresponding measuring devices and set up the Small

Force Measurement Laboratory (SFML) [2]. The Physikalisch Technische

Bundesanstalt (PTB) in Germany nano-newton force metrology group came up

with an aluminum plate pendulum based on the electrostatics principle which can

measure forces less than 10-5 N, whose resolution is 10-12 N, when the force is 10-

10 N, the relative uncertainty is 0.8 % [3].

The research core of this topic is a high-precision capacitive micro force sensing

device based on the electrostatics principle which can tack back to SI such as

voltage, displacement, etc. It uses electrostatic forces to reproduce micro forces,

changing mechanical quantities into electrical quantities like capacitance and

voltage, and use the balance between the gravity of weights and the electrostatic

force to realize the correction of forces at μN level. Our research group has designed

a rotating elastic support with stiffness at 0.8 N/m.

Because the system has a small stiffness at k ¼ 0.8 N/m and a small damping

ratio at c ¼ 0.1, the external interference and the parameter variation both can

make the system unstable and it causes sustained oscillation when there is a big

external interference. In the traditional PID control algorithm, when the measure-

ment system working in a stable state, the output of the controlled object is

relatively stable as well. At this time the parameters of the PID controller once be

set, they keeps almost unchanged. However, in the actual measurement process, if

the input changes greatly or the operation state of the control system changes and

because there are many kinds of interference like external vibration and air distur-

bance, the output will be changed. If we still keep the parameters of the PID

controller unchanged, it is hardly to get the optimal control. Adaptive control can

be adopted to ensure the output of the control system to achieve the optimal. The

purpose of this design is to make the transient response and the output of the control

object get optimal by adjusting continuously the parameter values of the controller.

If the advanced algorithm is introduced to the controller system, the transient

response and the output both can get optimal, the convergence will be speeded up

and the residual vibration will be reduced so that the variance can be reduced

as well.
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2 System Structure

The system uses the electrostatics principle to reproduce the force. The system

schematic diagram is shown as Fig. 1. The part for generating electrostatic forces is

a variable cross-section cylindrical capacitor. The capacitor consists of a set of

concentric cylindrical electrodes. The outer electrode is fixed on the combined

translation platform and the inner electrode can move along the vertical direction

with the motion of the lever. When there is voltage between the outer electrode and

the inner electrode, there will be an electrostatic force. By controlling the voltage

between the two electrodes, the micro force (standard mass) to be measured will be

balanced by the electrostatic force so that the measurement and traceability of

micro forces can be realized.

If the outer electrode and the inner electrode are concentric, the capacitance

gradient in the plane will possess radial symmetry. The resultant force acted on the

inner electrode is along the vertical direction. The relation between the electrostatic

force and the applied control voltage is shown as (1) [3].

F ¼ 1

2
U2 dC

dZ
(1)

In (1), F is the electrostatic force (the unit is N), U is the voltage difference

between the electrodes (the unit is V). dC/dZ is the capacitance gradient (the unit is

F/m), i.e. the rate of change of the capacitance along with the displacement in the

vertical direction. When the parameters of the capacitor are determined, the capac-

itance gradient is a constant value, so the electrostatic force is determined by the

voltage.

1

2

3

Fig. 1 System schematic

diagram (1) rotating elastic

support; (2) outer electrode;

(3) inner electrode
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3 Adaptive Control Algorithm

In order to achieve higher resolution, the system stiffness is reduced to 0.8 N/m

while the damping ratio c is only 0.1 which results the poles of the system are close

to the right half plane in s domain. The external interference and the parameter

variation can make the system unstable and result in oscillation. In the PID control

algorithm, it causes sustained oscillation easily when there is a big external

interference. This design introduces an adaptive control algorithm aiming at out-

putting the minimum variance. Adjust continuously the parameter values of the

controller during the system working to make the transient response and the output

of the control object get optimal.

3.1 Basic Idea

Design the adaptive control law with the aim of outputting the minimum variance.

Use the recursive least-squares method to estimate the parameters of the controller

directly. The minimum variance adaptive structure is shown as Fig. 2. y (k) is the
input; u (k) is the output; d is time delay; ξ(k) is the white noise sequence; B/A is the

control object model; C/A is the disturbance channel model, u(k) is the output of

the minimum variance adaptive controller [4, 5].

Suppose the control object model can be expressed by differential equations as

follows:

A z�1
� �

y kð Þ ¼ z�dB z�1
� �

u kð Þ þ C z�1
� �

ξ kð Þ

where: A(z� 1) ¼ 1 + a1z
� 1 + a2z

� 2 + � � � + anz
� n

B z�1
� � ¼ 1þ b1z

�1 þ b2z
�2 þ � � � þ bnz

�n

C z�1
� � ¼ 1þ c1z

�1 þ c2z
�2 þ � � � þ cnz

�n

So the output of the closed-loop system is [6, 7]:

y kð Þ ¼ CBz�dyr k þ dð Þ þ CFξ kð Þ
AFþ z�dBG

:

3.2 Design of the Controller

Suppose the control objective is to make the accumulative error J [8, 9] of the actual
output y(k + d) and the expected output yr(k + d) to be minimum.
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J ¼ E y k þ dð Þ � yr k þ dð Þ½ �2
n o

So the minimum variance control law is:

F z�1
� �

u kð Þ ¼ C z�1
� �

yr k þ dð Þ-G z�1
� �

y kð Þ

where: yr (k) is the expected output; y (k + d) is the (k + d) th output, u(k) is the k th
control.

u kð Þ ¼ Ayr k þ dð Þ � Gξ kð Þ
B

3.3 Simulation

The transfer function of the micro force system can be expressed as:

H sð Þ ¼ 1

ms2 þ csþ k

where m is the mass of the elastic supporting; c is the damping ratio; k is the

stiffness of the elastic supporting. Sampling period is Ts. The expression in z

domain is:

H zð Þ ¼ 0:09945zþ 0:09765

z2 þ 0:01979zþ 0:9512

From which we can calculate the poles of the system are z1 ¼
-0.009895 + 0.975i and z2 ¼ -0.009895-0.975i. We also can get:

Fig. 2 The block diagram of minimum variance adaptive controller
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A ¼ 1þ 0:01979z�1 þ 0:9512z�2

B ¼ 0:09945z�1 þ 0:09765z�2

d ¼ 1

Since the ground vibration variance of the laboratory is about 0.2 μm, suppose

the interference signal of system ξ(k) is a Gaussian white noise with variance at 0.2.
When the step input is 2 at 0 s and decreases to -2 at 25 s, the output of the adaptive

controller is shown as Fig. 3.

4 Experimental Comparison

Figure 4 is the photo of the electrostatic force measuring system. In order to reduce

the influence of the ground vibration, the system is put on the center of the optical

vibration isolation platform. The polished face of the capacitor inner electrode is

used as the reflector of the laser scale RLE10 (the resolution is 10 nm) to measure

the displacement caused by the micro applied force.

A group of capacitors are fixed on one end of the lever structure while the micro

force to be measured is applied on the other end. The variation of the displacement

of the capacitor electrode is measured by the laser scale. Then the displacement

value is inputted to the PC as a feedback quantity, and the PC figures out the voltage

value needed to be applied on the capacitor electrode to make it gradually restore to

its original equilibrium position. Record the voltage when the laser scale restores to

its original value. At this time, the electrostatic force between two electrodes

generated by the voltage is equal to the micro force to be measured.

Load the standard weights of 5 mg, 10 mg and 20 mg mass respectively on the

experimental device. Load the gravity of the weight on the electrostatic force

system, and unload after 100 s. Figure 5 is the effect picture of traditional PID

0 10 20 30 40 50 60 70 80 90 100
-3
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0

1
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3

4

Time(s)

y

Fig. 3 The adaptive control
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control arithmetic. Figure 6 is the effect picture of adaptive control arithmetic. In

the pictures, blue lines, red lines, black lines stand for the effect pictures for 5 mg,

10 mg, 20 mg respectively.

Comparing Fig. 5 with Fig. 6, the system produces residual oscillation under the

PID control, and the system can’t be localized on the expected position. After the

minimum variance adaptive filter is introduced, when the load is 5, 10 and 20 mg,

the convergence is faster, the residual oscillation is suppressed and its variance is

decreased to 0.01 μm. The result shows that this method is feasible.

Fig. 4 The photo of the experimental device
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5 Conclusion

This paper has introduced the micro force measuring system based on the electro-

statics principle. The structure of the system makes the system sensitive to external

interference. This paper adopts the adaptive control to improve the stability and the

anti-interference ability of the system. Concluded from the experiment result, the

adaptive control arithmetic is better than the traditional PID arithmetic.
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QoS Performance Evaluation Methods for

High-Speed Railway Mobile Communication

Dan Fei, Lei Xiong, and Jianqiang Wu

Abstract In recent years, the high-speed railway has achieved rapid development

in China. To ensure the operation security of high-speed trains, providing reliable

communication services is the basic requirement. Since the complex radio propa-

gation environment, the research on the high-speed wireless communication system

performance evaluation methods has caused the concern of related researchers. In

this paper, we introduce a new method, hardware-in-the-loop simulation (HILS) to

measure and evaluate the system QoS (Quality of Services) performance in differ-

ent mobile speed. We build the simulation system with a radio channel emulator

and the GSM-R (Global System for Mobile Communication for Railway) network.

In addition, we accomplish an accurate emulation of the propagation environment

of Beijing–Shanghai high-speed railway testing segment with actual measured data.

Based on this, we finally get the conclusion that the mobile speed has little impact

on CSD (Circuit Switched Data) QoS performance, while affects GPRS (General

Packet Radio Service) QoS performance obviously.

1 Introduction

Compared to the public mobile communication, the propagation environment of

high-speed railway communication has its particularity, such as special propagation

scenes, complex large-scale fading, and of most important, severe Doppler shift

caused by terminal moving in high speed and handing over frequently [1, 2].

GSM-R [3] is a new generation of railway mobile communication system which

is proposed by International Union of Railway (UIC) in 1990s and has been widely

used in high-speed railway lines in China.
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To evaluate the performance of high-speed railway communication business, the

corresponding concept of QoS [4, 5] is put forward. It refers to the information

transmission quality between the transmitting and receiving users, as well as the

users and the information transmission networks. The traditional methods for QoS

performance evaluation are manly software simulation and site test, and both of

them have fatal weaknesses. Software simulation is difficult to take into account

many environmental factors since it has to make many assumptions, so it has poor

reliability. Site test is limited by actual test conditions and consumes enormous

human and financial resources, so it has poor flexibility and repeatability. HILS

introduced in this paper is a new method which makes a compromise for the two

traditional methods and has a good real-time property.

The remaining part of this paper is organized as follows. Section 2 describes the

structure of the HILS system as well as the propagation environment emulation.

Section 3 implements the analysis and evaluation for the test results on the basis of

performance parameters introduction.

2 HILS Methods Description

HILS [6] is an advanced simulation method with practical equipments to replace

parts of the mathematical models in the simulation system. It overcomes the

weakness of bad reliability and lower efficiency in traditional pure computer

simulation methods, by the combination of simulation computers and field equip-

ments. The HILS system used in this paper is shown in Fig. 1, it mainly consists of a

radio channel emulator, GSM-R network, and QoS test subsystem. The GSM-R

network consists of base stations (BS), base station controller (BSC), and core

network. The QoS test subsystem consists of test sever, mobile terminals, auto-test

system, and Abis interface monitor. In the system, except the radio channel

emulator, all the others are practical equipments, so it could accurately emulate

the real-world system.

2.1 Static Propagation Environment Emulation

Taking into count the particularity of high-speed railway propagation environment,

we set the co-channel interference ratio (C/I) at 18 dB and choose the COST207 [7]

rural area (RA) six taps model whose parameters are listed in Table 1 as the channel

model.

Standard models are widely used fading processes with certain amplitude dis-

tributions and Doppler spectrums. Classical model simulates a multipath environ-

ment where all multipath components have the same delay and equal occurrence for

all incident angles and there is no line of sight (LOS) signal. So it has Rayleigh
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amplitude distribution whose probability density function is shown as Eq. (1) and

Jakes Doppler spectrum, see Eq. (2).

pRaðrÞ ¼ r

σ2
expð� r2

2σ2
Þ (1)

where r is amplitude and σ2 is the variance of both the real and imaginary

components alone.

Sðf Þ ¼ 1

πfd

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð ffdÞ

2
q (2)

where fd is the maximum Doppler frequency shift. The Rice model is a combination

of the Classical model and a LOS path with pure Doppler shift. So the Rice

probability density function of amplitude is given by Eq. (3).

pRiðrÞ ¼ 2rK

rs2
expð�Kðr2 þ rs

2Þ
rs2

ÞI0ð2rK
rs

Þ (3)

where rs is the magnitude of the LOS component, I0(∗) is the modified Bessel

function of the first kind and zero order and K is the Rician factor which refers to the

power ratio between direct wave (LOS) and scattered waves. In our simulation, K is

set at 6 dB and the incident angle of LOS path is 45∘.

Fig. 1 HILS system block diagram

Table 1 COST207 RA six

taps model parameters
Tap Delay (ns) Power (dB) Doppler spectrum

1 0 0.00 Rice

2 100 �4.00 Classical

3 200 �8.00 Classical

4 300 �12.00 Classical

5 400 �16.00 Classical

6 500 �20.00 Classical
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2.2 Dynamic Propagation Environment Emulation

Here, it’s necessary to emphasize the simulation of the high-speed dynamic prop-

agation environment in which the train is running. As a representative, we choose

the field strength data measured in the testing segment of Beijing–Shanghai high-

speed railway to simulate the dynamic propagation environment. Beijing–Shanghai

high-speed railway is one of the grand trunk railway in eastern China. It is the

fastest high-speed railway in the world and has the highest technical standards. Its

testing segment is from Zaozhuang West to Bengbu South with the length of

223.4 km and 68 BSs as illustrated in Fig. 2.

In the radio channel emulator, we can emulate the dynamic coverage levelby

generating shadow fading script file with the measurement data asfollows:

1. calculate the loss values (including the path loss and shadow fading) according

to the measured and the base station transmitting power level.

2. convert the loss value changing with the position of the base station to the one

changing with time, and write it into the script file.

3. import the shadow fading script file into the corresponding channels of the

channel emulator.

In our simulation, we use three testing BSs to emulate the coverage of the

68 practical BSs in a multiplexed manner. All the practical BSs are divided into

Fig. 2 Beijing–Shanghai high-speed railway testing segment map
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three groups and each group is emulated by the same testing BS. Figure 3 shows the

simulation power loss calculated from the measured data, which contain the path

loss and shadow fading and the RXLEVEL measured in the Abis interface by the

monitor.

3 Measurement Results and Performance Evaluation

GSM-R network need to meet different QoS indicators for different services types

which are mainly divided into CSD and GPRS. The CSD QoS parameters mainly

contain connection establishment delay, connection establishment error ratio, trans-

fer delay, connection loss rate and transmission interference, and the GPRS QoS

parameters mainly contains UDP (User Datagram Protocol) transfer delay, UDP

packet loss ratio and throughput. In our simulation, we measure all the parameters

to evaluate the QoS performance of this system. In addition, we measured the

RXQUAL as a comparison.

3.1 CSD Performance Evaluation

In GSM-R network, the train dispatching command is transferred in CS domain, so

the performance of CSD has a significant impact on the operation security of the

trains. In the following, let’s pay our attention to the concept and measurement

results of the parameters including RXQUAL, transmission interference, and trans-

fer delay.

RXQUAL indicates the bit error rate (BER) of the receiver, it has eight grades

from 0 to 7 and each grade corresponds a certain range of BER, which is shown in

Table 2. RXQUAL is a typical parameter to evaluate the physical layer perfor-

mance of GSM-R system. The transmission interference refers to the number of

transmission interference period in a unit time. The transmission interference
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period consists of transmission time with error (TTI) and transmission time with no

error (TREC). TTI is the time interval from the time of first error data block

transferred to the time of first correct data block transferred and the TREC is reverse.

The transfer delay refers to the time interval from the user data blocks transfer

request to the successful end-to-end transmission.

The measurement results are shown in Fig. 4. As we can see, the percentage of

RXQUAL P(RXQUAL) of higher grades increases obviously with the mobile speed

increasing which means the RXQUAL performance becomes worse. For instance,

when the speed is 80 km/h, P(RXQUAL < 4) ¼ 87.11 %, and decrease to 23.59 %

when the speed increases to 350 km/h, and when the speed rises as high as 500 km/h,

P(RXQUAL < 4) ¼ 1.65 %. For the transmission interference, both the ratio of

TTI < 0.8 s and the TREC > 20 s are above 98 % when the speed is lower than

420 km/h. But when the speed is higher than 350 km/h, they encounter a obviously

Table 2 Correspondence

between BER and RXQUAL
RXQUAL BER (%) Average of BER (%)

0 <0.2 0.14

1 0.2 �0.4 0.28

2 0.4 �0.8 0.57

3 0.8 �1.6 1.13

4 1.6 �3.2 2.26

5 3.2 �6.4 4.53

6 6.4 �12.8 9.05

7 >12.8 18.10
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decrease as illustrated in Fig. 4b. Especially, except the transmission interference,

the impact of mobile speed on the transfer delay, as well as the other CSD QoS

parameters is little from the test results. The test result of transfer delay is shown in

Fig. 4c.

3.2 GPRS Performance Evaluation

In UMTS (Universal Mobile Telecommunications System), GPRS network is a

best-effort network, but in railway applications, it must be reasonably configured

and optimized to ensure the special services performance requirements. The mea-

sured GPRS parameters, including UDP transfer delay, UDP packet loss ratio and

throughput, are briefly introduced as follows.

The UDP transfer delay refers to the time interval from the data packet transfer

request to the successful end-to-end transmission to the Gi port of GGSN (gateway

GPRS support node). The UDP packet loss ratio refers to the ratio of the unsuc-

cessful transferred packets amount and the successfully transferred packets amount.

The throughput refers to the amount of the data passed through the radio channel in

a unit time.

The GPRS test results are shown in Fig. 5. From the figures, it is easy to

distinguish the impact of mobile speed on these indicators. Both the UDP transfer
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delay and the packet loss ratio are measured with two kinds of packet sizes,

128 bytes and 1024 bytes. No matter what size the packet is, the UDP transfer

delay and packet loss ratio are gradually increasing with the speed increasing, and

in higher speed, above 350 km/h, the growth become stronger. For the throughput

as illustrated in Fig. 5c, both the upload and the download throughput are measured.

As we can see, with the speed increasing, the throughput declines significantly,

especially when the speed rises above 250 km/h.

4 Conclusion and Future Work

In this paper, we build the HILS system with GSM-R network and the radio channel

emulator to measure the RXQUAL and the QoS for the CSD and GPRS in different

mobile speed. And we get the conclusion that the mobile speed has little impact on

the CSD QoS indicators except transmission interference which has a significant

decline when the speed is above 350 km/h. However, the impact of mobile speed on

all the GPRS QoS indicators is obviously, the higher the speed, the worse the QoS

performance. It guides us that apart from the transmission speed, it’s necessary to

take into count the reliability of different services when we need data transmission

with different security in high-speed railway environment.

In addition, there is a need to emphasize the HILS method used in this paper.

GSM-R is widely used in the world and its advanced performance has been proved

by many practical applications. The EB Propsim C8 has a powerful channel

simulation ability with flexible functions. We combine them seamlessly to form

HILS system which could meet the requirements on simulation speed and reliabil-

ity. In future work, we plan to research how the mobile speed affects the commu-

nication quality or the QoS performance in high-speed railway environment. And

the research work in this paper has laid a good foundation for us.
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Design of Infrared Digital Tachometer

Jingrui Sun, Mingcheng Liu, Jincheng Wu, and Li Zhou

Abstract This paper introduces the design of the non-contact method to measure

the rotational speed. Compared with the traditional mechanical method and magnetic

method, more convenient and efficient for future speed measurement is of great

significance with measure the rotational speed of the object with a photoelectric. The

design circuit includes photoelectric conversion circuit, 1 s pulse generation circuit,

60 s frequency multiplication circuit, counting latch circuit and decoding display

circuit. Pulse waveforms is produced by photoelectric conversion circuit, after a

Schmitt trigger wave shaping, the pulse waveform excite latch working, by the

circuit latch, decoding, display, finally the mechanical speed will dynamic display

on the common cathode 7-segment digital tube.

Keywords Photoelectric conversion • 1 s Pulse generating circuit • 60 s Timing

and latching circuit • Decoding and displaying circuit

1 Introduction

According to the measurement mode, tachometer is divided into two categories,

contact type and non-contact. According to the working principle and the way of

sampling points, there are laser type, magnetoelectric type, stroboscopic type,

mechanical and photoelectric type, etc. At present, measuring speed methods [1]

contain mainly frequency spectrum analysis, software and hardware counting

method. The hardware counting method includes the weeks method, frequency

measurement method, frequency cycle method. The measuring accuracy of this

method related to the received pulse number. Software counting method is

converting analog signals to digital signals and then test. Through the methods of
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comparative analysis, design this topic measuring method, can realize the purpose

of high precision, small error, strong anti-interference ability.

2 The Basic Concept

2.1 Noun Explanation

Rotated speed refers to the number of turns that the objects of circular motion

turned in unit time around the sports center of the circle. Its size and change can

show machine equipment operation is normal or not. So the speed is important in

the field of industrial measurement. Rotated speed and frequency with common

dimensions, shall mean number of pulses in a unit time or the number of occur-

rences of rotational speeds, in theory, rotational speed can be directly compared

with frequency values. Usually complete to each kind of tachometer test and

calibration work with rotational speed standard source.

2.2 The Current Research Status of Tachometer

Current our country, rotational speed measuring instrument [1] exist flaws in

measurement range, measurement accuracy, the cost performance and real-time

monitoring, etc. In the non-contact measurement of tachometer, it is discussion

focus problems of current speed measuring field that rotational speed standard

source device can coexist with speed sensor pulse light source type. On the one

hand, as a non-contact speedometer detection standard device of pulse light source

detection device can improve the measurement accuracy; On the other hand, this

way may cause chaos in the field of rotating speed measurement. The majority of

people hold the view that using the standard source of tachometer speed for testing

and calibration is more scientific rationality.

2.3 Tachometer Research Significance

Digital infrared tachometer is a speed measuring instrument with non-contact, use

of photoelectric signal sensing. This system is mainly composed of photoelectric

conversion circuit, seconds counting pulse generating circuit, frequency multipli-

cation circuit, register circuit, decoding display circuit [1]. When the axis of

rotation, posted on rotating objects infrared reflection paper will be received by

the infrared led emit infrared reflection to photosensitive transistor’s base, through

the photoelectric triode conduction deadline, get really need speed pulse output
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signal, then the signal into the lower count control counts, latches, decoding and

ultimately displayed on the LED digital tube, so as to realize the speed of remote

control.

At present, the speed control of our country compared with the developed

countries, there are high accuracy measuring gap. In China, there is 90 % of the

measuring instrument that accuracy can reach 0.1 %, while foreign can reach

0.05 %. Speed is very important parameter of rotating machinery in the industrial

and life, Precise speed measurement of object is great significance to guarantee the

normal work of the high-speed rotating machinery, Accuracy and measuring way of

photoelectric speed measuring instrument is superior than mechanical tachometer

of traditional way. So infrared digital tachometer will be an inevitable trend in the

development of speed measuring instrument.

2.4 Tachometer Design Requirements

1. Infrared tachometer design with four digital displays, the speed range from 0000

to 9999 r/min. Realizing remote speed control;

2. Modulation infrared with a certain frequency pulse, To receive the pulse modu-

lation, rotational speed of object is obtained by demodulation;

3. Design, material selection, commissioning the tachometer designed;

4. Draw circuit diagram;

5. Try to apply experiment to speed tests over a long distance.

3 Circuit Design and Calculation of [2]

3.1 The Total Circuit Design [3]

As shown in Fig. 1.

3.2 The Infrared Reflection Code Plate Design

Self-made infrared reflection coder plate: made a radius of about 3–4 cm round with

about 2–3 mm thick paper (Coated with paint on the back or not transparent, opaque

material, positive for the pure white), It is divided into 16 points on average (22.5

degrees per serving, as far as possible equal, and each interval of a sector with a

sector or painted black). Try to stick on the mechanical rotation of objects, as shown

in Fig. 2.
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3.3 Photoelectric Conversion Circuit

More convenient way is to use infrared measurement of rotational probe near

objects, receive the infrared signal from the pulse. Infrared tachometer used a

reflection type probe and direct type probe. In-line light-emitting tube, control

head, and receiving light tube in different side of the object to be tested, Infrared

led emit light to the receiving light tube, the rotating object to be tested block the

light, produce the count signal. This approach is commonly used in photoelectric

counting. Reflective luminous tube, control head, and receiving light tube in the

same side of the object to be tested, when the probe is close to rotate the objects,

receive the infrared signal, speed measurement is more convenient. This design

adopts the reflex light tube.

This design adopts the infrared non-contact measuring method, tachometer use

reflection type probe. When the probe is close to body or shaft rotation, the reflected

infrared by reflection coder plate shines in base of the photoelectric triode, to

control the triode conduction and deadline.

When the shaft turns code plate, emission of infrared radiation by the infrared

diode reflect to the code plate, when infrared shine to the white area, the white areas

reflect light, so the Q1 is conductive, Vb � 0 (Low level); When the infrared

radiate to the black area, black areas absorb light, so the Q1 is closing, Vb � VCC

(high level); Each exposure to one white one black area, photoelectric triode emitter

would send a pulse signal. And so on, reflection code plate each roll round, will

produce eight count pulses, unit time the number of received optical signal measure

the rotational speed. It is important to note: doing the experiment, Because of the

natural light interference and the human body infrared interference, there will be

some noise superimposed on pulse wave. Experiment adopt to plus a CD40106

Schmidt waveform shaping circuit behind the count pulse, the irregular wave will

be shaped for the standard rectangular wave, For following the lower circuit to

count, etc. Circuit diagram is shown in Fig. 3.

Through access to information, infrared photodiode and photoelectric triode

working voltage is 5 V; the maximum current value through the infrared diode

does not exceed 30 mA, because of the infrared diode forward voltage from 1.3 to

Fig. 2 Infrared reflection

coder plate
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1.5 V, so the protection current limiting resistor value of diode is between 117 and

123 Ω; to control photoelectric triode conduction and deadline signal, get the

required count pulse. By the Schmitt trigger CD40106 plastic, rectangular square

wave is obtained.

3.4 1 s Pulse Generating Circuit [4]

The pulse signal and the timing control signal played an important role in the digital

system. The pulse signal and the timing control signal can be produced by self-

exciting multivibrator, Schmitt trigger and monostable trigger circuit, etc. Schmitt

trigger is mainly used in waveform shaping circuit, it make the output for the

rectangular wave; Monostable trigger output rectangular waves under plus pulse;

Self-exciting multivibrator without plus trigger pulse. Seconds pulse circuit can

produce 1 s clock pulse by using 555 and RC circuit. As shown in Fig. 4.

According to the cycle formula ofmultivibrator, calculate resistance and capacitance

value to match the 555 timer. Because: T ¼ (R1 + 2 � R2) � C � ln2, R1 ¼ 28.82

KΩ, R2 ¼ 57.72KΩ, C ¼ 10 μF,
So T ¼ (28.82 + 2 � 57.72) � 103 � 10 � 10-6 � ln2 �1 s, frequency

F ¼ 1/T ¼ 1 Hz. By pin3 of the 555 timer output 1 s pulse signal to the after

level circuit.

Fig. 3 Photoelectric conversion circuit
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3.5 60 s Timer Latch Circuit

The circuit diagram as shown in Fig. 5, of six decimal frequency multiplier [3], will

be above 555 timer 1–60 s, and output to carry pulse at a lower level circuit, trigger

a lower level circuit working. When the count reaches 60 s, U2’s Qa and Qb, Qc, Qd

in the figure output for 0110, through the negater, pin8 in the first 74LS20 after

NAND gate output is 0 (low level) that trigger addition counter 74LS160 make a

reset action, at this time, output of 74LS48 pin3 is 0 (low level) that trigger data

latches 74LS194 to latch.

3.6 Count Latches Decoding Display Circuit [3]

This circuit with four pieces of 74LS160 BCD synchronous addition counter will be

addition 1 s pulse signal counting, when a counter count to 59, the next pulse trigger

another counter to count, the original counter reset to start counting; a bidirectional

shift register is composed of four pieces 74LS 194 shift register. Lock addition

counter count in register, after the 74LS48 display decoder to binary Numbers to

decimal decoding of the shift register, and the electrical signal to the LED display

after decoding, in anode tap of the common cathode LED, high and low level is

given, so that a - g of the digital tube shows or go out, to achieve the objective of the

Fig. 4 1 s Pulse generating

circuit
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digital display. In practical circuit, there are the resistance of a 500 Ω or so in the

digital tube paragraphs and decoder output, in order to prevent digital tube burn out

with high level. Circuit diagram is shown in Fig. 6.

By the count to 59 s as shown in Fig. 6, count pulse which the photoelectric

triode emitter of photoelectric conversion circuit generate arrive, get a high level,

trigger four pieces of 74LS194, frequency of 60 s on the left adding counter

74LS160 come in, reached the lower decoding circuit 74 LS48 and digital tube of

display through the output port, number will be display; When the count to 60 s, 1 s

clock circuit that composed of 555 timer generates a high level, Trigger the four

pieces of 74LS160 reset, so that next time measurement is set to start counting.

4 The Main Problems in the Experiment and the Solution

The main problems in the debugging of hardware circuit [5]: in the process of using

bread board test, circuit is complicated, chip is too much, easy to get wrong. So it

need very carefully. Power supply and grounding the best distinguished by the red

Fig. 5 60 s Timer latch circuit
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line and black line, signal lines in blue or yellow. In the experiment, for example,

pin9 and pin10 of 74LS1607 take power, but the pin14 still need to connect power,

this is voltage to make the chips work, it would be paid attention to. At the same

time, the infrared transmitting and receiving part need to use professional infrared

reflective film, general reflection film is unable to complete the function. Launching

tube and receiving tube would be in parallel, the light interchange is more than

15 cm.

Acknowledgment This research was supported by the Tianjin natural science fund

(13JCYBJC15800).

Fig. 6 Count latches decoding display circuit
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The SVA-MUSIC Algorithm Based

on a Simple Vector Array

Mingtuan Lin, Yiling Guo, Jibin Liu, and Peiguo Liu

Abstract The MUSIC algorithm based on a vector array can estimate the direction

of arrivals (DOA) and polarization parameters with the impinging signals carrying

the polarization information. The conventional vector unit consists of two orthog-

onal dipoles which are always not orthogonal since the isolation between two

dipoles is not ideal. Moreover the design of the two orthogonal dipoles is always

complex. In this paper, a simple vector array (SVA) is proposed to overcome the

disadvantage of the conventional vector array (CVA). Instead of using two orthog-

onal dipoles, the vector sensor unit only includes one dipole in such a SVA with the

adjacent unit orthogonal. The SVA-MUSIC algorithm based on a SVA is also

proposed in the paper. The simulation results presented in the paper prove its

feasibility and show that the SVA-MUSIC algorithm has a better resolution and

performance than the CSA-MUSIC (Conventional Scalar Array MUSIC).

Keywords DOA • Polarization parameters • SVA • SVA-MUSIC

1 Introduction

The DOA estimation had received a significant amount of attention over the last

several decades. The Conventional Beam Forming (CBF) [1] algorithm was pro-

posed to estimate the DOA firstly. Due to the limit of the beam, its resolution was

confined to the Raleigh limit. To break out the Raleigh limit, numerous of high-

resolution algorithms based on the linear ARMA, AR andMAmodels were studied,

such as the MEM [2], MVM [3] and so on. However, the algorithms were not
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applied to the estimation since the consumptions were not accurate actually. During

the 1970s, the approaches based on the subspace decomposition were introduced to

the DOA estimation, among which MUSIC [4–6] and ESPRIT [7–9] were most

classical techniques. The MUSIC proposed by R.O. Schmidt has well established as

an effective high-resolution DOA approach and is capable of discriminating closely

spaced sources. Without taking the polarized sources into consideration, the above

algorithms are only confined to the DOA estimation and can not estimate the

polarization parameters of the sources. As the vector sensor become more and

more realizable, polarization parameters have been added to estimation process as

necessary information to discriminate sources, in addition to the DOA. Compared

with the conventional scalar array (CSA), CVA has many advantages, such as the

good performance of anti-interference, high resolution and so on. The Vector

MUSIC (V-MUSIC) was introduced in [10–12] to obtain the DOA and polarization

parameters which include the polarization auxiliary angle and skewing angle. The

convention vector unit consists of two orthogonal dipoles that can record two

components of the signal. However the two dipoles are not always orthogonal.

Moreover, the design of the vector unit is always complex.

In this paper, we propose a SVA to overcome the disadvantage of a CVA.

Instead of using two orthogonal dipoles, the vector unit only includes one dipole

with the adjacent unit orthogonal.

The structure of this paper is organized as follows: Section 2 introduces the

conventional scalar MUSIC (CSA-MUSIC) and CVA-MUSIC algorithm. The

SVA-MUSIC is proposed in Sect. 3. The simulation results in Sect. 4 show the

performance of the SVA-MUSIC. The detailed conclusions are stated in Sect. 5.

2 The CSA-MUSIC and CVA-MUSIC Algorithm

As the Fig. 1 shows, we first consider a uniform linear scalar array of N sensors and

the distance between two sensors is the half-wavelength.

Assume that far-field waves from M sources (M < N) impinging on the array

are narrow-band signals with the center frequency f0 and the DOA θ ¼ [θ1, θ2,.....
θM]

T, which are supposed to be uncorrelated. The noise with the same power σ2 in
sensor is considered to be uncorrelated as well. Taking the first sensor as a

reference, we can obtain the array steering-vector

A θð Þ ¼ a θ1ð Þ, a θ2ð Þ, ::::::, a θMð Þ½ � (1)

where a θið Þ ¼ 1; e�j
2πd sin θi

λ ; ::::::; e�j
N�1ð Þ2πd sin θi

λ

h i
is the ith source steering vector. Thus

the output of array can be written as
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X ¼
XK
i¼1

a θið Þsi nð Þ þ n nð Þ ¼ ASþ n (2)

where X ¼ [x1(n), x2(n),......, xN(n)]
T denotes the receive signal of each sensor,

S ¼ [s1(n), s2(n),......, sM(n)]
T is the incident signal and n ¼ [n1(n), n2(n),......,

nN(n)] is the Gauss noise added to different sensors. Then, the covariance matrix

of CSA is given by

Rxx ¼ E xxH
ffi � ¼ ARssA

H þ σn
2I (3)

It has been proved that the noise subspace is orthogonal to the array steering

vector, that is Vn
H
a(θ) ¼ 0 where Vn ¼ [qM + 1, qM + 2,......,qN] is the noise sub-

space. The CSA-MUSIC spectrum can be expressed as

PMU θð Þ ¼ 1

aH θð ÞVnVn
Ha θð Þ (4)

The CSA-MUSIC is conducted under the condition that the incident signals are

not polarized. However the far-field signals contain the polarization information of

signals, which requires that the receive sensor must be a vector sensor so that it can

estimate the polarization parameters. The vector sensor can record all the compo-

nents of electric and magnetic field which are always redundant for the estimation.

As Fig. 2 shows, the classical vector sensor unit consists of two orthogonal dipoles.

In this paper, we consider the x and y components of the electronic field. In the

paper [11], a single far-field signal recorded by the unit can be denoted as

x nð Þ ¼ � sin θ cosϕ cos θ
cos θ cosϕ sin θ

� �
cos γ
sin γejη

� �
s
ffl
n
�þ n

ffl
n
�

¼ ψ θ;ϕð Þ h γ; ηð Þsffln�þ n
ffl
n
� (5)

where ψ(θ,ϕ) corresponds to the x and y axis components, h(γ,η) contains the

polarization information, 0 � θ < π
2
is the elevation angle, 0 � ϕ < 2π is the

azimuth angle, 0 � γ < π
2
is the polarization auxiliary angle and 0 < η < 2π is

the polarization skewing angle.

Consider that the M narrow-band sources from the far-field with the direction of

angles θ and φ and the polarization parameters γ and η, the output of the SVA has

the following expression:

Fig. 1 The conventional

scalar array
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X ¼ x1, x2, x3, x4, ::::::, x2N-1, x2N½ �T ¼
XM
i¼1

aisi nð Þ þ n nð Þ
¼ ApSþ n

(6)

where ai and si(n) denotes the ith source steering vector and incident signal,

Ap(θ,φ,γ,η) ¼ [a1,a2,......,aM] ∈ C2N � M is the array steering vector. And the ai
can be expressed as:

aθi,ϕi,ηi, γi ¼
u1 θi;φið Þ

⋮
uN θi;φið Þ

0
@

1
AO

ψ θi;φið Þh γi; ηið Þ (7)

where
N

denotes the Kronecker product, u(θi, φi) ¼ [u1(θi,φi), . . ., uN(θi,φi)]
T is

spatial steering-vector of the ith source and ψ(θi,φi)h(γi,ηi) contains its polarization
parameters. S ¼ [s1(n), s2(n),......, sM(n)]

T is the M impinging sources.

With the a(θ) replacing by a(θ,φ,γ,η), CVA-MUSIC spectrum can be expressed

as:

PMUp θ;φ; γ; ηð Þ ¼ 1

aH θ;φ; γ; ηð ÞVnVn
Ha θ;φ; γ; ηð Þ (8)

where Vn is the noise subspace obtained by the decomposition of Rxx.

3 The SVA-MUSIC Algorithm

The conventional vector unit consists of two orthogonal dipoles which are not

always orthogonal since the isolation between the two dipoles is not ideal. The fact

that the energy of the electromagnet waves from one dipole can couple to the other

dipole brings the model error into the algorithm which decreases the estimation

accuracy. Moreover, the design of the vector unit is always complex.

In this section, a SVA is proposed to overcome the disadvantage of CVA. The

vector unit only includes one dipole and the adjacent unit is orthogonal to it just as

the Fig. 3 shows. Unlike the conventional vector sensor unit, the simple vector

sensor unit has the unique channel output. And the single signal received by the unit

can be written as

Fig. 2 The uniform liner

vector array
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x nð Þ ¼ Ck
� sin θ cosϕ cos θ
cos θ cosϕ sin θ

� �
cos γ
sin γejη

� �
s
ffl
n
�þ n

ffl
n
� ffl

k ¼ 0, 1
�

¼ Ckψ θ;ϕð Þhfflγ, η�sffln�þ n
ffl
n
� ffl

k ¼ 0, 1
� (9)

where C1 ¼ [0,1] and C2 ¼ [1,0] denotes the polarization output of x axis and

y axis.

Then the SVA-MUSIC spectrum can be written as

P
0
MUp θ;φ; γ; ηð Þ ¼ 1

a
0H θ;φ; γ; ηð ÞVnVn

Ha
0 θ;φ; γ; ηð Þ (10)

where a0 ¼ Cψ(θ,ϕ)h(γ,η)• ∗ u(θ,φ) is the steering vector of the SVA. The sign

• ∗ denotes dot product and C ¼ C1,C2, :::::::CkN½ � states the array sensor polari-

zation information where kN ¼ 1 or 2 depends on the value of N.

4 Simulation Results

In this section, we first discuss the estimation performances of CSA-MUSIC and

SVA-MUSIC. The following simulation results are conducted under the assump-

tion that the narrow-band sources are uncorrelated and the noise added in the

receive-sensor is gauss white noise. The CSA and SVA are composed of ten

identical equally spaced sensors with the distance λ
2
between two adjacent units.

The two adjacent units are orthogonal in the SVA. To simplify the simulation, we

lay the uniform liner arrays at the x axis and fix the azimuth and skewing angles of

sources respective to 0� and 90�. The sample length is 1024 in all the simulations.

We consider the scenario with two polarized sources impinging on two arrays

with Signal Noise Ration(SNR) equaling to 10 dB. First, we consider the elevation

Fig. 3 The simple uniform

liner vector array
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angles of the sources are θ ¼ [80
�
,90

�
] and the polarization auxiliary angles are

γ ¼ [70
�
,60

�
]. Using the CSA-MUSIC, we can estimate the DOA of the signals just

as the Fig. 4 solid line shows. Then, we reconsider the sources with the same

elevation angles but different polarization auxiliary angles γ ¼ [70
�
,7

�
]. The dot

line plotted in the Fig. 4 denotes the failure of estimation of this situation. From the

Fig. 4, we can learn that the CSA-MUSIC which ignores the polarization informa-

tion can estimate the elevation angles of the sources with two closely polarization

auxiliary angles successfully but not for all the situations. In a word, the perfor-

mance of CSA-MUSIC is affected greatly by the polarization parameters of the

signals.

In the Fig. 5, we draw the SVA-MUSIC spectrums from which we can learn that

the SVA-MUSIC gains the accurate estimations for both situations.

Consider the same polarization auxiliary angles γ ¼ [70
�
,30

�
], then we study the

elevation resolution between the CSA-MUSIC and SVA-MUSIC algorithm.

From the Fig. 6a, we can learn that the CSA-MUSIC fails to discriminate the two

sources with the DOA θ ¼ [80
�
,84

�
]. However, in the Fig. 6b two peaks are clearly

obtained from SVA-MUSIC for the same situation. Comparing Fig. 6a and b, we

conclude that the SVA-MUSIC has a better resolution than the CSA-MUSIC under

the same assumption.

In summary, the SVA-MUSIC algorithm not only can estimate the direction of

arrivals but also the polarization parameters successfully and it has a better perfor-

mance than the CSA-MUSIC algorithm.
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5 Conclusion

We first introduce the CSA-MUSIC and CVA-MUSIC algorithm. The

CVA-MUSIC based on a CVA can estimate the direction of arrivals and the

polarization parameters exactly. Conventional vector unit consists of two orthogo-

nal dipoles which are not completely orthogonal to each other. Moreover, the

design of the vector unit is always complex. In this paper, we propose a simple

vector array (SVA) which does not require the vector unit consisting of two

orthogonal dipoles. The simple vector unit contains only one dipole and the

adjacent unit is orthogonal to it. The SVA-MUSIC is also presented in this paper.

The simulation results prove the feasibility of the SVA and SVA-MUSIC

algorithm. From the simulation results, we conclude that the SVA-MUSIC has a

better resolution and estimation performance than the CSA-MUSIC.
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Automatic Car Tracing Based on Ultrasonic

Distance Measurement

Mingcheng Liu, Bin Liang, and Jingrui Sun

Abstract The main content is the electric car pursuit design based on ultrasonic

distance measurement circuit. The circuit is designed to calculates the distance

around obstacle and the electric car by the ultrasonic distance function, Choose the

best path forward, and use optical encoder detects the operation of the car running

deviation angle, for the timely correction of the direction of the car in order to

achieve self-drive car forward. Experimental results show that the set of simple and

reliable design, with good controllability, to meet the design requirements.

Keywords Automatic tracing • Ultrasonic distance measurement • Hotoelectric

encoder • The stepper motor • Atmega16L • Incremental PID algorithm

1 Introduction

With microprocessor technology, communication technology, sensor technology,

Smart cars will become the development trend of automobile, become a part of

people’s lives. Sensor technology in the application of intelligent control car do

more and more widely used, Such as at night, fog, high pollution and other

environmental risk under the road [1]. This paper presents a Atmega16L with

AVR microcontroller as the core of the control car, using HY-SRF05 ultrasonic

distance measurement circuit detects the surrounding environment, Provided to the

electric car distance from surrounding obstacles, according to the monitoring of

environmental parameters determine the travel path of the trolley. Article described

in detail the working principle and design of intelligent vehicle approach from the

hardware and software, The design of the car circuit has advantages of simple

circuit design and software control efficient.
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2 The Principle of Ultrasonic Distance Measurement

Ultrasonic Ranging is emitting an ultrasonic wave in one direction by ultrasonic

transmitter, At the same time the transmitting start timing, Ultrasonic wave prop-

agation in the air, Ultrasonic propagation reflected back immediately on the way

when the obstacles encountered, Ultrasonic echoes received by the receiver to stop

the clock immediately. Based on the timer of the transmitting and receiving echo

measured time difference t, the distance S can be calculated from Emission pitch to

obstacle [2]:

S ¼ Ct=2 (1)

Formula (1), C is an ultrasonic propagation velocity in air, it changes with

temperature. The change is as follows:

C ¼ 331:5þ 0:6 T (2)

Formula (2), T is the ambient temperature values in Celsius, the temperature

values obtained by the temperature sensor.

3 Overall System Design

The smart car two front wheels and a rear wheel mounted on the vehicle body, It

uses two stepper motor drive system, two front wheel drive sports car, the car can

move forward, backward, turn left, turn right. The use of ultrasonic distance

measurement circuit in front of the vehicle, to run the channel information collected

in front of the smart car. The Rear axle photoelectric encoder issue trolley offset

pulse signal. Upper body in the car, installing another stepper motor drive system,

so that the second set of ultrasonic distance measurement circuit can always be

rotated 360�, it is always monitoring the situation surrounding obstacles. These

signals are conditioned by the microcontroller, they are used to determine the two

front wheels of the car running direction, the car speed and the rotation angle for the

control of the smart car. These make the car run on the channel automatically,

smooth ride [3–5]. They make the car in the shortest possible time and the fastest

speed to finish the course. In addition, the smart car overall system block diagram

shown in Fig. 1.
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4 Hardware Design

The hardware design is the use of high-speed 8-bit AVR Microcontroller

ATmega16L, it is produced by ATMEL Corporation. As the circuit-core micropro-

cessor, it controls three-way stepper drives and stepper, controls two-way ultrasonic

ranging circuit both static and dynamic, between the microcontroller and two

ultrasonic distance circuits, conduct bidirectional data transfer. And, the optical

encoder mounted on the rear of the car, on a vertical shaft driven wheels, which

real-time monitoring angle of rotation of the driven wheel, it is the rotation angle of

deflection parameters (pulse number and direction) transmitted to the microcon-

troller. Microcontroller based ultrasonic ranging circuit and optical encoder data to

adjust the direction and speed of the trolley.

The circuit uses 17H185-04A2 of Aix stepper motor, the optical encoder is

ZSP3803-003G-1000BZ3-5-24C optical encoder, Rui Puan WAG (Wuxi) Elec-

tronic Technology Co., Ltd. Produces. Ultrasonic Ranging circuit using HY-SRF05

Ultrasonic Ranging Module.

The ultrasonic Ranging Module provides 2–450 cm non-contact distance measure-

ment function, in comparison, a high ranging accuracy. its range accuracy up to 3 mm.

HY-SRF05 ultrasonic module corresponding timing diagram shown in Fig. 2 below:

5 Software Design and Algorithms

5.1 The Software Design Flow Chart as Shown Below
(Fig. 3)

Fig. 1 The smart car

overall system block

diagram
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5.2 Trolley Algorithm

5.2.1 Car Forward Calculation

Figure 4a in Fig. Let trolley wheel radius is r, stepper further wheels turn each step

angle (step angle) is α, if the distance of the car ahead l, then the trolley wheels will
turn n ring, turn the wheels of the total angle θ, the number of steps of the stepper to

m. Backward and forward like the reverse, drive DIR pin of stepper motor driver

can be placed.

n ¼ l

2πr
(3)

θ ¼ 2πn (4)

m ¼ θ

α
¼ 2π � l

2πr
α

¼ l

αr
(5)

5.2.2 Calculation of the Car Left

Figure 4b in Fig. Let trolley wheel radius is r, car wheelbase is d, Each step further

stepper wheel turn angle (step angle) is α, if the distance traveled by the car

completely turn left (i.e., quarter circle arc length) is l, then the car wheels will

turn n turn, the wheels total turn angle θ, the stepper stepper number of steps to m,

Turn right and left like.

l ¼ 1

4
2πd ¼ 2πr � n (6)

n ¼ d

4r
(7)

θ ¼ 2πn ¼ πd
2r

(8)

Fig. 2 Ultrasonic timing diagram
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m ¼ θ

α
¼

πd
2r

α
¼ πd

2rα
(9)

5.3 Incremental PID Control Algorithm of Car When
Cornering

PID control algorithm is a control strategy based on the classical control theory. The

warranty does not affect system stability under the premise, PID control algorithm

can improve the stability of the system and improve the system dynamic

start

Static State URM Run
Dynamic URM Run

Determine the car is
to reach the end

N

Determine the vehicle speed
and direction RUN

Start MCU timer/interrupt function
Data obtained optical encoder

Interrupt function is activated
Determine whether to adjust

the car to run

N

end

Y

Y

Fig. 3 The software design flow chart

Fig. 4 (a) Trolley forward Schematic. (b) Trolley left Schematic
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performance. PID controller block diagram shown in Fig. 5. System is mainly

controlled by the PID controller and objects, It is constitutes the control deviation

based on setpoint r (t) and the actual output value of m (t). in order for the controlled

object, it constitutes a deviation amount of control by linear combination of

Proportional, integral and differential[1, 6].

PID graphic expression [6]:

u tð Þ ¼ KP e tð Þ þ 1

Ti

ð1

0

e tð Þdtþ TD
de tð Þ
dt

2
4

3
5 (10)

Where, Ti is the integration time constant; Td is the derivative time constant; Kp

is a proportional coefficient; e (t) is the error term; u (t) as a control amount.

Discrete control algorithm is:

u KTð Þ ¼ KP e KTð Þ þ T

Ti

X1
j¼0

E jTð Þ þ Td

T
e tð Þdt� E kT � Tð Þ½ �

( )
(11)

Formula (11), T is the sampling period, must be small enough to ensure that the

system has a certain accuracy; Ti is the integration time of the regulator; Td for the

differential time regulator; Kp is the proportional regulator factor; e (k) the k th

sampling bias; u (k) as a control amount.

Using incremental PID control, By

Δu KTð Þ ¼ u KTð Þ � u KT � Tð Þ (12)

can be obtained

Δu KTð Þ ¼ KP e KTð Þ � e KT � Tð Þ½ � þ Kie KTð Þ
þ Kd e KTð Þ � 2e KT � Tð Þ þ e KT � 2Tð Þ½ � (13)

Where, e (kT) is the k-th degree of deviation of the center position; e (kT-T), e

(kT - 2T) are k - 1, k - 2 times errors.

According to the experimental conditions and site commissioning experience,

When the car is generally curved state, the use of incremental PID algorithm, it can

adjust the speed according to the actual situation, so that the car has good

controllability.

Fig. 5 PID controller block

diagram
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6 Conclusion

The smart car design covers electronics, automatic control and many other disci-

plines. Its technology can be applied to intelligent robotics, automation platforms

and other areas, With strong practicability. The papers combined with practical

experience in the design, from smart car hardware design, software design and other

aspects discussed intelligent vehicle design. Test proved, With incremental PID

algorithm, even in the case of complex road, can better ensure smart car Smooth

running along in the right direction.
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Improved Spectrum Sensing Method for

Cognitive Radio Based on Time Domain

Averaging and Correlation

Shenghong Li and Guoan Bi

Abstract Based on the combination of time domain averaging and correlation, we

propose an effective time domain averaging and correlation based spectrum sensing

(TDA-C-SS) method used in very low SNR environments. With the assumption that

the received signal samples from the primary users are deterministic, the proposed

TDA-C-SS method processes the received samples by a time averaging operation to

improve the SNR. Correlation operation is then performed with a correlation matrix

to determine the existence of the primary signal in the received samples. The

TDA-C-SS method does not need any prior information on the received samples

and the associated noise power to achieve improved sensing performance. Simula-

tion results are presented to show the effectiveness of the proposed TDA-C-SS

method.

Keywords Cognitive radio • Spectrum sensing • Time domain averaging •

Correlation

1 Introduction

Cognitive radio (CR) networks allow unlicensed (or secondary) users to opportu-

nistically exploit the under-utilized spectrum bandwidth of the licensed

(or primary) users. Spectrum sensing is a key operation performed by the CR

networks to determine the spectrum holes of the spectrum allocated to a primary
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user. In the literature, several kinds of typical spectrum sensing methods have been

reported, e.g. energy detection methods [1, 2], matched-filter detection methods [3,

4], and cyclostationarity feature detection methods [5]. The energy detection

methods need the prior knowledge of noise power and are vulnerable to the noise

uncertainty. The matched-filter detection methods need the waveform of the pri-

mary user in advance. The cyclostationarity feature detection methods require the

information on the cyclic frequencies of the primary user. The prior knowledge

requirements of these methods limit their applicability. To avoid these limitations,

some new statistical covariance based methods for spectrum sensing in additive

i.i.d white noise environments have been proposed [6–8]. These methods do not

need the prior information about the signal and the noise power to achieve a sensing

performance in a low SNR environment of -22 dB. However, these methods assume

that the primary user’s signal is a stationary random process and all the received

samples contain the primary user’s signal if it exists. Most existing spectrum

sensing methods require the last assumption. In fact, it is probably that only a

part of the received samples in practice contain the signal from the primary user, or

a part of or all the received samples are from some signals that are not stationary.

For example, the initial transient signal, known as fingerprint of a wireless device

[9], from the primary user is not stationary. If such samples are used, the methods

reported in [6–8] will lose the supporting prerequisite and become unusable. Even

in the cases that these required assumptions are valid, it is difficult for the methods

in [6–8] to obtain theoretical sensing performance in lower SNR environments

when the number of the received samples available is limited.

To overcome these problems and support more effective sensing in low SNR

environments, we propose an effective TDA-C-SS method based on time domain

averaging and correlation for spectrum sensing in additive i.i.d white noise envi-

ronments. Similar to the methods reported in [6–8], the proposed TDA-C-SS

method does not need any aforementioned prior information and achieve desirable

sensing performance in very low SNR environments. The TDA-C-SS method

assumes the signal from the primary user to be deterministic. By making use of

time domain averaging, the SNR of the received samples is increased. Then the task

of spectrum sensing is obtained by performing the correlation operation. Simulation

results from various environments are presented to show the effectiveness of the

proposed TDA-C-SS method.

The rest of this paper is organized as follows. Section 2 describes the system

model and sampling operations to obtain the input sample sequence. Section 3 gives

the proposed TDA-C-SS spectrum sensing method. Simulation results and discus-

sions are presented in Sect. 4. Finally, conclusion is drawn in Sect. 5.
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2 System Model and Sampling Description

In a duration, [t1,t2], of spectrum sensing, let z(t) be the continuous-time signal

received by the secondary user. The process of spectrum sensing is regarded as a

two-hypotheses-test problem at a duration, [t1,t2], i.e., H0 : the primary signal is

absent and H1: the primary signal is present, described by

zc tð Þ ¼ wc tð Þ t∈ t1, t2½ � H0

sc tð Þ þ wc

�
t
�

t∈ t1, t2½ � H1

�
(1)

where for t1 � t3, t4 � t2, sc(t) ¼ spri � c(t) if t ∈ [t3,t4] else sc(t) ¼ 0,and spri �
c(t) is any received primary signal, and wc(t) is the i.i.d white noise with a zero mean

and a variance represented by δ2.
Let us be interested in the frequency band with central frequency f0 and a narrow

bandwidth W. zc(t) defined in (1) is sampled at a frequency fs � Lmul(f0 + W/2),

where, Lmul is a large constant. The choice of fs and Lmul is for the purpose of time

domain averaging, which is to be described in Sect. 3. The two hypotheses in (1) are

then expressed as

z nð Þ ¼ w nð Þ n ¼ 1, � � � ,N0 H0

s nð Þ þ w
�
n
�

n ¼ 1, � � � ,N0 H1

�
(2)

where, z(n) ¼ zc(n/fs), s(n) ¼ sc(n/fs) and w(n) ¼ wc(n/fs).
Note that if f0 + W/2 is very high, it is difficult to implement the sampling

process because the available high speed samplers can support up to several tens

of GHz [10, 11]. Therefore, we should suitably select the value of f0 + W/2 to allow

an appropriate large value of Lmul possible. It is also possible to use down conver-

sion process [12] to generate the received samples when the value of f0 + W/2 is

very high.

3 The Proposed Spectrum Sensing Method

The proposed TDA-C-SS method treats the samples of the primary users to be

deterministic. It averages the received data samples in the time domain to increase

SNR and obtains the spectrum sensing by correlation operations.
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3.1 Sample Time Domain Averaging

Time domain averaging is an effective method to decrease noise power for periodic

signal detection [13]. For the obtained sample sequence {z(n), n ∈ [1,N0]}, the

time average operation is defined by

e nð Þ ¼
XM
j¼�M

z n � Lmul þ jð Þ= 2M þ 1ð Þ n ¼ 1, � � � ,N (3)

where M is a small positive integer and N ¼ [N0/Lmul].
If the samples from the primary users are treated as deterministic ones, fs is Lmul

times of f0 + W/2 and M is small, it means that

s n � Lmulð Þ �
XM
j¼�M

s n � Lmul þ jð Þ= 2M þ 1ð Þ, n ¼ 1, � � � ,N:

With the assumption that wc(t) is i.i.d white noise, we can easily obtain:

e nð Þ ¼

XM
j¼�M

w n � Lmul þ jð Þ=2M þ 1 ¼ �ω nð Þ n ¼ 1, � � � ,NH0

XM
j¼�M

s n � Lmul þ jð Þ=2M þ 1þ
XM
j¼�M

w n � Lmul þ jð Þ=2M

þ1 � s n � Lmulð Þ þ �ω
�
n
�

n ¼ 1, � � � ,NH1

8>>>>>>><
>>>>>>>:

(4)

where �ω(n) can be considered as the samples of the i.i.d white noise �ωc(t) with a

zero mean and a variance δ2/(2M + 1). Define

SNR ¼ 10lg
XN
n¼1

s2 nLmulð Þ=NVar noise½ �
( )

, where Var[�] denotes the variance. It

can be proved that the SNR of the sequence produced by the time averaging process

is increased by 10 lg(2M + 1) dB. This gain in SNR is very valuable for effective

spectrum sensing in the environment of strong noise.

3.2 Correlation Operation and Sensing Decision

Similar to the method in [6], we perform the correlation operation on the input

samples and make a decision on the signal presence of the primary user based on a

constructed correlation matrix. Different from [6], the correlation used here is to be

discussed from the view of deterministic signal samples.
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Consider the correlation defined by re ið Þ ¼ 1
N

XN
n¼1

e nð Þe n� ið Þ. Under H0

re ið Þ ¼ 1

N

XN
n¼1

�ω nð Þ�ω n� ið Þ (5)

Under H1, we have

re ið Þ � 1

N

XN
n¼1

s nLmulð Þ þ �ω nð Þ½ � s n� ið ÞLmulð Þ þ �ω n� ið Þ½ �

¼ 1

N

XN
n¼1

s nLmulð Þs n� ið ÞLmulð Þ þ 1

N

XN
n¼1

s nLmulð Þ�ω n� ið Þ

þ 1

N

XN
n¼1

s n� ið ÞLmulð Þ�ω nð Þ þ 1

N

XN
n¼1

�ω nð Þ�ω n� ið Þ

(6)

It is noted that �ω(n) are the samples from the i.i.d white noise, �ωc(t), s(nLmul)�ω
(n � i) are the samples from mutually independent random variables with a zero

mean and variance s2(nLmul)δ
2/(2M + 1). Therefore, based on the central limit

theorem,
XN
n¼1

s nLmulð Þ�ω n� ið Þ=N in (6) can be treated as a sample sequence of a

Gaussian random variable λ when N ! 1. Since limn!1 Prob g� 0j j < εf g ¼ 1

for an arbitrary positive ε, 1N
XN
n¼1

s nLmulð Þ�ω n� ið Þ ! 0when N ! 1. We conclude

that 1
N

XN
n¼1

s n� ið ÞLmulð Þ�ω nð Þ ! 0 in (6) when N ! 1. In addition, it is also noted

that when N ! 1, (5) or the last term in (6) satisfies 1
N

XN
n¼1

�ω nð Þ�ω n� ið Þ ¼ E

�ωc tð Þ�ωc t� ið Þ½ � ¼ δ2= 2M þ 1ð Þ for i ¼ 0 and 0 otherwise, where E[�] is the expec-
tation. Finally, the first term in (6) are usually not identically zero when s(n) is a

deterministic sample sequence.

Let us construct an L�L correlation matrix in the same form as that in [6],

Re ¼
re 0ð Þ re 1ð Þ � � � re L� 1ð Þ
re 1ð Þ re 0ð Þ � � � re L� 2ð Þ
⋮ ⋮ ⋱ ⋮

re L� 1ð Þ re L� 2ð Þ � � � re 0ð Þ

0
BB@

1
CCA: (7)

Based on the previous analysis of rei), the sensing test statistics and decision

policies of the CAVmethod and the GCBAmethod in [6] are still applicable for our
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method. For simplicity, we use the test statistics and decision policy of the CAV

method in [6], i.e.

T ¼
XL
n¼1

XL
m¼1

rnmj j=
XL
m¼1

rmmj j (8)

where rnm is the element of Re. With a threshold λ > 0, the sensing decision for the

primary signal is made by (i) T > λ present, (ii) T � λ absent.

3.3 The TDA-C-SS Method

Based on the discussion above, we propose an improved spectrum sensing method

as follows. Step-1: Sample the received signal at frequency fs to obtain the discrete
samples z(n), n ¼ 1, � ��, N0; Stpe-2: For a given value ofM, calculate e(n), n ¼ 1,

� ��, N by (3); Step-3: For a given L, calculate rei), i ¼ 0,1,. . .L-1 and construct Re

in (7); Step-4: Calculate T in (8), choose the value of λ for sensing decision.

Same as the approach in [6, 8], we use the computer simulation approach based

on Pf, to choose the threshold λ. That is, a Pf is given and white noise is generated as

the input, then with a number of simulation results of T in (8), λ is selected to meet

the requirement of Pf.

4 Simulations

In this section, simulation results are reported for three signal settings in the AWGN

environments to verify the effectiveness of the proposed method. Case I: The signal

from the primary user is stationary. During spectrum sensing, all the received

samples contain the signal of the primary user. Case II: The signal from the primary

user is stationary. During spectrum sensing, a part of the received samples contain

the signal of primary user. Case III: The signal from the primary user is not

stationary.

For comparison, we also present the simulation results of the CAV method [6]

applicable for Case I. λ are chosen by the approach described previously, and 1,000
Monte Carlo runs are carried out to estimate the value of λ.

4.1 Simulation for Case I

We use a wireless microphone signal generated by the method in [14] with the

following parameters: central frequency f0 ¼ 100MHz, bandwidthW ¼ 36.8 KHz.
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Based on the discussion in Sect. 2, the sampling frequencies are fs ¼ 10.3GHz �
Lmul(f0 + W/2), where, Lmul ¼ 100, and fs ¼ 103MHz � f0 + W/2.

Figure 1a gives the detection probability, Pd versus SNR, with Pf ¼ 0.1, L
¼ 10, N ¼ 50000, for the proposed TDA-C-SS method, with different values

of M, and the CAV method. It can be observed that under the same conditions,

the detection performance of the proposed method outperforms that of CAV and

can be improved further with increase of M.

4.2 Simulation for Case II and Case III

In case II, the received samples sequence is 45,000 zero-valued signal samples

followed by 5,000 wireless microphone signal samples generated in case I. The

segment of zero-valued signal samples is included for the frequently observed

situation in which the primary user begins to occupy its channel after the secondary

user has monitored the channel for certain period of time. The sampling frequency

for TDA-C-SS is fs ¼ 10.3GHz. For case III, we use a fingerprint signal, which is

generated by the unit-step response of a second-order RLC parallel circuit

described by:

d2il tð Þ
dt2

þ 2σ
dil tð Þ
dt

þ w0
2il tð Þ ¼ 1

LfCf
is tð Þ

Lf ¼ 10�8,Cf ¼ 10�10,R ¼ 0:08, σ ¼ R=2Lf ¼ 4000000,w0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=LfCf

p ¼ 109.

The fingerprint signal has the central frequency f0 ¼ 160MHz and the bandwidth

W ¼ 8MHz. The sampling frequency for TDA-C-SS is fs ¼ 16.4GHz � Lmul(f0 +
W/2), Lmul ¼ 100.
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Fig. 1 Pd curves versus SNR. (a) Case I, (b) Case II and Case III
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It is unreasonable to use the CAVmethod, because the signals used in case II and

III are not stationary. Therefore, we only verify the effectiveness of the TDA-C-SS

method. Figure 1b gives the detection probability versus SNRs for the two cases

with Pf ¼ 0.1, L ¼ 10, N ¼ 50000.It can be seen that the TDA-C-SS method is

still effective because this method does not consider the properties of the received

signal. Similarly, the detection performance can be improved further with the

increased value of M.

5 Conclusion

In this paper, an improved spectrum sensing method, TDA-C-SS, based on time

domain averaging and correlation has been proposed. The time domain averaging

process has been typically used to decrease the noise effects and correlation matrix

has been constructed to decide the existence of the primary user’s signal. Compar-

ing with other reported method, such as CAV method, the proposed one can sense a

primary user’s signal in the white noise environment in very low SNR environ-

ments without requiring any prior knowledge about the signal and noise power. In

particular, the proposed method is flexible to effectively sense the signals that are

not stationary. Our simulation results have shown the desirable advantages of the

proposed methods.
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