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Introduction

Brent Daniel Mittelstadt and Luciano Floridi

1 Background

Modern information societies are characterised by mass production of data about
humans. Digital technologies, including online services and emerging ubiquitous
computing devices, can track behaviour to a greater degree than ever possible
(Markowetz et al. 2014). Referred to as ‘Big Data’, this scientific, social and
technological trend has helped create destabilising amounts of information, which
can challenge accepted social and ethical norms. As is often the case with the
cutting edge of scientific and technological progress, understanding of the ethical
implications of Big Data lags behind.

Practices centred on the mass curation and processing of personal data can
quickly gain a negative connotation which, in a way similar to what has happened in
the public debate over genetically modified organisms (cf. Devos et al. 2008), places
potentially beneficial applications at risk through association with problematic
applications. A ‘whiplash effect’ can occur, by which overly restrictive measures
(especially legislation and policies) are proposed in reaction to perceived harms,
which overreact in order to re-establish the primacy of threatened values, such as
privacy. Such a situation may be occurring at present as reflected in the debate on
the proposed European Data Protection Regulation currently under consideration
by the European Parliament (Wellcome Trust 2014), which may drastically restrict
information-based medical research utilising aggregated datasets to uphold ethical
ideals of data protection and informed consent.

Ethical foresight may reduce the probability of ‘regulatory whiplash’ by inform-
ing public debate through improved understanding of the moral potential of
emerging technological applications and data practices. Analysis is required of
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2 B.D. Mittelstadt and L. Floridi

issues and concepts known to be relevant (Mittelstadt and Floridi 2016), including
informed consent, research ethics, privacy, confidentiality, anonymity, data owner-
ship and digital divides. Issues of social justice, social profiling, collective rights,
trust between data subjects and processors, intellectual property and access rights
may also prove relevant through foresight.

To contribute to this process, this book presents cutting edge research on the new
challenges of biomedical Big Data technologies and practices. The entries contained
in this volume assess the transformative effects of Big Data on ethical norms and
accepted practice. The volume offers an overview of the ethical problems posed by
aggregation and re-purposing of biomedical datasets around issues such as privacy,
consent, ownership, power relationships and digital divides. It discusses different
approaches and methods that can be used to address these problems, particularly
through policy and regulation. The book contains 19 original contributions on
the analysis of the ethical, social and related policy implications of the analysis
and curation of biomedical ‘Big Data’, written by leading experts in the areas of
biomedical and technology ethics, Big Data, privacy, data protection, profiling and
information ethics. The book advances our understanding of the ethical conundrums
posed by biomedical Big Data datasets and analytics, and shows how policy-makers
can address these issues going forward.

2 BigData

Broadly, Big Data can refer to (1) the process of analysing ‘big’ data sets, and
(2) the datasets themselves. ‘Big’ can be defined variably in terms of quantities
of electronic size (gigabytes, terabytes, petabytes, etc.), entries, individuals or
events represented by the data, or alternatively in relation to the techniques and
technologies currently available for analysis. The latter approach defines ‘big’ in
procedural rather than quantitative terms, by connecting the size of the dataset to
its complexity, understood in terms of the computational or human effort necessary
for analysis (e.g. Costa 2014; Dereli et al. 2014; Fan and Bifet 2013; McNeely
and Hahm 2014; National Science Foundation 2014; Terry 2012, p. 389). In other
words, the data are ‘Big’ because they are difficult to sort and analyse with existing
computing technologies.

While helpful for bridging the space between analysis processes and datasets, this
approach suggests data that is ‘Big’ now may not be so in a year or a decade due to
advances in computing technology and analysis procedures (Floridi 2012; Liyanage
et al. 2014, p. 27). Although not semantically problematic (as adjectives describing
technology tend to be relative, e.g. fast internet 10 years ago is slow internet today),
this nevertheless poses a technological solution to an epistemological query by
making the definition of ‘Big Data’ relative in relation to technical and analytical
capacities. ‘Big Data’ becomes data that is difficult to analyse due to its size and
complexity. This also suggests that more or better computing will enable us to
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‘get ahead’ of the data and analyse all of it meaningfully again, as we did prior
to the current era of Big Data. However, the exponential growth of data (Bail 2014,
p. 465) suggests this is unlikely to occur, a point that further reinforces the view that
Big Data describes a break with prior practice. Explicit consideration of historical
context reduces the fluidity of the definition; in other words, labelling a study as ‘Big
Data’ recognises the technical and analytical barriers faced at the time it occurred.
Such fixed labelling may be important in ex-post ethical analysis.

Recognising these implications of a purely technical definition, it may be helpful
to consider also the perceived value of Big Data as suggested in the types of
analysis it allows. Boyd and Crawford (2012, p. 663) suggest Big Data is valuable
due to the “capacity to search, aggregate, and cross-reference large data sets.”
Similarly, according to Floridi (2012), a unique feature of Big Data is the possibility
of identifying small patterns and connections in quantitatively large (and often
aggregated) datasets. ‘Small patterns’ refer to connections between entries within
the dataset, meaning connections are found within a subset of entries in a much
larger dataset.

3 Biomedical Big Data

In biomedical research, the analysis of Big Data has become a major driver
of innovation and success. Epidemiology, infectious diseases, and genomics and
genetics (Heitmueller et al. 2014; Kaye et al. 2012), are already deeply affected
(Floridi 2012). ‘Biomedical Big Data’ refers to the emerging technologically-
driven phenomena focusing on analysis of aggregated datasets to improve medical
knowledge and clinical care. This area has gained significant attention due to a
combination of two factors. On the one hand, there is the huge potential to advance
the diagnosis, treatment, and prevention of diseases as well as foster healthy habits
and practices (Costa 2014). On the other hand, there is the obvious, inherent
sensitivity of health-related data and the implicit vulnerability and needs of those
potentially requiring treatments (Pellegrino and Thomasma. 1993). Academically
and commercially valuable biomedical big data can exist in many forms, including
aggregated clinical trials (Costa 2014), genetic and microbiomic sequencing data
(Mathaiyan et al. 2013; McGuire et al. 2008; The NIH HMP Working Group
et al. 2009), biological specimens, electronic health records and administrative
hospital data. Such data can be held in biobanks, cyberbanks and virtual research
repositories (Costa 2014, p. 436; Currie 2013; Majumder 2005, p. 32). Compared
with traditional forms of storage, such repositories tend to assemble aggregated
datasets explicitly for research purposes with “virtually unlimited opportunities for
data linkage and data-mining” (Prainsack and Buyx 2013, p. 73) due to the sheer
scale of the datasets (Steinsbekk et al. 2013, p. 151).

Data can also be generated explicitly or covertly via social media applications
and health platforms (Costa 2014; Lupton 2014, p. 858), emerging ‘personal health
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monitoring’ technologies (Mittelstadt et al. 2011, 2013) including wearable devices
(Boye 2012), home sensors (Niemeijer et al. 2010) and smart phone applications,
and online forums and search queries. The latter, for example, enable public health
and outbreak tracking (Butler 2013; Costa 2014, p. 435). Other data come from
‘data brokers’ which collect, process, store and sell intelligence based on a variety
of medical and health-related data sourced from social media, online purchases,
insurance claims, medical devices and clinical data provided by public health
agencies and pharmacies, among others (Terry 2012, 2014).

Analysis of these data types can be undertaken for numerous purposes, including
development of clinically useful predictive models (Choudhury et al. 2014, p. 3),
longitudinal and cross-sectional effectiveness and interaction studies of pharmaceu-
ticals (Tene and Jules Polonetsky 2013, p. 246), and long-term ‘personal health
monitoring’ (Boye 2012; Mittelstadt et al. 2014; Niemeijer et al. 2010). Broadly,
these data may foster understanding of health disorders and the efficiency and
effectiveness of treatments and health systems and organisations. They also create
repositories for public health and information-based research (Safran et al. 2006,
p- 2; Steinsbekk et al. 2013, p. 151). With that said, clinical applications are
not guaranteed (Lewis et al. 2012). While promising on many fronts, biomedical
Big Data, and the findings derived from it, may raise a host of ethical concerns
stemming from the sensitivity of data being manipulated and the seemingly limitless
potential uses and repurposing, and implications of data that concern individuals as
well as groups. Precisely these concerns are the motivation for this volume that
contributes new perspectives on key ethical challenges raised by Big Data methods
in biomedical research.

4 Structure of the Volume

In the following pages these and related issues concerning philosophy, ethics,
governance and policy are explored in much greater detail over 14 chapters
representing the cutting edge of research on the ethics of biomedical Big Data. The
book is divided into six parts. Part I addresses how Big Data creates imbalances
between individual and collective interests, in particular through the re-purposing of
non-medical data for medical purposes, which must be corrected. Part II continues
this theme by examining imbalances specifically related to privacy interests and the
shortcomings of data protection law in the context of a particular type of biomedical
Big Data: large sample genomics research. Part III examines the imbalance between
individual protection via informed consent and the social benefits of research
created by Big Data processes that fundamentally challenge the feasibility of single-
instance consent. Part IV explores how issues such as those raised in the first
half of the volume concern the governance of biomedical Big Data repositories.
Part V examines complementary requirements to governance structures surrounding
challenges to professional norms, codes of conduct and the need for new ethical
duties among researchers in response to Big Data methods of research. Part VI
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then concludes with broader overviews of the ethics of biomedical Big Data, which
serve as guidance for foresight analysis of new Big Data methods, platforms and
processing contexts.

4.1 Part I: Balancing Individual and Collective Interests

Medical research fundamentally operates on a balance of individual and collective
goods; the research participant willingly grants access to her body or records for
the sake of advancing medical knowledge and, thereby, social good. The research
participant willingly accepts risks to her body, well-being, or privacy for the sake of
others. Much of biomedical Big Data involves re-use and re-purposing of existing
clinical records, trials data, biobank samples and non-medical behavioural data. Re-
purposing creates new risks for the individuals and groups described by the data
or affected by the outcomes of the resulting research. Four entries to the volume
describe challenges arising from re-use of data and the balance between individual
and collective interests in biomedical Big Data.

Effy Vayena and Urs Gasser unpack the need for a new ethics framework to
address the unresolved challenges of the intersection of traditional biomedical data
and non-biomedical data. Data from Google searches, social media content, loyalty
card points and similar applications can have high biomedical value. Insights can
be drawn into a person’s current health, future health, attitudes towards vaccination,
disease outbreaks within a country and epidemic trajectories in other continents
despite the data not explicitly describing health parameters. Their contribution
highlights the ‘digital phenotype’ project to demonstrate a Big Data ecosystem in
action, before unpacking the key components, design requirements and normative
elements of a ‘data ecosystem’ ethics framework that responds to the challenges
arising for re-purposing of non-biomedical data.

Annika Richterich expresses similar concerns around the need for ethical
reflection on the use of non-biomedical data for epidemiological surveillance
(or ‘infodemiology’). Her contribution critiques methodological developments in
epidemiological surveillance of influenza via data from internet sources. She
describes the history of epidemiological surveillance from the 1980s, noting that
influenza surveillance has traditionally relied on strictly biomedical data, typically
from clinical and virological diagnosis or mortality rate statistics. Google Flu Trends
is examined as a case study to examine the ethical implications of entanglements
between public health services, emerging digital technologies and corporate objec-
tives in internet-based epidemiological surveillance.

Klaus Hoeyer moves from epidemiological surveillance to epidemiological
research facilitated by the ease of linking health and demographic data in Denmark.
He notes that Denmark is often portrayed as an ‘epidemiologist’s dream’ due
to the ease of linking medical and non-medical datasets covering the country’s
entire population, without needing to obtain consent. Rich datasets are created
by a health service with a remit to gather more data, of better quality, on more
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people (‘intensified data sourcing’). Discussion of the ethics of such ‘intensified
data sourcing’ unfortunately tends to focus on the rights of the individual in terms
of privacy and autonomy, despite data collection taking place at population level.
He concludes that new modes of ethical reasoning and policy are required that
originate in an understanding of actual data practices, which necessitate attention
for the interests of the population as a whole.

To conclude Part I, Edward Hockings expands considerations of individual and
public goods beyond concerns with re-purposing of data for public health projects
through a critical analysis of policy developments in information governance and the
biosciences. He examines the shift from rights-based approach to the adjudication
of competing claims that is implicit in the justification of many biomedical Big
Data research projects that create or re-use large clinical datasets. Five initiatives
(the Clinical Research Practice Datalink, the Health and Social Care Information
Centre, the 100,000 Genome Project, the introduction of personalised medicine, and
the relaxation of the information governance regulatory regime) are considered that
demonstrate how individual interests to privacy and confidentiality are not treated
as inviolate rights, but rather goods to be balanced with societal goods, such as
benefits to the economy or medical knowledge. This balancing act is shown to have
demonstrable impact on current policy governing biomedical Big Data projects.
An approach to policy and governance along deliberative and democratic lines is
advocated in response to the novel ethical challenges of placing greater emphasis
on economic benefits of biomedical research.

4.2 Part II: Privacy and Data Protection

Continuing with the policy focus on which Part I ended, Part II examines issues
of privacy and data protection legislation applied to a particular type of biomedical
Big Data: large sample genomics research. Medical data are traditionally held to
be a particularly sensitive type of personal data, necessitating stricter limitations on
its processing by third parties. However, as argued by Dara Hallinan and Paul de
Hert, conceiving of biomedical Big Data repositories as strictly data repositories
is misleading in the case of genomics research. Many biobanks contain biological
samples and specimens alongside data derived from their sequencing or testing.
Current European data protection law draws a distinction between samples and data:
biological specimens are not seen to consist of or contain data, although data derived
from their manipulation is considered personal data. Hallinan and de Hert argue
against this conception, insisting instead that samples do in fact contain personal
data. They argue that the forthcoming General Data Protection Regulation must be
adapted to better protect the interests of donors to biobanks, in particular concerning
genomics research. Specifically, biological samples must be seen to contain data in
the form of DNA.

Hallinan and de Hert’s contribution implicitly concerns appropriate boundaries
for genetic privacy as enacted through data protection law. Bryce Goodman offers a
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related perspective. His contribution explicitly examines shortcomings in the right
to genetic privacy, which can prove a barrier to large-scale genomic research. His
examination leads to both a negative and positive claim about the value of genetic
privacy. Negatively, he asserts that genetic privacy is not intrinsically valuable,
and that the barriers to genomic research posed by an unqualified right to genetic
privacy are not justified. Positively, he concludes that genetic research is supported
by the principle of respect for autonomy contained within the right to genetic
privacy.

4.3 PartIII: Consent

As suggested in discussions of the right to genetic privacy, individual interests and
rights can prove both a barrier and enabler to biomedical Big Data. Nowhere is
this more accurate than in the context of informed consent, a hallmark of medical
research ethics. The two contributions to Part III describe the challenges and
potential solutions faced in adapting informed consent for biomedical Big Data
repositories and research studies.

The adaptation of models and mechanisms of informed consent to biomedical
Big Data research has not proven easy. Traditionally, consent is case or jurisdiction
specific; individuals agree to undergo a particular procedure or participate in a
particular study following in-depth consideration of its merits and risks, assisted
by informed medical professionals. As noted by J. Patrick Woolley, this single-
instance model does not translate well to Big Data research defined by data re-use,
aggregation and linking of medical and non-medical datasets. A gap has opened as
a result in which policymakers have failed to create standard methods to address
the ethical, legal and social issues (ELSI) arising in the Big Data environment.
In his chapter, Woolley presents a view of governance where dataflow itself, not
institutional or national boundaries, is taken as the de facto framework for research,
and where metadata on consent play a central role in how data are governed. Types
of consent are identified as an ideal starting point for the development of ELSI
metadata procedures that assure data production, dissemination, and reuse stay
within the boundaries of participants’ and researchers’ expectations.

Markus Christen, Josep Domingo-Ferrer, Bogdan Draganski, Tade Spranger, and
Henrik Walter see similar problems with single instance consent, which they believe
to be conceptually incompatible with exploratory Big Data research in which all
possible hypotheses to be tested are not known at the time consent is obtained.
They propose ‘open’ or ‘broad’ consent as an alternative when restrained by a clear
framework defining legitimate and illegitimate types of research for a particular
dataset or sample. The Human Brain Project is discussed as an example to show
the difficulty of defining such a framework for Big Data research. A framework is
currently being developed within the Project for access to multitude of clinical data
related to brain diseases based on the conviction that many neurological and psy-
chiatric disorders and diseases are ill-defined in terms of underlying mechanisms.
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The inherent uncertainty of this type of research gives rise to ethically relevant
consequences that must be considered when designing new consent mechanisms
for biomedical Big Data.

4.4 Part IV: Ethical Governance

Biomedical Big Data often involves biobanks and repositories of medical data. As
consent and data protection mechanisms adapt to new opportunities for data re-use,
the fiduciary relationship between data subjects and repositories becomes critical.
Ethics and governance committees increasingly manage access to biomedical Big
Data resources. In deciding who is given access to the data, and in what format,
governance bodies are trusted to protect and balance the interests of individual data
subjects, the scientific community, commercial actors and the general public. Doing
so requires consideration of the range of issues identified across this volume. The
four entries in Part II address challenges of ethical governance of biomedical Big
Data resources.

Picking up where Part I left off, Simon Woods applies Prainsack and Buyx’s
(2013) framework of ‘solidarity’ to two cases studies of research into rare diseases,
which often requires combining genetic sequencing with medical records and natu-
ral history data. Solidarity emphasises the public good of data sharing and research
in discussions around governance and consent. Woods argues that solidarity can
provide the basis for governance of biomedical Big Data, although in some cases
the model presumes too much good will on the part of data subjects. A need for a
more collaborative approach to governance is called for in rare disease research to
give research participants an opportunity to be able to negotiate the conditions of
participation in research.

Polyxeni Vassilakopoulou, Espen Skorve, and Margunn Aanestad continue the
focus on genetic biomedical Big Data with an examination of emerging tensions
related to data ownership and sharing in global genetic data repositories hosted
by both public and private institutions. They describe the on-going controversies
around collecting and sharing genetic mutation data on the BRCA/ and BRCA2
genes: the creation of the Breast Information Core (BIC) database in 1995, the
decision by Myriad Genetics to stop sharing information in 2004, the subsequent
reaction from the community through the “Sharing Clinical Reports Project” and
“Free the Data” initiatives and the recent creation of the open ClinVar repository and
the public-private BRCA Share resource. Multiple rationalities guiding positions on
data ownership and sharing are identified. Their contribution turns to prior work
in collective actions and governance of the commons to as a way to find common
ground on questions related to equity, efficiency and sustainability. Answering these
questions is critical to the design of context appropriate governance for genetics
repositories.

In her contribution, Paula Boddington analyses the ethics of managing public
accessibility and private control of biomedical Big Data from the perspective of
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theories of communication. A comparison is drawn to ethical issues arising from
the communication of personal and familial medical and genetic information. She
argues that the situated and personal communication of knowledge generates ethical
considerations which may clash with impersonal or system-driven understand-
ings of data, and the related ethical responsibilities experienced by individuals.
Nissenbaum’s theory of privacy as contextual integrity is used to assess the
importance of channels of communication in determining responsibilities within
data management and governance, including how channels of dissemination can
contribute to or assuage feelings of disempowerment among data subjects.

Aaro Tupasela and Sandra Liede conclude the part with a critical examination
of the right of access to data held in biobanks granted by Finland’s Biobank Act
(688/2012). Biobanking and data sharing infrastructures pose new ethical and legal
dilemmas in the interpretations of data subject rights in relation to processing of
personal data. The Act requires biobanks to provide, upon request, information
regarding data which may have clinical (actionable) relevant for the data subject’s
personal health. Such concerns are common to biomedical Big Data repositories
holding identifiable (personal) data. While a right to access may combat feelings
of disempowerment among data subjects, governance mechanism do not currently
exists in Finland through which common access standards and practices could be
implemented. The management of data, research results and incidental findings
in biobanks is becoming, however, an increasingly significant challenge for all
biobanks and the countries which are in the process of drafting policy and regulatory
frameworks for the management and governance of big data, public health genomics
and personalised medicine. Tupasela and Liede’s examination of the Finnish case
speaks to the challenges faced across Europe and elsewhere in terms of how to
govern and coordinate the management of biomedical Big Data.

4.5 Part V: Professionalism and Ethical Duties

Ethical governance is, however, not sufficient by itself to guarantee ethically respon-
sible research. Adaptations to the professional responsibilities of researchers and
medical practitioners involved in the collection, aggregation, linking and analysis
of medical data are also necessitated by the emergence of Big Data research. The
three contributions in Part V detail some of the adaptations required, in particular
concerning practices required to promote transparency.

Christoph Schickhardt, Nelson Hosley and Eva C. Winkler build an analytical
and ethical framework to assess the theoretical and practical feasibility of an ethical
duty for researchers to share pre-publication data with the scientific community.
They ask whether researchers have a prima facie duty to share pre-publication data
and, if so, which constraints and interests must be considered to determine the force
of the duty in particular contexts. Data sharing is seen as a requirement to fulfil
the role of science as a social good advanced through promotion and adoption of
scientific knowledge. The authors analyse the concept of data sharing and clarify
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what data sharing might imply in practice. Their framework calls for context-
specific assessment of stakeholder interests. It is argued that these interests, which
often conflict with the prima facie duty to share data, are determined in part by
the normative-informational environment in which data producing researchers (to
whom the prima facie duty to share data applies) are usually situated.

Stuart G Nicholls, Sinéad M. Langan and Eric I. Benchimol are similarly
concerned with the transparency in reporting of studies using large-scale health-
related datasets. Reporting of methods used in Big Data research studies are seen as
practically beneficial as it allows for appropriate peer review and critical evaluation
of studies; facilitates reproduction and replication of research findings; may help to
reduce waste, and avoid redundancy and unnecessary repetition; and may facilitate
public trust in scientific research. In parallel with the previous chapter, transparent
reporting is seen as an essential component of researcher integrity. The chapter
reports on recommendations from the RECORD Statement (REporting of studies
Conducted using Observational Routinely-collected Data) on transparent reporting
in studies using routinely collected health data.

Rochelle Tractenberg addresses the related topic of guidelines for professional
practice concerning research ethics, which can conceivably include a duty to share
collected data. She argues that professionals in computing and statistics typically
do not receive training in responsible conduct of research, which creates a profes-
sionalism gap due to the important role of these professionals in biomedical Big
Data. The emergence of biomedical Big Data as a cross-disciplinary phenomenon
means the sort of professional norms or codes of conduct typically associated with
individual professions will not necessarily emerge. Tractenberg examines the state
of professional guidelines in the United States. She argues that dominant Federally-
funded training programmes in ‘responsible conduct of research’ are unlikely to
support the development of appropriate professional norms for biomedical Big
Data. An alternative approach is described that can support ongoing reflection on
professional obligations and ELSI concerns, including those that have not yet been
identified (a key focus given the uncertainty of hypotheses in exploratory Big Data
research). Guidelines for professional practice from three statistical associations
(American Statistical Association; Royal Statistics Society; International Statistics
Institute) and the Association of Computing Machinery provide the basis of the
approach advocated.

4.6 Part VI: Foresight

The volume concludes with three selections that provide a broader view of the eth-
ical challenges faced in biomedical Big Data. Each builds upon current knowledge
to identify critical points and themes foresight analysis of the ethics of specific Big
Data methods, platforms and processing contexts.
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Linda F. Hogle’s contribution explores the ethical and political aspects of
infrastructures that support Big Data projects for medical research and clinical
care. She observes a reordering of relationships between patients, clinical and
family caregivers, researchers and payers, with potentially long-term implications
for concepts of autonomy and expertise, among others. As suggested in Klaus
Hoeyer’s contribution on ‘intensive data sourcing’ in Denmark, the transformations
to medical relationships brought about by Big Data practices broadly represent a
distortion of the traditional distinction between research and clinical care. Imagined
futures of healthcare as ‘personalised medicine’ represent such a reordering of
relations, wherein iteration is encouraged between data-driven clinical care and the
underlying analysis of large, streaming datasets of routine medical data.

Pete Mills’ contribution takes as a starting point the findings the Nuffield Council
on Bioethics 2015 report “The collection, linking and use of data in biomedical
research and health care: ethical issues’. A key recommendation made in the
report was for Big Data initiatives to negotiate context-specific moral requirements
for data use with data subjects at a local level. The chapter unpacks how this
recommendation can operate in practice, arguing that organising data initiatives
as social practices that respect certain principles can help to establish and meet
morally reasonable expectations about data use, by grounding them in a dynamic
relationship between social norms, individual freedoms and professional duties.

In the volume’s final chapter, Brent Daniel Mittelstadt and Luciano Floridi
provide a systematic overview of the ethical concepts and issues relevant to Big Data
analytics in general, and biomedical Big Data in particular. A thematic narrative is
offered to guide ethicists, data scientists, regulators and other stakeholders through
what is already known or hypothesised about the ethical risks of this emerging
and innovative phenomenon. Five key areas of concern are identified: (1) informed
consent, (2) privacy (including anonymization and data protection), (3) ownership,
(4) epistemology and objectivity, and (5) ‘Big Data Divides’ created between those
who have or lack the necessary resources to analyse increasingly large datasets.
Critical gaps in the treatment of these themes are identified with suggestions for
future research. Six additional areas of concern are then suggested which, although
related have not yet attracted extensive debate in the existing literature. It is
argued that they will require much closer scrutiny in the immediate future: (6) the
dangers of ignoring group-level ethical harms; (7) the importance of epistemology
in assessing the ethics of Big Data; (8) the changing nature of fiduciary relationships
that become increasingly data saturated; (9) the need to distinguish between
‘academic’ and ‘commercial’ Big Data practices in terms of potential harm to data
subjects; (10) future problems with ownership of intellectual property generated
from analysis of aggregated datasets; and (11) the difficulty of providing meaningful
access rights to individual data subjects that lack necessary resources. Considered
together, these 11 themes provide a critical foresight framework to guide ethical
assessment and governance of emerging Big Data practices.
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“Strictly Biomedical? Sketching the Ethics
of the Big Data Ecosystem in Biomedicine”

Effy Vayena and Urs Gasser

Abstract In today’s ever evolving data ecosystem it is evident that data generated
for a wide range of purposes unrelated to biomedicine possess tremendous potential
value for biomedical research. Analyses of our Google searches, social media
content, loyalty card points and the like are used to draw a fairly accurate picture
of our health, our future health, our attitudes towards vaccination, disease outbreaks
within a county and epidemic trajectories in other continents. These data sets are
different from traditional biomedical data, if a biomedical purpose is the categorical
variable. Yet the results their analyses yield are of serious biomedical relevance.
This paper discusses important but unresolved challenges within typical biomedical
data, and it explores examples of non-biomedical Big Data with high biomedical
value, including the specific conundrums these engender, especially when we apply
biomedical data concepts to them. It also highlights the “digital phenotype” project,
illustrating the Big Data ecosystem in action and an approach believed as likely to
yield biomedical and health knowledge. We argue that to address the challenges and
make full use of the opportunities that Big Data offers to biomedicine, a new ethical
framework taking a data ecosystem approach is urgently needed. We conclude
by discussing key components, design requirements and substantive normative
elements of such a framework.

1 The Chiaroscuro Portrait of Big Data

The “Big Data” phenomenon has undoubtedly captured the psyche of modern
society. It’s an alluring idea, elusive and almost inescapable. Allure surrounds
spectacular expectations for what Big Data can deliver, but it is elusive because
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of our inability to define what exactly Big Data is. And all this remains inescapable
because living in today’s digitized world puts us right at the heart of it. We generate
data and metadata in massive amounts. Our world has fetishized quantification
(Feiler 2014), and most aspects of our lives are entangled in data we generate,
capture and use. We live most of our lives online, and we do business online.
We order our food, manage our financial assets, fall in love and have our diseases
diagnosed online, and all of this activity is captured as data. Big Data is all about us
and all aspects of our lives.

Given the lack of consensus on a definition, we tend to understand Big Data by
describing the data’s key characteristics: variety, velocity, veracity, and volume.'
But these features are not the substantive reason for the enthusiasm they spark;
rather, we get enthusiastic because we see data as a source we can exploit. The most
commonly employed metaphor for Big Data is that of oil: Big Data as a natural
resource, spewing forth from each of us as we live digitally, quantifiable and mon-
etisable (Watson 2014). “Personal data is the oil that greases the Internet,” Somini
Segupta argued in a New York Times op-ed in 2012. “Each one of us sits on our
own vast reserves. The data that we share every day—names, addresses, pictures,
even our precise locations as measured by the geo-location sensor embedded in
Internet-enabled smartphones—helps companies target advertising based not only
on demographics but also on the personal opinions and desires we post online”
(Sengupta 2012).

Fundamental to the concept of Big Data are the data analytics and data mining
techniques deployed to distil meaning from the data themselves. These tools enable
important inferences and identification of non-obvious patterns in human behaviour
or other structures in organizations and networks. It is the analysis and mining of
these huge amounts of data that make Big Data powerful. The growing volume
of data is a rich source from which to tease out information relevant to an ever-
expanding list of societal, technological, scientific, political and personal issues.
And the important links are everywhere: data from our online purchases reveals our
preferences, our opinions, and our health status. Our Facebook “likes” alone can
accurately predict our sexual orientation, ethnicity, religious and political views,
personality traits, intelligence, happiness, use of addictive substances, parental
separation, age, and gender (Kosinski et al. 2013), and it is the power of accurate
prediction, says Jonathan Shaw, that makes Big Data ““a big deal” (Shaw 2014). In
his recent book, the somewhat apocalyptically-titled “Dataclysm: Who we are when
we think no-one is looking,” Chris Rudder suggests that “practically as an accident,
digital data can now show us how we fight, how we love, how we age, who we are,
and how we’re changing” (Rudder 2014).

The positive side of this view is the notion that we are finally in a position
to understand ourselves and the many facets of our being. The many data points

'IBM. The Four V’s of Big Data. http://www.ibmbigdatahub.com/infographic/four-vs-big-data
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we produce, recording the details of our lives, give rise to overarching patterns of
actions, associations and behaviours. This is the chiaro aspect, or the brightness, of
Big Data. As in the popular renaissance technique of chiaroscuro, the brightness
dominates and brings the object into focus—not the details, but the illuminated
object in its entirety.

Such highly penetrative power to reveal sought-after patterns and notions of who
we are raises a number of wicked ethical questions about Big Data. The questions
span a wide spectrum, and together they are the scuro aspect, or the darkness.
We do not use scuro to imply nefariousness or negativity necessarily; rather, these
complex queries are an essential part of the portrait, but still one in shadow. There
are questions about how our autonomy, privacy and identity may be affected by
Big Data. For example, how will our social norms that safeguard these values
be sustained, or perhaps altered? Are existing regulatory schemes suitable for the
ethical complexities of the Big Data challenge—indeed, are regulatory mechanisms
the answer at all (Christie et al. 2015)? Can the real potential of Big Data be
exploited while we are still unable to answer very fundamental questions about our
moral interaction with it (Mayer-Schonberger and Cukier 2013)? The greater the
volume of data available to us, and the more uses we put them to, the more urgent
the need to explore this part of the Big Data phenomenon. All of these questions,
and many others, raise a single bigger one: whether the brightness and glory of Big
Data are partly an illusion created by keeping these other issues in the shadow.

The central idea we pursue here is that Big Data cannot easily be boxed into
clearly demarcated, functional categories. Depending on how it is queried and
combined with others, a given data set can traverse categories in complex and
unpredictable ways. So it appears limiting to attempt to address ethical challenges
as fundamental as autonomy, privacy and justice solely through context-specific
approaches. Contexts matter, of course and determine the specific articulation of
a given ethical question and its respective answer, but we argue that context-specific
solutions should be embedded into a more comprehensive and coherent ethical
framework for the Big Data ecosystem.

Biomedical Big Data is traditionally a category of data with clear contours,
subject to strong regulatory oversight, and it is a case in point. Below, we discuss
important but unresolved challenges within typical biomedical data; then we explore
examples of non-biomedical Big Data with high biomedical value, and the specific
conundrums these engender, especially when we apply biomedical data concepts to
them. We proceed with the discussion of the “digital phenotype,” an illustration of
the Big Data ecosystem in action and an approach believed likely to yield improved
biomedical and health knowledge.

In the last part of the paper, we articulate some key elements that an ethical
framework should contain if it were to adopt the Big Data ecosystem approach. We
do not aim to provide a complete framework here; rather we seek to suggest an
approach that we believe is better suited to the special challenges of Big Data and
that presents promise in terms of its ability to guide us through nuanced, systematic
solutions. It is our contention that this approach might shed light on the shadowed
parts of the Big Data landscape, so we can capture most of its potential.
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2 Typical Big Biomedical Data

No aspect of life is untouched by digitization and data capture, and health and
biomedicine are perhaps particularly susceptible. Examples are legion: clinical
care data, laboratory data, genomic sequencing data, and data from various other
fields of biology ending in -omics (Nuffield 2015). Not only do we now generate
unprecedented amounts of this data, but we are also making significant progress in
the bioinformatics and analytics that allow us to apply it to further our health and
biomedical knowledge. We speak, therefore, of Biomedical Big Data. The National
Institutes of Health define it as follows:

Biomedical Big Data is more than just very large data or large numbers of data sources. Big
Data refers to complexity, challenges, and new opportunities presented by the combined
analysis of data. In biomedical research, these data sources include diverse, complex,
disorganised, massive and multimodal data being generated by researchers, hospitals and
mobile devices around the world”? (NIH).

This definition implies different categories of activities within Biomedical Big
Data. Some use cases include

(a) Analysis of data of the same type within the same source, e.g., a large genomic
data set at a certain institution;

(b) Analysis of data of the same kind that are not in the same data source, e.g.,
genomic data from different centres; and

(c) Analysis of combined data of different sorts, e.g., genomic data and medical
records;

though many more examples could be added, as the space of possible applications
and uses seems almost unlimited.

Genomics is a particularly useful example. A recent study by geneticists
and computer scientists compared data generation in three different domains—
astronomy, social media (YouTube and Twitter) and genomics—and generated a
headline-catching article warning us to brace for the genomic data flood (Stephens
et al. 2015). While astronomy is traditionally a data-intensive field and data
production in social media is exploding, genomic data are expected to surpass all
others at high speed. A human genome has 3 billion base pairs; the sequence of a
single genome constitutes about 100 Gigabytes (GB) of data. Given the decreasing
costs of genomic sequencing and the current emphasis on the potential of genomic
data for clinical and research applications, it is estimated that by 2025 between 100
million and 1 billion human genomes will be sequenced (Hayden Check 2015).

A total size of 100 GB for just one data set gives a sense of the massive volume
of the data. Multiplying 100 GB by the billion people expected to be sequenced puts
our sense of big in perspective, as it pushes our metrics to exabytes (10'® bytes), if
not even further. As for the “biomedical” part, relating to biology and or medicine,

Data Science at NIH. 2015. What is Big Data? https://datascience.nih.gov
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genomics again meet the criteria, as genomic data result from the analysis of human
DNA, and therefore constitute a core element of an individual’s biological profile.
They carry potentially important information about ancestry, health and diseases.
The data are personal in the sense that each of us has a unique sequence, even if
one person’s genetic variation from another person’s is only 0.1 %. The real benefit
in terms of our understanding of health and disease requires pooling genomic data
from many individuals and dwelling on differences and similarities. Such data may
currently reside in different hospitals, research centres, and countries. To exploit
them successfully, ideally the data should be pooled, allowing for higher statistical
power and giving different research groups the chance to query them.

Several initiatives are underway to collect massive genomic data and facilitate
its sharing among institutions. Meanwhile, though, it has become increasingly clear
that genomics is just one piece of the larger jigsaw of human health, with several
other —omics— proteomics, metabolomics and microbiomics to name only three—
also being crucially important. The new popular paradigm of “precision medicine”
has promoted the idea of an—omics driven medicine. Although often seen as
synonymous with genetic medicine, the renewed ideal of precision medicine aims to
draw on the various —omics to deliver more precise diagnosis and treatment. But the
even more enticing prospect offered by precision medicine is that of using these —
omics to predict disease and, ultimately, to prevent it. In this sense personalized
medicine is a Big Data project.

Precision medicine advocates contend that progress can only be made if — omics
are pooled in large repositories and analysed by different research teams (Auffray
and Hood 2012; Hood and Flores 2012; Hood and Aufray 2013). But for this to
happen, individuals have to authorize access to their data set, or even participate
directly in the making of the new medicine by collecting it themselves and making
it available for research. This sort of participation is enhanced by an increasing
range of digital and mobile devices. Health apps, point-of-care diagnostics, wearable
tracking technologies are all shaping the digital future of medicine, which is
becoming increasingly personalized (Ginsburg 2014). The clamour to jump on the
bandwagon grows steadily, but whether and how we might do this responsibly
raises serious ethical questions that go beyond matters of what is scientifically or
technologically possible.

A recent illustrative example of the vulnerability of Biomedical Big Data
activities in the absence of supporting social norms is the NHS’s care.data project.
The project, aimed at aggregating all NHS patient data in order to facilitate medical
research, has come to a dramatic and possibly terminal standstill (at least in
its originally proposed form) over widespread public concerns about the consent
processes and the protection of individual privacy (Mitchell et al. 2014). It is
doubtful that Biomedical Big Data initiatives will ever really deliver on their
promise unless such ethical challenges are dealt with adequately, in a manner that
inspires public confidence and trust (Nuffield 2010, 2015; Juengst et al. 2012).

Not surprisingly, national and international bodies focusing on the diverse
technical aspects of Biomedical Big Data initiatives have repeatedly highlighted the
importance of identifying and exploring their ethical dimensions, and have urged
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the broader scientific and ethico-legal community to provide guidance. Despite
expressed interest in these ethical considerations, we still lack adequate policies
and societal consensus even for questions from the early days of genetic medicine
and biobanking (Vayena et al. 2008; Widdows 2013). Illustrative examples include
issues of informed consent for biobank samples, appropriate biobank governance
schemes, and sample and data ownership, to name just a few. We are no closer
to consensus, either. The latter question has been answered very differently in
various jurisdictions, and the moral underpinnings of these various judicial decisions
remain unclear (Angrist 2007). As the number of data initiatives grows steadily, and
collaborative projects (including data linking projects) become more common, such
unresolved questions generate confusion, and ultimately receive hasty and ad hoc
responses that may not always meet ethical requirements.

In August 2014 the US National Institutes of Health (NIH) updated its genomic
research guidelines, requiring researchers funded by the NIH to post genomic data
online for other researchers to use. While this requirement was an update of an
existing policy, a key development was a further explicit requirement to obtain
consent from study participants to share their data with other researchers.’> The
shortfall, as commentators have discussed, was that the NIH provided no guidance
on what type of consent is appropriate, what other information it should include,
whether it should be renewed, and whether it can be revoked (Van Noorden 2014).
To comply with the guidelines and obtain consent for data sharing, the appropriate
type of consent in the relevant case must be specified.

It is also important to re-examine the weight attributed to consent, especially
in such large linking projects, which present endless possibilities for research and
repurposing of data. The problem with consent in Biomedical Big Data scenarios
is multifaceted, as the Mittelstadt and Floridi meta-analysis of academic literature
discussing ethical aspects of Big Data indicates (Mittelstadt and Floridi 2016). The
fundamental “impossibility of certainty concerning future uses of data,” which is
inherent to Big Data, is in sharp contrast with the traditional notion of informed
consent, which cannot be “informed” at the time of consent as far as future
and often unrelated investigations based on shared, aggregated, and reused data
are concerned. Second, attempts to “fix” or “sidestep” traditional single-instance
consent mechanisms by re-consent, blanket consent, tiered consent, or alternative
models may either be impractical and costly, or trigger significant ethical concerns
and, depending on jurisdiction, serious legal issues. In addition, a growing body of
literature demonstrates that traditional techniques for anonymizing or de-identifying
data, in ways which would dispense of some legal consent-related requirements
by avoiding the regulatory triggers of “personal data” or “personally identifiable
information” are generally ineffective (Narayanan and Felten 2014; Ohm 2010;
Sweeney 2000). This is particularly the case in Big Data research environments

3National Institutes of Health. NTH Genomic Data Sharing Policy. August 27 2014. (http://grants.
nih.gov/grants/guide/notice- files/NOT-OD- 14-124.html).
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that typically utilize sets of data containing many pieces of information for each
individual, making each record unique and potentially identifable (de Montjoye
et al. 2015; Almishari et al. 2014; Narayanan and Shmatikov 2008). For example, in
a recent case, the National Institutes of Health rescinded public access to a database
of aggregated genetic information because it was possible to confirm, with high
statistical confidence, whether an individual was part of a population in a study
about a specific medical condition (Homer et al. 2008; Felch 2008).

3 Non-biomedical Big Data of Great Biomedical Value

The section above focused on what we typically understand as biomedical big data
and some of the key ethical questions generated by their uses. In this section we turn
our attention to data that cannot be classified as biomedical data, and therefore, they
are not governed by the same rules that apply to typical biomedical data. Although
these data sets are different from traditional biomedical data, yet the results their
analyses yield are of serious biomedical relevance. Analyses of Google searches,
Wikipedia searches, social media content, loyalty card points and the like are used
to draw a fairly accurate picture of not only our current health but also of our future
health, our attitudes towards vaccination, disease outbreaks within our country, and
even epidemic trajectories across other continents. In our diverse, evolving data
ecosystem it is clear that data generated for a wide range of purposes unrelated
to biomedicine still provides rich information about health. What follows is a series
of illustrative examples, along with the respective ethical challenges they pose.

3.1 Loyalty Cards Points

The story of the American Department store Target is a widely publicized and
striking example of the elasticity of Big Data. In 2012, the New York Times published
a cover story exposing how the Target loyalty card data of a teenage customer
led the company’s marketing analysts to predict that she was pregnant. On the
basis of her purchase history, Target sent a series of advertising coupons tailored
to pregnancy needs to her home; her father then complained about the coupons,
only to eventually learn that she was indeed pregnant (Duhigg 2012). This story
has been recited numerous times, becoming synonymous in some circles with the
creepy face of data analytics (Schneier 2014). And it is undoubtedly unsettling to
have intimate personal health information visible to unknown, untrusted others. It
is not only questions of harm that raise concerns; after all, this information might
never be communicated beyond the database and might never cause social harm
to the individual in question. Rather, it is the basic fact that this personal health
information has become available without the person in question being aware of it,
or having any control over its availability, that constitutes a fundamental privacy
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invasion. It is evident that signing an agreement for a department store loyalty
card does not currently constitute informed consent to generate and use health or
behavioural records.

If we could, however, temporarily overlook the creepiness and privacy concerns,
the compelling takeaway of this story is the evidence of a real-world capability
to derive such personal health information from a shopping list. A pregnancy is
typically diagnosed through a urine test or a blood test, on the basis of hormonal
levels in one’s body, and these hormonal levels are explicitly biomedical data. The
ontology of biomedical data is mostly constructed by their source (the human body)
and content (cholesterol values, genetics sequence, etc.). While a shopping list can
hardly count as biomedical data under current definitions, nonetheless it enables a
fairly accurate prediction of a biological event.

3.2 Social Media

Users of social media of all kinds—Facebook, Twitter, PatientsLikeMe, Dai-
lystrength, etc.—share health-related information with commercial services and, in
turn, with friends and sometimes even the public (Fox 2011). The content of such
posts can be mined for a variety of health specific issues (Mandeville et al. 2014;
Vayena et al. 2015), including adverse reactions to drugs, defined by WHO as

...any response to a drug which is noxious and unintended, and which occurs at doses
normally used in man for the prophylaxis, diagnosis, or therapy of disease, or for the
modifications of physiological function (World Health Organization 2002).

National drug regulators such as the US Food and Drug Administration (FDA)
are mandated to collect and evaluate these adverse events, to understand the
biomedical processes that underpin them, it is imperative to collect data on
such reactions and assess their magnitude and severity. However, the way in
which pharmacovigilance, as this activity is called, is practiced today has serious
limitations. The main deficiencies of the current system are serious under-reporting,
poor reporting, and time lag between evaluation of reporting and action (Levinson
2012). Limited or poor data on adverse events poses risks to individual patients and
is costly for health care systems (Heger 2015).

Data on adverse events are typical biomedical data. Although their uses are
mainly in the aggregate, they include symptoms, they are linked to medical
conditions and they convey serious information about individuals. For example,
several studies have successfully demonstrated that Twitter posts, or “tweets,” can
be used for pharmacovigilance. Freifeld and colleagues used 6.9 million twitter
posts (approximately 400 million of these are generated per day at time of writing)
containing references to a medical product, and successfully identified adverse
events relating to 23 conditions (Freifeld et al. 2014). While much remains to be
done to fine-tune this method of pharmacovigilance, even regulatory authorities are
starting to show interest in utilizing this approach (Heger 2015).
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But are Twitter users aware that their data is being used for pharmacovigilance?
Are they in agreement? Does the mere fact that a tweet is publicly available allow
for any kind of use? Does our traditional public/private dichotomy hold in the
online world? What responsibilities do those who collect such data bear for those
whose data are collected; for example, what if a serious adverse event is detected
that requires medical attention? Is the collector morally responsible for suggesting
that an individual seek such attention? Or even for providing it herself (Kahn et al.
2014)? Some of these issues have long been debated in the standard biomedical
research domain, and the ethics codes and regulations of health research dictate
how biomedical research should be conducted when it involves human participants,
their samples and their data. But existing processes and systems that try to protect
autonomy, anonymity and privacy do not address sufficiently the Big Data uses as
they relate to biomedical research.

For example, consider the principle of “informed consent” that underpins so
much of the biomedical research ethics paradigm. Typically, biomedical data
are obtained with the prior informed consent of the person providing them,
and this consent is expected to do a lot of the ethical work, particularly to
protect autonomy—albeit nominally in many cases. Despite the fact it has been
empirically shown that informed consent doesn’t always protect autonomy in
biomedical research, research ethics codes still lack nuance in relation to the
consent requirement (Manson and O’Neill 2007). Typically the informed consent
documents are lengthy and written in technical language; they do not take advantage
of online technologies and visualizations techniques that can facilitate meaningful
engagement with the content. Far and foremost, informed consent, as practiced, is
a static solution to a dynamic issue. People change their minds overtime, over their
life course, in response to life events etc. Others may not need to understand every
detail of a research project provided that the project meets ethical requirements and
is conducted in a trustworthy environment. Nuance is necessary in both the process
of consent as well as in its normative substance (Koenig 2014).

Back to Twitter, posts are not biomedical data per se, and are obtained online
subject to a very broad agreement from the average user. It is hard to imagine
that anyone who signs up on Twitter can predict at the point of “consent” (i.e.,
registration) the future content of her tweets, how that content is going to be used,
and by whom (Vayena et al. 2013). If you asked her at the point of signing up, it
is fair to assume that “pharmacovigilance” would be an unlikely response. Users
blithely “agree” to various terms of service or privacy policies; is it then appropriate
to expect a biomedical project using Twitter data to satisfy the consent requirement?

A related but separate issue is the online distinction between private and public
(Gleibs 2014; Zimmer 2010). While this line is brighter and clearer in the physical
world, the same is not true online, for reasons that have been detailed in the
literature. Studies of social media users have shown that being online and sharing
information about oneself is not necessarily the same as having decided to go public
(O’Brien et al. 2015). Users may still have expectations of privacy while being active
online, and this includes expectations not to be tracked or to have personal data
(beyond actual postings on a social medium) used and shared with other entities. In
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the words of Justice Sotomayor on a case of personal data, “it may be necessary to
reconsider the premise that an individual has no reasonable expectation of privacy
in information voluntarily disclosed to third parties.”*

3.3 Mobile Devices

The number of smart phones is soon expected to surpass the world’s population.
These phones are equipped with sensors and allow geolocation data to be captured,
an abundance of such data already exists, and such data are used in biomedicine
and public health (Anema et al. 2014). The 2014-2015 Ebola crisis illustrated
how cell phone data can be used in an infectious disease pandemic or other public
health emergency; mobile phone data in affected regions was exploited for contact
tracing and other public health surveillance activities detecting human mobility
(Wesolowski et al. 2014). The main obstacles for using such data, even in the context
of an international health emergency, were the nature of the data and the fact that
they were the property of telecommunication companies. Typically such data are not
used for public health purposes, and, unsurprisingly, policies allowing swift release
of the data are lacking (The Economist 2014). In certain circumstances, however,
they are immensely valuable. While cell phone data are not biomedical in nature,
they nonetheless allow identification of disease trajectories more accurately than a
given set of biomedical data at that time, and in 2014-2015 they enabled health
authorities to act efficiently and trace those at risk. In this case, the use and content
of the data once again belong in different categorical boxes.

Another striking example from cell phone data use is a recent study demonstrat-
ing how mobile phone data such as daily locations and time spent on the phone
could be used to identify the severity of depression symptoms. On the basis of these
data researchers could detect depression symptoms much more accurately than they
could using standard questionnaires (Saeb et al. 2015). One of the study authors
framed the success of the study in an insightful, but problematic, way:

The significance of this [finding] is we can detect if a person has depressive symptoms
and the severity of those symptoms without asking them any questions. We now have an
objective measure of behaviour related to depression. And we’re detecting it passively.
Phones can provide data unobtrusively and with no effort on the part of the user (Paul
2015).

Simply having a cell phone generates enough of a digital trail to allow detection
of health symptoms, but no terms of service from a telecommunications company
is currently likely to contain a clause referring to such potential uses. Cell phone

4U.S. v. Jones, 132 S.Ct. 945, 957 (2012) (Sotomayor, J., concurring).
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contracts and patient consent serve different legal and moral purposes—and, indeed,
it is unlikely that one could opt out from data collection of this sort. The only such
option might be not to carry a mobile phone at all.

The example of depression is interesting, as undiagnosed depression is highly
prevalent, and the example presents a possible scenario where cell phone data could
be used to screen populations for depression, alert individuals of risk, or even
introduce emergency measures if algorithms detected risk of suicide or self-harm.
Such scenarios were spotlighted by a recent debate over an app produced by the
Samaritans charity that could detect suicide risk from people’s Twitter feeds; there
was such a backlash over privacy and stigmatization concerns that eventually the
app was withdrawn (Samaritans 2014).

4 The Digital Phenotype

Our increasing interaction with digital technologies and devices, and their effects on
us and our behaviour, have given birth to a new concept: the digital phenotype. It is
based on the idea of the extended phenotype, first introduced by Richard Dawkins,
who argued that our phenotype cannot be limited strictly to our biological processes
(Dawkins 1982). Instead, our interactions with the environment and the ways in
which we modify it are part of our wider phenotype. Capturing and understanding
these interactions allows greater understanding of how we function.

Jain and colleagues take this idea further, opening the notion of the phenotype
to our daily digital interactions (Jain et al. 2015). We interact with personal digital
technologies, we modify them and they affect us, and they constitute a major part
of our environment; as such, they are natural extensions of our phenotypes. In
constructing the digital phenotype, Jain et al. are after the data captured by such
interactions and what they tell us for health and disease.

Through social media, forums and online communities, wearable technologies and mobile
devices, there is a growing body of health-related data that can shape our assessment of
human illness. Such data have substantial value above and beyond the physical exam,
laboratory values and clinical imaging data—our traditional approaches to characterizing
a disease phenotype (Jain et al. 2015).

The data can reveal behaviours and patterns caused by biological processes, and
by analysing them we can explore those processes.

In this understanding the digital phenotype serves as a normative guide that aims
to offer:

(a) An alternative, but not exclusive, approach to the standard biomedical paradigm
that typically starts with a fixed hypothesis about biological processes and aims
to collect evidence to refute or approve it; and

(b) A more unified take on Big Data, whereby all data that can be captured about
or from a person can contribute to understanding biology, health and disease.
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The “digital phenotype” gives name to several calls over recent years to exploit
all kinds of data in relation to the individual (Murdoch and Detsky 2013; Ayres
et al. 2014). Several epistemic arguments have been offered in support, including
the identification of new hypotheses, real time insight, assumption-free insight,
etc. Weber et al. visualized these arguments in a graph entitled “the tapestry of
potentially high value information sources that may be linked to an individual for
use in health care” (Weber et al. 2014). The wefts in the tapestry are data: electronic
health records, genomic sequence data, credit and loyalty card data, and Facebook
and Twitter use data, among others. In this view, combined analysis of all data fills
the gaps inevitably created when just a subset of the data—a small piece of the
tapestry—is analysed.

Scientists advocating the idea of data-rich biomedical research have also iden-
tified the obstacles to such an approach. Beyond technical issues, most of which
are likely to be overcome, are the more complex ethical and regulatory problems.
The data sets that should be accessed to create these digital phenotypes are
typically in silos, locked in systems that lack not only technical, but also legal
and policy interoperability. They are controlled by a variety of entities with dif-
ferent governing policies, including varying terms of service, intellectual property
arrangements and licensing schemes, privacy policies etc. Different proprietary
interests and inhomogeneous privacy concerns are among the key drivers of such
non-interoperable policies, and are commonly cited obstacles for the feasibility of
the digital phenotype (Pentland et al. 2013).

Such obstacles are created partly by the nature of the possibilities unfolded by
Big Data; but also, crucially, by our attempts to tame the Big Data phenomenon with
ethical frameworks and regulatory approaches designed to address conceptually
different research models and practices. This can have unfortunate outcomes:
projects like the digital phenotype can continue evolving within constraints that
make it impossible to realise their full potential. This will undermine trust in
Big Data research, for fear it is approached for the wrong reasons. On the other
hand, various entities invested in making Big Data deliver on its promise (and
in getting returns on their financial investment) may find ways to proceed with
biomedical projects without adequate ethical safeguards in place. These run the risk
of triggering public outcry and harsh regulatory responses that can dramatically
stymie biomedical research innovation. What we need, therefore, is a proactive,
innovative, ethically robust response to the challenges and opportunities of big data
in biomedicine.

5 Towards a New Ethical Framework

5.1 Vision for a New Framework

The discussion in the previous sections brings to light three key points: First, the
Big Data phenomenon creates new challenges in the context of typical biomedical
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data, which are not sufficiently addressed by the legal and ethical best practices
that emerged in the age of (relatively) small data. Second, although biomedical
data are categorized on the basis of their source and content, big data from non-
biomedical sources can be used for biomedical purposes. The challenge is therefore
shifted from the source or content of the data to its use, creating thorny ethical
questions that test the effectiveness of traditional consent-based safeguards. Third,
moving from risks to opportunities, the greatest benefit for biomedicine will come
precisely from linking and exploiting all kinds of data relating to an individual—
and, by extension, all such data from all populations. Taken together, these three
developments fundamentally challenge standard biomedical ethics creating the need
for a new approach with a new framework at its core.

Such a framework must be aimed at establishing common practices to govern the
creation, collection, storage, processing, internal sharing, analysis, dissemination,
and re-use of data in biomedical research, as well as long-term access to it. Spanning
the full life cycle of data, the framework must confront head-on the taxonomical
problem inherent in Big Data, placing enhanced ethical scrutiny on the actual uses of
the data rather than on abstract data taxonomies. The need for this new biomedical
research ethical framework is pressing. If it were to be developed and adopted it
could also inform the next generation of legal requirements in key areas such as
privacy protection, where traditional instruments such as notice and consent are
equally challenged, and new consensus is yet to emerge on the design of appropriate
safeguards for the new data environment.

A fully fleshed out ethical framework is beyond the scope of this article and
requires not only further research and facilitation, but also a concerted effort by
the various stakeholders involved (Gasser et al. 2015). Here, as a starting point
for further discussion, we offer some thoughts on key components of the envi-
sioned framework including design requirements and some substantive normative
elements.

Going beyond (but certainly drawing on) existing ethics guidelines in biomedical
research activities, the proposed new ethics framework would be composed of at
least three analytically distinct, albeit interacting, components:

* A set of ethical norms at its core, guiding researchers, research ethics com-
mittees and other stakeholders engaging in biomedical research in a Big Data
environment. Such norms would incorporate or build upon existing best prac-
tices (Secretary’s Advisory Committee on Human Research Protections 2015),
initially taking the form of guidelines and over time crystallizing into codes
of practice. Central issues to be addressed—as outlined briefly below—include
privacy, transparency, and accountability.

* Process guidelines for decision-makers engaged in biomedical projects. A pro-
cess approach to ethical decision-making in Big Data research would emphasize
the ethical responsibility of researchers (as well as others involved), while
simultaneously providing support in operationalizing the ethical norms. Again,
the framework would build upon existing and emerging guidelines (Markham
and Buchanan 2012).
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» Tools and resources providing practical support to ethical biomedical research
in Big Data environments. The tools in the box would evolve over time: initial
resources could include new methodologies and approaches to evaluate privacy
risks when sharing research data (e.g., DataTags,’ an automated tool for assessing
privacy risks and generating custom data handling policies). These would be
complemented by educational materials and resources for researchers and review
boards, forming the basis of a knowledge foundation on ethics and Big Data
research.

5.2 Design Requirements

We envision the following baseline characteristics of the new ethical framework.

First, the framework has to be rooted in an ecosystem perspective, overcoming the
traditional boundaries and taxonomies that no longer apply, including some of the
distinctions between different types of data that have lost their meaning in the age
of Big Data. An ecosystem approach also ensures that all relevant actors—some of
which are new entrants to the world of biomedical research—are part of the picture
and share ethical responsibility as appropriate. This novel perspective is required in
order conceptually to capture the emergence of projects such as the digital pheno-
type. It also indicates that the framework includes the full lifecycle of biomedical
research data, including creation, storage, sharing, aggregation, and re-use.

A second requirement of the envisioned framework is interoperability. By
default, it should be designed to be applicable to a broad range of technological
and data infrastructures, both now and in the future, and to interact meaningfully
with different organizational settings and diverse policy environments (Palfrey and
Gasser 2012). To give an example at the organizational level, the proposed new
framework should have interfaces with existing IRB/ethics review processes, but
also interoperate with emerging bodies outside traditional research institutions,
such as consumer review boards, participant-led research review boards (Vayena
and Tasioulas 2013) or recently proposed personal data cooperatives (Hafen et al.
2014). At the policy layer, the new framework should facilitate the working together
of both generic policies on ethical human research in the age of Big Data—
ranging from guidelines to legal requirements—and context-specific norms, such
as emerging standards for ethical research in social media environments (Rivers
and Lewis 2014). The recent proposal to create a Safe Harbor Framework for
International Ethics Equivalency is an example of how one might seek to increase
both organizational and policy interoperability for biomedical research at the
international level (Dove et al. 2014).

The third design requirement of the envisioned new ethics framework is its
ability to evolve over time. As the earlier parts of this paper illustrate, we live in a
technologically fluid environment. The technology that enables today’s biomedical

SDataTags. 2015. The President and Fellows of Harvard College. http://datatags.org/
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research was not available a few years ago, and it continues to evolve rapidly,
as the example of next-generation predictive algorithms illustrates. A new ethics
framework for biomedicine has to incorporate mechanisms of learning that respond
to such technological advancements and to changing user behaviour (i.e., the ways
in which we as individuals and groups interact in the digital space and create new
data of potential biomedical value), as well as to evolving social norms and values
around data, privacy, and research.

5.3 Substantive Key Elements

We focus here on three normative elements: (1) ethical use and privacy protection;
(2) data governance; and (3) transparency and accountability.

5.3.1 (1) Ethical Use and Privacy

The ethical framework for Big Data use in biomedicine needs to be focused on
and calibrated for actual uses of the data, rather than exclusively on its collection
at the source or raw content. The blurring lines between the traditional categories
of data (O’Neill 2013; Schwartz and Solove 2011) used for biomedical research
and the challenges faced by conventional consent mechanisms are the main reasons
for an emphasis on usage (Cate and Mayer-Schonberger 2013), which encompasses
various stages in the data life cycle model. The ethics norms developed as part of
the framework—and its supporting processes and tools—must improve on current
approaches, which from a public interest perspective may put unnecessary burdens
on activities such as public health research (for example, if consent was not obtained
for a particular use); but which do not guarantee that personal privacy is indeed
protected, as in the case of many private sector Big Data activities where terms of
service do not refer explicitly to specific research uses (Kahn et al. 2014). With
Biomedical Big Data projects such as the digital phenotype, different domains and
differently regulated data sets have to find unifying operating principles.

Assessing the ethical use of data involves a risk/benefit assessment for any
use. For instance, the proposed framework would provide or further develop tools
and techniques such as a “privacy impact assessment” (PIA),® with the aim of
mapping the entire spectrum of privacy risks. A number of emerging guidelines
in the biomedical Big Data space propose PIA as a way of ensuring proportionate
safeguards in data uses (Global Alliance for Genomics and Health 2015), but com-
mentators have already suggested that the spectrum of risk is growing and evolving,

SPIA: A formal process which assists organizations in identifying and minimizing the privacy risks
of new projects or policies that make use of Data. The assessment involves working with people
within the organization, with partner organizations, and with the people affected to identify and
reduce privacy risks.
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putting additional pressure on standard PIA. For example, privacy challenges go
beyond tangible (and measurable) harms such as material harm, to intangible harms
such as exclusion or reputation damage, to more abstract ones such as social
stratification or loss of trust (Polonetsky et al. 2014). A narrow focus on assessing
tangible risk will only capture part of the risk spectrum. The new taxonomies of risk
require privacy assessment to be redesigned and sensitive to these newly formed
privacy risks that may be greatly damaging to individuals and to wider society.

In parallel, the assessment of benefits will also have to be adapted. A recent
proposal for general Big Data uses introduced the concept of Data Benefit Analysis
(FPF 2014). This focuses on assessing variables like the nature of the benefit, the
identity of the beneficiary, and the likelihood that the benefit will be achieved.
Ultimately, this more nuanced, structured analysis of potential benefits must be
weighed against potential privacy harms. Biomedical uses of any data set would
undergo such an assessment irrespective of the entity using the data.

Finally, the new ethical framework has to take into account changing and
increasingly nuanced privacy attitudes and individual behaviours. Today, an
individual’s right to privacy is often portrayed as antagonistic to the health-related
public goods that can result from increased openness. From this point of view, an
individual’s right to privacy may have to be routinely infringed in order to promote
the public good of genomic research. There is a legitimate public interest in health
knowledge, it is believed, that justifies such infringements in order to contribute to
the good of health.

This picture of the relationship between the right to privacy and the public good
of health is too crude. The legitimate public interest in research does not sideline the
individual right to privacy (Vayena and Gasser 2016). In fact, it is often that very
interest that allows research to take place. For example, people may be prepared to
waive their privacy rights in order to secure personal and communal health benefits,
and several studies have shown that people who care about their privacy (strongly
believing that it is their right) are willing to sacrifice some of their privacy in order
to participate in genomic research (Oliver et al. 2012). People negotiate their privacy
in ways that reflect not only their views about privacy, but also the circumstances of
their lives. These vary dramatically amongst people and over the life cycle.

5.3.2 (2) Data Governance

A second core set of issues that span the different components of the proposed ethics
framework are those related to data governance.

Behind the seemingly technical question of data governance lies the more
fundamental issue that the framework must tackle: the nature of the ethical,
organizational and legal mechanisms providing opportunities for data subjects to
be involved in the entirety of what happens with the data sets. This stretches beyond
one’s involvement in the use of one’s own data to, for example, consideration of
whether access to the entire data set should be granted for specific purposes; how
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benefit-sharing or intellectual property is negotiated; and ultimately how one may
want to use one’s own data for one’s own purposes.

One particular difficulty in this context is presented by those companies that
enable users to collect personal health or other data, but which do not allow them
to access their data sets or exercise even basic forms of control over their use. As
the digital phenotype approach matures, individuals may need such access for their
own personal health benefit; and for the larger biomedical project, access to such
data will be needed at population level. In Switzerland, for example, the idea has
been discussed of granting an individual Constitutional right to obtain an electronic
copy of data concerning oneself (Gichter and Werder 2015). If such a right were
granted, in principle individuals would be in a position to determine re-use of their
data, including making them available for the digital phenotype project.

Evolving data portability requirements are pointing in a similar direction.
Examples include those introduced in the EU’s Draft Data Protection Regulation,
which give individuals whose personal data are processed electronically and in a
structured, commonly used format the right to obtain a copy of that data for further
use.” One extension of this approach, which seeks to empower individuals, is a
recent proposal to establish national personal data cooperatives owned and governed
by citizens, independent from governments or corporations (Hafen et al. 2014).

In addition to incorporating next generation data governance norms that empower
data subjects and—more ambitiously—potentially facilitate the creation of new
norms, the envisioned framework would also provide organizational and tool-based
support (such as, for instance, software-aided privacy risk assessment systems for
researchers) to address data governance issues at the practical level. Researchers
at the Berkman Center for Internet & Society at Harvard University, for example,
have analysed a large number of data use agreements as part of an ongoing National
Science Foundation project, Privacy Tools for Sharing Research Data®; from these,
legal best practices can be distilled, potentially also informing technical solutions
such as modular license generators.

5.3.3 (3) Transparency and Accountability

A third fundamental element of the ethics framework is a renewed focus on
transparency and accountability. Big Data research in general, and data-driven
research in the biomedical context in particular, is highly specialized and complex.
Inherent information asymmetries between experts and researchers on the one hand
and research subjects on the other are further amplified by the absence of legal obli-
gations or robust practices aimed at information users, as seen in some of the privacy

7 Article 18: Council of the European Union. 2015. Draft Data Protection Regulation. http://data.
consilium.europa.eu/doc/document/ST-9565-2015-INIT/en/pdf

8Harvard School of Engineering and Applied Sciences. 2014. Privacy Tools for Sharing Research
Data. http://privacytools.seas.harvard.edu/
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sector examples provided above. There is growing consensus among experts that the
solution to these structural information asymmetries cannot be resolved by standard
disclosure practices, i.e., just by “throwing more information” at data subjects.

The envisioned framework would therefore have to move beyond good informa-
tion practices to facilitating the development of supporting mechanisms—what we
might call “tools for transparency.” These could include dashboards, visualization
techniques, and the like, similar to those that have been emerging in the consumer
privacy space (Gasser 2015). Such mechanisms effectively inform individuals
about uses of data that relate to them. This need for educational and translational
information practices only increases as Big Data analytics advance and algorithms
become self-learning and potentially even opaque to their creators.

Transparency norms and tools are fundamental dimensions—and often even
prerequisites—of accountability. They can also serve as instruments for assessing
behaviour and performance of all actors involved in a system. They therefore
facilitate not only the approval of certain uses (e.g., through a system of independent
review boards) but also the monitoring of those uses by institutions and individuals.

As the complexity of information flow increases, transparency by design will
also enable automated accountability tools to be developed (for example, automated
systems monitoring whether uses of data are compliant with relevant policies and
user preferences). Scholars have been pointing in this direction of user-friendly
accountability tools in biomedicine for some time, even before the Big Data era.
O’Neill has observed that cumbersome accountability mechanisms even if intended
to manifest trustworthiness they do not necessarily engender trust (O’Neill 2002).

While the discussion about research accountability in the age of Big Data is only
now beginning, one could envision how the proposed new ethical framework would
encourage and support the development of additional accountability mechanisms
that supplement baseline legal liability as the ultimate accountability tool. Responsi-
bility as pertaining to following either internally or externally established norms and
practices, or responsiveness to other stakeholders as an outward-looking dimension
of accountability, are other possible dimensions of a more advanced accountability
approach that can inform the field of biomedical Big Data research, among others.
Borrowing from other thematic contexts such as multi-stakeholder governance, the
current emphasis on accountability as (often internal) compliance with codes of
conducts, ethics guidelines, good practices, etc. could be supplemented by outward-
facing accountability mechanisms such as responsiveness to stakeholders and the
public at large, to name just one tool that is available in the governance toolbox.

6 Conclusion

Big Data comes with a big promise for society; this holds particularly true for
biomedicine. However, a broad social consensus about what is desirable and
permissible and where the limits of data-driven research should be set has yet to
emerge. Unsurprisingly, given the lack of such normative guidance, we are currently
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in the phase of patchwork approaches when regulating uses of Big Data in different
contexts. Fragmented and ad hoc regulatory solutions are unlikely to allow Big
Data to deliver on its promise in general or on its promise in biomedicine in
particular. Moreover they also create gaps that leave privacy and identity vulnerable
to violations, and societal trust in research at risk. This is the kind of double loss we
must avoid. Developing a proactive, innovative and ethically robust response to the
challenges and opportunities of Big Data is of paramount importance and urgently
needed.

We have argued here that a new ethical framework should be developed for
the use of Big Data in biomedicine. We sketched the basic features of such an
interoperable framework, which would build upon existing and emerging guidelines
to set forth norms, while also articulating practices and providing tools that help
researchers, review boards, individuals, and the public at large to navigate the
thorny ethical questions that we face today. Such a framework should take into
account the larger seismic shifts in today’s digitally connected ecosystem, including
the blurring lines among traditional categories and taxonomies (e.g. private/public;
biomedical/non-biomedical data, etc.) and the decreased effectiveness of familiar
mechanisms such as “consent,” “anonymization,” and the like. In other words, a
new ethical framework has to take an ecosystem perspective and be attentive to the
shifts that are currently underway in data-driven research.
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Using Transactional Big Data for
Epidemiological Surveillance: Google Flu Trends
and Ethical Implications of ‘Infodemiology’

Annika Richterich

Abstract This chapter provides a critique of methodological developments in
influenza surveillance enabled by digital technology. While public health surveil-
lance conventionally relies on data from clinical and virological diagnosis or
mortality rate statistics, approaches in ‘infodemiology’ (Eysenbach, AMIA Ann
Symp Proc 244-248, 2006) are based on big data retrieved from Internet sources.
Such data indicating the health situation of a population are hence not biomedical
data in a traditional sense, since the information may be derived from websites,
newswires, or web search logs. After providing an overview of developments in
epidemiological surveillance since the 1980s, the chapter discusses Google Flu
Trends (GFT) as case study. GFT is an influenza-surveillance application based on
web search logs. From November 2008 until August 2015, it was offered by Google
Inc. as public ‘nowcasting’ service with continuous updates. The relevant data are
still being collected and provided to selected research institutions, but they are
merely presented in retrospect. GFT uses search queries as indicators of influenza-
intensities. These queries may be related to a person’s medical condition, but they
may as well be influenced by external factors such as news coverage. Moreover, the
project is based on transactional big data which are exclusively available to Google
Inc., and selected academic or governmental institutions. This chapter addresses the
implications of such entanglements between public health services, emerging digital
technology and corporate objectives. In order to highlight which norms and values
are articulated through GFT and to discuss its ethical implications, the chapter
employs a pragmatist approach (Keulartz, Sci Technol Hum Val 29(1):3-29, 2004).
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1 Introduction

The public online service Google Flu Trends (GFT) was developed by Google Inc.
researchers in collaboration with the US Centers for Disease Control and Prevention
(CDC). From November 2008 until August 2015, it presented influenza-estimations
based on users’ web search queries and was updated daily (Ginsberg et al. 2008;
see Fig. 1). Initially, GFT was developed by relating health data on influenza
intensities — publicly provided by the CDC - to selected user search queries. These
search queries were linked to topics such as influenza complications or symptoms.
Based on correlations between actual influenza intensities and 45 search queries,
a web application was created which aimed at estimating “the current level of
weekly influenza activity in each region of the United States, with a reporting lag of
about one day” (Ginsberg et al. 2008: 1012). While GFT has been discontinued
as public ‘nowcasting’! service, the relevant data (web search queries) are still
being collected, shared with selected academic and governmental institutions, and
published in retrospect.

Since 2013, the service has been repeatedly criticised.” During the last years, it
has been rightly pointed out that Google Flu Trends illustrates “Traps in Big Data
Analysis” and “Big Data Hybris” (Lazer et al. 2014) and that regular miscalculations

googleorg s

Fig. 1 Screenshot of Google Flu Trends as public ‘nowcasting’ service for the United States (July
2015). Source: https://www.google.org/flutrends/intl/en_us/us/#US (The service has meanwhile
been deactivated.) (© 2015 Google Inc., used with permission. Google and the Google logo are
registered trademarks of Google Inc.)

I'The term ‘nowcasting’ was used in order to emphasise the minimal delay between data collection,
processing and their publication.

2See e.g. Butler (2013), Bilton (2013), Lazer et al. (2014), Arthur (2014), Tahir (2014). T will
discuss these criticisms in more detail below.
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Fig. 2 Screenshot of Google Flu Trends data presented in the Public Data Explorer (August
2015). Source: https://www.google.com/publicdata (© 2015 Google Inc., used with permission.
Google and the Google logo are registered trademarks of Google Inc.)

should serve as reminder that these services may “complement, but not substitute
for, traditional epidemiological surveillance networks” (Butler 2013). However,
most critics have focused on the question if the service works and how its continuous
overestimations may be explained. With their valuable investigations, many of these
articles have allowed Google Inc. to refine GFT and to correct flaws. At the same
time, these articles and investigations have neglected an important issue: rather than
mainly focusing on if the service is functional and to point out reasons for GFT’s
malfunctioning, it should also be discussed under which conditions it is supposed
to work. This perspective is crucial to the following analysis which will highlight
ethical implications of emerging influenza-surveillance methods enabled by digital
technology and transactional big data.

As mentioned already, GFT has been discontinued as public ‘nowcasting’
service. Since August 2015, the estimations are not continuously updated, but
merely presented as historical overview in Google Inc.’s Public Data Explorer (see
Fig. 2).°> According to the current (August 2015) GFT information website, the real-
time data are shared with the Columbia University’s Mailman School of Public
Health, the Boston Children’s Hospital/Harvard, and the CDC Influenza Division.
I will continue speaking of GFT in present tense and as ongoing project, since this
development shows that the health data collection based on Google web search logs
persists, while it is even more difficult now for individuals/institutions which are
not authorised by Google Inc. to evaluate these data. It is part of the ethical and

3See https://www.google.com/publicdata. The service is available since 2010. It is based on
data and forecasts retrieved from (inter)national organisations and institutions which have been
subsequently processed and visualised by Google Inc. In the case of GFT, it also involves Google
internal data.
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methodological dilemma which I will elaborate on in this chapter that we cannot
assess in which form and under which conditions these data are shared, processed
and used.

GFT is a prominent example of approaches in epidemiological surveillance of
influenza, trying to use big data and digital sources in order to predict infectious
disease activity in a certain region/population. Already in the late 1990s, indepen-
dent and corporate researchers have started to explore how internet sources and
big data may instruct epidemiological surveillance. As I will show in a historical
overview, initial projects mainly employed deliberately published data such as
health information provided on websites or via newswires. With the popularisation
of search engines, most notably Google, the significance of users’ web search
queries gained in importance. Such “transactional data (the traces of people online
behavior)” (Manovich 2011, p.12) appeared to be insightful in predicting infectious
disease intensities. Already in 2006, Eysenbach illustrated in an independent study
that Google search queries could be used in order to estimate influenza-intensities
in Canada (see Eysenbach 2006, p.244ff.). Two years later, Google Inc. launched
the public service Google Flu Trends and Ginsberg et al. (2008) published the first
article on its creation.*

This chapter will analyse these developments and particularly the case study
GFT by drawing on a pragmatist approach to ethics as suggested by Keulartz et
al. (2004). Moreover, 1 will emphasise the interplay between promises and risks
(e.g. unreliability and privacy concerns) as highlighted by Rip (2013). While I will
explain this approach in more detail in the following section, these are the main
questions derived from my methodological framework:

e ‘Traditional ethics’: What kind of normative assumptions, which arguments, jus-
tifications and values are articulated and neglected in the (corporate) presentation,
scientific and public debates of Google Flu Trends?

* ‘Discourse ethics’: What kind of institutional interdependencies emerge through
services such as Google Flu Trends? How do such relations define scientific and
public debates and facilitate certain constellations of knowledge production and
knowledge control (i.e. power)? On the one hand, corporations now dominate
access to certain health-relevant data (based on web search logs) and they
likewise control what these data may be used for. On the other hand, we should
not only look at Google web search log data, but also at the publicly available
health data which were used to substantiate the service: who should be allowed
to use these governmental data, for what purposes?

The chapter is divided into three main sections: an elaboration on the pragmatist
approach to ethics used in this chapter, a brief historical overview of influenza-

“From May 2011 until August 2015, the company also offered Google Dengue Trends. The service
documented the likeliness of dengue epidemics for countries such as Bolivia, India, Indonesia or
Singapore (http://www.google.org/denguetrends). The development process has been described in
a paper by Chan et al. (2011); see also Gluskin et al. (2014).
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surveillance, and a case study of Google Flu Trends (structured according to the
abovementioned questions). The historical overview of influenza-surveillance starts
in the 1980s, but is mainly focused on developments since the 2000s. I will discuss
differences between traditional and recent surveillance approaches, particularly with
regards to the types of (big) data retrieved and the institutions involved. I will
elaborate on recent studies and approaches with regards to two main developments:
these services are characterised by fundamental changes in the data collection;
consequently, these methodological transitions come along with a different nature
of the biomedical (big) data itself.

Subsequently, the chapter will discuss Google Flu Trends as case study. The
influenza-monitoring application will be explained in more detail. I will show which
values, arguments and justifications were decisive for the public presentation of
the service and how it was taken up in scientific and public discussions. I will
question what kind of understanding of online privacy is promoted through GFT.
Moreover, I will critically assess under which conditions it produces and presented
its calculations. In the analysis of the institutional context (‘discourse ethics’), I
will emphasise the users’ position and the ethical implications inscribed in such
(potentially) health-relevant data which are exclusively available to respective media
companies, their advertising customers and selected scientists/institutions.

In conclusion, I will argue that Google Flu Trends was supposed to be staged as
philanthropic investment and corporate ‘data philanthropy’ — however, the service
unintentionally also indicated that it was only one out of many big data mining
results based on the fact that users automatically pay their search engine queries
with the data they leave behind. It moreover drew attention to the methodological
challenges and uncertainties attached to the use of emerging digital technologies
and big data for epidemiological surveillance and health research more generally.
I will point out methodological and ethical implications of entanglements between
emerging technologies, the corporations controlling these technologies as well as
the data they produce, and public health institutions.

2 A Pragmatist Approach to Ethics

In order to highlight the ethical implications of epidemiological surveillance more
generally and GFT in particular, I will draw on Keulartz et al.’s suggestions for
a “pragmatist approach to ethics in a technological culture” (2004, p.14). The
authors develop this methodological framework not as “a complete alternative
for other forms of applied ethics but rather a complement”, aimed at a “new
perspective on the moral and social problems and conflicts that are typical for a
technological culture” (Keulartz et al. 2004, p.5).> Their approach combines the

SFor a broader contextualisation of pragmatist ethics see Keulartz et al. (2002), LaFollette (2000),
Joas (1993).
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methodological, empirical strengths of science and technology studies (STS) with
the normative lens of applied ethics. By combining these research fields, the authors
intend to counterweight respective weaknesses. According to Keulartz et al., applied
ethics used to have “insufficient insight into the moral significance of technological
artifacts and systems” and “it therefore cannot cope adequately with the dynamic
character of our technological culture” (2004, p.25). Their pragmatist approach
hence draws on insights from STS, particularly with regards to an acknowledgement
of technology’s inherent agency, its influence on humans and their environments.
At the same time, it employs aspects of applied ethics in order to overcome a (back
then) blind spot in STS: its reluctance to address and make normative statements.

This chapter will mainly focus on the context of justification of GFT and
epidemiological surveillance based on transactional big data. Drawing on Keulartz
et al.’s framework, I will first provide a product-focused analysis of arguments,
justifications, values and norms which are articulated in GFT, i.e. how it was
presented by Google Inc. and in public debates (scientific journals and their impact
on news media). Secondly, Keulartz et al. propose the use of discourse ethics
(Apel 1988; Habermas 1990, 1994).° This method will instruct the second part
of my case study. It aims at aiding fair processes of public debate, deliberation
and decision making: “to develop procedures and institutions that guarantee equal
access to public deliberation and fair representation of all relevant arguments to
ensure that moral decisions are based on the ‘force of the better argument’ rather
than on the force of power, money, and the like” (Keulartz et al. 2004, p.19). With
regards to discourse ethics (in order to show the relations between affected actors
and institutions), I will address the following questions:

* What kind of power dynamics are in play and shape the possibilities for debate
and technology development in a particular way (‘institutional context’)?

e Which actors are currently involved in the debate, which actors are neglected, but
should be involved (‘stakeholder analysis’)?

In addition, my approach was inspired by Rip’s concept of “pervasive norma-
tivity”.” In his investigation of emerging technologies and constructive technology
assessment, the author stresses the relevance of “strategy articulation of actors
involved in emerging technologies, and to recognize that there are normativities

%In addition to these methods which are aimed at the context of justification, the authors suggest
addressing the context of discovery with the product-focused approach of “dramatic rehearsal”
and the process-focused “conflict management” (Keulartz et al. 2004, p.19). These options should
be seen as part of a ‘toolbox’ however, and are not conditional elements to be covered in such a
pragmatist approach to ethics. Instead, the authors “propose that depending on the moral problem
at hand, pragmatists will switch between these different tasks and their corresponding methods or
tools” (ibid: 18).

7Rip’s conceptualises “pervasive normativity” as approach “in the spirit of pragmatist ethics, where
normative positions co-evolve” (2013, p.205). He claims however that his concept addresses a
potential shortcoming: “Pragmatist ethics may be able to capture the normativities involved, but
has to overcome its micro-level focus” (Rip 2013, p.205).
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involved that may actually contribute to ethics (as pragmatist ethics would empha-
sise) (Rip 2013, p.196). Rip treats normativity as anthropological category: as an
inherent feature of social life and practices, rather than as a qualifier which would
allow us to differentiate between ‘normative’ and ‘non-normative’ (ibid, p.192). He
pays particular attention to the promises and fears articulated in the field of emerging
technologies. His perspective has been particularly insightful with regards to the
promises related to GFT.

3 Historical Overview

Epidemiology, the science of patterns and factors related to public health and disease
conditions, has undergone significant changes since the 1980s. Most recently, these
are related to technological developments such as the popularisation of digital media
and emerging possibilities to access and analyse vast amounts of global online user
data. Epidemiological surveillance is a sub-discipline of epidemiology. It involves
systematic, continuous data collection, documentation and analysis of information
which reflects the current health status of a population.? It aims at providing a reli-
able information basis for governments, public health institutions and professionals
to react adequately and timely to potential health threats. Ideally, epidemiological
surveillance enables the establishment of early warning systems for epidemic
outbreaks in a geographic region or even pandemics (multinational/global).

Main sources relevant to traditional epidemiological (public health) surveillance
are mortality data, morbidity data (case reporting), epidemic reporting, laboratory
reporting, individual case reports and epidemic field investigation (see Declich and
Carter 1994). The data sources may vary however depending on the development
and standards of a country’s public health services and medical facilities. Since
the 1980s at the latest, computer technology and digital networks have become
increasingly influential factors — not merely with regards to archiving and data
analysis, but in terms of communication and exchange between relevant actors and
institutions. As Declich and Carter pointed out in a section of their paper called
“Ways to improve the system” [of public health surveillance]:

The introduction of computer networks is opening a completely new way of performing
traditional surveillance activities. The main advantage of networking is improved data
timeliness that allows better monitoring of diseases and rapid identification of epidemics
and changing epidemiological patterns. The quick return of information to the data collec-
tors, together with access to on-line information, can stimulate participation. There are two
well-described experiences with computer networks: one in the USA, the Epidemiologic
Surveillance Project which links weekly reporting of notifiable infectious diseases from

8Until the mid twentieth century, the term ‘surveillance’ was used in medical contexts in order to
refer to the health status of an individual person (e.g. with regards to necessary quarantine). It was
only after the 1950s that the term was used for referring to the spreading of a particular disease
within a certain population (Reintjes and Kramer 2003, p.57).
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State Health Departments to the CDC via computer; and one in France, the French
Communicable Disease Network, initiated in November 1984, which includes the National
Department of Health and local health offices with part of the transmission from the local
to the national level occurring through the network (Dechlich and Carter 1994, p.299).

Dean et al. (1994) depicted a similar vision of new approaches in epidemiological
surveillance in a chapter subsection “Overview of a surveillance system in the
future”. To them, particularly the improved connection and communication between
medical experts and affected individuals seemed crucial: “Ideally the epidemiologist
of the future will have a computer and communications system capable of providing
management information on all these phases and also capable of being connected
to individual households and medical facilities to obtain additional information”
(Dean et al. 1994, p.246). In this sense, advances in the field of digital information
and communications technology have been commonly seen as chances for improve-
ments in epidemiological surveillance.

The aforementioned French Communicable Disease Network, with its Réseau
Sentinelles, was a decisive pioneer in computer-aided approaches. It was one of
the first, systematic attempts to build a system for public health/epidemiological
surveillance based on computer networks. Meanwhile, it may seem almost self-
evident that the collected data are available online. Weekly/annual reports present
intensities (ranging from “minimal — very high activity”) for 14 diseases, including
11 infectious diseases such as influenza.® Similar (public) services are provided
by the World Health Organisation’s (WHO) “Disease Outbreak News”,'” the
“Epidemiological Updates™'!' of the European Centre for Disease Prevention and
Control (ECDC) or (merely for influenza cases in Germany and during the winter
season) by the Robert Koch Institute’s “Consortium Influenza”. With its Project
Global Alert and Response (GAR), the WHO additionally establishes a transnational
surveillance und early-warning system. It aims at creating an “integrated global alert
and response system for epidemics and other public health emergencies based on
strong national public health systems and capacity and an effective international
system for coordinated response”.'?

The use of digital technology and digital data processing has hence significantly
affected approaches in epidemiological surveillance since the 1980s. However, one
aspect remained unchanged: these approaches still focused on detecting actual
cases of illness and diseases. The respective technology is mainly used in order
to improve the communication and processing of biomedical data. These data are
based on quantifications of actual disease diagnoses. Such ‘traditional’ systems
of epidemiological surveillance are based on biomedical data which are digitally

9See https://websenti.u707 jussieu.fr/sentiweb/?site=fr

10See http://www.who.int/csr/don/en/index.html

lSee  http://ecdc.europa.eu/en/press/epidemiological_updates/Pages/epidemiological_updates.
aspx

12See http://www.who.int/cst/en/
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documented, analysed and presented. Therefore, these systems rely on computer-
aided approaches for processing biomedical data, but the health data are not
‘digitally native’ themselves.

3.1 Infodemiology: Covering ‘Supply’ and ‘Demand’

While these ‘traditional’ approaches in epidemiological surveillance rely on data
from clinical and virological diagnosis or mortality rate statistics, more recent stud-
ies aim at analysing big data retrieved from Internet sources. During the early 1990s,
such methods were mainly targeted at publicly available information. Eysenbach
(2002, 2006, 2009) described this intersection between epidemiology and digital
information and communications technology as infodemiology or infoveillance."
Since then, the understanding of the term has changed corresponding to digital
technology developments.

Early publications in this field (until the mid-1990s) discussed the availability,
distribution and quality of health information provided and potentially accessed by
affected individuals online. In 2002, Eysenbach still defined infodemiology as “the
study of the determinants and distribution of health information and misinforma-
tion” (p.763). In this context, he related the term to studies which highlighted the
quality of medical information on topics such as diabetes (Davison 1996) or fever
(Impicciatore et al. 1997). Four years later, he broadened his definition — also in the
light of his own approach, the “Google ad sentinel method”:

[T]he development of ‘infodemiology’ metrics based on automated tracking and analysis of
the distribution and determinants of health information (both supply and need) in a popula-
tion and/or information space is possible and can provide important clues and evidence for
public health policy and practice. In a broader sense, an ‘infodemiology’ science is needed
to develop a methodology and real-time measures (indices) to understand patterns and
trends for general health information, [ ... ] and to understand the predictive value of
what people are looking for (demand) for syndromic surveillance and early detection of
emerging diseases (Eysenbach 2006, p.247) [emphasis added].

This differentiation and expansion of the field is mainly induced by certain
technological developments and possibilities. While most scholars focused on the
side of ‘information supply/indices’, the popularisation of search engines as well as
platforms which allowed for a direct articulation of users have led to an increasing
significance of assessing users’ demand for health information. One can hence
determine a methodological development which evolves from an analytic focus on
‘supply’ data to ‘demand’ data regarding re-/enquired health information.

3Eysenbach was not the only one to suggest terms describing the emerging field. For example,
Breton et al. (2012) coined the term epimining in order to refer to quantitative analyses of certain
terms used in online sources/media which, according to the authors, “allows the extraction of
information from web news (based on pattern research) and a fine classification of these news
into various classes” (p.1)
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Looking at the field of infodemiology today, one can differentiate between the
following approaches; epidemiological surveillance based on:

e ‘professional’, public information online (e.g. Health Map, Global Public Health
Intelligence Network)

 explicit, conscious information provided by users and affected individuals (e.g.
Flu Near You, Grippeweb)

* implicit information provided (mainly) unconsciously by users (e.g. Google Flu
Trends; Yahoo research/Polgreen et al. 2008)

Already in 1997, the WHO and the Health Canada’s Centre for Emergency Pre-
paredness and Response (CEPR) were working on a prototype for the (subscription-
based) Global Public Health Intelligence Network (GPHIN; Health Canada 2003).
In 2005, Mawudeku and Blench described GPHIN as “unique multilingual system”
which “gathers and disseminates relevant information on disease outbreaks and
other public health events by monitoring global media sources such as news wires
and web sites” (p.9).

Such ‘supply’-oriented approaches can still be found in more recent studies. For
example, Breton et al. (2012) showed that semantic analyses of sources such as
the Agence France-Presse (AFP) may be used for predicting epidemic intensities.
Likewise, not only professional media communication may be useful, but also
the analysis of social media communication shows potential. Chunara, Andrews
and Brownstein (2012) employed data from the microblogging-platform Twitter in
order to detect the outbreak of cholera in Haiti and to monitor the intensity of the
epidemic. With regards to this data source, it remains unclear to what extent one
is dealing with information which has been provided ‘consciously’ by users, in
the sense that they were aware of a further use of their tweets. In addition, this
approach made use of data derived from the HealthMap project'* which is based on
an automatic analysis of semantic content from blogs, news-websites, RSS feeds as
well as official surveillance data.

Services such as Flu Near You'> or the German Grippeweb'® (transl. ‘Flu Web’;
Robert Koch Institute) pursue crowdsourcing strategies. They rely on the conscious
participation of volunteers providing information on their own health status or

14See http://healthmap.org/en. The service as been developed by researchers affiliated with the
Boston Children’s Hospital and the Harvard Medical School (Brownstein et al. 2008). It combines
different data sources, such as Twitter feeds and platforms such as Google news, with official public
health reports. While it has been launched in 2006 already, it has received most media attention
since the Ebola outbreak in 2014. On March 14, the site first picked up on news reports about
a hemorrhagic fever, while the WHO only officially reported on the Ebola outbreak more than a
week later (March 23, 2014). In this instance, it was of course not classified as Ebola yet, but the
information could have acted as early indicator.

15See https:/flunearyou.org/. The service is closely related to HealthMap, and has been developed
by epidemiologists from Harvard University and the Boston Children’s Hospital as well as the The
Skoll Global Threats Fund.

19See https://grippeweb.rki.de/
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(potential) influenza symptoms. These approaches depend on a deliberate effort
of volunteers and their faithful, correct information. Due to the limited scope
of this chapter, I will not be able to discuss the aforementioned approaches in
more detail. Particularly the involvement of volunteers appears to be an interesting
development which emphasises users’ deliberate, conscious involvement rather
than their automatic ‘mining’ for health relevant information. However, these
approaches raise issues regarding users’ capability for self-diagnosis and sincerity
in participation.

3.2 Analysing Health Information Demand

This chapter focuses on approaches in epidemiological surveillance drawing on
transactional big data: the documentation and analysis of user behaviour (i.e. their
search queries) with regards to health relevant information. Big data, produced
by the search terms entered through vast amounts of users worldwide, form the
basis for these attempts. In particular, studies by Eysenbach (2006), Polgreen et
al. (2008) and Ginsberg et al. (2008) have explored this aspect of infodemiology.
They all start from the assumption that certain search queries may be motivated by
influenza or influenza-like-illness (ILI), either experienced by the individual her-
/himself or in her/his social environment. Assuming that a certain search query
correlates (steadily) with actual influenza intensities, it may be used as indicator
of disease dynamics.

Initially, Eysenbach explored this research field with his Google ad sentinel
method. He was able to demonstrate “an excellent correlation between the number
of clicks on a keyword-triggered link in Google with epidemiological data from the
flu season 2004/2005 in Canada” (Eysenbach 2006, p.244). Eysenbach described
his approach as a “trick” (ibid, p.245), since the actual Google search queries
were not available to him. Hence, he had to create a Google Adsense commercial
campaign in order to obtain the necessary data. His method was not able to obtain
actual search query quantifications, but only allowed him to factor in those users
who subsequently clicked on a presented link. When (Canadian) Google users
entered “flu” or “flu symptoms”, they were presented with an ad Do you have the
flu? created by Eysenbach. The link led to a health information website regarding
influenza. As an (alleged) advertising customer, Google Inc. provided him with
quantitative information and geographic data. When relating these to data from
the governmental FluWatch Reports (Public Health Agency Canada), he detected
a positive correlation between the increase of certain search queries and influenza
activities.

In 2008, Polgreen et al. presented a similar study design. The researchers, one of
them from Yahoo Research, were provided with data from Yahoo Inc. web search
logs. Based on queries related to influenza (March 2004-May 2008) and internet
protocol addresses which allowed for their geographic localisation, the researchers
created a database which was then related to the data of traditional surveillance
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systems.'” Just like Eysenbach, they asserted a correlation between certain search
terms and actual influenza-intensities. Apart from emphasising the cost-efficient
advantages of their approach, the researchers highlighted that predictions could be
calculated in a very timely manner: “With use of the frequency of searches, our
models predicted an increase in cultures positive for influenza 1-3 weeks in advance
when they occurred” (Polgreen et al. 2008, p.1443).

When Ginsberg et al. published their results in November 2008,'® they hence did
not present a completely new approach. However, their publication was accompa-
nied by the launch of a public Google Inc. service'® in 2008. Former studies had
merely emphasised the methodological potential of web search queries. The authors
summarise their investigation: “Because the relative frequency of certain queries is
highly correlated with the percentage of physicians visits in which a patient presents
influenza-like symptoms, we can accurately estimate the current level of weekly
influenza activity in each region of the United States, with a reporting lag of about
one day” (Ginsberg et al. 2008, p.1012).

4 Case Study: Google Flu Trends

The aforementioned studies are all enabled by the fact that digital user activities
such as the use of search engines are not ephemeral, but are turned into transactional
big data. Ginsberg et al. used data provided by Google Inc.’s market leading search
engine: they were hence derived from databases documenting users’ search queries.
As aresult, the GFT interface (July 2015) illustrated historic and estimated influenza
intensities in geographic maps as well as line graphs (see Fig. 1). The service is not
merely a result of analysing web search queries: during its development phase (and
for its adjustment), the researchers had to draw on biomedical data provided by
traditional epidemiological surveillance networks. In addition to the search queries
data, they used two main data sources. They employed data publicly provided by
the CDC for nine U.S. surveillance regions as well as state-reported ILI percentages
for Utah. The CDC publish information regarding the amount of patients which

7Mainly two data sources were relevant for this project: “Each week during the influenza season,
clinical laboratories throughout the United States that are members of the World Health Orga-
nization Collaborating Laboratories or the National Respiratory and Enteric Virus Surveillance
System report the total number of respiratory specimens tested and the number that were positive
for influenza. The second type of data summarize weekly mortality attributable to pneumonia and
influenza. These data are collected from the 122 Cities Mortality Reporting System” (Polgreen et
al. 2008, p.1444)

13The paper was originally published online on November 19, 2008, but was corrected on February
19, 2009 (see http://www.nature.com/nature/journal/v457/n7232/tull/nature07634.html#corl).
Strictly speaking, GFT is part of Google.org, a Google Inc. initiative (see also Strom and Helft
2011).
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have been diagnosed with influenza or ‘influenza-like-illness’ (ILI) online (see
http://www.cdc.gov/flu/weekly). During flu/influenza season, these data are updated
weekly.

Ginsberg et al. retrieved these data and tested them for correlations with selected
search queries. They developed a database of potentially relevant queries which
were subsequently related to the data provided by the CDC: “For the purpose of our
database, a search query is a complete, exact sequence of terms issued by a Google
search user [ ... ]. Our database of queries contains 50 million of the most common
search queries [...]” (Ginsberg et al. 2008, p.1014). Originally, this database
consisted of “hundreds of billions of individual searches from 5 years [2003—2008]
of Google web search logs” (ibid, p.1012). The top 45 queries showing a correlation
with increasing influenza/ILI intensities were then chosen as initial basis for the
construction of GFT. These search queries were allegedly related to topics such as
influenza complications and symptoms or certain antibiotic medication. However,
as Lazer et al. pointed out, the exact terms have never been disclosed and moreover
“the examples that have been released appear misleading” (2014, p.1204). This is
already indicative for GFT’s tendency to ‘black-box’ certain information which is
on the one hand crucial in order to understand its functioning, but may on the other
hand facilitate miscalculations. In the following two sub-sections, I will analyse
GFT with regards to such issues by drawing on the pragmatist perspective which I
outlined before.

4.1 Normative Assumptions, Justifications and Values

First, I will highlight the normative assumptions — the arguments, justifications and
values —which are articulated and neglected in the (corporate) presentation, scientific
and public debates of Google Flu Trends. When GFT was initially presented in
a paper titled “Detecting influenza epidemics using search engine query data”
(Ginsberg et al. 2008), the authors emphasise advantages and promises, but likewise
pointed to conditions and risks of GFT. The paper starts with an affirmation of
obvious threats posed by influenza epidemics: the illnesses and deaths causes by
seasonal influenza epidemics as well as the incalculable health threat of new strains
of influenza virus. With regards to these risks, the authors claim to have developed
a model implemented in the service GFT which estimates influenza activity with a
reporting lag of one day (and is hence considerably quicker than traditional influenza
surveillance networks which provide data with a reporting lag of 1-2 weeks). The
authors summarise this in a later section of the paper:

Harnessing the collective intelligence of millions of users, Google web search logs can
provide one of the most timely, broad-reaching influenza monitoring systems available
today. Whereas traditional systems require 1-2 weeks to gather and process surveillance
data, our estimates are current each day (Ginsberg et al. 2008, p.1014).
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As I explained before, this model relies on monitoring the health-seeking
behaviour of users represented by their queries in the online search engine Google.
One main condition for its functionality is hence a sufficiently large population of
search engine users. Likewise, it is based on cooperation with the CDC, using the
influenza data which are publicly accessible online. One needs to keep in mind that
these data are merely provided for the influenza seasons. Therefore, the model used
for GFT could only involve data describing ILI activities for these time frames.
As T will explain below, it has been pointed out that this approach was most
likely also responsible for early miscalculations in GFT. The cooperation during the
development is described as continuous process of ‘sharing’ with the Epidemiology
and Prevention Branch of the Influenza Division at the CDC to assess its timeliness
and accuracy (see ibid, p.1013). Hence the CDC served as source of validation
in order to ensure the accuracy of the data. Despite the abovementioned claims
regarding improved efficiency and timeliness, the authors describe GFT not as
solitary service, but as initial indication for further responses to potential epidemics.
The system is not suggested as “replacement for traditional surveillance” (ibid.);
instead, these influenza estimations are meant to “enable public health officials
and health professionals to respond better to seasonal epidemics” (ibid, p.1013).
GFT is hence not supposed to estimate and predict influenza in an isolated way:
it is offered as knowledge source and early warning system to be used by health
professionals. On www.cdc.gov/flu/weekly, GFT is mentioned (above the WHO and
Public Health CanadalEngland), however it remains unclear to what extent and
how these data were/are in fact used by the CDC (or other health professionals).
While the authors describe GFT mainly as information tool instructing the decision
making and responses of health professionals and institutions, the public version
of the service seems to neglect this aspect: it suggests itself as public information
source for ILI intensities.

Despite presenting GFT as tool instructing further strategies and investigations,
the authors also anticipated a main source of miscalculations: users’ search engine
queries may not only be triggered by individual health conditions, but may also be
influenced by e.g. news about geographically distant influenza outbreaks. Hence,
the dynamics of users’ search engine behaviour act as potential confounders of
data used to instruct GFT. This connection highlights two issues: the service is
susceptible to “Epidemics of Fear” (Eysenbach 2006, p.244); moreover, it relies
on users which are ideally not influenced by any other knowledge despite their own
health condition or experiences in their immediate, social environment.

4.1.1 Epidemics of Fear
Already in 2006, Eysenbach advised caution with regards to the significance of web

search queries, since they may “be confounded by ‘Epidemics of Fear’” (Eysenbach
2006, p.244). Also the developers of GFT pointed out this possibility:
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In the event that a pandemic-causing strain of influenza emerges accurate and early
detection of ILI percentages may enable public health officials to mount a more effective
early response. Although we cannot be certain how search engine users will behave in such
a scenario, affected individuals may submit the same ILI-related search queries used in
our model. Alternatively, panic and concern among healthy individuals may cause a surge
in the ILI-related query fraction and exaggerated estimates of the ongoing ILI percentage
(Ginsberg et al. 2008, p.1014).

These concerns draw attention to the fact that the motivations for users to enter
certain search queries may vary over time. While a certain query may initially indi-
cate a person’s individual illness, it may later be influenced by influenza activities
in different areas or even countries. Since these differently motivated search queries
would be automatically fed into the GFT model, this would lead to miscalculations.
It is hence vulnerable to deviations in users’ behaviour. The search queries which
were assessed as significant and originally showed a positive correlation might
suddenly mean something different. The algorithm which is ultimately crucial to
the calculation of influenza estimates is hence prone to miscalculations caused by
changes in users’ motivations to enter certain search queries. This methodological
uncertainty relates to the conditions of big data retrieval: while the data are
continuously produced, their usage context and conditions are highly dynamic.
Certain queries which are identified and used as ‘health data’ are in fact only
temporary indicators which may turn into influenza interest or health concern data
(without actually signifying a person’s health condition). One should not assume
that certain search queries may function as consistent, indexical sign.

In fact, this concern was confirmed several times: for example, in 2009, accom-
panying the HIN1 virus, as well as in the beginning of 2013, GFT calculations by
far overestimated actual influenza intensities as indicated by the CDC. As Butler
pointed out in his article “When Google got flu wrong” (2013) the algorithms
defining GFT results need to be continuously adjusted to the dynamic user behaviour
in order to avoid miscalculations:

[T]he latest US flu season seems to have confounded its algorithms. Its estimate for the
Christmas national peak of flu is almost double the CDC’s (see ‘Fever peaks‘), and some
of its state data show even larger discrepancies. It is not the first time that a flu season has
tripped Google up. In 2009, Flu Trends had to tweak its algorithms after its models badly
underestimated ILI in the United States at the start of the HIN1 (swine flu) pandemic—a
glitch attributed to changes in people’s search behaviour as a result of the exceptional nature
of the pandemic (Butler 2013).%0

Hence, relying on GFT data is particularly risky in cases which could cause
deviations in users’ search behaviour. It requires ongoing adjustment and eval-
uation, since any deviation from historically assessed search patterns may act

0Moreover, a study funded by Google.org, in cooperation with the CDC, referred to influenza
intensities which were not predicted as part of the model which mainly relied on seasonal influenza
patterns: “The 2009 influenza virus A (HIN1) pandemic [pHIN1] provided the first opportunity
to evaluate GFT during a non-seasonal influenza outbreak. In September 2009, an updated United
States GFT model was developed using data from the beginning of HIN1” (Cook et al. 2011).
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as confounder. This is especially crucial, since such deviations are difficult to
predict.?! The service had been adjusted subsequently to the raised issue. However,
the implications and risks for health professionals and institutions considering the
service as source of health information remained. Miscalculations are particularly
likely in cases in which new, external factors influence the motives which are crucial
to search queries considered to be ‘influenza-/ILI-relevant’. While the algorithms
‘assume’ certain motivations, these may have changed. In order to correct these
misinterpretations, the GFT data again need to be related to data provided by
traditional surveillance networks. This also means that an assessment of eventual
errors is at best as fast as those systems. Brownstein, who is also involved in the
aforementioned collaborative influenza project Flu Near You commented on this
condition for GFT in Butlers article: “You need to be constantly adapting these
models, they don’t work in a vacuum [...] You need to recalibrate them every
year” (Brownstein quoted in Butler 2013).

Consequently, GFT can be described as application which needs to be constantly
‘work-in-progress’. The data need to be reassessed with the use of traditional
influenza health data in order to adjust the algorithms. The service depends on a
continuous data evaluation which reassesses the relation between relevant search
queries and assumed (health/influenza) motivations for entering those. The frequent
overestimations of GFT are therefore caused by the fact that search queries are
a big data source which constantly and unpredictably changes its meaning. From
an ethical perspective, these insights are relevant in several ways: first of all, they
imply certain assumptions about the ideal user providing data for GFT; secondly,
they question to what extent health professionals and institutions may rely on such
data; lastly, one also needs to consider that the interplay described before does
not only allow Google.org to improve GFT, but also to understand users’ search
behaviour in relation to current developments more generally. Moreover, for Google
Inc. it became quickly clear that GFT could not be maintained without continuous
investments and required a certain expertise. Seeing the severe criticisms which
were raised, these investments certainly did not pay off in terms of positive publicity.
Hence, the recent deactivation as nowcasting service and the delegation of the data
assessment to public health professionals and (academic) institutions also shows
that such projects can be unsustainable and volatile due to the corporate interests
involved. These aspects will be addressed in the following sections.

2!In the abovementioned case, Butler stated that “[s]everal researchers suggest that the problems
may be due to widespread media coverage of this year’s severe US flu season, including the
declaration of a public health emergency by New York State last month. The press reports may
have triggered many flu-related searches by people who were not ill” (2013, p.156).
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4.1.2 The ‘Innocent User’ as Ideal Data Source

As I have illustrated above, the data retrieved for Google Flu Trends are meant
to indicate the health situation of a population. Instead of being derived from
virological or clinical diagnosis however, they are based on search queries. This
also means that they may be related to a person’s medical condition, but they may
as well be triggered by external factors such as media coverage of influenza. The
ideal source for GFT is hence an ‘innocent user’ who is largely uninfluenced by
external factors and whose knowledge does not disrupt the algorithms crucial to
determining influenza-intensities. Of course, this assumption is only applicable to
the extent that GFT is unable to pick up on such deviant user behaviour — which can
be seen as its ultimate challenge.

As indicated above, GFT is particularly prone to miscalculations caused by
(unconscious or deliberate) deviations in user motivations for selected search
queries. The service is hence currently based on the fact that users enter search
queries, before actually knowing anything more specific about the wider societal cir-
cumstances of their health condition. This fact also facilitates an interest in a certain
non-transparency of the service and a ‘black-boxing’ of its functional conditions. As
Lazer et al. criticised, the Google/CDC researchers have been quite unspecific with
regards to the search terms selected for GFT. In fact, they even seemed to be mis-
leading (Lazer et al. 2014, p.1204). One reason for this lack of disclosure may also
be that a publication of exact search queries could in turn influence the frequency of
these terms. As Arthur (2014) described, by drawing on Lazer et al.’s paper, already
functions such as Google Autocomplete may have unintentionally encouraged and
increased certain search queries which were significant to GFT (Fig. 3).

4.1.3 Privacy

While the exact search queries have never been disclosed, Ginsberg et al. also
assured in their paper that:

[N]one of the queries in the Google database for this project can be associated with
a particular individual. The database retains no information about the identity, internet
protocol (IP) address, or specific physical location of any user. Furthermore, any original
web search logs older than 9 months are being made anonymous in accordance with
Google’s privacy policy (http://www.google.com/privacypolicy.html) (Ginsberg et al. 2008,
p.1014).

Google | doinaveter n 'l -
do | have the flu
do | have the flu quiz c
@o | have the flu or am | pregnant quiz

do | have the force

Fig. 3 Screenshot of Google’s Autocomplete function. Source: www.google.com (© 2015 Google
Inc., used with permission. Google and the Google logo are registered trademarks of Google Inc.)
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In this sense, privacy is allegedly ensured by prohibiting the possibility to obtain
information which is directly related to a user’s identity/name (after 9 months). This
was also implied on the former service website itself, where users were informed:

Your personal search data remains safe and private. Our graphs are based on aggregated

data from millions of Google searches over time. Moreover, the results Google Flu Trends

displays are produced by an automated system (https://www.google.org/flutrends/intl/en_
gb/about/how.html; source is no longer accessible).

The amount of user queries and their aggregation are used as argument for
ensuring privacy. In addition, the reference to “an automated system” suggests that
the information is not actually read and exploited. This may of course be true in
the sense that it may not be read and analysed explicitly by humans; however, the
automated process nevertheless extracts information and derives conclusions about
users behaviour (see Schermer 2011). What remains neglected here is the fact that
such data collection approaches enable the construction of user profiles which can
be employed to address users’ with ‘relevant’, i.e. potentially profitable information
such as advertisement. In this sense, services such as GFT promote a concept of
privacy which is in fact not adequate for the era of big data (see e.g. Hildebrandt and
Koops 2010; Leese 2014). This seems particularly relevant since the philanthropic
purpose of GFT itself provides a strong normative justification and serves as
legitimisation of such an understanding of privacy. While the strictly commercial
products of Google Inc. are more vulnerable to privacy claims, GFT sets user privacy
off against the greater good represented by epidemiological surveillance.

It seems symptomatic in this context that early privacy concerns raised by non-
profit organisations such as the Electronic Privacy Information Center and Patient
Privacy Rights were dismissed as “misplaced nagging” (Madrigal 2014), since they
seemed to misjudge the handling of users’ data. Instead — and I will get back to
this point in the stakeholder analysis — GFT representatives as well as public health
organisations endorsing such services need to face the question whether the service
calls attention to issues regarding user privacy which are not covered with our pre-
established conceptions of privacy. This is an issue which is also closely related
to user-consent and an active clarification of GFT’s conditions for functioning.
While users are informed about basic functionalities of the service when visiting
the GFT website, most Google search engine users are oblivious to the various
uses of their transactional data for this particular service or Google’s advertisement
programmes. The relation between GFT and Google Inc.’s commercial programmes
will be discussed in more detail in the following section “Corporate Entanglements”.

4.2 Discourse Ethics

In this section on discourse ethics, I will discuss the institutional conditions which
define the emergence, maintenance and debate of GFT. This will comprise an
analysis of the institutional context preceding and enabling the service as well as
a stakeholder analysis.
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4.2.1 Institutional Context

When considering ethical implications of GFT, one needs to acknowledge the
institutional power dynamics which shape how the technology has been developed,
debated and eventually modified (see Friedman and Nissenbaum 1996). In this con-
text, particularly questions of data access and information disclosure are relevant. I
already indicated in the initial explanation of discourse ethics that such a perspective
is concerned with societal dynamics which may facilitate or inhibit “equal access
to public deliberation and fair representation of all relevant arguments” (Keulartz
et al. 2004, p.19). Hence, one needs to address how the corporate embedding of
GFT influences the possibilities for its public assessment. It is crucial to understand
discourse ethics in the context of Habermas’ “theory of communicative action”
(see Mittelstadt et al. 2015, p.11). According to Habermas, we have to assume
that any human communication — such as the initial presentation of GFT as
well as its subsequent negotiation — poses certain validity claims regarding truth,
(normative) rightness and authenticity/sincerity.”> As Mittelstadt et al. explain,
“[c]lommunicative action requires the speaker to engage in a discourse whenever
any of these validity claims are queried. This implies a willingness to engage with
the interlocutor, to take her seriously and to be willing to change one’s position in
the line of that argument (...)” (2015, p.11). In case of GFT, already the fundamental
possibility to assess these validity claims seems considerably constrained: I have
already shown that critics of GFT have e.g. questioned if the correct information
has been provided by its developers, if the service is based on correct assumptions
about users and its own technological conditions, what it means for users’ privacy
and what kind of corporate interests may be implied in GFT. Hence, validity claims
concerning the service, stated by Google Inc. or rather its representatives, have
been challenged. One of the main problems seems to be however that the lack
of methodological transparency prohibits a factual assessment of crucial validity
claims. Their public contestation is restricted to the level of speculations. Due to
their enormous scope and the variety of projects in which Google Inc. is involved,
a reaction as described with the concept of communicative action is extremely
difficult to achieve. While the company initially reacted with adjustments of the
service, a critical engagement with the public opinion was largely missing (e.g.
limited to research blog posts). Ultimately, the decision to discontinue GFT as public
nowcasting service indicates that the public contestation of the service has led to
a communicative strategy on the side of the company which allows for even less
insights into the use of search query data for purposes such as influenza surveillance.
This also shows that (unintentionally) neglecting certain actors and stakeholders has
created discourse conditions limited by asymmetrical power relations, in this cases

22Due to the limited scope of this chapter, Habermas’ theory will not be explained in detail, but only
partially with respect to those aspects relevant to the following argumentation. For more extensive
accounts on the relevance of discourse ethics for emerging technologies see Mittelstadt (2013) and
Mingers/Walsham (2010).
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defined by restricted information and data access. Therefore, the following sections
depict the relations between Google Inc./Google.org and researchers involved in
GFT, external/independent researchers evaluating the service and the users who
contribute to its functioning with their transactional data.

Data Hierarchies and Monopoly

The paper published by Ginsberg et al. (2008) only discloses certain informa-
tion about the development of the service. The search queries, but also exact
quantities and the relevant algorithms have never been revealed. Hence, it leaves
external/independent scientists guessing about certain functionalities, implications
and conditions of the development process. At the same time, the service relies
on the publicly available data provided by health institutions such as the CDC.
Transactional big data such as Google search queries are only accessible to Google
Inc./Google.org and selected researchers. While they enable services such as GFT,
they are also crucial for the company’s business model. Disclosing certain data
would be on the one hand problematic in terms of users’ privacy, on the other
hand it would render the data useless (or rather: costless) for advertising purposes.
In academic contexts, the exclusiveness of these data has facilitated approaches
such as a reverse engineering of the initial algorithms, suggested by Lazer et
al. (2014), as well as the initially mentioned ‘trick’ employed by Eysenbach. As
Manovich criticises, it is characteristic for transactional big data that they are only
accessible to corporations and selected (industry) partners: “Only social media
companies have access to really large social data — especially transactional data.
An anthropologist working for Facebook or a sociologist working for Google will
have access to data that the rest of the scholarly community will not” (2011,
p.5). This constellation implies asymmetrical power relations between Google
Inc./Google.org and external researchers as well as institutions, due to Google’s
data monopoly.

The actual data are exclusively available to Google Inc. and selected partners
or customers. The public and external researchers are meanwhile dealing with
strategically limited indicators. These are presented in a way that they convey
certain information, without actually disclosing the underlying data. While certain
companies enable scientists and the public to download their big data via open
application programming interfaces (see Manovich 2011, p.5ff.), Google Inc.
produces indicators which allow for an assessment of relations and intensities, but
does neither offer any numerical nor semantic accuracy. Needless to say, the same
goes for the algorithms.?* GFT is largely a ‘black box’ and the level of actual big
data remains opaque for the public, including external scientists.

23See also Ippolita (2013, p.75ff).
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As a result, researchers have only limited possibilities to assess GFT. This seems
especially problematic in the light of a main challenge discussed with regards to big
data. As boyd points out, data retrieval may be easier than ever for certain actors.
However, the data analysis becomes likewise more and more problematic:

Social scientists have long complained about the challenges of getting access to data. His-
torically speaking, collecting data has been hard, time consuming, and resource intensive.
Much of the enthusiasm surrounding Big Data stems from the opportunity of having easy
access to massive amounts of data with the click of a finger. Or, in Vint Cerf’s [since 2005
vice president and Google Inc.’s ‘chief internet evangelist’, A.R.] words, ‘We never, ever in
the history of mankind have had access to so much information so quickly and so easily.’
Unfortunately, what gets lost in this excitement is a critical analysis of what this data is and
what it means (boyd 2010).

The exclusive access to data, controlled by Google.org and hence ultimately
Google Inc., also inhibits the academic assessment of GFT and the validity claims
posed by the service. While it has immensely profited from comments by external
academics (whose criticisms were used in order to revise the algorithms and the
calculation model), these external assessments remain to some extent speculative.
The conditions for such valuable external evaluations are hence far from ideal.

Lazer et al. argue that the overestimations (e.g. during the 2011-2012 flu
season) are caused by so-called “big data hybrids” (2014, p.1203) and are errors
which could have been avoided or at least corrected. According to the authors,
particularly the combination of big data and ‘small data’ was problematic; the
researchers were trying “to find the best matches among 50 million search terms
to fit 1152 data points” (ibid.). Hence, there was high chance “that the big data were
overfitting the small number of cases — a standard concern in data analysis” (ibid.).
The lack of methodological disclosure however inhibits such investigations (and
possibly also an improvement of the service). Moreover, the necessary recalibration
of algorithms had only been implemented very few times for GFT as public
‘nowcasting’ service (after the HIN1 pandemic in 2009, in October 2013 and in
October 2014, see Stefansen 2014) — which raises doubts about the sustainability of
the approach.

At the same time, one should not only look at Google web search log data, but
also at the publicly available health data which are used to substantiate the service:
considering such new utilisations, who should be allowed to use these public health
data, for what purposes? In order to develop and refine the service, GFT depends
on data regarding actual influenza intensities provided by institutions such as the
CDC or the ECDC. Hence it benefits from the public availability of these data. As a
service, GFT emphasises how influenza-intensities may be derived from web search
logs and hence what can be learned from them. It de-emphasises however what the
corporation itself may learn about its own data by accessing publicly available health
data. For the company and eventually its advertising customers, GFT also sheds light
on users’ search logics and motivations. Therefore, it may serve as valuable lesson
in understanding potential customers.
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Corporate Entanglements

Google Flu Trends is not an isolated service. It should be seen as part of Google
Inc.’s big data portfolio. Similarly, Google Trends allows users to explore general
search query intensities and Google Correlate indicates relations between certain
queries.>* Those search queries which are identified as influenza/ILI relevant may
likewise be of interest for commercial customers from e.g. the pharmaceutical
industry. Even more importantly, GFT is based on search queries entered in Google.
Therefore, economically oriented changes to the search engine — such as the
aforementioned introduction of Google Autocomplete — may also influence the GFT
results. Corporate interests potentially interfere with the service. It is hence not only
the user behaviour which is dynamic and may act as confounder of GFT estimations.
Moreover, Google itself might encourage different behaviour and search results.
Lazer et al. (2014) rightly refer to the possibility that changes in search behaviour
may be due to “‘blue team’ dynamics — where the algorithm producing the data (and
thus user utilization) has been modified by the service provider in accordance with
their business model” (p.1204). Such issues show that the embedding of a declared
non-profit health service into a corporate, digital platform leads to entanglements
with corporate interests which can confound its functionality. Apart from the
corporate entanglements, one is moreover left speculating how Google ensures that
health relevant and hence highly sensitive data are in the long term protected from
e.g. insurance companies’ or governmental access.

4.2.2 Stakeholder Analysis

This section looks at some of the actors and institutions who are currently involved
in the debate as well as those groups who are neglected, but should be involved.

Google Inc. and Google.org

GFT is presented as part of Google Inc.’s non-profit branch Google.org. The service
is enabled however by data which are collected as part of corporate services. The
company has hence access to certain health-relevant data (in this case based on
web search logs) and likewise controls what these data may be used for. The
company selects the scientists involved in research concerning these data, and
it defines to what extent governmental institutions such as the CDC may have
access. At the same time, it draws on publicly available health data in order to
develop and maintain GFT. As outlined above, the emerging data monopolies and
inhibited possibilities for an external academic assessment of the service are hardly
reflected upon. While GFT is suggested as tool to instruct the work of public health
professionals, these do in fact have very little possibilities to evaluate this suggested
basis for their work and potentially far reaching decisions. The slow evaluation and

24See Mohebbi et al. (2011).
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adjustment processes raise further doubts concerning the reliability of the service. It
is unclear to what extent Google.org sees GFT as sustainable, long-term project
serving the health sector and acknowledges certain responsibilities, or if it was
rather an attempt to explore the possibilities of big data. This questions seems
especially warranted since the most recent developments suggest that Google Inc.
has transferred the responsibility for analysing the GFT data to (very few) selected
academic and governmental institutions.

Moreover, with regards to the users whose data are used for GFT, privacy
issues and user consent are largely neglected. The service itself used to comment
on privacy issues, but the search engine Google does not address the broader
question for what kind of purposes users’ data may be used. The use of the search
engine is treated as automatic consent to documenting and analysing the emerging
transactional big data — e.g. as it is now continued with the transmission of search
query data to certain institutions.

External/Independent Researchers

While there have been various (aforementioned) attempts by ‘Google-external’
researchers to shed light on GFT functions, these were largely based on deductions
derived from public Google services and were hence partly speculative. Independent
researchers have insufficient access in order to assess the data. Data access becomes
therefore a privilege which is attached to either the employment by Google Inc./.org
or the selective contracting of certain researchers. The described data hierarchies
and disparity result in a situation in which the development of the GFT model
remains partly a black box. Just like the data access, also the adjustments of GFT are
controlled by Google.org. It is unclear which criteria are crucial for an adjustment
of the algorithm, i.e. under which conditions does Google.org deem it vital to adjust
GFT. We do not know which search terms were decisive for GFT over time, or
how their anonymisation was ensured. Such conditions also prevent researchers
from assessing validity claims regarding truth as well as (in consequence) rightness.
While the lack of transparency may be explained by referring to user privacy (this
of course also has a strategic aspect), other reasons are GFT entanglements with
corporate interests as well as its dependence on the ‘innocent user’. Overall, external
researchers have limited to no access to the GFT data and the relevant algorithms.
The conditions for an eventual access remain unclear. However, the notification on
GFT’s discontinuation as public service now refers to a form for a “Research Interest

Request”.?

2The form states: “Use this form to request access to Google Flu Trends and Google Dengue
Trends signals for research and nowcasting purposes. Please note that access will be granted
only to selected research partners” (https://docs.google.com/forms/d/1_IObALRi3kWRcWppj-
OtrojZGb9Wbwpz40Q6690SbS8/viewform?rd=1).


https://docs.google.com/forms/d/1_I0bALRi3kWRcWppj-OtrojZGb9Wbwpz40Q669oSbS8/viewform?rd=1
https://docs.google.com/forms/d/1_I0bALRi3kWRcWppj-OtrojZGb9Wbwpz40Q669oSbS8/viewform?rd=1
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It seems questionable on which level external researchers should analyse GFT.
Strategies of reverse engineering are surely insightful (but also even more difficult
due to the recent changes in the service). However, in addition to addressing the
(mal-) functioning of GFT, actors such as researchers and public health profes-
sionals need to reflect on the data hierarchies and the bias produced through such
services. While many authors have in fact pointed out valuable criticism, they have
done so under rather difficult conditions, caused by asymmetrical power/knowledge
relations.

Governmental/Public Health Institutions

The role of public health institutions is at least twofold: on the one hand, they are
encouraged to use GFT as public health indicator, instructing further measures.
Moreover, data provided by the CDC and the ECDC served as basis for the
development of GFT in various countries. Therefore, one needs to raise the
questions: Who defines how they support the development of such services? How
should public health professionals and institutions evaluate, react to and use data
provided by a service like GFT?

The promises of such services seem somewhat overemphasised, leading to
exaggerated hopes in the new data sources for epidemiological surveillance. Search
engine queries are presented as rather ‘natural, uninfluenced’ data which are e.g.
unbiased by users’ shame to ask a physician or pharmacist. In similar contexts,
this kind of allegedly unbiased data has led to a certain excitement also among
researchers. Already with regards to privacy issues concerning the automated
analysis of electronic data exchange, the authors of a nature editorial commented:
“For a certain sort of social scientist, the traffic patterns of millions of e-mails look
like manna from heaven” (nature editorial board 2007, p.637). This reaction seems
now reproduced in the context of epidemiological surveillance. In 2006, Larry
Brilliant, former director of Google.org said in an interview with wired magazine:
“I envision a kid (in Africa) getting online and finding that there is an outbreak of
cholera down the street. I envision someone in Cambodia finding out that there is
leprosy across the street” (Zetter 2006).

While GFT has been explicitly presented as less ambitious in the paper, the
service itself did not make the limited possibilities explicit. The hopes towards
such services were also reflected in statements of public health professionals:
“‘Social media is here to stay and we have to take advantage of it,” says Taha
Kass-Hout, Deputy Director for Information Science at the Centers for Disease
Control and Prevention (CDC) in Atlanta, Georgia” (Rowland 2012). This quote
implies that drawing on big data provided by digital media is per-se advantageous
and moreover presents a stable data source. Both assumptions are problematic.
First of all, it is uncertain how respective services providing the data will change
and/or how the users will change the behaviour leading to such data. On the one
hand, certain information may confound the search patterns relevant to GFT; on the
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other hand, broader concerns such as state or corporate surveillance may lead to
changes in user behaviour. Such data sources are hence by no means stable — even
if they continuously produce data, these may be motivated differently and need
to be constantly assessed. More generally, Google Inc.’s most recent decision to
discontinue GFT as public nowcasting service also shows that the service as such
will be subject to changes. Therefore, public health professionals need to remain
critical towards approaches such as GFT, since neither their accuracy nor their
sustainability is warranted.

Secondly, this is not only a methodological problem, but results in ethical
concerns regarding the utilisation of such big data: What kind of problems are
we facing, when the products of corporations overlap and merge with programmes
relevant to public health communication and disease prevention? boyd summarised
this issue: “Just because it is accessible doesn’t mean using it is ethical” (2010; see
also boyd and Crawford 2012). Public health institutions and professionals also have
a responsibility to reflect on these problems: they need to consider the implications
of cooperation with companies such as Google Inc. and also the use of their own
data for certain purposes. (As I have pointed out before, one should not be misled
by the fact that GFT is a Google.org product, since the data used in this context are
part of Google Inc.’s big data portfolio.) Public health institutions need to discuss
the fact that health-relevant data are now owned and controlled by an international
corporation rather than governmental institutions. In addition, the publicly provided
data by these institutions support the development of services such as GFT and
hence an understanding of search engine user behaviour in a larger context. As a
‘side-effect’, the use of publicly available health data for the development of GFT
may also facilitate an understanding of user behaviour: how users react to certain
events, how search queries may change over time, and how search engine functions
may encourage respective terms.

Search Engine Users and User Representatives

Shortly after the release of GFT, Rotenberg (Electronic Privacy Information Center)
and Peel (Patient Privacy Rights) sent an open letter to Eric Schmidt, former
Google Inc. CEO, expressing concerns regarding potential privacy threats. More
specifically, the authors requested:

Would you agree to publish the technique that Google has adopted to protect the privacy of
search queries for Google Flu Trends? As you know, there is considerable debate as to what
constitutes ‘anonymized’ data [...] If Google has found a way to ensure that aggregate
data cannot be re-identified, it should publish its results (Rotenberg and Peel 2008).20

26The scepticism implicit in this last sentence may also be explained in the context of early attempts
to release allegedly anonymised web search logs. For example, the AOL publication of users’
search queries has shown how difficult their actual anonymisation may be (see Arrington 2006).
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It has already been described with regards to external researchers that GFT is
largely a ‘black box’, but of course, this also accounts for the users enabling the
service. Concerns as stated by Rotenberg and Peel have remained largely uncom-
mented, except for the standard reference to Google’s privacy policy. The launch
of GFT also came along with unreflective polemics (by external commentators)
regarding privacy concerns, such as: “Yet keeping search logs for 9 months may
be useful for dealing with advertising-related questions and for optimizing a search
engine’s responsiveness. If users don’t like that, nobody’s forcing them to use
Google” (McCullagh 2008).?” Later on, Rotenberg and Peel’s privacy concerns were
called “misplaced nagging” (Madrigal 2014).

Instead of using Google’s market dominance as authoritative argument for
users’ acceptance of any use of their data, debates (under conditions allowing
for a factual assessment of validity claims and involving communicative action)
as well as legal regulations are needed which address possibilities for informing
users and facilitating control over their data. Currently, users have no possibility
to opt out of the utilisation of their transactional data. It is however questionable
who should own those data and who should be able to access them and control
their use. Of course, technically this access is defined and limited by Google
Inc., but the limited options for users to control and to understand the use of
their data is highly problematic. Especially, the lack of legal frameworks for user
protection does require reflection on ethical concerns which may substantiate future
measures. These debates should be influenced by users, researchers, public health
professionals and institutions, and require an increased transparency of Google
Inc. regarding the functionalities of GFT and its entanglements with profitable,
corporate elements. Moreover, GFT specifically is an initiative which justifies the
use of transactional big data with a philanthropic purpose and hence creates a biased
impression of the company’s use of web search logs. A normative assumption
running through all the outlined debates is hence the implicit argument that concerns
regarding e.g. privacy or methodological transparency should be neglected for the
greater good of epidemiological surveillance, allegedly represented by GFT. In this
sense, especially in its early stage, the service implicitly also aimed at promoting
the social acceptance of transactional big data uses.

5 Conclusion

Seeing the arguments and normative implications discussed so far, the following
main issues are crucial for an ethical evaluation of GFT from a pragmatist
perspective. First of all, with regards to the institutional context, the service creates
asymmetrical power/knowledge relations due to data hierarchies and a Google

?TThe article ends with the remark: “Disclosure: The author is married to a Google employee”
(McCullagh 2008).
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monopoly of data access. This inhibits an independent assessment of validity claims
regarding truth, rightness and authenticity/sincerity. The debate surrounding GFT is
on the one hand influenced by a lack of methodological disclosure, including e.g.
the search queries, data quantities and algorithms. This forces scientists to speculate
about possible reasons for GFT’s frequent overestimations. This initial tendency
seems even more distinct since GFT has been discontinued as public nowcasting
service in August 2015: Individuals who are not authorised by Google Inc. have even
less possibilities to gain insights into the estimations derived from public search
queries. These are merely presented in hindsight, as historical overview, in Google
Inc.’s so-called Public Data Viewer (Fig. 2). Due to the lack of methodological
insights, also ethical concerns — e.g. with regards to an anonymisation of web search
data — cannot be addressed with reasonable certainty.

While the service’s deactivation highlights issues of data accessibility and data
collection transparency, it also hints at the strategic interests behind its initial
presentation as public service. Briefly after its launch, criticisms regarding GFT’s
utilisation of transactional big data were more generally compromised by depicting
them as disproportionate in the light of the promises of such new approaches in
epidemiological surveillance. However, such promises are frequently overstated; a
tendency which has been described by Rip:

[...] promises about an emerging technology are often inflated to get a hearing. Such
exaggerated promises are like confidence tricks and can be condemned on bordering at
the fraudulent. But then there is the argument that because of how science and innovation
are organised in our societies, scientists are almost forced to exaggerate the promise of their
envisaged work in order to compete for funding and other resources (2013, p.192/193).

In fact, GFT was repeatedly criticised for its overestimations and instability
caused by changing user behaviour and Google’s internal adjustments. In this
context, it is crucial to keep in mind however that the promises of GFT were not only
aimed at ensuring further funding, but they also served as justification for the use
and exploration of transactional big data. The philanthropic purpose and hopes were
utilised as normative argument to justify that corporations and selected scientists
may draw on big data and may employ methods which are largely opaque. In this
regard, GFT served as promotional flagship of transactional big data and corporate
data philanthropy. The data which are framed as ‘health data’ are however highly
context-dependent. While they may be used as data source regarding health-relevant
information, they could be likewise used for an analysis of various other purposes,
e.g. users’ potential demand for medication or other products. The deactivation as
public ‘nowcasting’ service and its reduction to a retrospective data service can also
be seen as an attempt of Google Inc. to regain control about the conclusions which
observers may draw from their evaluation. The possibility to access the data in the
Public Data Explorer suggests that the data are being shared, while users in fact do
not see the actual data, but the results from black-boxed processes and calculations
which have been applied to the relevant search queries. As public nowcasting
service, GFT seems to have lost its value for Google Inc., since it is not able to
maintain its initial image as philanthropic project tapping into big data, but instead
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meanwhile stands for the severe methodological challenges coming along with big
data research. While GFT has always been a service which only disclosed a marginal
part of the information and data which have been decisive for its development and
maintenance, this condition is now all the more applicable.

Particularly the methodological problems have been pointed out quite rightly
in various assessments by Google-external researchers who identified recurring
reasons for the service’s overestimations and unreliability. While these evaluations
were conducted under restraints caused by GFT’s lack of methodological disclosure,
they were able to ascertain that malfunctions were often related to corporate
entanglements of the service with changes in the Google search engine (which is
responsible for the data collection). The deactivation of GFT as public ‘nowcasting’
service makes such efforts even more difficult — or almost impossible. Hence, the
service’s assessment is now increasingly exclusive and restricted by Google Inc.’s
authorisation of selected researchers.

As critics have shown, the GFT data collection is prone to confounders caused
by internal changes of the Google search engine. At the same time, the dynamic
user behaviour is a potential source of miscalculations. Changes in search queries
may be influenced by events and influenza information provided by news media,
but it is also not excluded that individuals deliberately adjust their behaviour. It may
occur that “research subjects (in this case Web searchers) attempt to manipulate
the data-generating process to meet their own goals, such as economic or political
gain. [ ...] Ironically, the more successful we become at monitoring the behaviour
of people using these open sources of information, the more tempting it will be
to manipulate those signals” (Lazer et al. 2014, p.1204). Apart from e.g. a political
motivation to manipulate GFT, it is also possible that the usage of their transactional
data may inhibit users’ willingness to ask for health data. As pointed out in the open
letter by EPIC and PPR, this “could also have a chilling effect on Internet users
who may be reluctant to seek out important medical information online if they are
concerned that their search histories will be revealed to other” (Rotenberg and Peel
2008).

Secondly, the stakeholder analysis highlighted that there is a negligence of
relevant actors and (in turn) a negligence of certain responsibilities by involved
stakeholders. The users whose Google search queries create the database for GFT
can obtain general information on “Privacy” and “Terms”. However, if they do not
take the initiate, users remain oblivious of the collection and uses of their data,
one of the being GFT. Since the service is prone to miscalculations caused by
changes in users’ motivations for certain search queries, it relies on subjects who
are ideally as little as possible influenced by factors which are not related to their
own influenza/ILI condition or illness in their direct social environment. The ideal
data source for GFT is hence an ‘innocent user’ who is largely unaffected by wider
information concerning a potential influenza epidemic or any other information
which might act as confounder with regards to service relevant key words. Such
a user image seems rather problematic.

Nevertheless, this may also be considered as one reason for the lack of trans-
parency and methodological reticence. One needs to keep in mind though that these
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data are also part of Google Inc.’s advertisement programmes and that a disclosure
might not only jeopardize the functioning of GFT, but would also render these data
costless and hence unprofitable. Besides, it is also possible — despite all claims for a
full anonymisation — that the data publication would infringe users’ privacy.

Apart from implications for the users, Google’s data monopoly inhibits an
assessment through external researchers. As described above, the service remains
largely a ‘black box’ and academics interested in an assessment are forced into
strategies of reverse engineering and speculation. While Google Inc. itself is highly
reluctant when it comes to sharing data, GFT was enabled by the fact that public
health institutions such as the U.S. CDC and the ECDC publish their health data
regarding influenza intensities online. What is hence missing are not only ethical
and legal guidelines for the (fair) use of transactional big data which need to be
taken into account by companies, but also public health institutions need to reflect
on how their data are being used. The disparity in public data disclosure in the case
of GFT, also raises the question under which conditions such public data should be
used and what kind of support should be granted for projects such as GFT. When
looking at developments such as Google Inc.’s Public Data Explorer — which draws
on data retrieved from e.g. the U.S. Census Bureau, Eurostat and the Organisation
for Economic Co-operation and Development (OECD) — it becomes obvious that
public data are processed by corporations in ways which may not have been foreseen
when they were originally published as datasets. This is not merely an issue which
applies to health data, but it is particularly problematic due to the sensitivity of such
information.

With the emergence of new, technologically facilitated possibilities for epidemi-
ological surveillance of diseases such as influenza, public health professionals are
required to carefully assess such new options with regards to ethical affordances.
In this context, one needs to keep in mind that exaggerated promises and hopes do
not merely function as facilitators for one, philanthropic type of data utilisation.
Instead, the use of transactional big data for a philanthropic, non-profit cause such
as influenza surveillance also promotes the value of big data approaches more
generally.”® Search engines such as Google opt users into their conditions for
use: when wanting to use the search engine, they do not have any other option
than paying their search engine queries with the data they leave behind. These
may be used for projects such as GFT, but such big data are likewise the core of
Google Inc.’s business model. GFT offers merely a glimpse into corporate data
mining strategies, company’s access and possible utilisations of health-indicative
big data. Currently, we are facing new dimensions of data mining, in scope and

28Epidemiological surveillance, as an approach which seems obviously dedicated to the greater
good, appears to be a popular field for corporate engagement. More recently, Microsoft Research
presented their “Project Premonition”. The initiative aims at employing drones and robotic
mosquito traps in order to detect pathogens in mosquitos, i.e. ideally prior to any human infection
(see http://research.microsoft.com/en-us/um/redmond/projects/projectpremonition).
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with regards to digital methods. At the same time, the access to and control of
health-relevant big data shifts from public institutions to corporations — fostering
asymmetric power/knowledge relations which inhibit an independent assessment of
validity claims.
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Denmark at a Crossroad? Intensified Data
Sourcing in a Research Radical Country

Klaus Hoeyer

Abstract Denmark is regularly portrayed in international science journals as
‘the epidemiologist’s dream’: a country where health data on all citizens can be
combined with e.g. information about social or financial position, kinship ties,
school performance data as well as tissue samples. Moreover, it can all be done
without the informed consent of the individual. This chapter describes the practices
in Denmark involved in what I call ‘intensified data sourcing’. I define intensified
data sourcing as attempts at getting more data, of better quality, on more people —
and I point out how intensified data sourcing has emerged as a new way of running
the health services. My key point with this chapter is that though research uses
of health data receive the most attention, research is not necessarily the main
purpose with intensified data sourcing. Nevertheless, ethical debates tend to focus
on research and thereby neglect an adequate understanding of the everyday practices
of data sourcing and the many competing purposes it serves. Furthermore, I point
out how ethical debates often focus on the rights of the individual, though data
sourcing operates at the level of the population, and when attending to individual
rights there is an unfortunate tendency to conjure concerns about privacy with rights
of autonomy. We need new modes of ethical reasoning that take point of departure
in an understanding of actual data practices. Since Denmark is in many ways at
the forefront of intensified data sourcing, it is a good place from which to begin
rethinking the policy challenges associated with intensified data sourcing at both
national and European levels.

1 Introduction

Routine healthcare activities today facilitate population-based data sourcing on a
scale unanticipated just 10 years ago. Thanks to new information and communi-
cation technology, patients produce healthcare data of great administrative value
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every time they enter the doors to the health services. In many cases, patients
also deliver tissue samples for diagnostic purposes. Simple blood samples can give
rise to massive amounts of genetic sequence data and be used to identify new
biomarkers, which might be of both clinical and research value. These data can
be combined with other types of data such as health records, physical location, and
socio-economic status extracted from non-health registers (Hood et al. 2015) and
be used for planning and administration of healthcare delivery as well as research.
This development is stimulated by the rapidly lowering cost of genetic sequencing
technologies and electronic data storage (Richards et al. 2015; The Expert Group
on Dealing with Ethical and Regulatory Challenges of International Biobank
Research 2012), but also by increased demands for transparency, accountability and
documentation of performance in the health services (Smith 2015). Denmark has a
well-registered population and a digitalized system of performance measurement in
the health services. Of potentially even greater importance for research uses of the
acquired data, Denmark has a flexible legal framework where tissue samples and
register data in many instances can be used for research without informed consent
from the individual.

Typically, the ethical debate about health data usage focuses on the rights of indi-
viduals to determine their own participation in research. However, with this chapter
I suggest that a focus on research uses and individual rights potentially misconstrues
the ethical challenges involved in biomedical data usage. Data intensiveness in the
health services is transforming healthcare in significant ways irrespective of research
interests in data. Medical ethics therefore needs to broaden its focus. There is a
need to understand why data is collected and what it is used for. And we need to
move closer to actual data practices to understand what the various policy options
currently discussed, such as informed consent, might produce in practice. This
chapter takes some initial steps in that direction.

Many scholars embrace the notion of big data mining to capture the unfolding
developments. I will suggest focusing instead on what I call ‘intensified data
sourcing’. I define it as attempts at getting more data, of better quality, on more
people. I chose the term ‘sourcing’ because there is more at stake than just ‘mining’
of existing data: sourcing is a dynamic process of creating, collecting, curating,
and storing data while simultaneously making them available for multiple purposes,
including research, governance, and economic growth. Unlike raw materials from
mining, many forms of data can be retained while forwarded and thus sold or used
again and again (Mayrhofer 2013). Big data debates tend to focus on research uses
as a ‘revolution’ in science (Mayer-Schonberger and Cukier 2013), but the data in
question is actively generated to fulfil tasks other than research.

I begin with some methodological, empirical and theoretical considerations
aimed at justifying ‘intensified data sourcing’ as an alternative to the more common
vocabulary of big data mining. Against this background, I outline how intensified
data sourcing is unfolding in Denmark and the contestations it involves before I
engage a discussion of the limitation of the on-going ethical debates about health
data usage. My overall purpose is to shed light on the magnitude of, and many
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competing purposes with, intensified data sourcing because I believe it is important
to keep the full range of purposes with data sourcing in mind when discussing
regulatory options.

2 From Data Mining to Intensified Data Sourcing

In this chapter, I take an ethnographic point of departure. It means that I base
my observations on an empirical engagement with the practices that I describe
(see Madden 2010). Instead of simply stating how things are, I seek to describe
how I have arrived at that conviction — often by providing the anecdotal type
of evidence through which we all typically learn about how others do things. I
also draw on policy papers, experiences from practical work on data management
committees, as well as experiences from working on data sets delivered from
Statistics Denmark, and from research projects in which I have interviewed Danish
researchers and patients enrolled in research because they featured in registers. My
own data sourcing is as open-ended as the quantitative data practices I describe
on the following pages: everything can potentially be turned into data. However, by
reminding readers of particular instances through which I have learned about certain
views or practices, [ wish to induce a form of transparency that can sometimes be
lost in big data practices where numbers come to feature as pre-existing facts.

During the past 18 months I have attended a number of meetings, conferences
and workshops about ‘big data’. From an ethnographic perspective one of the most
striking features of these events, which all had ‘big data’ in the title, is how the
concept attracts so many people while so few of the attendees claim to know
what ‘big data’ is. Almost every speaker at these events denounces his or her
expertise. Some point to lacking clarity about the definition of the concept and others
make distanced comments to established, but vague, definitions relating to velocity,
variety and volume or “data sets so large and complex that they become awkward to
work with in” (each citing different sources). ‘Big data’ is clearly something which
is happening right now in the sense that it is experienced as relating to something
important: it attracts crowds. The fact that it generates so much doubt and confusion,
however, makes it relevant to consider alternative conceptualizations with which
to grasp the unfolding transformations. As stated in the introduction, I believe we
should be talking about intensified data sourcing. What does this conceptualization
involve and why it is relevant right now?

Rapid developments in information technologies, and lowering cost of data
storage, facilitate accelerated data intensity in the daily practices of the health
services (Buchan and Bishop 2009; Fasano 2013). Ever-more clinical practices
are monitored through tracking of measurable data points, which are subsequently
retained in registers or searchable files (Murdoch and Detsky 2013). Data intensity
is primarily the result of activities aimed at quality assurance, performance mea-
surement, transparency, liability protection, accounting, or to put it simply: data
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sourcing is a way of running the health services (Smith 2015). Many hospitals are
implementing new health informatics infrastructures to facilitate easy and pervasive
re-use of medical data — primarily for administrative and clinical purposes such as
quality and financial controls, documentation, communication across sectors, etc.
The American company EPIC, for example, sells information platforms integrating
medical records, communication between units and sectors, and accounting and
documentation purposes — exactly in order to make both service delivery and
secondary data usage easier.

At a recent meeting among Danish medical informatics people that I attended,
the chair began the day by announcing that re-use of data beyond the care for the
individual patient was of pivotal importance for the health services, and that “the
important part is how we want it to influence the clinical practices through which we
collect data”. With collection she here refers to the formatting of the clinical record.
An example of this came up subsequently in the talk of a program director working
with implantation of the American EPIC platform in two Regions comprising about
40 % of the Danish hospitals.' The Director explained that in conjunction with EPIC
they had decided to minimize text spaces in the clinical record because free text
made it more difficult to use data in the daily management of the hospital. She
stated that it is too difficult and time consuming to check free text when using data
for administrative purposes. As I found it difficult to believe that what has typically
been seen as the primary purpose of record keeping (patient care) was overruled by
secondary purposes (data sourcing for administrative purposes), I wrote an email
asking her for a confirmation that I had understood it correctly. As she confirmed,
she added that “the decision to remove free text options is closely associated with an
assessment of available tools of documentation” (email, June 8, 2015). Considering
a decade of scholarly work demonstrating that from the clinical perspective free
text is central to patient safety and care (Bar-Lev 2015), it is striking that from the
administrative perspective templates are still seen as adequate documentation tools.

This is a good example of how data sourcing restructures care. If we used to
talk about ‘re-use’ of medical data when referring to administrative or research
uses, the new healthcare informatics platforms turn the priorities around and design
the record keeping instruments primarily with the ‘secondary purposes’ in mind.
The program director also explained that EPIC was seen as a tool with which to
ensure transparency and auditability down to the level of each individual physician
who can get data on his or her own performance and be monitored by superiors
according to the data traces they leave behind in their daily practices. The point is
that data intensity is not just a new opportunity for research as if it was an add-on
where we can decide not to use the data for research and then everything is ‘back to
normal’. It would be a serious misunderstanding. Key elements of care are changing
irrespective of research uses, and ethics debates should therefore not be restricted to
research applications but focus on how data sourcing modulates care.

I'The two Regions are Sjzlland and Hovedstaden, and further information can be found here: http:/
www.sundhedsplatform.dk/ (last accessed September 4, 2015).
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When information platforms increase traceability of each individual patient, it
becomes more relevant to also store and re-use the biological samples constantly
produced in routine healthcare. Without the ability to link samples to up-to-
date medical information, the samples are typically worthless. Now, ever-more
tissue samples of various kinds are retained and linked to updated healthcare
information (The Expert Group on Dealing with Ethical and Regulatory Challenges
of International Biobank Research 2012). Besides being of value for researchers,
such data practices are seen as providing new diagnostic opportunities in the daily
running of the clinics (Andersen and Poulsen 2015).

Lowering cost of sequencing technologies implies that the DNA contained
in the samples can be turned into data and retained in electronic files. In fact,
tissue is increasingly thought of as data (Mayrhofer 2013). Sequence data can
enter electronic repositories and be accessed from around the globe either on a
pay-per-view or open-source basis (Gholami et al. 2014). In that way, intensified
data sourcing operates across scales from the global to the local; from grand
political and economic dimensions to the most intimate aspects of people’s lives.
Furthermore, the preservation of tissue and data constantly facilitate composition of
new ‘research populations’ by combining samples from different individuals across
time, geographical spaces, social classes, social networks (Holmberg et al. 2013).
Data sourcing generates new potential identity markers and groups of belonging.

With all of these transformations taking place, it is no surprise that a plethora
of policies are developed to govern the data and tissue flows. Specific policies
tend to focus narrowly at just one of the many competing purposes, however,
and they thereby neglect the complex realities of intensified data sourcing. Some
policies emphasize economic interests (Organisation for Economic Co-Operation
and Development 2011), others are said to protect dignity and counteract com-
modification of the human body (Council of Europe 1997, 2015). Some emphasize
research purposes, others therapeutic or forensic purposes.”> Some focus on data
sharing (Organisation for Economic Co-Operation and Development 2007), others
on protecting confidentiality and donor privacy.® Often the different purposes
collide. Moreover, multiple agencies operating at different levels, or subdivisions
of the same authorities, develop competing guidelines and rules. For example, the
European Union (EU), of which Denmark is a member, seeks with its Data Pro-
tection Reform to limit data access and to protect confidentiality while promoting
capitalization, while the Commission simultaneously in its role as research funder
imposes data sharing and open access. Clearly the various agendas can be at odds
(Kaye 2012). To understand the regulatory landscape of intensified data sourcing
we therefore cannot focus on just one policy. We need to understand the everyday

2See, for example, the differences between the EU Tissue and Cells Directive (2004/23/EC) for
biobanks aimed at therapeutic purposes, and the rules of the European Research Councils on data
management plans for research biobanks, and compare to different national laws on police access
to biobanks for forensic purposes.

3See, for example, the EU Data Protection Reform and international conventions from UNESCO,
Council of Europe etc.
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practices, as suggested by Mol (2002), where policies are translated into action.
To understand the practices means scrutinizing the infrastructures facilitating data
production and flow (Leonelli 2014). Infrastructures are never finished; they emerge
through practices and never turn into fully stabilized ‘things’. The point is that when
I in the following begin describing intensified data sourcing in Denmark, I do not
seek to account for a well-delineated system operating within a unified regulatory
framework. I describe aspects of an open-ended infrastructure in-the-making that
seems to be serving multiple and sometimes conflicting purposes.

3 Denmark: A Country at a Crossroad

What makes Denmark interesting for discussions about data sourcing? Long before
big data became a hot topic, Denmark received attention as a country in which the
entire population served as a traceable population cohort (Frank 2000). Denmark has
a well-registered population where health data can be combined with data on educa-
tional and economic performance, as well as kinship and mobility patterns and many
other forms of information. There are stored tissue samples from most citizens, and
they can all be traced and linked to register-based information. Denmark is also
(together with Singapore) the country with the highest degree of digitalization of
the health services in the world (Danske Regioner 2015b, p. 9). For many years, the
Nordic countries have been forerunners in biobanking and according to government
estimates they are said to encompass “one fourth of the world’s collective biobank
capital” (Odell 2008, p. 39). With this wealth of information and traceable samples,
Denmark has been tagged ‘an epidemiologist’s dream’ (Frank 2003; Thygesen and
Ersbgll 2014). As mentioned in the introduction, there are two quite specific reasons
for considering Denmark an ‘epidemiologists’ dream’: the constantly evolving
register infrastructure, and a lenient legal framework. 1 will describe both in more
detail below, and when doing so illustrate how the praised research opportunities
result primarily from administrative practices. Data availability is therefore likely to
persist irrespective of research uses.

3.1 The Register Infrastructure

Beginning with the register infrastructure, there is a strong tradition for register
keeping. The Danish Cancer register was initiated in 1942 and claims to be the oldest
of its kind in the world, but of much greater importance is the establishment in 1968
of a central register for every citizen living in Denmark called the Civil Registration
System [Centrale Personregister] (CPR). The CPR was originally meant to serve
tax purposes and it contains basic identifying information on each citizen, such
as past and present addresses, family relations and marital status. These pieces of
information ensure full traceability. The register thereby delivers a basic structure
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A register of ‘legal
persons’/companies
(CVR)

A register of
property

(BBR)

A register of
persons (CPR)

All
other
registers

Fig. 1 The structure of Danish registers

for population traceability which since 1968 has been used in ever more additional
registers containing information on people. It seems to be in constant organic
growth. In addition to the register of persons (CPR), there is a register of legal
entities/companies (called ‘CVR’), and one of property (called ‘BBR’). See Fig. 1.
This basic division into owners and property reflects the taxing purposes, but as time
has passed, and so many additional registers have come to use the identity numbers
in these three basic registers, other purposes have become just as important for the
authorities. This infrastructure today makes it possible, for example, to check if an
invitation to participate in screening for cervical cancer has negative psychological
implications by following the screening participants in subsequent years and see
whether there are changes in their number of visits to the general practitioner, uses
of psychotropics, if they encounter breaks in educational progression, increased
divorce rates, etc. — to mention just one recent example of register combinations
(Alexandersen 2014, p.5). With the increased digitalization of the health services
and the adoption of the EPIC health informatics platform, all this information is
constantly getting easier to retrieve.

3.2 The Lenient Legal System

Many countries produce more and more data and the other Nordic countries have
register structures similar to the Danish system (see also Tupasela and Liede,
this volume). Hence, the real competitive edge for Denmark in terms of research
is the lenient legal system. Denmark has informed consent exemption rules for
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biobank-based research and exemptions also from ethics approval for register-
based research. Such rules are in place to minimize potential drop-out bias. It has
been important to avoid drop outs in particular in relation to potentially sensitive
issues. An example I have often heard Danish epidemiologists use to explain the
necessity of informed consent exemptions, is that American researchers claimed
that abortion caused cancer based on a study of only those women who agreed to
participate in follow-up studies. When using Danish register data on all abortions
and all diagnosed cancers, there was no correlation and thus it turned out that the
American study was based on a selective group of women — probably those who
were dependent on access to healthcare through research participation and who
were exposed to other cancer risks.

A rarely mentioned reason for lenient rules on informed consent is the ubiquity of
data usage in Denmark. In fact, nobody knows how often data on individual Danes
are used. The authority responsible for health data delivery for research purposes,
Statens Serum Institut (SSI), claims in a recent report written by the Danish Council
of Ethics that they hand out data on practically every citizen each year, and for some
patient types data are used “many times every year” (my translation, Det Etiske Rad
2015, p.9). I have also asked several people at Statistics Denmark how often a Dane
can expect to supply data for statistical calculations and the guesses I have received
range from ten times a year to 100,000 times.

Why is it so difficult to figure out how often data is used if everything in Denmark
is so well-registered? Here we should keep in mind what I wrote about the nature of
intensified data sourcing above. The different guesses probably partly reflect varying
perceptions of what counts as data usage, which administrative levels they include
etc. The health services have always used data, but in a paradoxical manner the
increased availability of population data also seems to have made the aggregates
more sensitive and more ‘personal’ in the public conception. In the following,
I first describe some initiatives taken to promote data sourcing for research and
then provide examples of public contestations and initiatives that seem to limit
opportunities for data sourcing. Again, the point is to illustrate how ubiquitous data
sourcing is and how research uses interact with a wider restructuring of healthcare
infrastructures. I emphasize the ubiquity because I believe we need to understand
the actual everyday data practices to assess the nature of the ethical problems they
entail and the feasibility of the various solutions suggested.

3.3 Initiatives to Facilitate Research

The Danish Government has written into the Plan of National Growth that Danish
registers and biobanks should be used to attract national and international companies
(Aagaard and Lassen 2013). Data and samples cannot be sold and the authorities
are not allowed to operate for profit, hence the idea is to generate economic
growth by way of creating attractive environments in which companies flourish
and therefore establish new places of employment. To reach the objective, work
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has been initiated to create a coherent national IT infrastructure that will ease
the data sourcing initiatives across sectors, institutions and domains (Danish e-
Infrastructure Cooperation and Danmarks Elektroniske Fag-og Forskningsbibliotek
2015). Furthermore, targeted research service organizations have been reorganized
and a National Danish Biobank has been established to facilitate easy access for
national and international partners (Ministeriet for Sundhed og Forebyggelse 2013;
Styrelsen for Forskning og Innovation 2013). The National Biobank is partly a
physical biobank located at SSI, partly an inventory of existing biobanks located
elsewhere and operated by the Regions. The Regions, who are responsible for
running the Danish public hospitals, work to both construct new tissue collections
and to make existing collections available for national and international public and
private partners.

When research on Danish health data is discussed with policy makers at
various levels, whether in closed meetings, at conferences, public hearings, or other
venues, the sheer amount of available data is typically put forward as a “unique”
resource giving Denmark a competitive edge. Some policymakers even talk about
an “obligation” to use the data (see also Tupasela 2007, for a similar Finish
example). Most researchers, however, are keenly aware that the real competitive
edge stems from the lenient legal framework with its informed consent exemptions.
The parliament showed its commitment to the creation of a research friendly legal
framework again in 2014, when it was decided to delete an opt-out register in
which approximately 16 % of the population had signed-up so that they could not be
approached by researchers. It seemed surprisingly radical to just delete the register,
and together with Francisca Nordfalk I decided to request access to the register and
the files documenting its establishment and obliteration. We found that the register
was established in 1995 in reaction to three citizens expressing concerns about
surveillance, but very few used this opt out opportunity until 2001. What happened
in 2001 was that a new administrative unit took over the running of the register
and decided to let it feature on the forms used by citizens to inform the authorities
about changes of address. On the forms it stood as an option called “Researcher
protection [Forskerbeskyttelse]”. There was no explanation of what it implied and
you could register your whole family without their knowing. Interestingly, however,
it was not the lacking information and autonomy associated with the registered opt
out, which was discussed when Parliament deleted the register. Rather, it was the
threat to research as a consequence of selection bias (Nordfalk 2015).* Furthermore,
people in the register would still be used for register-based research irrespective of
having signed up for ‘researcher protection’. Registration basically meant that you
could no longer be asked whether you wanted to be enrolled in research project
demanding active participation.

“There is another opt-out register which has not been deleted yet. It is called “Tissue usage
register [V@vsanvendelsesregisteret]” and here citizens who do not want to have their tissue used
in research without consent can sign up. Less than 500 citizens have entered the register and it
therefore currently does not pose a threat to population-based research.
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That the authorities are well aware that consent-exemption rules are key to
Danish competitiveness, has become obvious the in the negotiations of the EU
Data Protection reform. Here the Danish Government has insisted on rules exempt-
ing register and biobank research from informed consent (EurActiv.com 2013).
Denmark has entered into an unusual coalition with countries like Hungary in
combating increased privacy rights in EU. Denmark is supportive, however, of the
other central ambition with the Data Protection Reform: to attract international
capital (EurActiv.com 2013; European Commission 2014). Public research funding
has been used to attract one of the leading genomics companies in the world,
Chinese Beijing Genomics Institute (BGI), to work on a Danish ‘reference genome’
(a standard genome based on which it is easier to identify variations in the Danish
population). BGI has now established a European branch in Copenhagen, and I have
been told by some of their collaborators that one of the reasons for their interest in
Denmark is the availability of registers facilitating research that cannot be done in
China.

Currently the Danish Regions and the Deans from the medical faculties of the
Danish universities have joined forces to establish a large-scale whole genome
sequencing project similar to the British 100,000 Genomes Project (Wynn 2014),
and the population-wide genome sequencing in Iceland (Gustafsson and Farmer
2015) and on the Faroe Islands (Timmis 2011). The hope is that research and health-
care will merge and make genetic research clinically useful while simultaneously
creating an important resource for research. When the policy aim is to dissolve the
distinction between research and clinic, it is important that ethical analysis is not
limited to research uses.

3.4 Conflicts About Data Sourcing and Initiatives to Limit
Data Availability

Concomitantly with all the above mentioned initiatives to promote intensified
data sourcing, the Danish authorities have, in paradoxical ways, been engaged in
initiatives that seem to be aimed at imposing limits to data sourcing. Some of
these initiatives relate to data security and trust issues, and some relate to changed
perceptions of patient rights. I will briefly provide examples of both.

During the past decade or so, the health services have placed increasing emphasis
on patient empowerment. Health services are increasingly ruled through policies
formulating patient rights, such as a right to receive elective surgery within a
particular timeframe.> More emphasis is given to documentation of informed

SDifferent governments have during the past 15 years introduced and modified various ‘guarantees’
such as entitlements to elective surgery, cancer treatment, diagnostics etc. within various time
frames. Traditionally, very few health services other than abortion were presented as ‘rights’ —
they were offered at the discretion of the treating doctor (see Hartlev 2005).
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consent and avoidance of force in treatment (see also, Armstrong 2014). Patient
empowerment is also sought through digital means. As mentioned above, many
hospitals now use the EPIC systems where health records are to be filled in with
the patient on tablets on the ward. In a new digital strategy, the Regions responsible
for the public Danish hospitals aim at offering digital opportunities for patients to
register the information they wish to share with the health services and to comment
on their own health records. Already, as part of implementing patient rights through
digital means, all citizens have been granted access to see what is registered in
the electronic health record [Sundhedsjournalen] through an often-used homepage
(in 2014 some 719,000 Danes looked into their own records). On this homepage,
patients can also keep track of every health professional having accessed their health
record. The patient role is clearly under transformation (Armstrong 2014). The
point is that patient empowerment operate both through transformations of micro-
practices such as changing digital interfaces and through political initiatives creating
‘patient rights’, and that it is deeply intertwined with the digitalization also serving
to intensify data sourcing.

The potential for conflict between the two agendas, intensified data sourcing
and patient empowerment, is rarely articulated. However, the increased emphasis
on informed consent in relation to treatment (along with tools with which patients
can monitor health professionals and data usage) makes it increasingly difficult
to uphold informed consent exemptions within register and biobank research. As
guardians of their own information, patients potentially acquire new forms of
authority (Novas 2006). When patients do not understand who has looked into
their medical records, they complain, and complaints leads to questioning of the
legal framework. A very ambitious mode of data sourcing from general practice,
Datafangst (literally ‘Data catch’), was thus suspended in March 2015, when it
turned out that more information was collected than what the data authorities had
allowed. Four of the five Danish Regions announced in January 2015 that now also
non-clinical uses of hospital records would be suspended until it was determined
whether uses without informed consent were legal (Hildebrandt 2015). While few
Danes have heard about the suspension of data sourcing from hospital records, the
case from general practice has been widely publicized (Streede 2014). According to
a study of social media reactions to the case (Westergaard and Skovgaard 2015),
opposition to Datafangst has been promoted by general practitioners contesting
administrative uses of data to monitor their performance. The GPs have not only
written numerous opinion pieces, they have also set up a new association aimed at
giving patients control of their own data (see http://patientdataforeningen.dk/) along
with several initiatives on social media, which have generated thousands of likes
and comments from citizens expressing discomfort with uses of their health data
(Westergaard and Skovgaard 2015).

If we consider what features in the news, it is probably reasonable to assume
that the public discomfort with data sourcing, which is recorded in the study by
Westergaard and Skovgaard and in my own interviews with patients enrolled in
research (see below), is fuelled also by numerous recent examples of data leakages,
instances of hacking, and anxieties related to surveillance. There are elements of
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the specific Danish context which are important to notice when we discuss data
security and leakages. The running of the CPR organization has been outsourced to
a private company, CSC, which has then been sold to an equity fund. The number
of employees has been drastically reduced and in the course of the many changes,
CSC has had some unfortunate problems with data security. Another case of data
leakage receiving massive media attention was the revelation that the Danish gossip
magazine, Se og Hgr, illegally bought information about the royal family and other
notabilities from a person having access to their credit card information from a
nationally initiated credit card company, Dankort, which has also been outsourced.
Another case receiving public attention was when a private company selling internet
security options did a little investigation for the national broadcasting company
which revealed 1492 CPR numbers illegally featuring on the homepages of 21
Danish municipalities (Bengtsson 2014). The report indicated that the sensitive
information typically featured in relation to publication of citizen complaints, which
implies that it is the transparency and empowerment agenda that here leads to
confidentiality breaches.

In September 2014, I interviewed 21 persons who were identified through
registers and invited to participate in genetic research. They were keenly aware of
media stories about data leakages. Importantly, however, they rarely distinguished
between various agencies or organizations. They would mention the cases of Se og
Hgr, CSC and the politically sensitive issues of national security surveillance (e.g.
by the US National Security Agency) and attempts of revealing power through data
leakages (e.g. WikiLeaks). Such non-health issues may thus potentially intervene
in public perceptions of health registers and electronic patient records and shape
the direction of intensified data sourcing in the biomedical arena. Controversies
with no official relation to health data might gradually influence public perceptions
of control and comfort in relation to health data management. Still, each of the
interviewed participants had decided to trust the researchers inviting them. Several
of them remarked that data might leak, but they assumed nobody would care to pry
into their medical information: “I just don’t think I’m interesting enough for anyone
to go through that trouble”, as one of them said. Hence, rather than expressing
trust as a form of personal confidence, they tend to express a form of fatalistic
choice (“go as it may”) more in line with Luhmann’s classic conception of trust
as mechanism to reduce complexity in modern society (Luhmann 1999). I pose
this remark on trust because I, throughout the past 15 years, again and again have
heard medical researchers, politicians and administrators claim that “Danes” trust
them. I am not claiming a sudden crisis of trust. Indeed we cannot know to what
extent there ever was trust among the Danes. Nor can we say that there is no trust
in the current system. Patients still participate in research, they go to their doctors,
hospitals continue to keep records, everything continues to work more or less as
it used to. Nevertheless, something is changing. Denmark seems to have arrived at
a crossroad with no clear path ahead and no clear understanding of how citizens
should manoeuvre between being patients and data subjects. In the following I turn
to the ethical debates emerging at this crossroad. I present some of the ‘solutions’
that policymakers consider, and discuss their merits in lights of the practices just
described.



Denmark at a Crossroad? Intensified Data Sourcing in a Research Radical Country 85
4 Ethical Debates and Their Limitations

It is striking how the current intensification of data sourcing happens in parallel
with a sort of public ‘ethical awakening’ with regards to data. Though I have
shown how health data usage is not new at all, biomedical data was not previously
seen or discussed in Denmark as problematic. In fact, the very conception of
data seems to be changing. Previously medical data was rarely discussed as
information about individual citizens. It was data about the work and performance
of health professionals, data for billing purposes, data on quality etc. The data
record happened to contain information about individuals, but the information about
specific persons was rarely articulated as the defining characteristic. With the new
form of ethical debate about health data, however, our conception of the health data
as such seems to be changing.

This awakening takes place at both international and national levels. It comes
across in the literature, with volumes like this one, and the report on health data from
the Nuffield Council (Richards et al. 2015). It also comes across in policy making,
such as the new declaration on health data from the World Medical Association,
and other initiatives discussing data security and the rights and integrity of data
subjects (e.g. the EU Data Protection Reform). At the national level, the Danish
Council of Ethics recently issued a report on health data (Det Etiske Rad 2015), and
the Danish Regions issued both a data management policy and a policy for Data
usage in 2015 (Danske Regioner 2015a, b). The new data awareness also comes
across in the social media activism mentioned above. Finally, it comes across in
an intense organizational activity aimed at reorganization of data practices — which
are now often discussed as the making of ‘ethics policies’. I personally experience
the organizational demands as a member of several administratively appointed
committees working in parallel to enhance data management practices at various
levels at my home university.

There are several things worth noticing about this process of making ethics
policies for data. First, organizational actors at the national level tend to suggest
“solutions” aimed at the individual, though discussing data sourcing that operates at
the population level. Second, the ethical attention seems to focus on research uses
though the data in question is mostly generated for purposes other than research
and therefore most likely will continue to exist and modulate care irrespective of
the rules set for research. In the following I will discuss the problems with first the
focus on the individual and then the one on research uses.

4.1 The Individual and the Population

With solutions aimed at the individual I think, of course, of suggestions of
introducing informed consent with respect to data usage. Informed consent is
primarily designed to let an individual assess the risks associated with participating
in, for example, clinical trials (Faden and Beauchamp 1986). It has been extended
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to ever more practices and is today a cornerstone also of the movement towards
patient empowerment in everyday clinical practice. But who can be expected to
provide informed consent to data usage once a year, ten times a year, or 100,000
times a year (depending on which of the figures above we should trust)? Even if
the figure could be brought down from 100,000 to something like ten times by
limiting what is included when counting (e.g. by only counting specific forms of
data usage for particular forms of research), it will be a substantial amount of
consent procedures that individuals will have to undergo for today’s practices to
continue. The Danish experiences with ‘opt out’ (the register which was recently
deleted) do not point to a successful alternative to informed consent, but just as
importantly those experiences indicate what happens when opting in or out becomes
a matter of ticking boxes while you are in the middle of doing something else. We
cannot expect individuals to mind the problems of the population in a manner that
will make them consider research participation in any depth when it happens so
often. Either we need to accept that the current research activity cannot continue or
we need to install alternative procedures to safeguard the interests of the contributing
individuals. Informed consent will not work. The Danish Council of Ethics suggests
in their recent report to consider a ‘meta-consent’ (with traits of what Jane Kaye
et al 2015, has developed as dynamic consent) where individuals can indicate their
consent preferences online — but the ethical attention in this way remains focused
on what the individual decides, not what the individual has at stake.

Already, informed consent has been intensely criticized on numerous accounts.
In relation to biobanking, it is impossible to ‘inform’ about unanticipated future
technological opportunities (Arnason 2004; Hansson et al. 2006; Lipworth et al.
2006; Maschke 2006; Nomper 2005; Steinsbekk et al. 2013; Wendler 2006).
Informed consent has also been seen as inadequate for genetic biobanking when
consent is given by individuals, while the samples reveal information about families
and groups (Beskow et al. 2001). Furthermore, it has long been known, that patients
and research participants rarely understand, remember or use the information
provided (Hoeyer and Hogle 2014; Lidz et al. 1985). Informed consent is therefore
accused of deflecting attention from more important moral issues and reducing
ethical reflection to procedural collection of signatures (Brekke and Sirnes 2006;
Corrigan 2002, 2003).

What is informed consent then supposed to do? Traditionally informed consent
is expected to protect the individual and preserve the individual’s autonomy
(Faden and Beauchamp 1986). In relation to protection, the Danish Council of
Ethics discusses both protection against informational risks, in the sense of harm
encountered as a consequence of data leakage (e.g. limited access to insurance)
and in the sense of breaches of privacy, by which they think of emotional harm
disturbing the well-being of the individual. With respect for autonomy, the purpose
is to let each individual influence what they support. At various meetings, I have
heard several times an analogy to charity of the type: “You have a right to decide
what your money is used for and whether they should go to Save the Children
or Red Cross. The same ought to apply to your tissue or your data.” Actually,
it is not absolutely true about money for aid work if we consider the fact that
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Danish development aid is primarily derived from taxation, but leaving that aside
my point here is that it is problematic when respect for autonomy is conflated
with the objective of protection. In fact, the introduction of individual informed
consent demands to enhance autonomy might very well undermine the protection
against data leakage because systems will need to uphold a strong data linkage to
each individual — without data linkage, it is impossible to give individual consent.
In Denmark it has been suggested using the site www.sundhed.dk where each
individual can log in and see their own health records to allow individuals also to
administer consent for research uses. However, the more an individual can access,
the more entry points will be generated. Such entry points can then be used also by
hackers and others looking for access to data. The online society where everybody
can access everything about themselves is also online 24/7 for the uninvited guests
and intruders. Conversely, when anonymization is suggested as an alternative to
informed consent it might protect them, but it will hardly serve to protect their
autonomy (Mittelstadt and Floridi 2016). We might therefore need to think more
carefully about the differences between procedures enhancing autonomy and those
ensuring protection, and articulate more clearly the ambitions with the policies
adopted. Informed consent cannot take care of it all and irrespective of the solutions
policymakers adopt; they all come at a cost.

While the focus in ethics debates on informed consent has tended to narrow
down the discussion to autonomy and protection, Mittelstadt and Floridi (2016)
argue that data practices might have implications for patients in other ways. When
population data are used to generate guidelines for future prevention or treatment
plans, the data have looping effects for the people delivering data and samples
(Bauer 2014; Hacking 1995; Holmberg et al. 2013). New diagnostic information
might occur, and new risk profiles emerge. Profiling through big data is often aimed
at prevention. Individuals become subjected to new forms of advice and have to
do things differently — rarely because the individual will fare better, but because
25 out of 1000 will. Prevention typically has effects at the level of the population.
Furthermore, it is necessary to acknowledge that sometimes public health advice
aimed at prevention turns out to be all wrong. There is a long and unfortunate history
of preventive campaigns that turned out to build on inadequate evidence. We need
to be aware that this will also be the case for some of the ‘big data insights’ that
currently promises to deliver personalized health optimization (Hood and Flores
2012). Even when the advice is medically sane, some will object to health promotion
as a lifelong preoccupation (Rose 2007). Not everyone wants research to enter the
clinic. Still, in the current environment the ambition is to dissolve the distance
between ‘bench [or computer] and bedside’ and make data usage part and parcel
of clinical practice down to the level of the individual patient. Therefore, we need
to keep asking in relation to the various initiatives: For whose sake?

Deleuze viewed the turn to life-long prevention as a special form of control
(Deleuze 1990) and Foucault has inspired a range of studies focusing on the medical
gaze as involving biopolitical surveillance and subjectification (Foucault 2000).
Nevertheless, it is important not to over-generalize research tendencies. There are
many competing research agendas using the same resources and it is never obvious
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which agenda that will have most influence (Leonelli 2014). There is a need to
explore what data sourcing eventually produces, for whom, and why. When doing
this, it is again important to remember that data are mostly construed and used for
purposes more mundane than research: they are indeed supposed to serve purposes
of control, but in a somewhat less encompassing sense than Foucault and Deleuze
suggested, namely to document the quality of care. In many cases, it might very
well be in the best interest of the individual patient. And finally, we need to
accept that it is not only patients who hold legitimate interests in storage of data.
Health professionals need to document their practice, both to learn and to protect
themselves against potential accusations from discontent patients.

4.2 Why Focus on Research Uses of Data?

In its recent report, the Danish Council of Ethics decided to discuss only research
uses of health data and suggested considering various consent options of research
uses of data. Even with informed consent (or opt out) for research uses, however,
other forms of data usage will continue — and therefore we must question whether
a demand for informed consent for research would really make any difference
for the individual in terms of the informational risks associated with data usage?
Most researchers get only anonymized data sets, hence the number of people
having access to identifiable data will not necessarily decrease though research
opportunities do. The most important problem with the current focus on research
uses of data, however, relates to the way in which it imposes a certain form of
blindness to the more pertinent risks for the individual associated with intensified
data sourcing. When focusing ethical debates on research uses, the real changes to
healthcare installed through intensified data sourcing remains largely unaddressed.
For example, the fact that EPIC platform reduces free text areas in the health
record keeping to support data surveillance for administrative purposes, will have
significant implications for the care of the individual. It has nothing to do with
research uses, but it introduces changed priorities in record keeping whereby
‘secondary uses’ comes to define the technical options available for the ‘primary
uses’ of data. It is a fundamental reconceptualization of the purpose with record
keeping which ought to be discussed. As long as ethical debates focus on research
uses, it is not.

The World Medical Association suggests informed consent for all forms of data
usage and does not limit itself to research uses. Imagine that this would actually
be the case — each individual patient could decide that biomedical data cannot be
stored without their consent — what would the consequences be for that individual?
There would be clinical consequences, as the individual having opted out of record
keeping would have to keep personal track of specialized medical information in
order to get proper medication etc. In emergencies, or if the patient is unconscious or
loses mental abilities, treatment opportunities could be severely hampered because
treatment in these cases relies on access to the previously recorded medical history.
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If patients have opted for storing less information about themselves, will they then
also lose entitlements related to complaints and medical liability? Is it fair to expect
health professionals to accept complaints if they are not allowed to retain data on
treatment? There is no risk-free form of healthcare.

5 Concluding Remarks

With this chapter [ have argued for the need to acknowledge the wider context for big
data debates by way at looking at the practices through which data are created and
used. Because data are not just ‘mined’ but actively constructed, and because they
serve many competing purposes among which research is often just a minor element,
I have suggested conceptualizing the ongoing transformations as intensified data
sourcing. My central point has been that when we look beyond research uses, we
might better understand why data sourcing takes place and thereby comprehend
the nature of both the problems and benefits data sourcing involves for the people
delivering the data.

I have presented a national case study from a country which in many ways has
tried to take the lead in intensified data sourcing. From an outside perspective,
Denmark can appear as a research radical country because many initiatives have
been taken to promote research, including the abolition of an opt-out register. It
is important, however, to note that the overall aim of enhancing data availability
relates to purposes other than research. The intensive mode of data sourcing has
moved the country to a point where some initiatives, such as Datafangst, have been
found unlawful. Data leakages and hacking mostly unrelated to medical research
have subjected data flows to heated public debate and scrutiny and brought Denmark
to a crossroad where the public legitimacy of data usage cannot be taken for granted
anymore.

Intensified data sourcing is ubiquitous in Denmark. Nevertheless, several ethics
policies, including the recent report from the ethics council, focus on research
uses and suggest remedies to potential problems that focus on the individual.
Informed consent is mentioned again and again as a policy ‘solution’ to all types of
problems (Hoeyer 2009). Individual informed consent, however, is not compatible
with the actual data practices. Today, the health services are managed through
data sourcing, and data does not disappear just because research uses are limited.
Even if consent procedures are limited to research uses of data, the amount of
consent procedures each individual should engage in will be so significant that we
cannot expect people will pay due attention to the actual information provided.
Furthermore, there is a need to reconsider the double role typically attributed
informed consent of protection and a means for respecting autonomy (Laurie and
Hunter 2013, p.38). Some solutions aimed at enhancing autonomy, might work
counter to the aim of protection, and some measures aimed at protection (such
as increased anonymization) will limit the ability of each individual to exert
autonomy.
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At a more basic level, however, we should initiate a discussion about the nature
of the personal stakes in biomedical data practices. How and why did we come
to re-interpret data in the health services as personal data? We seem to be in a
process of negotiating not only rights and duties of citizens, but also what a person
is and where we encounter persons. The medical record is no longer an object of
internal clinical practices related to auditing, quality assurance, management and
research; the virtual cloud of data seems to gradually become personified as yet
another representation of a named person. It is of course this insistence on the image
of a ‘person’ in the data cloud that makes informed consent appealing as a passage
point from virtual cloud to research population. But can we really expect actual
people of blood and flesh to spend the time needed to assess each research project —
or all the other uses of health data? What are the consequences for the individual, if
opting out becomes an easy solution, an online click and you are left in peace? Will
individuals end up losing rights if they have opted for ‘no data trail” at some earlier
point? I believe we need to think through carefully the consequences of providing
individuals the right to delete data otherwise retained in the health services and do
so in light of a conceptually nuanced consideration of the nature of the retained data.

These challenges are not just Danish, but Denmark is at the forefront of
experiencing them. In its work with data protection, the European Union will need
to take into account the very different forms of data sourcing that are currently
developing in different European countries, and therefore national case studies such
as this one are needed. It is through engagement with concrete data practices we
learn what is at stake for the people involved, and a proper ethical analysis should
take these stakes into account.
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A Critical Examination of Policy-Developments
in Information Governance and the Biosciences

Edward Hockings

Abstract This chapter provides a contextualisation of policy developments in the
biosciences, health-research and information governance in relation to societal ten-
dencies. The initiatives considered include the Clinical Research Practice Datalink,
the Health and Social Care Information Centre, the 100,000 Genome Project,
the introduction of personalised medicine, and the relaxation of the information
governance regulatory regime. It is argued that we are witnessing a shift from
rights-based approach to the adjudication of competing claims, in which benefits
to the economy, for example, are seen as goods to be balanced with a data subject’s
right to privacy and confidentiality. The greater weight that economic interests now
possess in information governance and the biosciences has substantive implications
for future policy in this area. This, along with the new powers of access by
the Government, moves us into unexplored terrain and generates novel ethical
challenges. Though, this chapter advocates an approach to policy and governance
that proceeds along deliberative and democratic lines, the developments of concern
to this chapter are evidence of the challenges that lie ahead.

1 Introduction

The ambition by the Government to turn the UK into a leader in the biosciences
has led to major infrastructural developments, creating unprecedented access to
patients’ medical information held across the NHS, and to whole-sequenced
genomic data collected from NHS users. This has been accompanied by the relax-
ation of the governance of medical data and the introduction of permissive normative
guidelines for the use of biomedical data. Forming part of an innovative economic
and health policy, the introduction of personalised medicine into NHS healthcare
from 2017, the 100,000 Genome Project and other data intensive initiatives, will
add value to the bioscience and health-research sectors, lead to better management
of NHS resources and an improvement in the quality of healthcare, and contribute to
the maturation of genomics. However, policy developments have tended to narrow
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down decisions, focusing on such things as delivering economic growth, rather than
taking broader concerns into account. Commercialisation now carries incomparably
greater force in the governance of medical and biomedical data. This is tied to a
more general trend in which the economic paradigm has come to dominate policy
relevant to the biosciences in the UK. Short-term economic motives, however, are
likely to have long-term ethical and socio-legal consequences. This chapter takes a
holistic view of these developments, focusing in particular on the novel challenges
engendered by the relaxation of the regulatory regime, and the commercialisation
of biomedical ‘Big data.’

We are witnessing a shift in the governance of medical and biomedical data,
from a rights-based approach to the adjudication of competing claims, in which
benefits to the economy, for example, are seen as goods to be balanced with a data
subject’s right to privacy and confidentiality. These unprecedented levels of access
by Government and private sector, give rise to new powers and new responsibilities.
As these initiatives have been driven by the government and the private sector, we
cannot expect these new powers to be used in ways which reflect the interests of
society as a whole, but rather, sectional interests and those of Government. The
embedding of commercialisation in the governance of medical and biomedical data
is likely to lead to the widening of the uses of whole-sequenced genomes for
commercial purposes. Further, hitherto unseen levels of access by the Government
might also result in an expansion of the ends for which biomedical data is used. The
view is advanced that the relaxation of the governance model must be supplemented
with adequate governance arrangements to oversee the uses of this information, by
whom and for what reasons.

Forces on the ground, such as the public relations strategy employed by
successive governments’, have meant that the conditions for public deliberation
about the nature, risks and wider implications of the 100,000 Genome Project, and
related initiatives, have not been in place. Further, the deliberate obfuscation of
the associated risks and the wider trajectory of policy have facilitated the locking
in of commercialisation in the biosciences. Redressing the democratic deficit that
is already in place requires, as a first step, acknowledging the salience of the
socio-economic context of modern societies in shaping governance models and
policy decisions. The stipulation that bioscience policy and governance must be
deliberative and democratic (Nuffield 2012) should be situated within a macro-level
view of society. In particular, the tendency towards de-democratisation (Habermas
2015) and the expansion of the reach of market mechanisms and market thinking
(Sandel 2012). Novel developments such as the advances in the biosciences are, in
great part, being driven by market thinking and concomitantly, sectional interests
are being privileged over democratic decision and deliberative engagement with
the wider trajectory of bioscience policy. As the balance between the market and
democracy is out of synch (Habermas 2015), modern societies are failing to engage
with issues of paramount importance (Sandel 2012).

This, then, raises some crucial questions. As the biosciences could result in harms
at a public scale (Nuffield 2012), there is a significant public interest in these. Is there
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moral warrant to afford priority to democratic decision and deliberative engagement
over sectional interests and market thinking? Further, are modern societies capable
of a practical discourse in regard to regulatory issues in the biosciences and
the trajectory of bioscience policy? Lastly, if modern societies are capable of
consensus formation, on what criteria might such a process be considered morally
binding? These avenues of enquiry will be explored through Jiirgen Habermas’
theory of communicative action and his discourse theory of ethics, which, it will
be argued, provide normative and theoretical grounds from which the policy and
regulatory developments of concern to this chapter will be shown to be ethically
problematic.

Placing particular emphasis on the driving forces behind them, this chapter
begins with a detailed account of policy developments. This is followed by an
assessment of the changes to the landscape of information governance, in particular,
the newfound weight that commercialisation carries therein. The following section
considers the impact of the biosciences on values, and charts a shift from a sanguine
acceptance about attendant changes, to a more cautious approach, which is sensitive
to the social, economic and legal context in which the biosciences are emerging
and the implications of their introduction into society. This, furthermore, has been
accompanied by the view that the public must be given a central role in the
development of bioscience policy and regulation. Consideration is then given to
the features such an approach ought to possess. The need for reflexivity, openness
and inclusiveness is then contrasted to the way policy and regulatory developments
have unfolded. Specific focus is placed on the public relations strategy that was
employed; the deliberate obfuscation of the risks, an absence of meaningful public
discourse, and democratic deficit at the heart of these developments are central to the
critical analyses. The proceeding section anchors an inclusive, open and reflective
approach to bioscience policy in Habermas’ theory of communicative action and his
discourse ethics.

This leads us into to a detailed explication of the risks, which includes a critique
of the narrowly focused discussion of these in the relevant literature. Consideration
will then be given to the unprecedented responsibilities for Government and the
new opportunities for commercialisation that is engendered by the relaxation of the
governance of sensitive information.

2 Policy Developments: An Overview

At the turn of this Century, a memorandum by Glaxo Wellcome, submitted to the
Select Committee on Science and Technology, House of Lords (2000), advanced the
view that “the UK has an opportunity through the National Health Service (NHS)
system of ‘tracking’ patients and using electronic medical records to establish
a valuable genetic research database.” At the same time, written evidence by
SmithKline Beecham to the Select Committee on Health, House of Commons
(2000) stated that the “NHS represents a singular but under-utilised resource
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for population genetics, and healthcare informatics more generally”. The same
submission stated that what was “now required is the political will to tackle the
issue of public acceptability.” In 2007, evidence submitted by the Association of
the British Pharmaceutical Industry to the Select Committee on Health, House
of Commons (2007), stated that there is an “international race for benefit and
competitive advantage in research where the UK could have a significant Unique
Selling Point (USP), if research interests are given priority ... making use of the
full electronic patient record will provide substantial benefits to patients, the NHS
and the economy”.

By 2008, as part of the ‘NHS National IT Programme’, electronic medical
records (Summary Care Records) were rolled-out across England and Wales.
Through the ‘Secondary Uses Service’, every NHS user, by default, become a
research subject. With a change of Government, the NHS National IT Programme
was discontinued; however, the ambition, to quote from the Plan for Growth 2012
(PfG), Department for Business, Innovation and Skills (BIS), of “using e-health
record data to create a unique position for the UK in health research”, remained
unchanged. The 2011 Strategy for UK Life Sciences (SUKLS), Department for
Business, Innovation and Skills (BIS), set forth the vision for the exploitation of
the NHS as a data source and, as part of the strategy, committed to consult on an
amendment to the NHS Constitution which would see the introduction of a default
assumption that “data collected as part of NHS care can be used for approved
research, with appropriate protection for patient confidentiality” (2007, p.3)”. The
Government Plan for a Secure Data Service 2012 affirmed that, as the “NHS could
offer unique opportunities for this country’s international competitiveness in health
research,” it would “create the capacity to draw on the power of large linked data
sets on a scale unprecedented here or elsewhere in the world.”

Beginning in 2012, the Conservative Government launched three major initia-
tives. The Clinical Practice Research Datalink (CPRD) was established, which
provides NHS clinical data to the research and life sciences communities. Collecting
comprehensive information about treatments and care from across health and social
care, which feed into clinical auditing and the planning of new health services,
and, also, it creates custom data sets — about which more will be said later —
the Health and Social Care Information Centre (HSCIC) was set up, in 2013.
Contemporaneously, a report by the Department of Health (DoH) — Building on
our Inheritance: Genomic Technology in Healthcare 2012, called for the NHS to
consider significant modernisation and development of genetic testing services.
Months later, David Cameron PM, announced that a paradigm shift in healthcare,
which would see genomics used across the NHS, making the UK a global leader in
genomics, enhancing clinical care and contributing to economic growth — will take
place. A Freedom of Information disclosure by the Department of Health confirmed
the Government’s intentions; as the “UK is well placed to play a world-leading role
in this next phase of the biomedical revolution. .. a central repository for storing
genomic and genetic data and relevant phenotypic data from patients” — which
would support the growth of UK genomics and bioinformatics companies” — would
be created.



A Critical Examination of Policy-Developments in Information Governance. . . 99

Later that year, the government went public about the detail; focussing on
patients with inherited/rare diseases and cancer, 100,000 genomes would be
sequenced by 2017 (Walker 2012). In 2013, ‘Genomics England’, a limited
company responsible for the sequencing of the personal genomes and the creation
of a dataset of “whole genome sequences, matched with clinical data”, at “a scale
unique in the world”, was created (Genomics England 2013). Shortly after, eleven
Genomic Medicine Centres, which would provide engagement and feedback to
those participating in the 100 K GP, were rolled-out across England. Creating
the capacity to link phenotypic and clinical data with whole-sequenced genomes,
are the first steps in the transition to a model of healthcare based on prediction,
prevention and personalisation, which would ultimately see, in the words of the
Health Secretary, the UK becoming the first country in the world where electronic
health records can be combined with knowledge of patients’ genetic make-up,
which would be sequenced at birth in the future (Telegraph 2013). In time, and
with the expansion of the 100 k Genome Project, whole-sequenced genomes will
be connected to care.data through HSCIC (Nuffield 2015, p.108).

The last major development concerns the Department of Health disclosure
that personalised medicine will be incorporated into mainstream NHS healthcare,
from 2017. As personalised medicine requires whole-sequenced genomic data, and
will soon be integrated into mainstream healthcare — this is another driver in the
normalisation of whole genome sequencing. Here, we can see how the Governments
ambitions to become a leader in personalised medicine and genomics, intersect.

2.1 Legislative Changes

In addition to these infrastructural developments, legislative changes and changes
to the NHS constitution were to be made. The first installment was Section 251 of
the NHS Social Care Act (2006). Granted by the Secretary of State for Health, it
circumvents the common law of confidentiality, Article 8 of the Human Rights Act
(2008) and the Data Protection Act (1998). The Health & Social Care Act (2012)
goes a step further. It provides access to patient-identifiable data available, via the
NHS Commissioning Board and the HSCIC, without the need to seek approval
from the Secretary of State for Health and, in the case of medical research, by a
research ethics committee or the Health Research Authority. Accessing identifiable
patient data for purposes beyond direct care required making changes to the NHS
constitution, which, David Cameron PM affirmed, would make every NHS patient a
“research patient”, and their medical details, “opened up” to private healthcare firms
(BBC 2011).

Slowly but surely, the landscape of information governance was changing. In
2013, and motivated by the conviction that the risk-averse attitude towards sensitive
patient data had ultimately been at the expense of public benefit (Information: To
share or not to share? The Information Governance Review, The Department of
Health (DoH) 2013, p.62). Dame Fiona Caldicott was invited by the Secretary
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of State for Health to lead an independent panel of experts to conduct a major
independent review of information governance. Caldicott2, was to ensure that there
is “an appropriate balance between the protection of patient information and the
use and sharing of information to improve patient care” (IBID p.6). The review
concluded that data collected during the course of care and treatment should be
used to support research (IBID p.13). Further, personal confidential data or data that
has been de-identified, but still carries the risk of re-identification, should only be
accessed for any purpose other than direct care — under certain conditions, namely,
in accredited environments, ‘safe havens’ (IBID p.67). A consultation on setting up
a number of safe havens across England was launched in the summer of 2014.

3 The Changing Landscape of Information Governance

The first information governance review (1997) set out conservative principles to
ensure the maintenance of patient confidentiality (Nuffield 2015, p.37). Caldicott2
marks a shift in focus from autonomy, privacy and confidentiality, to a significantly
wider range of values. On Nuffield’s (2015 p.23) analysis, the value of these data
initiatives is three-fold. These are, cost reduction and resource management through
the better use of business intelligence. Further, since greater access to data is likely
to improve our understanding of the use of treatments and medicines, providing
access to data held across the NHS has the potential to result in improvements to
the healthcare system. Lastly, these initiatives will also help to improve the practice
of medicine, and bring about advances in science, which is likely to benefit NHS
users. This, then, presents a case for the inclusion of these considerations into the
governance of sensitive, personal medical and genomic information. In other words,
there are other values than privacy at play and the governance of personal medical
and genomic information should change accordingly.

A further consideration is that, the changes that have been documented have
afforded commercialisation incomparably greater force in the governance of medi-
cal and biomedical data. This development is tied to a more general trend in which
the economic paradigm has come to dominate policy relevant to the biosciences in
the UK (Nuffield 2012, p.xxiv). The drivers behind this trend were anchored in a
need to respond to the global financial crisis, beginning in 2007, and the subsequent
economic downturn, which led governments to foster economic growth by focusing
on existing assets. In the UK, this focus has fallen on, among other things, the
exploitation of public sector data, IT innovation, and the strong research base in the
biosciences (Nuffield 2015 p.22). Changing economic conditions certainly played
a part in motivating the introduction of these data initiatives. However, private
sector interest in unlocking the considerable dataset that is held across the NHS and
creating the capacity to store whole-sequenced genomes, and to link these to clinical
records and relevant phenotypic data has been a key factor. This is evidenced by the
extracts of submissions to the Select Committee on science and technology (2000,
2007) that were considered at the start of this section.
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Pinpointing the causative factors in the relaxation of the governance of personal
medical and genomic information is no easy task. Ultimately, the reasons behind this
are multi-layered. Economic factors and a vested interest in securing a competitive
advantage have been key drivers, but changes to values in research ethics had
already taken place. The promise of genomics has been the determining factor in
the shift from autonomy, privacy and confidentiality (Knoppers and Chadwick 2005;
Lunshof et al. 2008). Whether the data initiatives that have been considered are a
determination of economic policy or not, the relaxation of the regulatory regime that
has taken place is, nevertheless, something that genomics unavoidably requires. In
other words, if it hadn’t happened now then it would have happened further down
the line. Though this may be true of genomics, the same cannot be said of personal
medical data held across the NHS.

4 The ‘Value Impact’ of Genomics

Two decades ago, autonomy, privacy, justice and equity were the norms that framed
human genetic research internationally (Knoppers and Chadwick 1994). During the
last decade or so, the understanding of the complexity of genetic factors in common
diseases and of the familial and socio-economic impact of genetic information and
genetic tests, together with the concomitant expansion of public participation in
policy-making, have given rise to new trends in ethics (Knoppers and Chadwick
2005, p.75). ‘Reciprocity’, ‘mutuality’, ‘solidarity’, ‘citizenry’ and ‘universality’
have come to prominence (Knoppers and Chadwick 2005, p.75). Though genomics
has had a real impact on values (Knoppers and Chadwick 2005), this ought not to be
considered a problem (Lunshof et al. 2008). There are times, when it is necessary
to revise even the most basic ethical models (Chadwick and Berg, 2001, p. 318).
Indeed, the realities of genomics instantiate such a requirement (Lunshof et al.
2008). When it comes to genomics, upholding medical confidentiality, the principle
of ‘informed consent’ and autonomy would ultimately be prohibitive to genomics.
A more congenial model of consent for genomics is ‘open’, ‘broad’ or ‘generic’
consent (Lunshof et al. 2008).

With an open model of consent, by consenting to their whole-sequenced genome,
and extensive phenotypic information being used, any control over subsequent
uses of their genomic data is relinquished. Furthermore, since it is technically
impossible to securely anonymise a person’s genome, this implies the foregoing
of confidentiality that forms part of the principle of ‘informed consent’ (Lunshof
et al. 2008, p.252). In this light, the ‘value-impact’ (Lunshof et al. 2008) that can
be traced to genomics falls on a network of values — at the outer layer is the
principle of ‘informed consent.” ‘Informed consent’ has as its corollaries, privacy
or confidentiality. And at a deeper level, these values are connected to informational
and decisional autonomy. And more foundationally still, we have the principle of
‘respect for persons’ or autonomy. Though autonomy remains prominent, it now has
to compete with ‘reciprocity’, ‘mutuality’, ‘solidarity’, ‘citizenry’ and ‘universality’
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(Knoppers and Chadwick 2005, p.75). Any loss in autonomy, however, is redressed
by the expansion of public participation in policy making (Knoppers and Chadwick
2005, p.75). In other words, our wishes and preferences are still being considered,
but in the development policy-making, rather than the autonomy that is conferred to
participants as is required by ‘informed consent.’

5 Changing Perspectives

As well as charting a shift in values, this section evidences a shift in opinion.
Initially, and certainly in academia, there was a calm acceptance that genomics
would mean a departure from the principle of ‘informed consent’. Recently, though,
the case for a return to the primacy of ‘respect for persons’, which underpins
‘informed consent’, has been made (Nuffield 2015). In contradistinction to main-
stream bioethics, which takes normative questions as its starting-point, ignores
broader, relational questions, Nuffield (2012) focuses on the social, economic and
the political environment in which new technologies are emerging and policy and
regulatory decisions are being taken. Though communitarian lines of thought may
have become more influential in bioethical literature in the last decade (Chadwick
2011), recent policy developments in genomics have tended to narrow down
decisions, focusing on such things as delivering economic growth, rather than taking
into account broader concerns, derived from a multiplicity of public perspectives,
about the value of social life and the public good (Nuffield 2015, p.xix). Contra
the view that policy developments in genomics have been accompanied by public
participation in policy-decisions (Knoppers and Chadwick 2005, p.75), sectional
interests, rather than a plurality of perspectives, are likely to be the determining
factor in policy-developments (Nuffield 2012). The lack of transparency, openness
and inclusivity that has marked the HSCIC and the 100 K GP provides empirical
support for the perspective set forth by Nuffield (2012).

Nuffield (2012) articulate the makings of a new paradigm that is specifically tai-
lored to meet the novel and complex challenges of the biosciences. The biosciences,
and advanced biotechnology in particular, have the potential to transform or displace
existing social relations and practices or indeed, give rise to new capabilities that did
not previously exist or are yet, unimagined (Nuffield 2012, p.40). Due to epistemic
uncertainty about the range of possible outcomes that may occur, the biosciences
could give rise to significant benefits but also — due to misuse, unintended conse-
quences and uncertainties — be profoundly harmful (Nuffield 2012, p.40). Lastly, as
there is a lack of agreement about the wider consequences, implications, meanings
and range of possible outcomes, the biosciences are inherently ambiguous (Nuffield
2012, p.40). Cognisant of the uncertainty, ambiguity and transformative potential of
the biosciences, a ‘broad view’ must be taken when making policy and regulatory
decisions (Nuffield 2012, 2015). What they propose marks a departure from
biotechnology policy which has hitherto brought together two opposite elements.
State intervention, in which ‘experts’ decide where to concentrate the resources
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available for technology development, and market mechanisms, which aggregate
people’s preferences about whether new technologies are desirable or undesirable
(Nuffield 2012).

As a means to aggregate social preferences, we cannot rely on markets to
guarantee that resources will be allocated in ways which are instrumental to
important social concerns (Nuffield 2012, p.1; Nuffield 2012, p.178). Further,
modern societies are arranged in such a way that, policy decisions are likely to
be heavily influenced by sectional interests rather than those of society as a whole
(Nuffield 2012, p.66). Introducing a social value, through public engagement, as a
third element in the shaping and selection of policy decisions in the biosciences can
foster a more socially responsible approach to policy and governance, and cultivate a
mode of thinking about policy and governance as a matter of social choice (Nuffield
2012, p.xxvi). The justification for taking a ‘broad view’ of bioscience policy and
regulation would appear to be three-fold. Affording the public a central role in policy
and governance decisions might offset the influence of market forces and sectional
interests and address any democratic deficit. Secondly, any harm that is likely to
occur from their introduction into society is likely to affect the majority of people —
and society, at many different levels, and in non-trivial ways (Nuffield 2012, p.xx).
As such, there is a significant public interest in the biosciences.

The second consideration would appear to be encompassed by the ‘democratic
imperative’. That is to say, in a democratic society, the involvement of citizens in
policy-making in areas likely to have a demonstrable impact on everyday lives is
something that ought to be striven for (Sturgis 2014, p.41). The third concerns the
supposition that including a more diverse range of perspectives and values can widen
the interaction and scope for reflexivity in the development of policy (Wynne 2011)
and thereby, act as a counterbalance to technical or economic interests (Nuffield
2012, p.xxi). Thus, giving rise to potentially more robust policy decisions (Nuffield
2012, p.xxi; xix), that are oriented towards more socially beneficial ends (Stirling
2008, p.39).

6 The Locking-in of the Economic Paradigm
in the Biosciences

The following section focuses on novel developments within the governance of
medical and biomedical ‘Big data’. Though advances in information technology,
bioinformatics and genomics have led to a change in attitude towards the sec-
ondary uses of data (Nuffield 2015), the commercialisation of pseudonymised
or identifiable data raises ethical considerations, which have not been subject to
adequate levels of public consultation or debate. There is an important difference
between the extraction of sensitive personal medical and genomic data for purposes
related to improving healthcare, science and medicine, and the use of these data
to further the knowledge economy. However, policy in the biosciences and health
sector have had the aim of promoting and, to lock in, the exploitation of data as a way
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of boosting the economy in the short term, and to establish the conditions for
improved and more cost-effective treatments and services in the long term (Nuffield
2015, p.43). Short-term economic motives, however, are likely to have long-term
consequences. Though these developments are taking place with insufficient regard
for their social and ethical implications, we can be sure that the policies and
regulatory frameworks currently being enacted will shape future decisions. It is
therefore likely that the move towards commercialisation results in the locking in
of commercialisation in the biosciences.

The language used in relation to medical and genomic data by policy-makers
evidences a shift in the terms that are appropriate to the domain of personal medical
and biomedical data, thus rendering the locking in of commercialisation in the
biosciences more likely. In regard to “research opportunities and mainstream use
of genomic medicine across the NHS”, NHS England affirmed that these could
make a “major contribution to wealth creation and economic growth in this country”
(NHS England 2014). And the body tasked with providing ethical guidelines in
the 100,000 Genome Project, the Ethics Advisory Group, refer to the projects
“potential to bring real benefits to individual patients and their families, to the NHS
more broadly, and to the UK economy” (Genomics England 2014). This tendency
towards commercialisation is linked to two trends within genomics and one, more
all-encompassing trend outside of it. Indeed, the more general trend is left out of
the analysis of the economic factors that were among the driving forces behind an
economic policy which focuses on the biosciences, given by Nuffield (2012). At
a micro-level, there has been increasing prevalence of investments into biomedical
research from private enterprises. Consequently, the principles and language of the
business-world have become more influential within genetic research (Chadwick
and Hedgecoe 2008). The growing influence of the private sector has led to
what Caulfield and Williams-Jones (1999) described as a ‘pro-commercialisation
environment’ in genomics and biobanking.

At a macro-level, the biosciences are not immune to wider socio-economic
tendencies, such as those of liberalisation, privatization and deregulation. What
is particularly distinctive about this wider trend, often captured by the term
neoliberalism, is that it ‘desacralizes’ institutions and public services, such as
education and healthcare, which were previously protected from market forces and
influence (Mudge 2008, p.704). Though the commercialisation of the biosciences
may indeed be linked to wider tendencies, the commercialisation of human genomic
material remains controversial. For instance, the Universal Declaration on the
Human Genome and Human Rights (UDHGHR) (1998) urges that the human
genome in “its natural state shall not give rise to financial gains.” In the UK
the commercialisation of genomics now forms part of economic policy. Once the
biosciences are framed in terms of commercial potential, it then becomes normal
to think about this sphere in commercial terms, making further commercialisation
easier. As the forces of commercialisation take hold, the purposes for which medical
and genomic data are used by commercial entities and Government, for example, are
likely to widen.
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7 Reflexivity

Consideration will now be given to the conditions in which policy decisions in
the ‘new genetics’ are taken. The analytical construct through which these policy
decisions are explicated is that of a ‘frame’, which derives from the work of
Goffman (1986). There are many social processes that operate in the real world
that have the effect of closing down the plurality of frames that may be applied
in the governance of the biosciences, and in ways which that serve sectional
interests (Nuffield 2012, p.51). Since bioscience policy in the UK has become
increasingly framed in terms of a paradigm of economic growth, other values,
which are perhaps harder to quantify, are being obscured (Nuffield 2012, p.xxiv). An
open and reflective approach, derived from a plurality of perspectives, however, can
open up a range of alternatives that, all too often, are absent in current technology
governance, thereby illuminating contingencies, such as obscured assumptions or
constraints (Nuffield 2012, p.xviii).

Once established, and with momentum, technologies can become locked-in,
thereby foreclosing alternative pathways (Nuffield 2012, p.16). Public engagement
at an early stage, that moves ‘upstream’ (Wilsdon and Willis 2004), can prevent
future trajectories of technology being prematurely closed down (Stirling 2008).
Though, it is the public interest that a balance is struck between the pro-R&D
agenda that is driving a permissive regulatory regime in the UK, and sensitivity
towards social and ethical concerns that public engagement can potentially alert us
to, the public relations strategy employed by successive governments’ has meant
that the conditions for public deliberation about the significance, risks and wider
implications of these initiatives have not been in place. Indeed, the Government has
made the locking in of commercialisation in the biosciences more likely because the
conditions for meaningful discussion were thwarted by the deliberate obfuscation of
the associated risks and wider implications. Though it is only by deliberating over
such things as the appropriate model of consent and its attendant risks, that society
can more clearly debate the benefits and risks that are entailed by each course of
action (Caulfield et al. 2003, p.4), an articulation of the risks requires access to
all relevant information. In this regard, the Government has deliberately opted to
distort public understanding of the level of access and the wider trajectory of policy
developments in the UK, thereby inhibiting intelligent debate.

8 Democratic Deficit and the Conditions for Meaningful
Public Discourse

Let us cast our mind back to the submission to the Select Committee on science and
technology by Smith Kline, in 2000, and the perceived need for “the political will to
tackle the issue of public acceptability”’; and to “address public concern over many
of the ethical issues... in the context of medical privacy, use of anonymous data



106 E. Hockings

and consent issues.” The strategic use of the term anonymisation by Government
and stakeholders has meant that vital discussion of the risks, and the challenge
of securing public acceptability, has been circumscribed. In 2007, the Association
of the British Pharmaceutical Industry recommended that “future systems should
support use of patient level data via an opt-out patient consent protocol (2007)” Soon
after, default opt-in became the de facto mechanism for ‘Summary Care Records’,
the electronic medical record system that was part of ‘Connecting for Health’,
and through the ‘Secondary Uses Service’, every NHS user became a research
subject. Throughout, as Government and other stakeholders maintained that only
anonymised personal data would be shared, this had the effect of impoverishing the
debate and made taking a ‘broad view’ on these developments seem unnecessary.
The strategy employed with the Secondary Uses Service was also present when
introducing the new wave of data initiatives; the CRPD, the HSCIC and the
100 k GP. David Cameron PM insisted that these initiatives will not “threaten
privacy”, and only “anonymous data” will be made available to make new medical
breakthroughs (BBC 2011). The then Health Secretary, Andrew Lansley, claimed
that individual records would not be shared in a way in which individuals could
be identified. Dame Sally Davies, Chief Medical Officer and Chief Scientist at
the Department of Health, insisted that as safeguarding confidentiality of patients
is a priority, all data is anonymised and patients can opt-out (Sample 2012). It
came to light, however, via The Guardian, that private health firms including Bupa
had been given approval to access ‘sensitive’ and ‘identifiable’ patient data held
on the HSCIC (Ramesh 2014). Further, contradicting prior public announcements,
and what Genomics England claim on their website, a Freedom of Information
disclosure by the Department of Health regarding the level of access to whole
sequenced genomic and clinical data of participants in the 100 k GP confirmed
that data made available to third parties, including commercial entities, would not
be anonymised, but rather, “pseudonymised”. This has profound implications.
Anonymised data is stripped of anything that would permit the identification of
the individual in question from the data. By contrast, pseudonymised information —
in the DoH’s own words, contains “age or age range” and “wider geographical
information”. The information made available to third parties will also include
clinical data pertaining to an individual’s medical history, potentially spanning
decades. Combining this with the wealth of ‘big data’ held on databases and
available online, it may then be possible to identify those participating in the 100 k
GP. In light of the particular strategy taken up by successive governments when
implementing these data initiatives, the cautiousness and moderate pessimism of
Nuffield (2012) appears justified. There have been many occasions in which the
public might have been given a more central role; Caldicott2 is a case in point.
Through democratic consultation with all relevant stakeholders, the information
governance review might have provided a timely, non-partisan assessment of the
information governance regime. However, prior to the publication of Caldicott2’s
recommendations in March 2013, the government’s ‘Strategy for UK life sciences
2012’ had already made it clear that there would be a shift to ‘a more progressive
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regulatory environment.” Caldicott2 was therefore never going to be able to meet its
aspirations to give the public a stake in deciding whether or not information would
be shared.

The lack of transparency and inclusivity is in stark contrast to UNESCO’s
International Declaration on Human Genetic Data IDHGD (2003), which calls
upon nation-states to “endeavour to involve society at large in the decision-making
process concerning broad policies for the collection, processing, use and storage
of human genetic data.”! A further contributing factor in what had become a
narrowly focused debate on the 100 k GP, is the view that “genetic information
should not be treated any differently from other forms of information, and genetic
information in itself is not always identifiable” (Information: To share or not to
share? The Information Governance Review (Caldicott2) 2013, p.59). Relevant
legal and expert, international, regional and domestic normative guidance and legal
instruments, however, acknowledge the sensitivity of genetic material and do not
equate genetic material or data with more trivial types of information (Knoppers
2005, p.10-11). For instance, UNESCO’s International Declaration on Human
Genetic Data (2003) (IDHGD), states that since genetic data can be predictive of
genetic predispositions, and thus has the capacity to impact on relatives, such as
offspring, extending over generations, it has a “special status” (2003, p.41).

Depending on the context in which it is used and how it is linked to other related
information, biomedical data can be extremely ‘sensitive’ (Nuffield 2015, p.19). The
sensitivity of human genetic data requires that appropriate levels of protection are in
place (UNESCO 2003, p.41). More specifically, when research with human genetic
data is undertaken, ‘informed consent’, that is, the prior, free and informed consent
of the person whose data is being used, must be obtained (UNESCO 2003, p.43).
The Universal Declaration on Bioethics and Human Rights UNESCO UDBHR
(2005) is the first of its kind in that member states agreed to follow the provisions
set out by the declaration; and Article 6 makes the need for consent in any scientific
research an explicit requirement.

8.1 Societal Tendencies and the Normative Grounds
of a Deliberative Approach

Relevant international normative guidance and legal instruments maintain that
human genomic data has a special status, and policy decisions concerning its usage
must be democratically accountable. The initiatives that have been considered have
not treated genetic data with particular sensitivity or adhered to the normative
recommendations that policy ought to proceed along democratic lines. Indeed, the
way policy developments have unfolded is very instructive. They exemplify how

'Except for an “important public interest reason in cases restrictively provided for by domestic law
consistent with the international law of human rights or where the prior, free, informed consent of
the person concerned.”
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norms crystallise in modern societies — evidencing, in particular, a democratic
deficit in developments of great import to society and to people’s interests. A
corollary of this democratic deficit is that public deliberation about the significance,
risks and implications of novel innovations within science and technology is often
circumscribed. This brings us to the crux of the problem; if this is symptomatic of
a general societal tendency, can we expect normative prescriptions for democratic
accountability to be efficacious? On one hand, we have the normative requirement
regarding democratic accountability in bioscience policy and regulation. On the
other, there are the realities of liberal, democratic, free-market, societies upon which
such normative stipulations are supposed to bear. Consideration will firstly be given
to the tensions found therein. Following this, an objection to bioscience policy and
regulation being shaped by market thinking and sectional interests, will be grounded
in a normative theory of democratic deliberation and an explication of the capacity
modern societies have for democratic deliberation.

An instructive way illustrating these tensions is to adopt a macro-level perspec-
tive of society, which focuses, in particular, on societal tendencies. If democratic
deliberation is to be taken seriously, then it is necessary to acknowledge two things;
the expansion of the reach of market orientated thinking, and the emptiness of
public discourse (Sandel 2012, p.11/12). In moving from having a market economy
to being a market society, market orientated thinking is now not only confined
to material goods, but extends into aspects of life traditionally governed by non-
market norms (Sandel 2012, p.10). Further, questions of great importance tend to be
framed in purely economic terms (Sandel 2012, p.10). Like Michael Sandel, Jiirgen
Habermas (2015, p.p.71/81) is of the view that modern societies are characterised by
atendency towards de-democratisation which has led to the balance between politics
and the market coming out of sync. This evolution into a market society necessitates
public discourse about the limits of the market and the types of goods and practices
that shouldn’t be subject to its logic. Indeed, questioning and evaluating the proper
reach of the market on a case by case basis, and through public dialogue, has the
potential to re-invigorate our politics (Sandel 2012, p.6).

If the policy developments of concern to this chapter can be shown to be
ethically problematic, then the following questions will have to be answered. Is
there moral warrant to afford priority to the public interest rather than market
mechanisms and sectional interests? And can a dialogically reached agreement in
regard to innovation in science and technology, in general, and the biosciences,
in particular — which reflects the wider interests of society — be reached? The
communicative competence of members of modern societies provides the starting-
point from which we can appreciate the potential inherent to modern societies
to reach such an agreement. What distinguishes modern societies is that the
structures of communication are rationalised (Habermas 1984). Under conditions
of rationalisation, communicative utterances correspond to three different worlds,
and each world has its own distinct criteria for validity. In the objective world it
is propositional truth, in the social it is normative rightness, and the subjective is
subjective truthfulness (Habermas 1984, p.75). The thesis that the aim of speech
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is not only validity, but also, acceptability (Habermas 1987, p.p.91/107) leads us to
a crucial step in Habermas’ theory: communicative rationality.

As communicatively achieved understanding must be based on reasons that are
rationally acceptable to others — rational, in so far as we might have to defend the
claims we make and convince others that our utterances are sincere, true or right —
communicatively achieved undertsanding is rational (Habermas 1984, p.p.13/51).
The hallmark of a validity claim is that an appeal to reasons or grounds that
are acceptable to others is made, which is, in principle, always open to criticism
and may require further justification. When validity claims are subject to rational
scrutiny, a shift takes place from everyday communication to a reflective form
of communication: discourse. The realm of discourse furnishes the conditions for
communicative rationality, and it is these conditions that provide the basis for a
communicatively rational agreement between individuals, groups or members of a
society. Discourse is an implicitly rule-governed activity, requiring the inclusion,
freedom and equality of all those that participate (Ingram 2012, p.83). Among its
implicit norms is the stipulation that nobody who could make a relevant contribution
may be excluded. Further, all participants are afforded equal opportunities for
participation. Participants must be sincere, and communication must be free from
internal and external compulsion, so that validity claims should only be accepted
by the unforced force of better reasons (Finlayson 2000, p.13). In addition to
these, Habermas includes three further rules. Everyone is allowed to question any
assertion; and everyone is allowed to introduce any assertion into the discourse.
Further, everyone is allowed to express his attitudes, desires and needs (Finlayson
2000, p.13).

In the proceeding pages, an account of the transition from everyday communi-
cation to the communicative rationality inherent in discourse has been given. What
happens when we enter the realm of discourse has definite implications for ethics. In
the absence of religious or metaphysical worldviews that claim to be immune from
criticism or scrutiny, the practical orientations of rationalised societies are grounded
in the reflexive forms of communication (Habermas 1996, p.98). In other words, the
reflexive form of communication — discourse, provide a source of normativity for
modernity. It is through an adherence to the norms of discourse and the attainment of
a rationally motivated consensus that any resulting agreement, decision or norm can
be considered valid (Finlayson 2000, p.9). On this account, morality is conceived
as an open and inclusive process of argumentation, in which everyone is afforded
equal participation and are free to introduce and question claims. The underlying
structures of communication generate two moral principles.

The ‘discourse principle’ stipulates that that “only those norms can claim to be
valid that meet with the approval of all affected in their capacity as participants
in a practical discourse” (Habermas 1990, p.93). The ‘universalization principle’
states that “all affected can freely accept the consequences and the side effects
that the general observance of a controversial norm can be expected to have for
the satisfaction of the interests of each individual” (Habermas 1990, p.93). For any
decision or agreement to be considered morally binding, such as whether to proceed
with genome sequencing on a national scale, then all those that stand to be affected
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by it must have considered and accepted the consequences, and have agree to it.
Since communicative rationality admits of the potential to achieve, sustain and
renew a consensus, governance decisions, such as: who should have access to the
100 k GP data, and for what purposes, have the potential to be the product of a
communicatively rational consensus.

The point of this exposition of the structures that make rational orientations
of action possible for individuals, groups and society’s (Habermas 1984, p.44),
is to demonstrate that key decisions in the biosciences can be both reflexive, and
reflect general rather than sectional interests. The challenge, however, given the way
policy developments of concern to this chapter have unfolded, is actually having
a practical discourse in which a plurality of perspectives and value-commitments
are considered. A macro-level analysis has great explanatory power regarding the
societal tendencies that are driving a narrow focus on an economic paradigm,
short-termism and the privileging of sectional interests over those of democratic
deliberation and a plurality of perspectives. A communicatively rational approach
has the potential to foster adequate discussion of the wider significance of bioscience
policy, and the associated risks and implications of governance decisions. Before
this line of thought is considered further, consideration will be given to the risks
associated with genomics.

8.2 A Clarification of the Risks

The supposition that genetic information is analogous to other, more trivial types of
information (Department of Health 2013) is connected to the view that its introduc-
tion into society doesn’t warrant special consideration. This view is reinforced by
the discussion of the risks in academic literature, which centres upon the potential
for re-identification and the harms that may ensue, and leaves out deeper analysis
of the social, legal and ethical dimensions of the relaxation of the governance
of medical and biomedical ‘Big data’. Focusing on a narrow conception of risk
belies the complex social dimensions of the biosciences. Since the relaxation of
the standard of consent in genomics opens up the possibility that the information
on whole-sequenced genomes could be used for a variety of purposes, a departure
from ‘informed consent’ is less trivial than what one might suppose. Then, there is
the embedding of the value of commercialisation into the information governance
regime. The implications of both of these developments are the focus of this section.

One of the central observations of this chapter is that we are witnessing a shift
from a rights-based approach to the adjudication of competing claims, in which
benefits to the economy, for example, are seen as goods to be balanced with a data
subject’s right to privacy and confidentiality. As result of the changes that have
been documented, The Human Rights Act (1998), The Data Protection Act (1998)
and the Common Law Duty of Confidentiality have to compete with other values
in the governance of sensitive medical or biomedical data. The relaxation of the
governance of sensitive information affords new levels of access and opportunities
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for commercialisation for the private sector. It engenders new responsibilities for
the Government, too. If indeed democratic ideals are valued, then moving beyond
informed consent must be accompanied by public debate (Mittelstadt and Floridi
2016, p.13), in particular in regard to uses of genomic data, by whom and for
what. Before this line of thought is developed further, it is necessary to consider
the academic discussion on risk.

Lunshof et al. (2008) explore the threats to privacy and confidentiality as a
result of the re-identification after de-identification, through such things as gaining
access to publically available data, inferring the phenotype from the genotype by
identifying information in DNA such as height, hair or skin colour; identification
through the DNA of a first-degree relative; obtaining any genomic data that is in the
public domain with a name which can be used to identify any anonymized genomic
data set; identifying a phenotype through imaging techniques for reconstruction of
facial features; hacking into computer systems, and lastly, theft or loss of data-
storage devices or a laptop (Lunshof et al. 2008, p.406). The analysis of risks
given by Heeney et al. (2011) widens the parameters somewhat. They employ
the term ‘data intruder’ for anyone that is motivated to know more about the
attributes or identity of a data subject by acquiring available information, such as
pseudonymised data. The ‘data environment’ of genomics includes many people
that have these motivations for reasons which include using genetic information in
marketing, insurance or employment decisions (Heeney et al. 2011). The common
thread in the literature is that risks are explicated in terms of identification after de-
identification, by illicit or non-authorised means. Little is said, however, about the
range of potentially legitimate uses or those that may be within the bounds of law.

The HSCIC’s Public Assurance Director acknowledged that there was great
ambiguity regarding who might be able to access patient data, “a government
department, university researcher, pharmaceutical company or insurance company”’
(Guardian 2014) could all potentially be granted access. A further concern is that, in
the UK, legislative and normative guidance regarding acceptable and non-acceptable
uses of whole-sequenced genomes is indeterminate. In regard to the model of
consent employed in the 100 k GP, the Department of Health has claimed that such is
its ambition to stay at the “forefront of genomic research, it is impossible to inform
patients at the outset of the potential ways in which their genome might be used.”
The body tasked with providing ethical guidance regarding potential uses of whole-
sequenced genomes maintains that it would be impractical to place restrictions on
the research undertaken on genomic data, such as limiting it to ‘non-commercial
research’ (Ethics Advisory Group 2013).

The infrastructure is currently being laid out with private sector involvement
for what looks to be an expansion of the 100 k GP, potentially on a national
scale: a ‘50 million Genome Project’. A disclosure by the Department of Health
(DoH) to Ethics and Genetics confirmed that, a “decision will be made by the
Secretary of State for Health following discussions with a range of interested
parties.” A concern, however, is that equal weight is unlikely to be given to a
range of interests, and that sectional interests — which have been a determining
factor from the beginning — will continue to be prioritised. Genomics England has
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announced that it will be collaborating with GlaxoSmithKline amongst others, and
with the introduction of personalised medicine into the NHS from 2017, the level
of involvement of commercial entities is set to increase. In 2013, Patrick Chung of
23andMe claimed that they “will make money by partnering with countries that rely
on a singlepayer health system” (Fast Company 2013). By genotyping “everyone
in Canada or the United Kingdom... the government is able to identify those
segments of the population that are most at risk for heart disease or breast cancer.
You can target them with preventative messages . .. 23andMe has been in discussion
with a bunch of such societies” (Fast Company 2013). A Freedom of Information
disclosure revealed that, during meetings with the Department of Health, Google
and 23andMe expressed an interest in the 100 k GP data.

9 New Powers and Novel Challenges

Should it be developed, the significance of a national Genome Project reaches far
beyond improving health, the economy, and advancing science. In 2013, and owing
to the bravery of Edward Snowden, the details of a mass electronic surveillance
programme by the US National Security Agency came to light. As whole-sequenced
genomes are a wealth of information, sequencing genomic information on a national
scale would appear to increase the capacity for surveillance and control. The
Snowden revelations, along with single-issue pressure groups such as Medcon-
fidential, have played an important part in the postponement of, and uncertainty
surrounding, the implementation of Care.data. By contrast, the 100,000 GP hasn’t
faced either scrutiny or a level of analysis commensurate with its significance.
Economic interests and embedded power structures account for the narrowing down
of the way bioscience policy, in general, and the 100 k GP, in particular, has been
framed. This has meant that subtler, longer-term concerns about the social impact
of these developments are being overlooked.

The public is capable of showing sensitivity towards the moral nuances of the
biosciences. The forces of commercialisation are blind to the morally relevant
differences between, for instance, a commercial model of germ-line gene editing and
therapeutic uses of gene editing to eliminate disease causing alleles, for example.
Fully transparent and inclusive public consultation in regard to regulatory decisions
and the trajectory of policy in the biosciences, could keep in check potentially
malign appropriations of genomics by Government; and, further, ensure that private
sector interest in commercialising genomic data remains conducive to maximising
the potential of this new frontier in science and medicine, without shaping social
conceptions of the biosciences in ways which could have substantive implications
for society. Lastly, when decisions of considerable importance are to be taken,
such as the decision to proceed with germ-line gene editing, public referendum is
required.
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10 Conclusion

Whilst Nuffield (2012) articulate the makings of a new paradigm that has been
specifically tailored to meet the novel and complex challenges of the biosciences,
wider societal tendencies are not taken into account. Developments in the UK
demonstrate that the macro-level perspective argued for herein is instructive, but is
also evidence of the challenges democratising policy entails. Neoliberalism is erod-
ing the substantive citizenship (Brown 2006, p.690) that a public-centred approach
to bioscience decision-making depends upon. Nuffield in fact recognise that it may
not sufficient to reconfigure decision-making procedures, rather, it might ultimately
be necessary to alter behaviours (2012, p.2). However, this vital component is not
developed further, and appears to be evolutionary in nature. Assuming that the
imbalance between the market and democracy is redressed and public participation
in bioscience policy becomes more substantive, many important decisions will
already have been taken. The possibility that policy and regulatory decisions will
become locked in, and the foreclosing of alternative pathways, calls for a sense of
urgency. If the right conditions are in place, however, a democratic and deliberative
approach could steer policy and regulatory decisions towards the interests of society
as a whole. Prevent malevolent use of the biosciences by Government or the private
sector, and allow the general public and other stakeholders to determine how we
think about this new frontier in science, and the challenges it brings to bear.
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Privacy and Data Protection



Many Have It Wrong — Samples Do Contain
Personal Data: The Data Protection Regulation
as a Superior Framework to Protect Donor
Interests in Biobanking and Genomic Research

Dara Hallinan and Paul De Hert

Abstract Genomic research relies on the availability of genomic data. Detached
biological samples, stored in facilities known as biobanks, are the source of this
data. Donors have interests in these samples. In particular, donors have interests in
samples by virtue of the personal data they contain. In relation to this observation,
this article puts forward three arguments. First: The current European legislative
framework relating to samples is inadequate. This inadequacy results from not
understanding samples in terms of the information they contain. Second: European
data protection law, in particular as outlined in the forthcoming Data Protection
Regulation, might be looked as a source of solutions. However, whether data
protection law can apply to samples at all remains a subject of debate. One key
argument supports the position that it cannot: Samples are not data, but rather are
physical mater, and therefore can only a source of data. Third: The assertion that
‘samples are not data, but rather only physical matter’ is flawed. Samples do contain
data — DNA is data. DNA is understood as information both popularly and in the
genetic sciences. In fact, even in informatics, DNA can be understood as data.

1 Introduction

Increasing numbers of biological samples are being collected to be used in genomic
research. These samples are extracted from human subjects then stored in facilities
known as biobanks. Following storage, samples are subject to a process aimed at
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digitally recording their genetic information — sequencing. At each stage of this
process — which consists of four stages (see below) — the donor may be seen to
have interests. When a sample is extracted (stage 1), donors have interests in how
researchers interact with their bodies. When the donor’s genetic information is used
(stages 3 and 4), donors have interests in how their personal data are handled. In
relation to the stored sample (stage 2), however, the donor might be seen to have
interests engaged both by virtue of the sample being extracted from their body, and
in terms of the personal information that sample contains.

Ideally, the law would recognise the samples in terms of their information content
and provide the appropriate protection. However, a brief look at how samples are
currently regulated in European Member States reveals a less than satisfactory
picture. Only certain countries recognise samples in terms of their informational
content and apply data protection rules. Others see samples only in terms of physical
matter and accordingly use other regulatory devices to frame and protect samples.

The different legal approaches to regulating samples ends up in a fragmented
legal framework which is complicated and even contradictory — good for neither
donor, nor researcher. In turn, a persistent ‘vagueness’ about the applicability of data
protection rules creates a legal landscape where the protection of donor interests in
personal information contained in samples is often inadequate.

The forthcoming Data Protection Regulation is a legal instrument which has been
little considered as a tool for better regulation of biobanking and genomic research.
Yet, it seems rather suitable for addressing the problems of law relating to samples.
However, before any comprehensive investigation can be conducted into whether
and how the Regulation might be of assistance, an initial obstacle must be overcome.
It must be possible to show that samples can fall within the scope of application of
the Regulation. On the basis of the argument that ‘the sample is not data, but is a
source of data’, it has often been suggested that they cannot.

The aim of this chapter is to argue that samples can be seen as ‘data carriers’ and
that DNA — the ‘critical part’ of the sample in terms of information content — can
certainly be understood in terms of ‘personal data’. Accordingly, the article argues
that samples can certainly fall within the scope of data protection law.

The genomic research process consists of four steps; collection of sample,
storage of sample, sequencing of data, use of sequenced data. Although the
collection of the sample may take place locally, samples may then be exchanged
and used internationally (Sect. 1). At each phase of this process, the donor has
different interests engaged. In relation to stored samples, obtained in the second
stage, relevant interests can be understood in two ways — in terms of the sample
as physical matter, and in terms of the sample as information (Sect. 2). Following
from this observation, the article puts forward three arguments, which build on one
another.

First: The current European legislative framework relating to samples is inad-
equate. This inadequacy results from not understanding samples in terms of
information. A number of European states have not understood samples in terms of
information and have not regulated accordingly. This is problematic both in terms
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of providing adequate protection for donor interests and in terms of the coherence
of the legal framework (Sect. 3).

Second: European data protection law, in particular as outlined in the forth-
coming Data Protection Regulation, might be looked as a source of solutions.
The Regulation offers a harmonized European approach, providing comprehensive
protection for interests engaged by the use of personal information. Accordingly, the
Regulation might be looked to as a legal instrument which could provide solutions
to the discussed problems in sample regulation. However, in order to look at the
Regulation as a potential source of solutions, it must be able to apply to samples.
One key argument asserts that it cannot: Samples are not data, but rather are physical
matter and therefore cannot be ‘personal data’ and therefore cannot constitute the
subject of data protection law (Sects. 4 and 5).

Third: The key argument ‘samples are not data, but rather are physical matter’
is flawed. Samples do contain data — DNA is data. The Regulation should apply. A
USB is physical matter, but data protection law clearly applies to USBs containing
personal data. If a sample can be seen to contain data, then surely the sample
should be regarded as an ‘information carrier’, like a USB. DNA is the part of the
sample analysed for informational content. Popular and scientific understandings of
DNA all recognise it in terms of information. Some who support the ‘samples are
not data’ argument suggest that data protection law relies on concepts of ‘data’
and ‘information’ drawn from informatics, and that DNA is excluded by these
definitions. Even this claim turns out to be flawed. There is good reason to doubt
whether data protection law really relies on informatics definitions. In turn, there is
considerable disagreement within informatics as to the meanings of these concepts.
Under many proposed definitions, including the most authoritative available — that
of the ISO — DNA is data (Sects. 6 and 7).

1.1 The Genomic Research Process: Four Stages

A genome is the complete string of DNA possessed by an organism. Human
genomic research aims at understanding how the human genome functions — in
particular, how variations in the genome contribute to disease causation. The process
of genomic research can be split into four stages; sample collection, sample storage,
sequencing of collected samples and finally, the analysis of sequenced genomic data
to produce information.

In the first stage, a biological sample, from which the genome can be obtained,
will be extracted from the physical body of an individual. This will either result from
a specific process, undertaken with the purpose of procuring a biological sample for
use in research. For example, a potential donor will be contacted by researchers
asking if they would like to participate in genetic research. Alternatively, samples
may be sourced from medical procedures which required the removal of human
tissue (Riegman et al. 2008, pp. 214-215).
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In the second stage, samples are stored — in facilities called biobanks.! There
are a number of storage techniques available, some of which allow samples to be
effectively stored for very long periods of time. For example, modern ultra-low
temperature freezers allow storage at —190 °C, a temperature at which biological
activity stops and samples can be kept in suspended animation indefinitely (Asslaber
and Zatloukal 2007, pp. 195-196).

In the third phase, the biological sample is sequenced to produce genomic
information. DNA consists of four organic chemicals — nucleotides denoted by the
letters A, C, T and G. A complete human genome consists of a string of over
three billion nucleotides. The order and location of nucleotides on the string of
DNA defines biological function (Hartl and Ruvolo 2012, p. 7). Sequencing is the
process through which the order of nucleotides in a genome is determined, and
digitally recorded. The sequencing process is becoming ever faster, cheaper and
more automated.”

Finally, in the fourth stage, sequenced genomic data is used by researchers to
produce information. This information can be general — i.e. not about a specific
individual, but rather about human biology in general. Such information is often
also referred to as knowledge.> Alternatively, a genome can be analysed to
produce information specific to an individual — although it may also be possible
to extrapolate information about that individual’s genetic relatives, or the genetic
groups to which the individual belongs.*

The first stage of the genomic research process is geographically specific. Indeed,
it must even take place within one specific institution. Collection is a physical act
which must take place in a specific location. However, following extraction, there

!For a definition see National Health and Medical Research Council (2010).

2The first full genome was sequenced by the Human Genome Project in 2001. The sequencing
process took 10 years, required a $3bn investment and was the product of the collaborative
efforts of 200 scientists from institutions located all over the globe (International Human Genome
Consortium et al. 2001, pp. 860-921). By comparison, in 2014, Illumina, a manufacturer of genetic
sequencing equipment, brought out the Illumina Hi Seq X-10 sequencing machine. According to
Illumina’s product description, the High Seq X-10 is capable of sequencing 49 genomes per day at
a cost of only $1000 each (Illumina 2015).

3For example, sequenced genomic data may be used in Genome Wide Association Survey research.
In such research, thousands of genomes from individuals displaying a certain trait are compared
with thousands of other genomes from individuals not displaying this trait. The comparison of
genomes allows the production of generalized information about significant points of difference
between the two sets of genomes. These points of difference hold information as to the genetic
basis for the studied trait. See Kaye (2012, pp. 36-38).

“If knowledge is available as to the significance of a certain type of genetic architecture, the
detection of that architecture in a specific genome can reveal information about the person from
whom the genome came. Certain of the genetic characteristics observed may be biographically
highly significant — for example, those relating to disease predisposition. See Hallinan and De Hert
(2015).



Many Have It Wrong — Samples Do Contain Personal Data: The Data Protection. . . 123

is an increasing trend toward making samples and data available for researchers
around Europe, and even internationally.’

The possibility to exchange samples is facilitated and expedited by a general
trend toward the networking of biobanks — both nationally and internationally
(Asslaber and Zatloukal 2007, pp. 196-201). In many such endeavours, a set of
rules for collaboration are agreed upon in advance and a central hub functions as a
virtual biobank providing a catalogue — often online — of materials available across
the network. This catalogue is available to be searched through by researchers in
need of specific types of samples. In Europe, a number of national networks exist —
the Telethon network of biobanks consists only of Italian Biobanks.® Within the last
few years, however, there has also been considerable progression towards European
level biobanking networks.”

2 Donor Interests Everywhere: Even with Regard
to Detached Samples (Stage 2)

At each point in the genomic research process, different materials are being handled,
and different acts are being conducted. The whole process, described above, can be
seen in terms of the conversion of the corporeal into the informational. Accordingly,
donor interests will be different at different points in the process. Which donor
interests are seen as relevant at any point in the process, will thus depend on the

3 Asslaber observes that ‘in a genome scan for a genetic polymorphism associated with a certain
disease, DNA of about 10,000 diseased individuals should be analysed’ (Asslaber and Zatloukal
2007, p. 194). For any single biobank to collect this number of samples of individuals displaying
the relevant form of the disease will be a long and arduous process — especially for rare diseases.
Nevertheless, reaching a critical mass of samples can be significantly expedited ‘if biobanks
cooperate ... so that cases from different biobanks can be combined’” (Asslaber and Zatloukal
2007, p. 194). Further, certain approaches to research will require the availability of specific
types of samples for which certain genetic or environmental variables have been removed — for
example, samples of a particularly homogenous ethnic population. Identifying relevant biomarkers
becomes much simpler when variation can be minimized. Availability of such samples may be
geographically specific, although research may take place globally. To facilitate such research,
biobanks need to exchange samples and collaborate across borders.

Telethon Network of Genetic Biobanks. http://www.biobanknetwork.org/members.php. Accessed
03 July 2015.

"Perhaps the two most prominently discussed networks are the EuroBioBank network for scientists
studying rare diseases and the Biobanking and BioMolecular resources Research Infrastructure
(BBMRI) (Eurobiobank. http://www.eurobiobank.org/en/partners/partners.htm Accessed 03 July
2015; BBMRI. http://bbmri-eric.eu/memberstates. Accessed 03 July 2015). BBMRI currently
consists of over 280 organisations and is particularly interesting as it represents a directed effort
by the European Commission to create a European biobanking network. Finally, there are global
networks, such as the Public Population Project in Genomics (P3G) which boasts truly global
membership (Public Population Project in Genomics. http:/p3g.org/membership/institutional-
members. Accessed 03 July 2015).
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perception of which type of substance — corporeal or informational — is being acted
upon. At the first stage of the process, tissue is being extracted from the body of
the donor. Donor interests will thus relate to when researchers may engage with the
physical body. At stages three and four, data or information are being processed. The
type of donor interests engaged will thus relate to the use of personal information.
In these stages, there is relatively little dispute as to how the material under
consideration should be perceived. However, at the second stage of the process —
in relation to detached, but unsequenced, samples — the type of substance being
acted upon might be conceived of in two ways. This has significant consequences
for the types of donor interest which might be regarded as relevant.

First, the detached sample might be seen in terms of physical bodily material.
Traditional interests related to the body are hard to assert as there is no longer any
interaction with the living body. However, the donor might still be seen to have a
relationship with the detached material by virtue of its extraction from their body.

The recognition of such an interest in bodily material can be found in legislation
applicable to the genomic research process. For example, the UK’s Human Tissue
Act (UK Parliament 2004a). The genesis of the Act was the outcry that followed
the Bristol Royal Infirmary and Alder Hey scandals. In these cases, it came to light
that retention of bodily material from dead children — including organs, foetuses and
stillborn children — had taken place with no, or inadequate, consent. The Act was an
attempt to balance ‘the rights and expectations of individuals [in controlling access
to their tissue]...and broader considerations such as research’ (UK Parliament
2004b).

Second, and in our opinion more importantly, the detached sample might be seen
in terms of information. Genetic samples are only collected so that the information
they contain may be processed and analysed. They are searched for and exchanged
by researchers on the basis of the information they are presumed to contain. In turn
any party collecting samples for genetic research will also have the means available
to them to convert the sample into digital data. As the sequencing process has
become faster and cheaper, the distance between sample and eventual digital data
shrinks accordingly. Anything that can be done with sequenced genetic information,
can also be done with the original sample and a sequencing machine. Donor interests
in the use of their personal information might be seen to be founded on two
recognitions. If the donor has interests in controlling who can use their personal
data, and for which purposes, it is fair to state that the donor should have those
same interests relating to who has access to their samples and what they are used
for (Bygrave 2010, p. 1).

The interpretation of genetic samples as substances capable of engaging infor-
mational privacy interests has received academic as well as legal recognition in
Europe (Taylor 2012, pp. 161-165). For example, the European Court of Human
Rights followed this line of reasoning in the Marper case when it stated: “The
Court notes that. .. cellular samples. .. constitute personal data’ (European Court
of Human Rights 2008, §68).

Given that the storage and use of samples in genomic research can be conceived
of in terms of information, we might now consider how this fact has been translated
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into legal protection. Two questions are particularly relevant. First: Does the law
perceive samples, and the handling of samples, in terms of information? Second: If
not, which problems does this cause?

3 Problems Arising from Legal Systems Approaching
Samples Without Data Protection

The legal framework around the storage and exchange of samples in Europe has,
as yet, not been harmonized. As a result, Member States have taken their own
approaches. These differ considerably.

On the one hand, there are European states with a data protection approach
to samples: samples are regulated under the same laws applicable to sequenced
data — for example, Estonia (Estonian Parliament 2000, §7(1)). These states can
be seen to regard samples in terms of information and to offer legal protection
based on data protection rules. Accordingly, donors benefit from a relatively well
developed — albeit perhaps imperfect — system of protection for donor interests in
personal information (see below).

On the other hand, there are European states which have taken alternative
approaches, and which regard the sample in terms of physical matter. These states
regulate detached samples without turning to data protection rules. Although the
perception of the regulated object might be comparable between these states, the
approaches taken to regulation may still differ considerably. For example, England
regulates sample collection and use under the Human Tissue Act — an act designed
primarily to protect a sui generis interest in tissue detached from the body (UK UK
Parliament 2004a). This can be compared with the approach taken by Germany, in
which a property law approach is favoured — the detached sample is seen as the
donor’s property (Albers 2013, p. 486).

There are three problems with the current framework in Europe. One related to
the substantive protection offered to donors interests in their personal information.
Two related to the legal fragmentation caused by differing approaches. These
problems particularly challenge those Member States that work with a regulatory
approach not based on data protection rules.

Firstly, when legislation is not built on the recognition of the informational
properties of samples, this tends to leave gaps in the protection of interests related to
the processing of personal data. When tissue is understood in terms of information,
donor interests are relevant whenever tissue is handled which contains an individ-
ual’s genome. When protection is engaged on the basis of the connection between
the donor and their physical sample, donor interests only exist if that connection
is still present. The scope of approaches based on the connection between the
donor and their ‘physical material’ can thus be narrower than those based on the
informational content of samples. For example, in the UK, the genesis of the Human
Tissue Act was to protect donor interests in detached samples by virtue of donors
having an ongoing relationship with their bodily material (UK Parliament 2004b).
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Accordingly, as soon as the connection between donor and material no longer exists,
the Act ceases to apply (Human Tissue Authority 2014a). It is now possible to make
copies of cellular material with the same genetic information contained within — for
example, through the creation of an immortal cell-line. Such new material is not
regarded as ‘relevant material’ under the act as it is not ‘manufactured’ in the body
of the donor (Human Tissue Authority 2014a). Despite the same information being
contained within the cells, the connection between donor and material is judged no
longer to exist, the Act no longer applies and the donor enjoys absolutely no more
protection.

In turn, the range of protection offered to donors under ‘physical material’
approaches may be reductive. Data protection law — the law protecting individuals’
interests engaged by the processing of their personal data — outlines a broad set of
rights, applicable before, during and after processing (see next Sect. 5). Approaches
which recognise the sample in terms of ‘physical material’ can be very limited
in the rights they give to the donor. For example, under the German approach, as
soon as property rights in the sample are signed away, it is highly uncertain which
relationship, if any, the donor is seen to retain with the sample (Albers 2013, pp.
486-487).

Secondly, the genomic research infrastructure is increasingly set up as an
international endeavour. In regulating an international endeavour, a harmonized
legal framework is preferable to a fragmented framework. Currently, the differing
approaches taken by European states means that different sets of obligations need
to be followed whenever samples are to be transferred across borders. The fact
that there are different approaches stems from the fact that samples are perceived
differently by different states. The need to follow these differing obligations has
been seen to make the transfer of samples between European countries bureaucratic
and complicated (Gibbons 2012, p. 90). It is hard for researchers to distil the relevant
requirements and even harder to work out how they might be met. Eventually, this
has two negative consequences: the confusion and red tape created can hinder the
smooth function of research and, in cases of international transfer, it can be hard for
donor subjects to understand which protections they are entitled to and when these
apply.

Finally, in genomic research, samples and data are increasingly proximate. Their
proximity increases with developments in sequencing technology. It is now only a
very small step between possession of a sample and the production of sequenced
data. In turn, they are each part of the same process serving the ends of scientific
research. In this regard, it has been observed that they essentially travel together.
Accordingly, it makes sense that any obligations relating to samples and data should
be as streamlined as possible. However, when samples and data are treated as legally
distinct entities, each is subject to its own system of protection. In the best case,
regimes coincide. However, there are also cases in which there are differences, or
even contradictions, between the two systems. For example, in the UK, the Human
Tissue Act lays out a set of rules for research subject consent. These rules allow the
research subject to give broad consent to the use of their bodily materials — i.e. that
materials can be used in any future research project — in biobank research (Human
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Tissue Authority 2014b, p. 11). However, as soon as data are sequenced from the
sample, the main piece of applicable legislation is the Data Protection Act. It is
far from clear that broad consent is a legitimate form of consent in data protection
law, which requires consent to be specific to a processing operation (Hallinan and
Friedewald 2015, pp. 10-19). It is useless to have a broad consent in relation to
the possible uses of the sample in research when no more than specific data can
be generated and used. Once again, the need to follow different forms of rules for
sample and data is bureaucratic and confusing. This serves neither research, nor
donor interests.

Give that the current situation is unsatisfactory, we might look to other areas
of law for possible solutions. One area of law which may be highly useful in the
regulation of genomic research, but whose potential in this regard has still been
relatively little considered, is data protection law.

4 A Short Guide to Data Protection Law in the EU
and the Data Protection Regulation

Data protection law is the area of law outlining when personal data may, and may
not, be processed. Data protection law in Europe has twin goals: (1) to ensure the
free flow of data through a harmonized set of laws; and (2) to provide a high standard
of protection for fundamental rights — in particular informational privacy — which
could be impacted by the processing of personal data.

The current piece of legislation defining European data protection law is
Directive 95/46 (European Parliament and European Council 1995). However, over
time, its relevance and suitability have come into question. First, Directives need
transposition into national law. The differences between national transpositions of
the Directive are significant and accordingly, it has been seen to have failed to ade-
quately harmonize legislation. Second, there has been considerable technological
change in the 20 years since the Directive was drafted. The Directive has been
argued to be inadequately equipped to effectively deal with the opportunities and
risks in data processing which have come with this change (European Commission
2010, pp 1-4).

Accordingly, 3 years ago, a process of reform of data protection law was started
and in January 2012, the Commission released the proposed Data Protection Reg-
ulation, offered as a replacement to Directive 95/46 (European Commission 2012).
In October of 2014 the Regulation (with certain amendments) was successfully
voted on before the European Parliament. In June 2015, the Council released their
common position on the reform. The reform is now subject to trilogue negotiations
before finally being made law.?

8 All three text drafts thus far available and compared at: http://statewatch.org/news/2015/apr/eu-
council-dp-reg-4column-2015.pdf. Accessed 03 July 2015.
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Unlike the Directive — which required national transpositions — the Regulation
has direct affect and will be legally binding in all European states. This will serve to
address the fragmentation which resulted from differing transpositions of the Direc-
tive. In turn, the Regulation has been drafted complete with a binding European level
interpretation mechanism.’ This allows the Regulation’s mechanisms to be adapted
and interpreted, at the European level, to deal with further technological change.

The Regulation’s scope extends to processing done in a wide range of contexts
and by a wide range of actors whenever the ‘personal data’ of a ‘data subject’ is
processed. There was no mention of genetic data in the text of Directive 95/46,
and this led to some uncertainty as to the Directive’s applicability. However, the
Regulation has clarified this by specifically listing genetic data as a category of
‘sensitive data’ under Article 9.'° Given that genetic data cannot be anonymised, it
is the case that genetic data should always be regarded as ‘personal data’. Whenever
genetic data are processed, the Regulation will apply (Hallinan et al. 2013, pp. 317—
329).

The Regulation provides a comprehensive approach to protecting informational
privacy interests throughout the lifetime of a data processing operation. This
approach can be subdivided into four core mechanisms.

1. Proposed processing must be checked in advance for proportionality by the
supervisory authority.

2. Whenever personal data are processed, the data controller is subject to rules
as to when and how they may be processed. This approach lays out a set of
procedural, technical and organisational aspects of data processing — including
rules outlining fair information practises.

3. Where the data controller does not have an overriding interest in the processing
of data, the data subject is granted control over whether data may be processed
and must be asked for consent. Even where the data controller has the right to
process without consent, the controller must make processing transparent to the
data subject and the data subject retains certain rights relating to their data.

4. The Regulation provides for independent oversight to make sure that processing
continues in a legitimate fashion. When processing is found to be illegitimate,
or disproportionate, the Regulation lays out possibilities for redress (Beyleveld
2004, pp. 8-21).

At first glance then, there is good reason to look closer at whether the Regulation
might be able to do some work in remedying issues with the current legal framework
applicable to samples. If the Regulation could apply to samples, this would provide
comprehensive protection for donor interests in personal information. Equally, if
the Regulation could apply to samples, this might do some work toward addressing
the issues of legal fragmentation. The Regulation would apply in a harmonized way

°See Chapter VI in each version: http://statewatch.org/news/2015/apt/eu-council-dp-reg-
4column-2015.pdf. Accessed 03 July 2015.

10See Article 9 in each version: http:/statewatch.org/news/2015/apr/eu-council-dp-reg-4column-
2015.pdf. Accessed 03 July 2015.
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around Europe, as well as outlining a harmonized set of requirements applicable to
the use of samples and sequenced data.

However, before the Regulation can be touted as any kind of resolution, a number
of more subtle questions must be asked. For example: Could the Regulation simply
replace all diverging approaches, or are there legislative functions served by the
various approaches which the Regulation could not replicate? Will the definitions
and mechanisms of the Regulation function in relation to samples? However, before
asking any such questions, one key question must be clarified: Can the Regulation
even apply to samples?

S An Unanswered Question: Will the Regulation Apply
to Samples?

All legislation has a scope of application — a delineation of what it aims to regulate.
The Regulation could only be used to apply to samples, should its scope be
adequately broad to extend to samples. In essence, it must be clarified that samples
constitute the rationae materiae of the Regulation. Initially, we might look at the
text of the Regulation for answers. However, the Articles defining the scope of the
Regulation remains silent on this point. In turn, authoritative legal sources offer
conflicting interpretations.

In the text of the Regulation, two Articles are particularly important in defining
scope — Article 2(1) and article 4(1).

The goal of Article 2(1) is to delineate scope. The Article states: ‘the processing
of personal data wholly or partly by automated means, and to the processing other
than by automated means of data which form part of a filing system or are intended
to form part of a filing system’.!! Genetic samples stored for research are organised
and searchable in a way very similar to any other form of filing system. Accordingly,
the fact that no automatic, or computer-based, processing has taken place at the
storage phase, is not an obstruction to the application of the Regulation. However,
Article 2(1) not only requires a filing system to be present, but also that ‘personal
data’ are contained in this filing system.

‘Personal data’ are defined in Article 4(1). Article 4(1) states that personal data
are defined as: ‘any information relating to an identified or identifiable natural
person (‘data subject’)’.'? There is relatively little difficulty in conceiving genetic
samples as being capable of relating to an identified or identifiable natural person.
Such a relationship might follow from their being collected alongside identifying
information (Sweeny et al. 2013). A relationship may also follow from DNA

1See Article 2(1) or equivalent in each version: See Chapter VI in each version: http://statewatch.
org/news/2015/apr/eu-council-dp-reg-4column-2015.pdf. Accessed 03 July 2015.

12See Article 4(1) or 4(2) in each version (there are minor language differences between versions,
but these do not change the applicability of the analysis): See Chapter VI in each version: http://
statewatch.org/news/2015/apr/eu-council-dp-reg-4column-2015.pdf. Accessed 03 July 2015.
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matching procedures aimed at identifying a specific individual (Nuffield Council on
Bioethics 2007, pp. 8-11). However, the definitions provided offer no further help
in clarifying what is meant by the terms ‘data’ or ‘information’ — which seem to be
used as synonyms in Article 4(1). Without a further definition of what is understood
under these terms, it is impossible to conclude whether samples can be conceived
of as ‘personal data’ or not.

Ordinarily, when a legal text does not sufficiently answer a question, one can
look to other authoritative sources to provide clarity as to how the law should be
interpreted. Unfortunately, in this case, authoritative sources conflict.

On the one hand, there are authoritative sources which suggest that the Regula-
tion could be applied to genetic samples. First, the intention behind data protection
law indicates the concepts and definitions of the law should be given a broad
interpretation. The intention is to provide protection for data subject interests
whenever others are interacting with their personal information. Data protection law,
the Regulation included, was thus always intended to be flexible to adapt to deal with
new technological possibilities in data processing (European Commission 2012, p.
12). This thinking is evidenced in original guidance as to the concept of ‘personal
data’. The Commission stated that ‘personal data’ be interpreted ‘as general[ly]
as possible, so as to include all information concerning an identifiable individual’
(European Commission 1992, p. 10). In interacting with samples, researchers are
doing the equivalent of interacting with an individual’s personal data. Accordingly,
the storage and use of genetic samples as sources of data might simply be seen as yet
another novel development in data processing. If a broad interpretation of ‘personal
data’ is desired, then perhaps samples should be covered within the scope of the
Regulation. Second, authoritative legal fora have recognised that genetic samples
can constitute ‘personal data’. For example, the European Court of Human Rights
categorically stated in the Marper case that samples should be regarded as data
(European Court of Human Rights 2008, §68).

On the other hand, however, other authoritative interpretations suggest that
samples should not be regarded as ‘personal data’. First, if samples are to be
regarded as data at all, then surely they would be regarded as genetic data. In the
Council’s version of the Regulation — the latest version to be released — Recital
25(a) elaborates the scope of the term ‘genetic data’. It states that ‘genetic data’
should only be regarded as: ‘resulting from an analysis of a biological sample
from the individual in question’. Such a definition might be read as displaying an
intention to exclude genetic samples from falling within the scope of application
of the Regulation.!* Second, the question has been explicitly considered by the
Article 29 Working Party in relation to the Directive. The Article 29 Working
Party is specifically tasked with providing authoritative interpretations of European
data protection law. They state: ‘Human tissue samples (like a blood sample) are
themselves sources out of which biometric data are extracted, but they are not

13See Recital 25(a) in the Council version: http:/statewatch.org/news/2015/apr/eu-council-dp-reg-
4column-2015.pdf. Accessed 03 July 2015.


http://statewatch.org/news/2015/apr/eu-council-dp-reg-4column-2015.pdf
http://statewatch.org/news/2015/apr/eu-council-dp-reg-4column-2015.pdf

Many Have It Wrong — Samples Do Contain Personal Data: The Data Protection. . . 131

biometric data themselves (as for instance a pattern for fingerprints is biometric
data, but the finger itself is not). Therefore the extraction of information from the
samples is collection of personal data, to which the rules of the Directive apply. The
collection, storage and use of tissue samples themselves may be subject to separate
sets of rules’ (Article 29 Data Protection Working Party 2007, p. 9).

This last objection outlined by the Article 29 Working Party — that samples
are not data, but are physical matter and therefore cannot be ‘personal data’ —
is particularly significant. In fact, each time it is argued — in jurisprudence or
academia — that data protection law cannot apply to samples, this argument takes
centre stage (Beyleveld et al. 2004, p. 428; Government of Australia 2005, pp.
8-9). However, it is notable how seldom this objection is further elaborated. For
example, the Article 29 Working Party do not actually elaborate what they mean by
‘data’ or ‘information’. In turn, they do not elaborate exactly why samples cannot be
understood to be included under these terms. Perhaps this lack of clarification sits
on the presumption that ‘samples cannot be data’ is a self-explanatory statement?

We do not see this as self-explanatory. To explain why, we might rephrase the
objection. A USB stick can be undoubtedly described as solid matter. However, a
USB stick containing personal data is also undoubtedly the subject of data protection
law insofar as that USB stick is used in the processing of personal data.'* This is
as a result of the USB stick ‘containing’ personal data. If the sample can be seen
to contain data, in the same way as the USB stick might be seen to contain data,
then should data protection law not also apply to samples (Albers 2013, p. 487)? To
demonstrate how samples can be seen to contain data, it is thus necessary to more
closely examine the ‘critical parts’ of the sample. The most obvious unit of analysis
in this regard is DNA."

6 DNA as Information: The Dominant Understanding
of DNA in Genetic Science

It is not difficult to find references to DNA in terms of data, or information.
In fact, the dominant popular metaphors for understanding DNA are almost all
informational — ‘a genetic code’, the genome as a ‘book’ or ‘a blueprint’.'® Each of
these metaphors liken DNA to a medium through which information is transferred.

14See Article 2 of each version: http://statewatch.org/mews/2015/apr/eu-council-dp-reg-4column-
2015.pdf. Accessed 03 July 2015.

5The one place this idea seems to have been given more extensive legal consideration is; in the
Australian Law Reform Commission and Australian Health Ethics Committee, ‘Essentially Yours:
The Protection of Human Genetic Information in Australia’ report (2003, p. 268). Unfortunately,
the analogy is only partially outlined, and its significance is not carried forward in further analysis.
16See, for example, the numerous information metaphors in US President Clinton’s; ‘Remarks

made by the President ... on the Completion of the First Survey of the Entire Human Genome
Project’ (2000).
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However, the idea of DNA as information is not just a useful popular metaphor for
understanding genetics. In fact, the root of such metaphors is to be found in genetic
science itself.

For over 50 years, starting shortly after Watson and Crick elaborated the structure
of the DNA molecule — the famous double helix — the genetic sciences have relied
heavily on information theory to understand the structure and function of DNA
(Griffiths and Stotz 2013, pp. 143-153).

Using information theory, geneticists began to understand DNA no longer only
as a physical molecule, but much more as the medium through which biological
information is transferred. The language in which this biological information is
encoded, consists of four letters — the nucleotides A, C, T and G. The grammar
for this language he is provided by the order in which nucleotides are laid out on in
the 3.2 billion long nucleotide chain. The type of information which is transferred
is that of biological specificity — i.e., how an organism might go about producing
certain physical states. The sender of the information are the parent organisms. The
recipient of the information is the offspring organism, to whom the genome belongs.

In some contexts, the extent to which use of information theory in understanding
DNA has value is still debated. For example, there are questions as to the value of
describing human development, or socialisation, in terms of the result of information
contained in DNA — as the result of the genetic code. However, that there is a
‘genetic code’ and that this is contained in DNA is now virtually unchallenged
(Griffiths and Stotz 2013, pp. 153—158). The understanding of the DNA molecule in
terms of information is thus unproblematic from the perspective of genetic science.
Prominent evolutionary biologist George Williams even went so far as to say that it
makes more sense to conceive of genes as units of information, rather than physical
objects made of DNA (Willimas 1992).

Indeed, so strong are the parallels between DNA and information, that DNA has
been proposed as an alternative to digital storage media. George Church at Harvard
University, for example, has succeeded in recording copies of his latest book in
a strand of DNA (Anthony 2012). Church observes that ‘as digital information
continues to accumulate, higher density and longer term storage solutions and
necessary. DNA has many potential advantages as a medium for immutable, high
latency information storage needs’ (Church et al. 2012). If physical samples cannot
be data or information, then does George Church’s DNA book not constitute data or
information either?

However, despite the fact that DNA are regarded in terms of information in
genetic science, this is not definitive proof that the ‘samples cannot be data’
objection is flawed as it applies to data protection law and the Regulation. The
objection relates to the scope of concepts in data protection law. Genetic science is
not the source of conclusive proof as to the meaning of concepts in data protection
law.

In this regard, it has been suggested that data protection law has been built on a
concept of ‘data’ and ‘information’ drawn from informatics — the science of com-
puter information systems (Bygrave 2010, p. 14; Nys 2004, p. 41). Although this
is not specifically clarified in any policy document, it seems a reasonable assertion,
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not least as data protection law developed as a response to automated processing
by computers. Is it then the case that, using informatics definitions of ‘data’ and
‘information’, DNA is precluded from qualifying as ‘data’ or ‘information’?

7 DNA Can Be Understood as ‘Data’ in Informatics

Two arguments can be put forward against the idea that an informatics concept
of data can be relied upon to exclude samples from being within the scope of
the Regulation. The first relates to whether the Regulation really sits on concepts
of ‘data’ and ‘information’ drawn from informatics. The second challenges the
presumption that informatics concepts of ‘data’ and ‘information’ cannot subsume
DNA.

There is a body of literature in informatics devoted to the discussion of the
meaning of the concepts of data and information in informatics. As a start point
for our analysis, we have relied heavily on Chaim Zins 2007 work: ‘Conceptual
approaches for defining data, information and knowledge [in informatics]’ (Zins
2007). In this work, Zins documented definitions for these terms provided by 45
different informatics scholars.

First, if this statement is true: ‘data protection law, and by extension the
Regulation are implicitly built on concepts of ‘data’ and ‘information’ drawn from
informatics’, then it would be fair to assume that informatics and data protection
uses of the terms should not conflict.

It seems that this is not always the case. For example, in informatics, there
are significant differences between the concepts of ‘data’ and ‘information’ (Zins
2007, p. 479). In data protection law to date, the terms have largely been used
interchangeably. Indeed, certain data protection scholars have specifically noted
the lack of differentiation between ‘data’ and ‘information’ understood in an
informatics sense, as a problem for data protection law (Manson 2009, pp. 26-28).
Such an observation serves to cast doubt on the claim that informatics concepts can
be looked to as authorities in the definition of the same terms in data protection law.
Should informatics have been the source for concepts in data protection law, surely
such a significant difference would not have been overlooked.

Second, if this statement is true: ‘informatics concepts of ‘data’ and ‘information’
preclude inclusion of DNA’, then it might be fair to assume: (1) There are relatively
clearly defined concepts of ‘data’ and ‘information’ in informatics. (2) That these
clearly exclude DNA from their scope. Both assumptions are open to question.

There are considerable disagreements between informatics scholars as to the
meanings of information and data. In Zins work, on a number of key points, scholars
definitions diverged. Differences related to the scope of the concepts, to qualifying
characteristics necessary to be considered as either ‘information’ or ‘data’ and to
the differences between concepts (Zins 2007, pp. 487-489). In considering whether
DNA can be understood as either ‘data’ or ‘information’, these points of difference
can be significant.
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On the one hand, definitions provided by certain scholars would appear to
exclude DNA. Such definitions tended to focus on; the need for machine involve-
ment in creation or storage, conscious human involvement in collection or on the
need for representation in alphabetic or numeric form, of ‘data’ or ‘information’.
For example, scholars who can be seen to fall into this category state: ‘Data are
formalized parts (i.e. digitalized contents) of socio-cultural information’, or ‘Data
are the raw observations about the world collected by scientists and others, with a
minimum of contextual interpretation’ (Zins 2007, p. 484).

On the other hand, however, other definitions were offered under which DNA
could certainly be included. For example: ‘Data are perceptible or perceived—if and
when the signal can be interpreted by the ‘user’—attributes of physical, biological,
social or conceptual entities’ or ‘Data are a representation of facts or ideas in a
formalized manner, and hence capable of being communicated or manipulated by
some process’ (Zins 2007, pp. 485-486).

Such an inclusive conceptualisation of data and information is shared by the
most authoritative source outlining the meaning of these terms in informatics:
ISO 2382-1, ‘Information technology — Vocabulary — Part 1: Fundamental terms’
(International Standards Organisation 1993). In this document, the International
Standards Organization defined data as: A reinterpretable representation of infor-
mation in a formalized manner suitable for communication, interpretation, or
processing . .. Data can be processed by humans or by automatic means’ (Inter-
national Standards Organisation 1993). They retain this definition in their 2015
revision. This definition can be broken down to clearly show how DNA could fall
within its scope. DNA are reinterpretable — otherwise they would be useless, both
as a means to transfer biological specificity between generations, as well as for all
forms of genetic analysis. DNA is a representation of information — information
as to biological specificity. DNA is ‘written’ in a formalized language — comprised
of four nucleotides. Finally, through the sequencing and analysis process, DNA is
clearly capable of being processed by human and automatic means.

Accordingly, the argument which suggests that an informatics definition sits
behind the concept of ‘personal data’ in data protection law, and that DNA cannot
be subsumed within such an informatics definition, can be challenged.

As a result, we believe it is possible for genetic samples to fall under the scope
of the Regulation without encountering any conceptual problem.

8 Conclusion

The collection of human samples in biobanks raises a number of issues, amongst
which is the protection of donor interests is particularly important. In particular,
donors have an interest in samples by virtue of their information content.

We have argued that the current European legal framework for the regulation
of samples is inadequate. Only a few states recognise samples in terms of their
information content. On the one hand, this means donor interests in the use of
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their personal information are not always adequately protected. On the other hand,
the different approaches taken to sample regulation leads to a highly fragmented
framework.

In turn, we argued that the Data Protection Regulation might be looked to as a
solution to some of these problems. It is legislation harmonized at European level,
which aims to provide comprehensive protection for individual interests in personal
information. However, the application of data protection law to physical samples
remains the subject of debate. The text of the Regulation remains silent on the
issue. Authoritative sources disagree. However, those sources which question the
application of data protection law to samples generally do so on the basis of one
objection — that samples are physical matter and therefore cannot be data.

We finally argue that the objection — ‘samples are physical matter and therefore
cannot be data’ — is flawed. We argue that samples contain data — in DNA — and that
therefore, the Regulation should apply. It would be absurd to suggest that handling
a USB stick containing personal data was not subject to data protection law. But the
USB stick is also physical matter. The key issue is that the USB stick contains
‘personal data’. DNA is the ‘critical part’ of the sample as far as information
extraction is concerned. If DNA can be regarded in terms of information, then
surely the sample can be regarded as an information carrier in a similar way to
a USB stick? A cursory search will show that DNA is often referred to in terms
of information. In fact, almost all dominant popular conceptualisations of DNA
revolve around information. However, such informational conceptualisations of
DNA are not limited to popular metaphors. In fact, DNA is also understood in
genetic science as information. Although a counter-argument might be put forward —
that data protection law relies on concepts of ‘data’ and ‘information’ drawn from
informatics, and that DNA is excluded by these definitions — this too is weak.
First, the claim that data protection law relies on such informatics definitions is not
supported in policy documents. In turn, there appear to be contradictions between
how the terms ‘data’ and ‘information’ are used in data protection law and in
the Regulation, and in informatics. Second, there is considerable disagreement
within informatics as to the meanings of these concepts. Under many proposed
definitions, including the most authoritative we could find — that of the ISO — DNA
is data.

Moving forward, a number of questions remain open. First, how the Regulation —
its definitions and mechanisms — should best apply to samples needs further
research. Second, the foregoing is not to say that other regulatory approaches are
deprived of meaning because the Regulation can apply and may offer solutions.
On the contrary, data protection has it limits. Data protection is unlikely to be able
to fulfil all relevant legislative tasks relating to samples — data protection cannot
subsume all aspects of a property approach, for example. In turn, suitable procedural
and substantive solutions with regard to samples will not always be immediately
follow from the applications of data protection rules. Complementary ideas from
other areas of law can help in tracing necessary normative lines and in filling out
proportionate procedural approaches (Gutwirth and De Hert 2006). Investigation of
these questions will follow in our future work.
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What’s Wrong with the Right to Genetic
Privacy: Beyond Exceptionalism, Parochialism
and Adventitious Ethics

Bryce Goodman

Abstract Advances in full genome sequencing have led to a practical and ethical
conflict between protecting genetic privacy and large-scale genomic research. This
chapter concerns the value of genetic privacy, and consists of both a negative
and positive claim. The negative claim is that genetic privacy is not intrinsically
valuable, and that the barriers to genomic research posed by an unqualified right
to genetic privacy are not justified. The positive claim is that genetic research is
supported by the principle of respect for autonomy.

1 Introduction

Genetic research is at a cross-roads. Less expensive genetic sequencing and the
application of computational methods to resulting datasets have led to new fields
of genomic research.! This confluence of “big data” and genetics has created an
unprecedented demand for access to large sets of genetic information. The demand
is being met by the creation and expansion of population bio-banks, which store
genetic and non-genetic information (e.g. medical history, demographics, etc.). The
information stored in bio-banks can be used in multiple genome wide association
studies (GWAS), which analyze statistical patterns of genetic variation to find
genetic correlates for common diseases. These developments suggest that, in the not
so distant future, genomic research will have profound applications in both clinical
medicine and public health (Visscher et al. 2012).

'The sum total of information contained within an organism’s DNA is its genome; a person’s
genome is of the human genotype, but “genotype” can also refer to classes of genomes within the
human genotype. The terms genomic and genetic research refer to research conducted using most
or all of the information contained within the subject’s genome.

B. Goodman ()

Oxford Internet Institute, St. Cross College, University of Oxford, 61 St Giles’,
Oxford OX1 3LZ, UK

e-mail: bwgoodman @ gmail.com

© Springer International Publishing Switzerland 2016 139
B.D. Mittelstadt, L. Floridi (eds.), The Ethics of Biomedical Big Data,
Law, Governance and Technology Series 29, DOI 10.1007/978-3-319-33525-4_7


mailto:bwgoodman@gmail.com

140 B. Goodman

However, some see the demands of large-scale genomic research, which depends
upon ready access to vast amounts of genetic information,? as a threat to genetic
privacy. Genetic exceptionalism? is the view that genetic information is “sufficiently
different from other kinds of health-related information that it deserves special
protections or other exceptional measures” (Suter 2001, 669). Proponents of genetic
exceptionalism demand more stringent rules for accessing genetic information
as compared to medical information generally. This demand is grounded in the
claim that genetic privacy is intrinsically valuable because genetic information is
analogous to the contents of a person’s “probabilistic future diary” (Anderlik and
Rothstein 2001; Annas et al. 1995, i). Proponents of this view recognize that stricter
regulations may hinder, or indeed obstruct, the progress of large scale genetic
investigations. However, according to this view, these impediments are ethically
justified because the right to genetic privacy trumps the value of genomic research.*

This chapter claims that proponents of genetic exceptionalism are mistaken on
two counts: first, in positing a necessary connection between genetic privacy and
respect for autonomy, and second, in embracing a reductionist and determinist
conception of genetic causation. Contrary to both of these views, genetic privacy is
not intrinsically valuable, and may actually conflict with the obligation to protect
and promote autonomy. Consequently, there is a need to seriously re-think the
value of genetic privacy, both in terms of measures for its protection and its role
in discussions of how to regulate access to genetic information.

Section 2 introduces genetic exceptionalism and the conflict between the right to
genetic privacy and genomic research. Section 3 considers challenges to the right
to privacy, and shows how these objections motivate proponents of genetic privacy
to claim that it is intrinsically valuable as a facet of autonomy. Section 4 queries
and rejects the putative “intrinsic connection” between privacy and autonomy,
and argues that an additional reason is needed to prove that genetic privacy is
connected to autonomy. Section 5 evaluates and rejects the connection between
genetic information and autonomy asserted by genetic exceptionalism. Section 6
combines the conception of autonomy presented at the conclusion of Section 4 with
the view of genetic information developed in Section 5 to argue that an unqualified
right to genetic privacy is both unsupported by, and may conflict with, the principle
of respect for autonomy. Proponents of genetic exceptionalism focus exclusively on
the potential harm that can arise from unauthorized release of genetic information
and so neglect the fact that genetic research provides individuals with information
that enhances their autonomy.

2Information derived through genetic sequencing.

3 Although not all proponents of genetic privacy claim to be proponents of genetic exceptionalism,
the two positions tend to go together, and are mutually supportive. Further, it seems plausible to
assume that anyone who is a proponent of genetic privacy believes that genetic information is
exceptional in some way.

“The concept of rights as trumps is from Dworkin (1978).
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2 Genetic Exceptionalism and the Right to Genetic Privacy

This section introduces the thesis of genetic exceptionalism, which maintains
(1) that genetic information is ethically distinct from other types of medical
information and (2) that it requires special protections. In the context of genetic
exceptionalism, the right to genetic privacy is viewed as a fundamental and basic
individual protection which trumps the interests of genetic research and imposes
a blanket obligation not to access an individual’s genetic information without first
obtaining both explicit and informed consent (Caplan 2009; Roche et al. 1996). Both
requirements pose specific challenges to bio-bank and data-sharing projects, which
are necessary for the continuation of large-scale genomic research.

2.1 The Origins of Genetic Exceptionalism

Arguments in favor of a “special legal status” for genetic information—information
derived through genetic sequencing — in the United States can be traced back to a
1984 report from the President’s Commission on Bioethics, which declared that
genetic information should not be released without first obtaining “explicit and
informed consent” (Commission for the Study of Ethical Problems in Medicine and
Biomedical and Behavioral Research 1984, 303).

During the early 90s, advances in genetic research and the discovery of genetic
correlates for common diseases motivated the introduction at both state and Federal
level of numerous bills aimed at banning potential forms of genetic discrimination,
e.g. denial of health coverage or employment on the basis of a person’s genetic
traits (Parthasarathy 2004, 243). Whereas genetic tests had once been limited both
in terms of scope and accuracy, the flurry of research development in the 90s began
to put pressure on mainstream practice to respond to the clinical promises of genetic
research (Bove et al. 1997; Burgess et al. 1997; Dickens et al. 1996).

From the beginning, advocacy groups worked to promulgate an understanding
of genetic information as both ethically distinct from other types of medical
information and intrinsically private (Parthasarathy 2004, 243). For example, after
the discovery of the BRCA 1 gene mutation and its link to certain types of
genetically caused breast cancer, the NIH funded the Hereditary Susceptibility
Working Group of the National Action Plan on Breast Cancer (NAPBC). The Group
released a report stating, “genetic information is distinct from other types of medical
information because it provides information about an individual’s predisposition to
future disease”™ (Hudson et al. 1995, 392).

3Tt is worth noting that this statement is, strictly speaking, false. For example, a person’s body mass
index may be a much better predictor of diabetes than any information derived from genetic code.
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The statement was met with public alarm; by March 1995, 118 bills had been
passed in the United States at both the Federal and state level in response to growing
fears over the possible misuse of genetic information, particularly in the area of
health insurance (Mulholland 1998).

2.2 Genetic Privacy Verses Genetic Discrimination

Genetic exceptionalism sees genetic information as intrinsically valuable, that is,
something to be protected irrespective of consequences. An alternative is to argue
that genetic privacy ought to be protected as a means of minimizing genetic
discrimination, the practice of withholding services (e.g. health care) or otherwise
treating individuals less favorably on the basis of information derived from their
DNA.® In this case genetic privacy has instrumental or contingent value — it is
valuable insofar as it lessens or prevents genetic discrimination.

Concerns relating to genetic discrimination have, historically, been a significant
source of motivation for stricter genetic privacy laws (Everett 2004; Diver and
Cohen 2000; Collins and Watson 2003). For example, a 2004 United Nations Decla-
ration addressing both genetic privacy and genetic discrimination asserts a common
rationale for the two rights, “Recognizing that revealing genetic information belong-
ing to individuals without their consent may cause harm and discrimination against
them . ..” (United Nations Economic and Social Council 2004).

However, genetic discrimination is easily distinguished from genetic privacy.
Any unauthorized access to genetic information violates genetic privacy, regardless
of whether genetic discrimination takes place. Further, a number of studies suggest
that there is no empirical connection between laws protecting genetic privacy and
cases of genetic discrimination (Hall and Rich 2000; Nowlan 2002), and some
authors have disputed the claim that genetic discrimination is an actual practice
tout court (Taylor et al. 2003; Green et al. 2015).

Furthermore, even a policy that specifically addresses concerns over genetic
discrimination need not limit research access to genetic information. For example,
while the United States’ 2008 Genetic Information Non-Discrimination Act (GINA)
protects individuals from genetic discrimination, it does not stipulate any prohibi-
tions or conditions for the use of genetic information in biomedical research.’

From a legal perspective, a prohibition on genetic discrimination is entailed by a
general prohibition against discrimination on the basis of any medical information;
such policies need not presuppose any of the claims of genetic exceptionalism. In
their recent review of the impact of GINA on genetic discrimination, Green et al.
(2015) report that, in 2013, of the 333 claims related to genetic discrimination in

This definition is offered as an attempt to distinguish genetic discrimination from discrimination
on the basis of traits (e.g. race) that have a genetic component.

"For international laws against genetic discrimination, see Motoc (2009, 222-246).
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employment (compared with more than 90,000 in other areas), most also included
claims relating to non-genetic discrimination.

Finally, as noted earlier, the argument that connects genetic privacy with genetic
discrimination sees the former as having derivative or instrumental value. In this
case, the right at stake is freedom from genetic discrimination, and not genetic
privacy. If circumstances were to arise where the connection between privacy and
discrimination no longer obtained, a proponent of this view would be forced to offer
some additional reason for why genetic privacy ought to be protected. For propo-
nents of genetic exceptionalism, however, merely accessing an individual’s genetic
information without obtaining consent is wrong, regardless of consequences.

2.3 The Right to Genetic Privacy

The original and perhaps most influential articulation of the right to genetic privacy
is the Genetic Privacy Act: A Proposal for National Legislation (GPA), which was
drafted in 1995 by Annas and colleagues at the University of Boston. Its authors
write:

The overarching premise of the Act is that no stranger should have or control identifiable
DNA samples or genetic information about an individual unless that individual specifically
authorizes the collection of DNA samples for the purpose of genetic analysis, authorizes the
creation of that private information, and has access to and control over the dissemination of
that information (Roche et al. 1996, Introduction).

The Act is premised on the notion that genetic privacy is intrinsically valuable
(Everett 2004). According to this view, individuals have a special right to genetic
privacy.®

The Genetic Privacy Act prohibits both data-sharing and derivative use of
samples without first obtaining explicit (e.g. verbal or written) and informed
(e.g. project-specific) consent. The concept of informed consent as an ethical
requirement for medical research was first developed during the Nuremburg trials
and further developed in the Declaration of Helsinki (Manson and O’Neill 2007). At
Nuremburg, informed consent was used to distinguish between ethically acceptable
research and the experiments conducted by Nazi’s during World War I (Annas et al.
1992). Since many forms of medical research pose a risk of harm to participants, this
factor alone was insufficient to separate the actions of the Nazis from the actions of
legitimate researchers.

The prosecution argued that what made the Nazi case distinctive is that the
participants were coerced; they did not give their free, explicit and informed

8Such rights are “special” insofar as they impose additional restrictions not already entailed by
regulations for medical information generally. See, for example, Annas (1993, 1995, 1999), Annas
et al. (1995), Rothstein (2005).
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consent to participate in the experiments they were subjected to. In the course
of this argument the two specific requirements of informed consent came to
be developed. First, the consent has to be explicit—an absence of objection is
insufficient grounds for assuming that a participant consents. Thus the onus is on the
researcher to show that consent was obtained, “preferably in writing” and otherwise
“formally documented and witnessed” (World Medical Association 2001, Sec. 22).
Second, before consent can be obtained, “each potential subject must be adequately
informed of the aims methods, course of funding, any possible conflicts of interest,
institutional affiliations of the researcher, the anticipated benefits and potential risks
of the study and the discomfort it may entail” (World Medical Association 2001,
Sec. 22).

In the context of large-scale genomic research, informed consent poses a number
of practical and conceptual challenges. The first arises from the obligation to obtain
consent that is explicit. The purpose of bio-banks is to provide easily accessible
genetic information to qualified research groups and thereby reduce the high cost of
collecting data for large scale studies. Trying to obtain explicit written or witnessed
verbal consent from bio-bank participants, which could number in the hundreds of
thousands, would obviate the entire point of such endeavors (Ursin 2008, 267-269;
Hansson 2009, 9; Lunshof et al. 2008).° The obligation to obtain informed consent
deepens this dilemma, since the information gathered by bio-banks is intended for
use in a range of future projects that are not specifiable at the time when individuals
consent to participation.'”

Proponents of the rights outlined in the GPA acknowledge that such legislation
may hinder the progress of genetic research. At the same time, they maintain that
these restrictions are ethically required because researchers working with genetic
information “are handling the most intimate and personal information that will
ever exist” (Goerl, Hyer, and Farkas 1997, 86). Caplan (2009) argues that the cost
of protecting genetic privacy cannot be weighed against the potential benefits of
genomic research:

Yes, the more of us contribute our DNA and correlated personal information to the pursuit of
genomic science the better it might be for science and medicine . . . [but] the correct course
in the emerging age of genomics is not to dispose of privacy . .. Rather, we must seek ways
to strengthen and maximize the opportunity for you to invoke privacy while finding ways to
conduct genomic research that can protect it.

9Specific challenges are also presented by research involving subjects who are typically viewed as
not able to consent, e.g. children (Gurwitz et al. 2009) and archival samples (Steinberg et al. 1995;
Beskow et al. 2001; Bathe and McGuire 2009).

9There is currently a debate over whether policies of “broad consent,” where participants would
agree to future unspecified use of their genetic information, is an ethically acceptable alternative.
Critics argue that “There is no such thing as ‘general informed consent’” and that “it is misleading
to use the notion of informed consent for participation in research that is unforeseen and has not
been specified in a research protocol.” (Arnason 2004, 41; Caulfield 2007; Greely 2007). For
defense and further discussion, see Hansson et al. (2006), Beskow et al. (2001), Lunshof et al.
(2008).
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The right to genetic privacy is, according to this view, a moral constraint upon
genomic research.!!

2.4 The Need to Re-think Genetic Privacy

Although it remains highly influential, the GPA was never formally adopted.
The majority of policies have taken a less rigid approach to regulating genetic
information (Eriksson and Helgesson 2005). Some authors believe there ought to
be a balance struck between research and privacy interests, and encourage strict
enforcement of privacy guidelines, and new methods for de-identification and data-
anonymization.'? According to this view, if the benefits of allowing access to genetic
information for the purposes of research are sufficiently high, they may outweigh
some of the “harms” that would be caused by the violation of genetic privacy
(Gurwitz et al. 2009, 819).

While this position may, at first blush, seem to strike a balance between privacy
and research, it is both practically limited and does not address fundamental
questions regarding the nature or value of genetic privacy.

First, relying on stricter data-coding policies alone may be for naught; recent
studies have shown that ensuring complete anonymization of genetic data is
practically impossible in genomic research (Gymrek et al. 2013)."* This raises
the question of whether large scale genetic research is permissible even if genetic
privacy cannot be absolutely guaranteed, a question that can only be addressed
following a careful consideration of the value of genetic privacy.

Furthermore, there may be a practical conflict between the level of anonymiza-
tion and the quality of research outcomes: depending on what information is
removed, attempts to anonymize genetic data may diminish the scientific utility of
the collected data. For example, ethnographic and geographic information about a
cohort may be simultaneously useful for researchers whilst increasing the feasibility
of re-identification.

"'The idea of rights as moral constraints is from Nozick (1974, sec. Moral Constraints and Moral
Goals).

2Information is considered “de-identified” once any uniquely identifying data is removed, e.g.
name, driving license, national insurance number, etc. Information that is de-identified may or
may not be re-identifiable; coding allows for de-identification during research or data-sharing,
but may also allow for the re-identification of genetic information and DNA samples. Such
information is considered de-identified but remains potentially identifying; information that is no
longer potentially identifying (e.g. where all linkages to the individual have been permanently
destroyed) is considered anonymous. See McGuire et al. (2008).

13Controversy over the plausibility of maintaining anonymity first arose after the publication of
Homer (2008). The report showed that information previously considered fully anonymous was,
in fact, potentially identifying. The report’s findings have been contested, but prompted both the
Wellcome Trust and NIH to withdraw public access to certain anonymized genetic data-sets. See
also Gymrek et al. (2013).
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There is also a tension between anonymization and ensuring individuals retain
control over their genetic information (Rothstein 2010). One of the requirements of
informed consent is that subjects have the right to withdraw from participation at
any point during the study (World Medical Association 2001, Sec. 22). However,
as Bathe and McGuire (2009, 713) note, “anonymization precludes any influence
the donors have on the use of their samples,” and makes it practically impossible
to re-contact participants for obtaining consent or returning clinically significant
findings.

Finally, because data-sharing between research groups is often required by
funding bodies, effectively regulating access will depend upon the existence (and
acceptance) of uniform international guidelines (Kaye et al. 2009a, 332). Harmo-
nized regulations are currently lacking and, as one survey notes, where guidelines
do exist, they “reflect a debate that is characterized by perplexity and controversy”
(Mauron and Boggio 2005, 3).

The “perplexity and controversy” that characterizes existing frameworks is not
for lack of effort, but reflects the contentious debates over which moral principles
ought to guide the practices of data-collection, storage and use (Elger and Caplan
2006, 664). As will be discussed in the following section, the lack of clarity in
genetic privacy regulations may stem from fundamental challenges with the nature
and value of privacy itself.

3 From Privacy to Autonomy

This section introduces practical and conceptual challenges for defining the scope
of the right to privacy. When privacy is left overly broad, it is not clearly
distinguishable from other values or rights; on the other hand, when privacy is given
an overly narrow scope, its value ceases to be significant. Similar challenges face
the right to genetic privacy, and motivate the argument that connects genetic privacy
with the value of autonomy.

3.1 The Nature and Value of Privacy

According to the Oxford English Dictionary, something is private if it relates to or
affects “a person or a small intimate body or group of persons apart from the general
community; [it is] individual, personal” (Oxford English Dictionary 2010). The
distinction between a private and public sphere goes back at least as far as Aristotle
and the division between polis and oikos—the former denotes a place where citizens
engage in public undertakings, whereas the latter is the area occupied by domestic
life (Ursin 2008, 272). However, the Greek distinction does not explain the view
that privacy is intrinsically valuable and of particular importance for individuals:
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private life, while distinct from public engagement, is not of ultimate importance in
Aristotle’s conception of the human good.'*

An explicit treatment of the value of privacy is not only absent from Aristotle’s
description of the virtuous life; privacy also receives little mention from the major
thinkers in the liberal tradition.'> The origin of privacy as a moral concept'® is
more readily located within Judeo-Christian theology. Konvitz (1966, 276) notes
the prominent role that privacy and concealment have played in the development
of Western normative and theological concepts: “Mythically, we have been taught
that our very knowledge of good and evil—our moral nature, our nature as men—
is somehow, by divine ordinance, linked with a sense and a realm of privacy.”
Konvitz is alluding to the Biblical tale of Adam and Eve, wherein shame—and
moral knowledge—coincide with the need for privacy. The story suggests that the
concern for privacy is a fundamental part of what distinguishes civilized interaction
from interaction amongst animals and barbarians; from this perspective, the need
for privacy is intimately bound with an individual’s status as a dignified moral agent
(Etzioni 2000, 166—167; Ursin 2008, 269).

3.2 Origins of the Right to Privacy

The idea that privacy requires specific legal protections, however, has its roots in
American legal history. It is here that one finds one of the first instances of privacy
as a value that imposes restrictions on others, along with an attempt to distinguish
privacy from related, but distinct, concepts, such as liberty and property ownership.

The legal right was first introduced in an article by the United States Justices
Warren and Brandeis, which responded to privacy challenges posed by the advent
of photography and mass publication:

Political, social, and economic changes entail the recognition of new rights, and the
common law, in its eternal youth, grows to meet the new demands of society. Thus,
in very early times, the law gave a remedy only for physical interference with life and
property . . . now the right to life has come to mean the right to enjoy life—the right to be let
alone (Warren and Brandeis 1890, sec. Introduction).

14Nevett cautions against conflating the Greek oikos with the modern notion of a “private sphere.”
(Nevett 2001, 5). This view has been contested by those who believe that Aristotle did place
distinctive value on the privacy afforded by family life, e.g. (Salkever 1977). However, even if
Aristotle did believe the oikos represented a special sphere for family life, there is no evidence to
suggest he believed individual privacy (e.g. seclusion from public life) was a value, and certainly
not a value that could compete with or trump the good of the polis. Cf. Aristotle’s discussion of
political science at Book I Chapter 2 of the Nicomachean Ethics (Irwin 1985, lines 1094b 9-10).
5SMcCloskey (1980, 17—18) calls attention to this often-ignored fact and notes that neither Locke,
Rousseau, Kant nor Mill discuss privacy as a moral concept.

19E.g. Privacy as a source of moral obligations.
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The Justices sometimes write of the right to privacy as “the right to one’s
personality.” Accordingly, the Justices argue that “the protection afforded” by a right
to privacy “is not confined. .. [to] any particular medium or form of expression has
been adopted, nor to products of the intellect” (Warren and Brandeis 1890). The
right to privacy thus establishes a broad prima facie obligation'” not to intrude upon
an individual’s “personal sphere.”

3.3 Challenges for the Right to Privacy

Two related conceptual concerns challenge the view that, generally, privacy should
be regarded as a basic right. The first pertains to the scope of privacy: if privacy
lacks definite scope, the obligation to respect a person’s privacy is not meaningful.
Responding to this challenge, some authors invoke territorial and spatial metaphors.
Drawing upon a connection with territorial sovereignty, Feinberg argues that privacy
denotes “a certain amount of ‘breathing space’ around one’s body” (Childress and
Beauchamp 2001, 297).

While the metaphor of a “personal sphere” or “intimate zone” may be emotion-
ally evocative, it still fails to provide a concrete principle that could determine,
in practice, whether and when a person’s privacy is genuinely at stake. Thomson
(1975, 295) argues that if the right to privacy is understood as the right to be left
alone, its scope is obscure and encompasses far more than privacy intrusions. One
way we might fail to let someone alone is by hitting him, however “doing [so] should
surely not turn out to violate his right to privacy. Else, where is this to end? Is every
violation of a right a violation of the right to privacy?”

A second challenge emerges from the claim that the value of privacy is basic and
universal. In practice, different societies have radically divergent or even conflicting
views about what ought to be regarded as private (Whitman 2004). This diversity of
perspectives is not only anthropologically interesting, but ethically significant — it
suggests that what counts as private is the product of both individual preferences and
cultural norms, grounded in specific traditions. Whitman (2004, 1152) observes:

If privacy is a universal need that gives rise to a fundamental human right, why does it take
such disconcertingly diverse forms? This is a hard problem for privacy advocates who want
to talk about the values of “personhood.”

Those seeking to justify the need for privacy as a fundamental human right, genetic
or otherwise, face a dilemma with two horns: if privacy is left overly broad it
ceases to have any distinguishing content, and if privacy is given an overly narrow
specification, it is not a universal value.

7 A prima facie obligation is to be distinguished from an actual or ultimate obligation. An agent
may be exempt from a prima facie obligation depending upon other competing obligations. For
example, the Justices note that the obligation to respect an individual’s privacy may be overruled
or suspended when there is sufficient “public interest” in that individual’s affairs. See Ross and
Stratton-Lake (2002).
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3.4 Challenges for Genetic Privacy

These challenges are amplified in the case of genetic privacy. “Genetic information”
is, in its broadest sense, any information contained within an organism’s genome.
Such information may or may not be informative or clinically significant: a
sequence of “un-interpreted” nucleotides is not informative because the raw data
obtained through genetic sequencing must be interpreted before it is intelligible.'®
However, many genetic privacy laws, including the GPA, do not recognize a
distinction between information that is genetic (e.g. derived from a person’s DNA)
and information that is both genetic and genuinely informative (e.g. interpreted)
(Sankar 2003; Manson and O’Neill 2007). If “genetic information” simply refers to
information about a person that is, in some sense, linked to that person’s genes,
it is no longer a distinctive category: skin, eye and hair color all have genetic
determinants, but one need not access a person’s DNA to say what color eyes he
or she has.!”

The problem for proponents of genetic exceptionalism is that, oftentimes, genetic
information is not exceptional. In an article on regulating access to bio-banks,
Annas (1993, 2348) argues that stricter policies are needed because ... genetic
information has been grossly misused in the past, especially in the eugenics
movement and Nazi Germany’s program of racial hygiene.” However, within the
context of the article, Annas (1993, 2346) is addressing “information derived from
the DNA sample.” Annas’ argument rests upon an equivocation between two very
distinct senses of genetic information. The Nazis did not have access to information
derived from genetic analysis: consequently, they would not have had access to
the information protected by a right to genetic privacy, nor would such a right,
in principle, limit access to the information the Nazis did have. The error is in
conflating information that says something about someone’s DNA with information
that we have derived from someone’s DNA.

Another challenge arises when “genetic privacy” is used to denote issues bearing
little or no logical connection. For example, Allen attempts to carve out four distinct
types of medical privacy concerns and claims that all are at stake in genetic privacy
(Rothstein 1999, Chap. Genetic Privacy):

1. Informational privacy concerns access to personal information
2. Decisional privacy concerns governmental and other third party interference with
personal choices
. Physical privacy concerns access to persons and personal spaces
4. Proprietary privacy concerns the appropriation and ownership of interests in
human personality

(O8]

18 A genetic variation is “interpreted” when correlated with a clinically significant trait.
YFurthermore, some additional reason would be needed to explain the purported ethical signifi-
cance between coming to know a person has blue eyes because they have shared their DNA versus
seeing them on the street.
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While the taxonomy presented by Allen may be illuminating for discussions of
medical privacy generally, decisional, physical and proprietary privacy concerns are,
at most, contingently related to genetic information.

In medical ethics, decisional privacy appeals to “privacy as an [American]
constitutional/legal concept, especially the post-1965 constitutional right of privacy
[which] emphasizes decisional privacy, that is, the freedom to decide and to act
in public or private as one deems appropriate, without government interference”
(Margulis 2003, 244).2° Provided individuals are not coerced by governments into
participating in genetic bio-banks, it is difficult to see how decisional privacy is
of any relevance whatsoever. Furthermore, it is debatable whether the concept of
decisional privacy, in the sense provided, can be meaningfully distinguished from
either liberty or autonomy (Ursin 2008, 270); while this would not, of itself, show
that concerns grouped under the heading of decisional privacy are unimportant, it
calls into question the distinctiveness of privacy rights.

Concerns over physical privacy are out of place in the context of bio-banks. Large
scale genetic research is conducted using digitally stored genetic information, so
there is no physical contact between researcher and subject. Furthermore, DNA
analysis may be conducted using recently collected or “archival” bio-specimen
samples, and thus even the sequencing need not necessarily involve any further
physical contact with the participant (Bathe and McGuire 2009). Even when contact
is necessary for collecting genetic material, obtaining suitable biological specimens
(e.g. saliva, hair, etc.) can be done remotely and is significantly less physically
intrusive than many other forms of medical testing.

The notion of proprietary privacy is often connected with the theory of ownership
developed by John Locke. According to this view, Locke “provided a philosophical
justification of the right to property which extended to matters of privacy by
promoting the idea that we do not merely exist in our bodies, but also own them”
(Ursin 2008, 276).2! However protections afforded by a right to privacy differ in
kind from those entailed by property rights: in the former, the object protected is
distinguishable from the right-bearer, whereas in the latter the right bearer is the
subject of protections (Suter 2003). The property analogy thus implies that the thing
intruded upon is distinct from the owner. This distinction is untenable in the case
of “genetic information,” because an individual cannot, in either a logical or legal
sense, ever “give up” his or her genetic code (Rao 2007).

20In the United States, this notion played an important role in the argument that a right to privacy
prohibited state bans on abortion rights.

2'However, it is important to note that Locke’s conception of self-ownership is not unqualified;
according to Locke, individuals are stewards over their bodies, and have obligations stating how
they may or may not treat their “property.” As Ryan notes, “the starting point of an adequate
interpretation of Locke’s [concept of self-ownership] begins with the general principle that human
beings have only those rights in themselves or over anything else that are required to enable them
to achieve the purposes for which God established the world and created them.” (Ryan 1994, 243)
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Another reason not to countenance a property-based approach to genetic privacy
is that it runs the risk of drawing attention away from informational privacy and
towards the increasingly marginal issue of physical privacy.”” In other words,
modeling genetic privacy solely on the basis of property ownership may fail
to capture the full range of claims associated with a right to genetic privacy,
which pertain to both physical and non-physical access (e.g. access to genetic
information).? Finally, this theory fails to explain how information can be “owned”
by an individual. Frey writes:

Suppose that I have a certain illness and do not want the fact of my having it to be released:

how do I acquire a private property right in this information in such a way that the fact that

have this illness becomes, as it were, mine? For notice, nothing less than owning the fact—

as it were, owning the information that that [sic] I have the illness- would be compatible

with others learning this information but violating no private property of mine. .. (Ursin
2008, 277)

The notion that information is individually owned is particularly problematic in the
case of genetics, where information that is derived from one person’s DNA may
have significant implications for family members. For example, a child’s decision to
get tested for the Huntington gene, which is inherited, clearly provides information
that is relevant to that child’s parents. If the child tests positive, this result will
indicate that a parent carries the gene as well; given such a case, asserting that either
the child or the parent “owns” the information is patently absurd. As Sommerville
and English (1999, 144-145) note, in the case of genetics, “few decisions are
entirely personal.”

Thus enforcing strict individual genetic privacy rights may prove impossible
because not all of the information obtained through DNA analysis is uniquely
related to just one person. Further, as the example shows, one individual’s decision
to allow or deny access to her genetic information may greatly affect the “genetic
privacy” of another.?*

3.5 Retreat from Privacy and the Argument from Autonomy

Thomson (1975) argues that the right to privacy should not be recognized as
protecting a single, unified interest, but rather a cluster of interests that may or
may not be logically related.”> A person may have rights not to be interfered with,
according to Thomson, but not because of a right to privacy. Rather, Thomson claims

22For further discussion of the importance of, and transition towards, digital bio-banks, see Church
et al. (2009), Kaye et al. (2009a, b), Mauron and Boggio (2005), Krawczak et al. (1999).

23The limitations of a property based approach to privacy rights motivated the original articulation
of the right to privacy. See Warren and Brandeis (1890).

24For further discussion see Doukas and Berg (2001).
25In contrast to, for example, Scanlon (1975, 316).
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that the right to privacy can always be analytically reduced to other, more basic
rights (Thomson 1975, 312). Thomson concludes that the right to privacy has no
independent moral grounding, and so does not merit recognition as a distinctive
source of legal or moral obligations.

Other authors argue that the value of privacy for an individual is always
dependent upon other values that may require or be promoted by privacy. For
example, McCloskey (1980, 38) writes:

To be plausible, any account of privacy must explain privacy as something distinct . . . and
as something sui generis. When so explained, privacy of itself does not provide grounds for
believing men as men to possess a basic moral right to privacy. Any right to privacy must
be based on other rights and goods.

Although neither Thomson nor McCluskey’s position is universally accepted,’®
Allen notes that while “a few theorists depict privacy as denoting a basic human
good whose value is intrinsic,” most proponents of genetic privacy argue that the
right to genetic privacy appeals to “ideals of personhood consisting of rational, self
determining, morally autonomous individuals” (Rothstein 1999, 35). Gostin (1995)
also asserts that respect for autonomy provides the normative grounding for privacy.
This approach is adopted by Anderlick and Rothstein (2001, sec. Arguments in favor
of protecting privacy):

Because genetic information is connected to personal and group identity, protecting privacy

of genetic information is an important individual and social priority. Genetic privacy has

intrinsic value as a facet of autonomy, and respect for autonomy implies a duty to respect

the genetic privacy of others. Within a legal framework, genetic privacy must be considered
a fundamental right.

The next two sections question the putative connection between autonomy and
privacy presupposed by this argument for genetic privacy.

4 Autonomy and the Right to Privacy

This section concerns the alleged link between the concepts of privacy and
autonomy. Some authors maintain that autonomy consists in the absence of external
influence and that privacy is a necessary condition for the development and
preservation of an “autonomous self.” However, this section will argue that privacy
and autonomy are only contingently related: autonomy depends upon conditions
both external and internal to an agent, whereas privacy primarily concerns the
absence of certain external factors. Consequently, the argument for genetic privacy
requires some additional reason or argument to link genetic privacy to autonomy.

26For a response to Thomson, see Scanlon (1975). For a more general reply, see Parent (1983b).
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4.1 The Nature and Value of Autonomy

Autonomy comes from the Greek autos (self) and nomos (rule of law). A state is
autonomous when its government determines its actions: in Ancient Greece, a city
had autonomia when it was not subject to the rule of another state (Dworkin 1988,
108). In biomedical ethics, the analogy with self-governance suggests that autonomy
depends upon making and following self-issued judgments:

The autonomous individual acts freely in accordance with a self-chosen plan, analogous to

the way an independent government manages its territories and sets its policies (Childress
and Beauchamp 2001, 58).

When authors appeal to personal autonomy as a source of obligations they do so
on the grounds that the ability to exercise self-determination, e.g. through freedom
of expression, is valuable for individuals, and that one’s autonomy can be impeded
by external factors, e.g. incomplete or mistaken understanding of the conditions in
which one operates, or the interfering actions of others.

In On Liberty, JS Mill argues powerfully for a connection between choosing
for oneself and the cultivation of an individual’s character; the ability to act
autonomously is intimately bound with our status as intelligent, and not merely
imitative, beings. For Mill, the value of self-determination consists not only in the
fulfillment of certain desires, but also in the cultivation of authenticity (Mill 1869).

Mill’s writings on autonomy encourage us to distinguish between autonomy as
a human capacity, and as a feature of actions: an autonomous agent is one who is
capable of acting autonomously, but may not always do so. Similarly, Beauchamp
and Childress (2001, 63) claim that personal autonomy concerns the capacity of
a person to make and follow self-given plans and is, “at a minimum, self-rule
that is free from both controlling interferences by others and from limitations,
such as inadequate understanding, that prevent a meaningful choice.” Inadequate
understanding can hinder autonomy because autonomous choice is not just choice
in the absence of external influence.

4.2 The Argument from Autonomy

The comparison between an autonomous individual and independent state has led
some theorists to model personal autonomy upon the political ideal of sovereignty.
A state which is sovereign has “supreme dominion, authority, or rule” over its
territories. According to proponents of “individual autonomy,” the autonomous
agent is, first and foremost, detached from influences that may interfere with his
capacity to exercise choice.”’ Thus the individualistic conception of autonomy

21Cf. “To regard himself as autonomous in the sense I have in mind, a person must see himself
as sovereign...” (Scanlon 1972, 215) “The autonomous man, insofar as he is autonomous, is not
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equates the state of being autonomous with negative liberty*®or substantial inde-
pendence from external influence. When a premium is placed upon independence
from outside control, the principle of respect for autonomy becomes primarily a
positive requirement to obtain informed consent and, negatively, a restraint on what
others can do to an autonomous person.

According to “control-based” accounts, “privacy” refers to an individual’s ability
to control and authorize certain types of access. Westin (2003, 431), for example,
defines privacy as “the claim of an individual to determine what information about
himself or herself should be known to others,” and Margulis (2003, 245) writes that
privacy is “control over transactions between person(s) and other(s), the ultimate
aim of which is to enhance autonomy and/or minimize vulnerability, [which] usually
entails limits on or regulation of access to self.”

Taken together, control-based accounts of privacy and conceptions of individ-
ual autonomy provide a firm grounding for the connection between respect for
autonomy and privacy. For example, Nagel (1998, 12) claims that the individualist
conception of autonomy is modeled after the “liberal idea [that] in society and
culture as in politics...no more should be subjected to the demands of public
response than is necessary for the requirements of collective life.” Nagel (1998,
7) also defends a connection between privacy and autonomy; he argues that the
individual can only resist the influences of society, and maintain an “inner” or “true”
self, through concealment and selective disclosure. According to Nagel, privacy is a
necessary condition for autonomy because the very activity of social interaction is a
potential encroachment upon the domain over which one’s “true” self is sovereign.
From this vantage, privacy as the ability to control access to one’s “autonomous
self” appears intrinsic to autonomy (Kupfer 1987).

4.3 Objections to the Argument from Autonomy

However, upon closer examination, this connection between autonomy and privacy
appears frayed. It is implausible that respect for privacy is derived from respect
for autonomy because we can respect the privacy of a person who lacks autonomy.
Parent (1983a, 326) offers the case of a comatose patient. The patient clearly lacks
autonomy. But while there is no sense in which one could respect the patient’s

subject to the will of another.” (Wolff 1998, 14) “I am autonomous if I rule me, and no one else
rules I.” (Feinberg 1973, 161). The term “individual autonomy” is from O’Neill (2002).

2The term is from Berlin’s “Two Concepts of Liberty,” in which he writes that “liberty in this
sense is simply the area within which a man can act unobstructed by others.”” Berlin claims that
interference with freedom is limited to cases of coercion, which includes an intentional aspect and
is distinct from cases where a person is limited by what she can or cannot do by either a lack of
capacity or natural laws. The liberty associated with the individualistic conception of autonomy
is arguably more expansive; as we will see, interference with individual autonomy includes even
cases where others may not intend to diminish a person’s autonomy.
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ability “to determine what information...should be known by others. .. efforts
to safeguard his privacy still make perfectly good sense, and can be entirely
successful.” If privacy is understood in terms of control over information, however,
there would seem to be no way of accounting for such an obligation, or to explain
how one might protect the privacy of individuals who lack or have a diminished
capacity for self-control. Similarly, there are cases where an individual’s privacy
may be compromised without impacting autonomy, e.g. forgetting to shut one’s
blinds (Taylor 2002) or speaking too loudly on one’s cell phone in a crowded bus.
Weinreb (2009, 41-42) dismisses the putative claim that privacy is a necessary
condition for autonomy because “in each instance [privacy] directly concerns what
others know. Although the context in which the acts has changed, the person whose
privacy is invaded is, qua actor, the same after the invasion as before; or if he is not, it
is because of his own reaction to the fact that others have acquired the information in
question about him.” Similarly, Dworkin (1988, 21) claims that, in general, privacy
may be diminished without affecting autonomy.

In the context of genomic research, there is no obvious reason why allowing
researchers to access an individual’s genetic information should necessarily change
that person’s decisions, actions or values. It is infinitely more likely that there is
no contact between a participant and researchers, and that participation in research
does not affect a person’s sense of being autonomous in any way. To be clear,
genetic discrimination could have a direct impact on an individual’s autonomy.
However, as discussed in Sect. 2.2, there is a clear distinction between a right to
not be discriminated against and the right to genetic privacy espoused by supporters
of genetic exceptionalism: privacy concerns access to genetic information, whereas
discrimination concerns actions that may or may not be based upon, or take place
following, access to genetic information. The argument for genetic exceptionalism
requires an additional reason to show that genetic privacy is intrinsically valuable
as a facet of autonomy.

5 Genetic Information and Autonomy

Some authors argue that genetic privacy is related to autonomy because of a unique
connection between individuals and the information derived from their DNA. This
view is supported by the theses of genetic reductionism and genetic determinism,
both of which have played a prominent role in shaping the discourse of genetic
privacy through evocative metaphors. However, this section will argue that both
reductionism and determinism are empirically false, and that the metaphors they
offer fundamentally misconstrue the nature of genetic causation and the purposes of
genetic research.
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5.1 Metaphors of Genetic Exceptionalism

The authors of the Genetic Privacy Act describe genetic information as analogous
to the contents of an individual’s “future diary” (Annas et al. 1995, ii):

A diary is perhaps the most personal and private document a person can create. It contains a
person’s innermost thoughts and perceptions and is usually hidden and locked to secure its
secrecy. Diaries describe the past. The information in one’s genetic code can be thought of
as a coded probabilistic future diary because it describes an important part of a unique and
personal future.

The metaphor is effective because the information contained in a personal diary
may be important to protect irrespective of whether others intend to harm the author
in any way. This intuition might be supported by two arguments. First, a personal
diary is a piece of private property, and one may acknowledge that, along with rights
of ownership, come rights to decide who may or may not have access; following
Nozick (1974, 171-172), one might think that these rights exist irrespective of
whether they protect some interest that a person has in keeping his or her property
private from others. One might argue that, if genetic information is analogous to
the contents of a personal diary, it ought to be protected irrespective of whether an
individual will be less able to act autonomously as a result.?’

A second argument supported by the future diary analogy carries the connection
between genetic information and autonomy further. If genetic information is
analogous to the contents of a future diary, it would seem that one’s genetic profile
determines, to a large extent, the person one will become and the life one will lead.
Though the predictions may be probabilistic, the suggestion is that discrepancies
between what is predicted and what actually happens in the course of one’s life
represents a deviation from what is pre-ordained by the contents of a person’s
genome.

The connection with autonomy supported by this view is thus deeper than
with the property analogy; although we may have property rights because we
are autonomous, we are only autonomous if we are, in fact, able to exercise a
meaningful degree of self-determination. If one’s future is more or less determined
by the contents of one’s DNA, however, autonomous choice is illusory. Francis
Crick, co-discoverer of the DNA molecule, famously proposed the “astonishing
hypothesis” that:

You, your joys and sorrows, your memories and your ambitions, your sense of personal
identity and free will, are in fact no more than the [genetically determined] behavior of a
vast assembly of nerve cells and their associated molecules (Everett 2004, 284).

Crick’s hypothesis supports the view that information derived through DNA
analysis is distinct from other types of medical information: whereas a person’s
medical records ordinarily contain information about incidents in one’s past, the

However, as was discussed in Sect. 2, there are a number of reasons why an analogy with private
property is especially problematic in the case of genetic information.


http://dx.doi.org/10.1007/978-3-319-33525-4_2

What’s Wrong with the Right to Genetic Privacy: Beyond Exceptionalism. .. 157

diary analogy suggests genetic information will provide unique insight into one’s
future.3® The hypothesis suggests that a person’s status as self-determining agent
is undermined not only by unauthorized access to genetic information, but genetic
research itself.

5.2 Rejection of Determinism and Reductionism

Compelling as the metaphors offered by proponents of genetic exceptionalism may
be, however, they are more likely to mislead than to enlighten. Crick’s “astonishing
hypothesis” has been decisively rejected within main-stream genetics (Gilbert and
Sarkar 2000; Van Regenmortel 2004). There simply is not the kind of causal
connection between a person and her genome posited by proponents of genetic
reductionism or, a fortiori, genetic determinism. Lewontin (2002, 37) explains:

The consequence for the understanding of the structure and function of organisms, including
their individual and social behavior, is that there is not some small set of universals like
Newton’s Laws... As is true for living systems in general, relations between genotype
and phenotype are contingent, varying from case to case. The outcome of developmental
processes depends both on the genotype and on the temporal sequence of environments in
which the organism develops.

Early research in clinical genetics focused mainly on the identification of monogenic
diseases such as Huntington’s disease and Tay-Sachs: these can be identified
by locating one point of genetic variation or single nucleotide polymorphism
(SNP) within a person’s genome. However, most diseases are complex or multi-
genic. Complex diseases may be correlated with multiple SNPs and non-genetic
factors such as lifestyle and environmental exposures. The shift towards large-scale
research thus corresponds with a break in the traditional focus of clinical genetics,
namely, the search for one-to-one correspondences between differences in genotype
and phenotype. Founti et al. (2009, 578) write:

The major progress in identifying the genetic basis of Mendelian disorders has not been
followed by similar achievements in mapping complex diseases ... Inadequate statistical
power to detect small and moderate effects was recognized as one of the major limitations.
The need for large sample sizes led to numerous large-scale collaborative projects . . . [and]
bio-banks.

Ironically, the failure of genetic reductionism explains both why genomic research
requires such large data-sets and sow the right to genetic privacy, in imposing strict
and burdensome requirements for individual instances of research access, restricts
further progress in genetic research. In the context of bio-banks, the diary analogy is

30However the ability to make inferences about a person’s future health is not unique to genetic
information. High blood pressure, a positive HIV test, or even information about a person’s
recreational activities all lend similar, and often more significant, insight. See Murray in Rothstein
(1999).
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particularly misleading because individuals do not participate in genomic research
qua individuals, but as members of a large sample group.’!

New advances in genomic research will rely upon access to large sets of
genetic and non-genetic information. For example, a recent study conducted by
the International Warfarin Pharmacogenetics Consortium (IWPC) discovered that
the required dose of Warfarin®? depends upon variation in patients’ CYP2C9 and
VKORCI genes. The IWPC researchers relied upon pooled bio-bank data, through
which “the consortium members had access to anonymized information from about
5700 people on stable dosages of Warfarin... Including Taiwan, Japan, Korea,
Singapore, Sweden, Israel, Brazil, Britain and the United States” (National Institute
of Health 2009). Jeremy M. Berg, Ph.D., director of the National Institute of
General Medical Sciences (NIGMS) which oversaw the study, lauded the practice
of international data-sharing and emphasized its importance to future research:
“By sharing information and expertise, the consortium researchers developed a
way to dose Warfarin that is based on data from patients around the world. This
is a highly commendable example of international cooperation and data sharing
and should increase the potential utility of the results” (National Institute of
Health 2009). However, the access granted to the consortium research groups is
explicitly prohibited by the right to genetic privacy; in this case, it would have been
prohibitively expensive to re-obtain consent from participants.

5.3 A New Metaphor for Genetic Causation

Recognizing the complex relationship between an organism’s environment, genome
and biological development, Ridley and Bodmer (1999, 148) offer an alternative to
the metaphors employed by genetic reductionism and determinism:

The brain, the body, and the genome are locked, all three, in a dance. The genome is as much
under the control of the other two as they are controlled by it. That is partly why genetic
determinism is such a myth. The switching on and off of human genes can be influenced by
conscious or unconscious external action.

As this metaphor suggests, the relationship between genetic information and a
person’s future health is dependent upon factors not revealed through DNA analysis;
there are not strict causal connections between genetic variation and personal traits
and, contra Crick’s hypothesis, the most one can hope for from genomic research
are statistical generalizations. However such generalizations have immense utility
(Ginsburg and Willard 2009). Knowledge of one’s genetic predispositions provides

3lUrsin notes that this aspect of bio-bank research makes the prominence of personal privacy
concerns both misplaced and “paradoxical.” See (Ursin 269)

32Warfarin, an oral anti-coagulant, is one of the most commonly prescribed drugs in the developed
world; it is the second most prescribed dug in America, with over 21 million annual prescriptions.
See Abrahams (2010).
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valuable information for individuals to reduce risks of developing certain diseases
and avoid adverse reactions to medical treatments (Wang et al. 2011). As will
be discussed in the following section, this category of information has significant
implications for the principle of respect for autonomy.

6 Applications

The previous two sections considered the argument that genetic privacy is intrinsi-
cally®? valuable as a facet of autonomy, and argued that this position is flawed where
it posits an untenable connection between privacy and autonomy, and relies upon an
empirically false conception of genetic information.

The view that, without explicit and informed consent, genetic research categor-
ically impinges upon autonomy hinges on an impoverished picture of autonomy,
one that neglects the fuller picture of the field in which we operate. This view gives
ultimate import to the narrow and discrete act of consent; as a result, it forsakes the
epistemological horizon of autonomy.**

6.1 Genetic Privacy and the Protection of Autonomy

Autonomy depends upon more than the mere absence of external constraint.
Consequently, the principle of respect for autonomy should not be interpreted as
a blanket duty of non-interference, and does not support an unqualified obligation
to respect privacy or obtain informed consent.*

Limits on the obligation to obtain informed consent are most obvious in cases
involving infants and other populations that either lack the mental capacity to
be self-determining or are physically dependent upon the care of others for their
survival.*® For example, the PKU gene is an inherited genetic variation that prevents
carriers from metabolizing the amino acid phenylalanine. For children who carry the
gene, consuming products that contain phenylalanine, such as artificial sweeteners
or high protein foods like milk or meat, will lead to severe mental retardation.
Taken literally, the right to genetic privacy would prohibit the practice of newborn

3t is still very possible that genetic privacy and autonomy are consequentially or contingently
related, for example if disclosure of genetic information leads to genetic discrimination.

34T am indebted to Larry McGrath for this turn of phrase.

3For general criticism of the putative connection between informed consent and autonomy, see
Manson and O’Neill (2007, Chap. Consent: Nuremberg, Helsinki and beyond).

A number of alternatives to obtaining informed consent from such populations have been
proposed. For a discussion of consent and children, see Brock and Buchanan (1990, Chap. 5:
Minors).
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screening since babies are obviously unable to give informed consent.?’ In the case
of PKU, this would mean that the parents of children carrying the gene would not
receive crucial information about their child’s condition: while the symptoms of
PKU are avoidable through simple modifications in a child’s diet, there is no cure
once the condition is developed.

The case of PKU shows how genetic privacy cannot be intrinsically valuable
as a facet of autonomy: in this case one would, by respecting genetic privacy, fail
to protect development of the cognitive capacities which autonomy requires. Thus
one would not only fail to protect a child’s welfare, but foreclose her possibility of
becoming an autonomous person.

One might object that the case of PKU is exceptional because it involves children
who are unable to give informed consent. However, the case also serves as a
more general example of how genetic privacy rights may limit public initiatives
to detect and treat preventable genetic disorders in individuals (Rothstein 1999,
Chap. Genetic Privacy and Public Health). Even where disease does not directly
affect an individual’s capacity for autonomous choice (e.g. by causing mental
impairment), physical disability may hinder an individual in exercising his or her
autonomy. Autonomous action and choice always presupposes that an individual has
the capacity to act and choose. Both capacities can be significantly diminished or
destroyed entirely by the onset of preventable genetic disorders. One might add this
observation to the list of reasons why respect for autonomy cannot just be interpreted
as an obligation of non-interference: autonomous agency requires certain physical
and cognitive capacities that can also be limited or destroyed by a failure to act
(Komrad 1983).

6.2 Genomic Research and the Enhancement of Autonomy

According to Mill, self-determination is valuable precisely because of what is
required of a person to be autonomous:

He must use observation to see, reasoning and judgment to foresee, activity to gather
materials for decision, discrimination to decide, and when he has decided, firmness and
self-control to hold to his deliberate decision. Human nature is not a machine .. .but a tree,
which requires to grow and develop itself on all sides, according to the tendency of the
inward forces which make it a living thing (Glover 1990, 89).

Beyond minimal physical and cognitive capacities, an agent’s ability to choose
autonomously depends upon her awareness and understanding of available options.
Thus a person’s capacity to make autonomous choices may be diminished not only

37 Genetic screening programs are under increasing attack from genetic privacy groups in the USA.
See Roser (2009).
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when options are restricted through external interference but also by ignorance in
the form of a lack of understanding or unawareness of available choices. In other
words, if the value of autonomy consists in the ability of individuals to act in a self-
directed manner, autonomous action and knowledge of the conditions in which one
operates (e.g. likelihood of certain outcomes, alternatives, etc.) are both practically
and conceptually bound up. Practically, we may fail to actually achieve what we set
out to accomplish if we act from ignorance; more conceptually, the value of, and
obligation to protect, an individual’s ability to act on a plan developed from a set
of false or incomplete premises is, at best, dubious. Thus, to the extent information
provides a fuller picture of the field in which we operate, e.g. by providing a better
picture of likely outcomes, sharing or withholding can affect our autonomy.

This is yet another way in which respect for privacy can be distinguished from
autonomy. When a person is deceived, privacy is unaffected, but autonomy is
diminished; Dworkin (1988, 104) suggests that “such a case involves control over
information, but of just the opposite kind at issue in privacy. What is controlled is
the information coming to you, not the information coming from you.”

In the clinical setting, the principle of respect for autonomy entails inviting
patients to participate in their own treatment and prevention decisions (Childress
and Beauchamp 2001, 63). However, a patient who must decide whether to start
a new course of treatment is only able to decide autonomously, as opposed to
arbitrarily, if she understands the likely outcome of her choice: in the absence of
such understanding, her choice is not a meaningful expression of her autonomy.

Genomic research enhances autonomy through genomic medicine, “the use of
information from genomes and their derivatives (RNA, proteins, and metabolites)
to guide medical decision making” (Meyer 2000, 93). The Warfarin study is an
example of one recent success in pharmacogenomics, which seeks to identify
genetic variations that “can affect an individual’s risk of having an adverse drug
reaction, or can alter the efficacy of drug treatment in that individual” (Roses
2000, 65). Besides promoting more effective drug prescribing, pharmacogenomics
promises to give patients a far better understanding of likely side effects that may
affect their choice of whether to begin treatment or seek an alternative medication
(Wang et al. 2011; Guchelaar et al. 2014). Another field that promises to enhance
patient autonomy is perioperative genomics, which studies the relationship between
genotypes and surgery outcomes, e.g. success rates and recovery time (Kertai
et al. 2015). Pharmacogenomic and perioperative genomic research are not always
concerned with developing new treatments per se, but rather providing information
relevant to treatment decisions. Similarly, information about an individual’s genetic
risks enables that person to make choices that will influence their future health
(Gilbert and Sarkar 2000; Podgoreanu and Schwinn 2005; Mick and Faraone 2008;
Eitan et al. 2009). The information provided by genomic research gives radical new
meaning to the idea of self-determination and, consequently, the principle of respect
for autonomy.
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7 Conclusion

This chapter began by giving an account of the argument for genetic exceptionalism,
and found that the most viable version roots the value of genetic privacy in
autonomy. However, following a review of both privacy and autonomy, it became
apparent that the argument for genetic exceptionalism misconstrues the connection
between genetic information and respect for autonomy. The reality is that genetic
research promises to greatly enhance individual autonomy by providing more
information about, and control over, health outcomes. In the context of large scale
genetic research, respect for autonomy entails implementing systems that not only
accommodate individual privacy protections, but also facilitate greater sharing of
research data.

Some proponents of genetic privacy rights maintain that there is a need to
protect genetic privacy just because people consider genetic information private.
For example, Rothstein (1999, 459) remarks that genetic exceptionalism is an
“overwhelmingly social rather than scientific phenomena. Genetic information
is unique because it is regarded as unique” but elsewhere claims that “because
genetic information is connected to personal and group identity” genetic privacy
is a “fundamental right” (Anderlik and Rothstein 2001, sec. Arguments in favor
of protecting privacy). In a similar vein, the authors of the Genetic Privacy Act
claim not only that genetic information is “powerful and personal” and “uniquely
sensitive” (Annas et al. 1995, i) but also that “to the extent that we accord special
status to our genes and what they reveal, genetic information...merits unique
privacy protections” (Roche et al. 1996, 25). In other words, the authors assert that
genetic information should be considered private so long as we regard it as private.

This argument is the result of circular reasoning. The authors state their belief that
genetic information is exceptional, claim that information believed to be exceptional
should be kept private, and conclude that because genetic information is believed to
be exceptional, it should be kept private. The argument is not amenable to critical
inquiry: it holds that intuitive beliefs, even if they are wrong, are enough to justify
genetic privacy as a fundamental right.

However, given the complex nature of genetic information, genetic causation
and genomic research, the case for relying upon intuitive notions of privacy is a
weak one. One can imagine a world in which phrenology still held sway and, as a
consequence, ethicists argued that any information pertaining to the size of one’s
skull ought to be accorded a special status. Once phrenology was revealed as a
pseudo-science, however, we would expect this view to change. The mere fact that
some people still believed in phrenology would not, of itself, give justification for
treating information about skulls as ethically distinct from other sorts of medical
information.

In the present case, it is not only misguided but irresponsible to promote policies
that fundamentally misconstrue the nature of both genetic information and genetic
research. Policies attempting to protect autonomy through strict controls over
genetic information may, ironically, hinder research that, by providing participants
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insight into their genetic predispositions, strengthens the capacity for autonomous
decision making. If, as this chapter has argued, genetic privacy is not necessarily
valuable in its own right, the aim of ethical guidelines should not only be to
safeguard against potential abuses of genetic information, but also to ensure that
participants and the public at large truly benefit from genetic research. This could,
for example, entail a moral imperative to integrate pharmacogenomics into regular
medical practice, or reorganize public medical databases such that preventable
conditions with genetic correlates can be more readily identified in individuals.
The point is that ethical considerations ought to flow in both directions: genetic
research is not merely the subject of moral restraints, but also a wellspring for moral
obligations.

The author would like to thank Julian Savulescu and Roger Crisp for their supervision during the
drafting of this chapter.
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Part I11
Consent



How Data Are Transforming the Landscape
of Biomedical Ethics: The Need for ELSI
Metadata on Consent

J. Patrick Woolley

Abstract The Big Data vision for biomedicine supports compilation, long-term
banking, and sharing of sensitive personal information, and potentially allows
an individual’s data to be combined and utilised with other data indefinitely in
innumerable research projects. But this vision does not adhere to the case-specific
and jurisdiction-specific oversight models upon which current governance has been
founded. Informed consent, for instance, a core principle of bioethics, no longer
seems feasible as data repositories and Big Data methodologies become central
to research. Policymakers have not yet found a consistent way to address ethical,
legal, and social issues (ELSI) in this new data environment. Systematic ways of
thinking are needed which reflect the new uses of biomedical data with a view
toward upholding basic ELSI standards. The aim of this chapter is to present a view
of governance where dataflow itself, not institutional or national boundaries, is taken
as the de facto framework for research, and where metadata on consent play a central
role in how data is governed. I identify types of consent as a place to begin to develop
ELSI metadata procedures for data-enabled research contexts. Such metadata can
assure data production, dissemination, and reuse is in accordance with participants’
and researchers’ expectations. Ultimately, it can assist with codification of criteria
and standards that demonstrate impact of data intensive research along its ethical,
legal, and social dimensions, at multiple levels of governance.

1 Introduction

The power of data collection and analysis is changing how research is done. It has
been said Big Data will be as foundational to the next generation of researchers as
the internet is to the current generation (Dumbill et al. 2013). Big Data approaches
to biomedical research differ fundamentally from other Big Data enterprises, such
as finance and marketing, in that historically the data acquired and utilized originate
predominantly from biological samples. Those samples and their attendant data
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have been highly regulated by law and other governance mechanisms put in place
to protect research subjects. Ethical and legal protections for medical research
participants have thus far been premised on the concepts of informed consent and
on the altruistic gifting of samples and personal information for the betterment of
society. This model has been supported by the jurisdiction-specific interpretation
and implementation of laws, as well as by regional ethical oversight mechanisms,
such as expert research ethics committees (RECs and IRBs) and traditional consent
forms, designed to provide nuanced consideration of risks associated with the
idiosyncrasies of a particular research project.

The Big Data vision for biomedicine, in contrast, supports compilation, long-
term banking, and sharing of sensitive personal information, and potentially allows
an individual’s data to be combined and utilised with other data indefinitely in
innumerable research projects. This vision does not adhere to the case-specific
and jurisdiction-specific oversight models upon which current governance has
been founded. With the advent of Big Data, research is rapidly moving from a
one researcher, one project, one jurisdiction model of post-war research, where
physical harm was the primary concern (Kaye 2012), to international networks of
researchers, where the prevention of informational harm becomes a major challenge.

Public concerns about data sharing are growing. Impending legislation threatens
to restrict data access for biomedical research. In their whitepaper, the Global
Alliance for Genomics and Health (GA4H), an alliance representing hundreds of
institutions in scores of countries seeking to coordinate biomedical data sharing
from diverse sources for researchers located around the globe, emphasize we are at
a transitional stage where there is a only a short window of opportunity to establish
policy for governance that achieves a viable balance of interests among diverse
parties, while still maintaining the values of a “civil society” (Altshuler et al. 2013).
But the challenges this vision of research poses for policymakers are formidable.
Big Data research objectives are dependent upon effective dataflow. That, in turn,
is dependent upon a community who trusts to consent to the sharing of personal
information.

The aim of this chapter is to present a view of governance where dataflow itself,
not institutional or national boundaries, is taken as the de facto framework for
research, and where metadata' related to consent play a central role in how data are
governed. First, I highlight basic problems surrounding consent and discuss why
the established ethical and legal functions of consent requirements are difficult to
maintain within Big Data contexts. Second, I present metadata surrounding consent
as a focal point by which to translate ethical and legal functions from traditional
research contexts to those of Big Data. I follow with examples of metadata use in
related fields.

"Here the term “metadata” is used to mean data which convey information surrounding other data.
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2 Consent

Historically, “informed consent” came to be a fundamental principle of bioethics,
not as a direct result of obscure theoretical deduction, but through the recognition of
the real need to protect subjects from abuse by researchers.” That governance was
coordinated, in part, by adherence to core principles for which consent is central.?
As the needs of research have changed over the decades, policy has evolved to
ensure ethical oversight and medical research maintain a symbiotic relationship
(Carlson et al. 2004). Many of these developments — the use of “broad consent”
by biobanks for instance — have attempted to accommodate the changing needs of
research while still maintaining the integrity of core ethical principles. Now, as we
move beyond biobanks to data-enabled science, it is time for policy to evolve once
again. How will core ethical principles be translated to Big Data contexts?

2.1 Law, Consent, and Metadata

A basic tension currently exists between the regulation of biomedical information
and the goals of research. On the one hand is the protection of basic rights of
data providers and fears of abuse by data users. On the other is the promised
greater societal good of research into the aetiology of disease.* The European Union
Data Protection Regulation, now in its developmental stages, seeks to strengthen
individual rights surrounding data usage. It is motivated in part by concerns related
to data writ large, including social media data, browsing information, and other
relatively new sources for information gathering. But it also regulates the use
of biomedical data and entails significant changes to consent requirements for
participants and to public interest exemptions for attaining consent. These changes
promise to have major consequences for how research will be done.

The Wellcome Trust and scores of noncommercial and academic health research
organizations recently released a joint position statement (Wellcome Trust 2015)

2See: http://www.hhs.gov/ohrp/archive/nurcode.html. See also Spigner (2007).
3Respect for autonomy, beneficence, non maleficence, and justice (Beauchamp 2001).

“Though they will not be a focus of this chapter, there are cases where this dichotomy does not
necessarily apply. Much depends upon where one stands on the issues of privacy and on the
technological ability to preserve it in a given research context. It can be argued that protections
of privacy can translate into lower risks to participants, and lower risks to participants can tip the
scales toward ethical mandates that, since no true harms are incurred by individuals, emphasize the
pursuit of public good over and above individual rights. Here, one needs to consider the value of
Big Data analytics in cases where they have no clear public benefit (e.g. market research), in cases
where analysis is carried out in a manner where risks to privacy are not a real concern, and in cases
where they can answer questions in a way that is more protective of privacy than in other methods
of research. Each of these scenarios requires a different balancing of individual rights with the
public good.
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recommending opposition to regulations that impose consent requirements which,
they claim, will unduly obstruct research. Specifically, they argue against amend-
ments to Articles 81 and 83 made by the European Parliament which restrict use of
personal data in scientific research without specific consent. If these provisions are
adopted, they say, “The use of personal data in research without specific consent
would be prohibited or become impossible in practice,” and “Health and scientific
research will be severely threatened.” Seeking a better balance between security,
public benefits, and rights, they emphasize the need for less restriction in cases
where potential societal goods outweigh individual rights, where “an individual’s
personal data are only used in research when this is proportionate to the potential
benefits for society as a whole.” They argue the role of research ethics committees
are not being recognized as a strong ethical safeguard in protecting individuals’
interests,’ Further, they warn stringent regulations with few exemptions could make
broad consent unlawful.® This would have serious consequences for models of
research and data sharing that currently depend upon the flexibility broad consent
allows.

According to this position statement, research should take place only where there
is robust and well functioning research ethical oversight. This oversight is what
justifies the giving of broad consent to use data as those governing bodies deem
best. But is there in fact currently a robust and functional oversight infrastructure
for widespread data sharing? Are these necessary governance mechanisms in place
yet? At the same time justifications for broad consent are being underwritten
by the promise of close ethical oversight, oversight bodies have been identified
as major bottlenecks to data-enabled science. Veerus et al. have documented the
wide disparity in how ethic committees function and their range of responsibilities
from one region to the next, making coordination and harmonization nearly
impossible.” Lynch et al. document the lack of will by oversight bodies to use
legal instruments already available, such as an equivalency principle, which would
facilitate international research (Lynch 2014). Dove et al. contrast global disparity
in ethical oversight infrastructure, where developing countries have few protections
in place, with ethics review infrastructure in industrialized countries, where there
are comprehensive protections but they have become politicized, ossified, and
dysfunctional (Dove et al. 2013).

Currently, fragmented practices and requirements across jurisdictions make it
difficult for research ethics committees (RECs) to establish consistent standards

3“The requirement for specific consent fails to take account of the fact that this research is subject
to ethical approval and strict confidentiality safeguards, and the identity of individuals is often
masked” (Wellcome Trust 2015).

5“In many studies that will be affected, individuals have voluntarily given broad consent for their
data to be used in research to further our understanding of society, health and disease. Their
valuable contributions could be wasted if the amendments become law” (Wellcome Trust 2015).
"Lack of uniformity is a major problem (Veerus et al. 2013). GA4GH are looking for ways to
streamline oversight and make it more efficient for data use. See: https://genomicsandhealth.org/
files/public/3Plenary2Presentation-REWG-BarthaKnoppers- KazutoKato.pdf


https://genomicsandhealth.org/files/public/3Plenary2Presentation-REWG-BarthaKnoppers-KazutoKato.pdf
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for decision-making. Depending upon the data sharing needs of the research, the
ethical requirements for RECs to draw together information necessary to make
informed decisions can outpace their ability to do so. This makes close oversight
of international data sharing appear impossible. In truth, however, much depends
upon the type of research in question and the data network through which the data is
accessed. Data sharing needs differ significantly in both the regions they cover and
the types of research they support. In terms of regulatory concerns, the differences
between the UK Biobank and Malaragen, just to take two examples, are vast. Each
corresponds to different regulatory requirements for data sharing. The same can be
said for CancerGrid, the NCMBI, the Big Data Institute, and countless other data
sharing initiatives. And all this is to say nothing of the far more opaque situations for
direct to consumer genetic testing and biopharma, where uses (or foreseen potential
uses) of proprietary information is held close to the chest.

The position statement above references the European Medical Information
Framework (EMIF). Part of its purpose is to address many of the inefficiencies
currently limiting the interlinking of heterogeneous datasets across Europe. Ethical
oversight is one of the factors they are charged with improving. Also, according to a
recent report by the Nuffield Council on Bioethics, The Collection, Linking and Use
of Data in Biomedical Research and Health Care: Ethical Issues (Nuffield Council
on Bioethics 2015) in most cases the perceived risks of data sharing are just that,
only perceived risks; actual abuses of data are rare and the risks of data sharing are,
at present, low. The costs incurred by research through overly restrictive regulations
proposed by the Data Protection Regulation are arguably not justified by the facts.
Yet, risks and fears are context dependent, and data sharing does not stop at Europe’s
shores. Even if good data practices are established for European data, we must
also address how research that uses data from sources beyond Europe should be
interfaced and regulated. The relatively homogenous regulatory contexts of Europe
contrasts with those of the GA4H,® where the objective is to share data globally.’
In international, pan jurisdictional contexts where international law is wanting and
there is no EU to enforce regulations, top down strategies can do only so much to
preserve rights and protections for participants. This is why many believe allowing
participants to give broad consent is vital.

However, broad consent has itself come under fire. Its ethical status has been a
source of serious debate in its own right (Caulfield 2009). The question is whether or
not it constitutes informed consent. Once, it was seen as an imperfect but necessary
stopgap for addressing the consent challenges of biobanks. But now some argue
it does in fact satisfy the high ethical standard set by informed consent (Sheehan
2011a, b). Further, some point out not allowing broad consent and its broad berth for
ethics oversight violates the wishes of many willing participant who want to share
their data widely (Dove et al. 2013). Wherever one falls on the issue broad consent
in principle, the pragmatic repercussions to its use will be difficult to avoid. If broad

8Several signators are from the Wellcome Trust.
9See: http://genomicsandhealth.org/about-global-alliance
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consent is made impossible by the Data Protection Regulation, many current models
for research and data sharing that now depend upon it will have to be changed. And,
even if broad consent does survive legislation, proof of well functioning and robust
ethical oversight that administers data along the lines of broad consent is still needed
to retain public trust. Again, public trust is an issue. Even if it is true that resistance
to data sharing is due to reactionary fears to perceived risks, not real ones, it is very
difficult to allay fears at the same time individual rights are being taken away by
relaxing consent requirements.

Fortunately, there are new ICT supported approaches to consent that offer
solutions to many of these problems. UK industry and academia have collaborated
on Ensuring Consent and Revocation (EnCoRe) and Registries for All (Reg4ALL).
Partnering with academic centres such as the Centre for Health, Law and Emerging
Technologies at Oxford (HeLEX), these have developed and tested dynamic consent
as an interactive interface that allows participants in research to choose and alter
consent choices in real time. The system provides reliable storage and enforcement
of these choices by cryptographically protecting sensitive personal information in
a way that allows data to be accessed in only those ways for which consented has
been given (Kaye et al. 2014). It preserves an option for broad consent. And, if
broad consent is ultimately made illegal, it can tailor consent options to conform to
new legal conditions. Most importantly, dynamic consent allays participants’ fears
by putting them in control or their data. These incisive solutions for the problem
of consent in data-enabled research contexts will be increasingly important as data
sharing methods, and public opinion of it, develops.

However, significant hurdles must be overcome before ICT enabled dynamic
consent can be widely implemented. Besides time, money, effort, and the technical
capacity to interface with the system, deployment of dynamic consent would require
partnerships that “understand and value the central role that patients have in research
as the providers of information and biological material.” This, in turn, requires
new policies, standards, and practices that support this approach. Commitment to
this vision must be made across the board, by clinicians, researchers, health-care
services, research institutions, and governments. This raises a real problem. Consent
requirements imposed by the Data Protection Regulation, or similar legislation, may
be enacted far sooner than dynamic consent can be implemented on scale wide
enough to allow research to continue uninterrupted. If the transition is not a smooth
one, public trust in research could degrade further, restrictions could increase, and
research funding could suffer. If dynamic consent does not overcome these hurdles
soon enough, its potential might never be realized.

Metadata on consent offer a way forward. The approach to metadata proposed
here would not be as robust and functional as widespread implementation of
dynamic consent. But it can more immediately be implemented through protocols
and best practices where resources for dynamic consent are not available. The
objective is to translate the function consent plays for RECs in biobank contexts
to data-enabled contexts. And, looking beyond the internal governance structures
developed for individual biobanks, this translation should harmonize with different
levels and types of governance mechanisms, such as data access committees or
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regional committees that approve research projects, which may each have their own
ethical remits concerning data sharing. This can be accomplished through consent
matrices that provide metadata on conditions surrounding consent.'?

Such metadata can provide valuable information for ethical oversight bodies
which allows them to respond to all types of consent appropriately. Availability
of the right kinds of metadata offers a bottom up approach to governance that can
assist in a number of ways. First, access to the same kinds of metadata can support
greater uniformity among RECs and international oversight bodies in a way that is
responsive to the data themselves. This is more effective than top down regulations
which may not be as sensitive to the particular circumstances surrounding the data
or research. Second, making oversight more functional through metadata could
help to allay public fears, and perhaps strengthen arguments for the viability of
broad consent long enough to phase in a dynamic consent model. Third, adopting
these practices can help to focus, harmonize, and orchestrate communitywide ELSI
efforts, ideally leading to eventual widespread adoption of dynamic consent. If
dynamic consent is ultimately proven the best solution, these metadata procedures
can help to pave the way for its widespread adoption.

Before I discuss strategies for metadata surrounding consent, we must look at
the reciprocal relationship between consent requirements and research ethics com-
mittees. Appreciating this relationship helps to make it clear why transferring broad
consent from biobank research to data-enabled research is not as straightforward as
it may first appear.

2.2 The Transfer of Burden from the Participant to Ethics
Committees

As research evolves from a traditional project-specific and jurisdiction-specific
model, to a biobank model, to the ICT data intensive model that makes Big Data
methodologies possible, the pragmatic limitations of consent are being realised.
There is no consensus which principles should be supported. Some champion the
rights of research participants to remain autonomous and in control of their data'';
others champion the benefits of science for society and work to keep data usage in
the hands of the scientists and ethics committees, as long as participants agree to this

0The GA4GH has recently completed a study that examines variation in data use conditions
which are based on consent provisions for genomics datasets in both research and clinical settings.
The study reviews guidance of the National Institutes of Health, data use conditions at Broad
Institute (of MIT and Harvard) and the European Genome-phenome Archive of the European
Bioinformatics Institute (EMBL-EBI), as well as data use conditions within the GA4GH’s
own Data Working Group and the Matchmaker Exchange Project. Their proposed structure for
recording categories and requirements for data and data use are in many ways compatible with
metadata objectives proposed in this chapter. (Dyke et al. 2016).

"For an example see Kaye et al. (2014).
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arrangement. 12 These differences are not immediately clear, however, because often

different visions are supported by quite similar language on consent. One needs to
look beyond the surface to see what ethical perspective is being advocated.

A paper by Steinsbekk et al. on the difference between broad consent and
dynamic consent illustrates how tensions between deontological (individual rights)
and consequentialist (societal goods) perspectives come to bear on the issue of
consent. They present dynamic consent and broad consent to be at odds (Steinsbekk
et al. 2013). Yet, as mentioned above, options offered by dynamic consent can
include broad consent. So, if the two are not in fact mutually exclusive, why are
they presented as if they were in opposition to one another? There is a deeper
issue in play. Steinsbekk et al. make the claim it is more ethical to delimit the
choices of those who agree to participate in longitudinal biobank research than
to present them with the range of options dynamic consent could offer. They
say presenting participants with the information necessary to allow them to make
informed decisions about how their samples and data are used runs the risk of
“individualizing the ethical review of research projects.” Putting participants in
charge “raises the guard” of participants instead of having them place trust in
research ethics committees and researchers. They say, “For most people, we suspect
that biomedical research is complex, complicated and rather boring stuff,” and the
problem with dynamics consent is “very few participants will probably be able
to meet [the] high expectations” placed upon them to make informed decisons.
They argue having more options will ultimately lessen the availability of data and
decrease ethical oversight. In the end, the potential societal benefits of access to
data outweigh ethical concerns about informed, autonomous decision making.'?

The attitude expressed here is a decidedly paternalistic one.'* Broad consent
should be kept, dynamic consent rejected, because limiting the range of participants’
options is more ethical than leaving decisions about how their data should be used
to them. The tension expressed has less to do with the deontological legitimacy
of dynamic consent and more to do with maximising researchers’ access to data,
allowing health research to proceed with as few encumbrances as possible. In
making this case, the authors take a significant consequentialist turn that departs
from the deontological framework through which so much law and governance has
been framed since the first article of the Nuremberg Code laid out the requirement
for consent.

12Though agreement may sometimes be attained through “presumed consent,” an “opt out” model.
See for example: http://www.nhs.uk/NHSEngland/thenhs/records/healthrecords/Pages/care-data.
aspx. See also, McCartney (2014).

13“Bjomedical research, however, is not primarily about our own health but rather about potential
health benefit for future generations. An important reason for active engagement and participation
in biomedical research is thereby lacking compared with general health care” (Steinsbekk et al.
2013).

“Informed consent is also sometimes criticised as being paternalistic in that it can prevent the
giving of consent, prevent the exercise of autonomy, if requirements for what “informed” means
are not met.
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This example illustrates that there can be deeper normative concerns lurking
beneath arguments for one or another form of consent. One needs to consider
carefully whether or not the rationale guiding a particular argument is in keeping
with principles of established ethics and law which we may want to preserve. This
is one of the questions being grappled with as policymakers seek to accommodate
Big Data biomedical research; the principle of consent has been modified to suit so
many different contexts and goals of research, trying to pinpoint its exact ethical
function in the literature has become like trying to hit moving target.'> Some are
worried this moving target will inevitably result in a slight of hand, where one
form of consent is substituted for another in a way that gives the impression of
continuity of well established ethical principles when in fact there is none (Karlsen
et al. 2011). This, arguably, is what is occurring above in the debate over dynamic
consent. Here we see a shift from a participant-centric, deontological approach to a
consequentialist, more paternalistic one, all while maintaining a certain consistency
of consent language.'® We should not put too much emphasis on terminology alone,
without analyzing the underlying principles being advocated. This runs the risk of,
not only losing the theoretical threads that bind principles of governance together,
but also of reducing the concept of consent to “a hollow repetitive ritual, devoid of
any relevant moral content” (Karlsen et al. 2011).

In Big Data contexts, subtle shifts in ways language is used could lead to very
real pragmatic problems. We see how problems crop up, for example, by examining
a debate which considers whether broad consent satisfies the requirements of
informed consent for biobanks. In the past several decades, biobanks have been
driving a major transition in the way policy surrounding biomedical research is
conceived. Biobanks are entrusted with stewardship of, not only biosamples, but
also of their attendant data. Depending on the type of biobank, the data can range
from basic information on those from whom the samples are taken, to entire genome
sequences of sample cells. This establishes a certain continuum as we move from
traditional bench top research, to biobanks, to sharing data from those biobanks, to
sharing data in general for Big Data research. It is tempting to think, because there is
a continuum in the development of research, there is also a continuum in regulation
needs. Insofar as a given research project depends upon the examination of extracted
and transferable data, and not on the examination of actual biospecimens, biobank
policies surrounding data do appear to help close the gap between traditional models
of research and those needed for Big Data research.

But this apparent parallel can be misleading. It should not be assumed the
governance solutions for the former are transferable to the latter. Solutions for one
context do not necessarily offer solutions for the other. We see why this is so, for
instance, in Sheehan’s argument for broad consent. In contrast to the arguments

151n addition to “informed consent,” “broad consent,” and “dynamic consent,” we have “tiered con-
sent,” “blanket consent,” “open consent,” “presumed consent, precautionary
consent,” and “waiver of consent” (in retrospective research).

2 2 <

implied consent,

”

19This has been likened to Wittgenstein’s language-game. (Karlsen et al. 2011).
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made above where subtle shifts in consent language can conceal seismic shifts in
thinking on ethical oversight, Sheehan addresses the issue of informed consent
head-on. He argues broad consent does not indicate a compromising of informed
consent, but merely a new way of thinking about it where there is a transfer
of normative responsibility from participants to research ethics committees. This
argument assumes a complementary relationship between the forms of consent
required by biobanks and the function of the ethics committee within a biobank’s
institutional architecture. Yet, even if this argument is accepted, this relationship
does not readily translate to ICT contexts. Here, the validity of broad consent
depends upon a clearly defined and effective research ethics committee, and yet, as
we saw above, research ethics committees are precisely what are coming under fire
in ICT contexts, criticized for being incapable of overseeing data-enabled science. If
we try to transplant Sheehan’s argument made for broad consent in biobanks to Big
Data objectives, the relationship between consent and research ethics committees
comes uncoupled, and the case for broad consent fails.

Let us unpack this illustration further. Informed consent requires a participant is
informed of risks and benefits of research. Only then is a potential participant able to
exercise his or her autonomy and decide whether or not to assume whatever burdens
the research may impose. These need to be derived from real world contexts and
scenarios. But, as research is more open-ended in the case of biobanks, risks and
benefits cannot be determined prior to research. It is precisely where knowledge of
real world scenarios is limited that broad consent is required. Ethical factors that
cannot be ascertained at the time of consent are addressed later down the line by
research ethics committees. It is left to them to ensure the giving of broad consent
does not lead to unacceptably harmful usage of samples or data. The exercise of
autonomy by a participant, then, is not in assuming immediate burdens outright, but
in putting trust in the research ethics committee to mange future burdens soundly.
The ethical veracity of broad consent therefore depends upon there being fully
functioning, highly effective research ethics committees who represent the interests
of participants as stewards of their data.'” Trust in them is what makes the process
work. It is the trust that participants have in these committees which compels them
to give broad consent, even when many factors surrounding research are unknown.
And, it is the effectiveness of research ethics committee that makes this arrangement
ethically sound.

However, even if Sheehan’s argument for broad consent were accepted for
biobanks that demonstrate a robust and effective research ethics committee system
is in place, the argument does not necessarily translate well into Big Data contexts
where datasets from biobanks are combined with those from sources originating
beyond their immediate purview. As data from different biobanks are shared and

17“[TThe information that makes them informed is different from the specific individual consent

case. In broad consent cases, the relevant information is about the person (or institution) who will
make the decision for me. In biobanking, the relevant information might be about the overall goals
of the research supported by the biobank and details of the decision making processes within the
institution — how are decisions made about suitable research and by whom?”” (Sheehan 2011a).
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applied toward common research objectives, in principle, so too are the remits
of the respective data sources. To assume that these remits align or overlap well
enough to still justify Sheehan’s argument that broad consent constitutes informed
consent is to assume that a high degree of transitivity already exists between
biobanks’ missions, that a very substantial and precise harmonization of missions
and standards already exists. But, if this were the case, why do we see the resistance
of RECs to share data? (See above.) If this unwillingness to share is due to a
conflict with missions, then the data should not be shared. Broad consent does
not here support Big Data objectives because it does not adequately free the data
for research. Alternatively, if missions are in fact aligned and this unwillingness to
share it is due to REC dysfunction or lack of ability to coordinate, then the RECs
simply prove themselves unable to carry out what would otherwise be effective data
sharing practices. Broad consent does not here support Big Data objectives because
the argument for broad consent is based upon highly functioning RECs which can
recognise commonalities of missions among themselves, and we see dysfunction
instead. The former case is a misalignment of mission principles, the latter case
is a misalignment of procedures, logistics, and pragmatics, but in both cases the
effect is the same: data sharing practices that would support Big Data objectives are
suppressed.

So, while it may at first seem broad consent is what is needed for Big Data
objectives, when we look more deeply we find a contradiction. In an attempt free up
consent requirements, some legitimize the move away from traditional informed
consent to broad consent by putting more and more of the onus of decision-
making on research ethics committees. But, at the same time, others are finding
research ethics committees to be a serious obstacle for data-enabled science. Ethical
oversight bodies have come under fire for being incapable of governing data driven
biomedical research. It has been said they are in need of major reform in how data is
managed.'® Arguments for broad consent as informed consent in Big Data research
are thus locked into an untenable position: one cannot say the function that RECs
perform offers us the solution to ethical problems concerning informed consent
while, at the same time, the function that RECs perform is identified as one of the
major obstacles to data sharing.

All this raises the question whether specialised forms of ethics committees, or
Data Access Committees, designed specifically for data-enabled research can be
established and given the tools they need to oversee Big Data research. Below, 1
propose a way metadata can help to provide these tools.

18For examples of calls for institutional reform see: Altshuler et al. (2013), Dove et al. (2013), and
Li Ka Shing et al. (2012).
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3 Metadata

The arguments above are intended to make a case for why respect for the principle
of autonomy, as expressed though consent, should be a part of ethical governance
of data in data-enabled research, just as it has been in the ethical governance
of participants in clinical trials, and of samples in biobanks. We have taken the
deontological, rights-based, participant-centric view on consent to be the default. It
is one enshrined in traditional models of ethics and law. The burden has been placed
on those who wish to argue for a consequentialist view (or another perspective)
to demonstrate that an abandonment of this deontological stance does not unduly
undermine the ethical and legal functions of autonomy.!® It has been argued broad
consent developed for biobanks is not necessarily a sound model for the sharing of
data in Big Data biomedical research. This is because, even if broad consent were
accepted as ethically sound for biobanks because it does in fact constitute a type of
informed consent (as per Sheehan), the role of research ethics committees necessary
to support this view cannot currently be maintained in ICT contexts where there is
a high degree of data sharing and interlinking of data sets. As discussed above, to
be viable, broad consent requires a highly functioning research ethics committee
that specialises in the specifics of a given biobank’s mission. It is this mission
and this specificity of oversight to which a participant is consenting. Because the
unknowns surrounding broad consent are much more pronounced than in traditional
informed consent, an extra burden is transferred to research ethics committees who
then determine how the sample and data are to be used. However, the dysfunction of
these committees is precisely what is coming under fire as the paradigm shifts from
traditional research toward data-enabled science; a reciprocal relationship between
consent and responsive research ethics committees is exactly what is lacking in Big
Data contexts. In absence of this rationale for broad consent, it is unclear what
ethical remit is governing decisions to share data, and unclear how or whether
autonomy of participants is being respected. If a basic respect for autonomy is not
clear, research can become suspect for violating basic principles of bioethics, as
well as basic rights of individuals. We thus run the risk of degrading public trust,
and fail to prevent foreseeable public backlashes to data sharing and the creation
if regulatory measures unfavourable for research into the aetiology of disease.
If the goal is to retain trust by protecting research participants’ interests, asking
participants what those interests are is a necessary first step. This is communicated
through the giving of consent, and ensuring this occurs is in fact what “respect for
autonomy” means. If consent is to retain this established ethical function, how can
research ethics committees and other governance bodies be made effective in Big
Data contexts? Or, if data-enabled research requires different models for oversight,
how will those governing bodies and mechanisms function in ICT environments?

19 As per Steinsbekk’s argument above.
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For normative problems arising in data contexts, normatively informative metadata
should be seen as part of the solution.

3.1 Responding to the Shift in Paradigm

It is important to characterize the challenges properly. To determine what “Big
Data” means for policy on biomedical research, determining what “data” means in
a given project is a necessary first step. But different research objectives require
different methodologies. Different methodologies require different data sources.
Different data sources require populations who are differently distributed, often
entailing differing jurisdictional issues, and eliciting differing types of ethical and
legal concerns. In the end, the simple, blanket term “Big Data” obscures more than
it reveals when it comes to guiding policy.

Perhaps a more helpful phrase for focussing thinking on policy development
is “dataflow.” While the primary challenge for biomedical researchers is having
access to the very large quantities of data being produced, policymakers and
ELSI researchers need to focus on the origins and histories of that data as it
is produced and used. The de facto frameworks for policy development are no
longer research projects, biobanks, institutions, nor national boundaries, but data
infrastructures themselves. When we look beyond the data to dataflow, we see
digital data management practices are changing the ways information is produced,
stored, and disseminated. Data sharing federations are forming, and data are being
integrated from heterogeneous sources to create globally accessible repositories.
Increasingly, data distributed across multiple types of information systems designed
for particular tasks and purposes are being shared, transferred, and repurposed.
Data are being coordinated, networked, and made available for research purposes
different than those for which the data were initially collected.

What has traditionally been the role of policy here? Before biomedical data are
originally obtained, researchers follow regulatory requirements, ethics committee
recommendations, and best practices guidelines as research subjects are chosen,
informed of the research project’s purposes and risks, and (usually) asked to give
consent to having their samples and data used. What protocols are followed depends
upon type of research, purpose of research, locations of participants and researchers,
types of samples and data taken, and so forth. However, due to the rapid rate of
development, it has been difficult for policymakers to keep up with the way data-
enabled science is done. Though abuses have not yet been shown to be a major
problem (Nuffield Council on Bioethics 2015). preserving the information and
contexts of important ethical value in safeguarding against harmful uses of data has
thus far not been made part of the process. When data are stripped of the contexts
in which they were gathered, reuse of data can potentially go against the wishes
of research participants, or contradict original agreements between researchers and
research subjects (de Vries et al. 2014).

Developing requirements for metadata could restore this information. Much
depends upon the type of research in question and the data network through which
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the data is accessed. The degree of usefulness of metadata depends upon the
circumstances under which data is shared. A highly monitored and restricted portal
that controls and records who has had access to what data and for what purposes
is not likely to have an immediate use for metadata if it essentially records the
same information. On the other hand, in cases where data collection, curation, and
sharing is maximised, such as with the European Molecular Biology Laboratory
(EMBL-EBI), the metadata could provide a way to ensure the necessary conditions
surrounding consent are part of the decision making process to share data. Also,
metadata standards as a prerequisite for data sharing in international contexts could
help to minimise abuse. For instance, they could impose standards for researchers
who use data originating from countries which do not have the infrastructure and
education necessary to support more advanced consent procedures. ELSI related
metadata beyond just consent could help in this global arena of data sharing. For
instance, information that helps to identify conditions under which data is attained
could be used to determine the eligibility of datasets form other countries where
the principle of consent is not a central part of legal requirements or cultural value
systems.?” This allows one to determine whether its use remains legal in the West
as regional and international laws evolves.

Yet, the ways data are currently shared strips it of much of the information
relevant for ELSI concerns (de Vries et al. 2014). Information a well-functioning
research ethics committee would need to make evaluations is lost as data are
aggregated, managed, and shared. Metadata surrounding consent is an essential
component here. They provide the information needed to evaluate data usage along
ethical, legal, and social lines. Requiring consistent metadata standards would help
to coordinate and harmonize research, oversight, and efforts of the greater ELSI
community. It would pave the way for implementation of more advanced consent
procedures appropriate for ICT contexts, such as dynamic consent.

3.2 Preliminaries for Metadata on Consent

Metadata methods need to be developed so data which originates at the project
or institutional level carries associated information that can be utilized by ELSI
researches as the data are collected, transferred, and archived. It is the ELSI
community, not scientists or ICT specialists, who are in position to identify what
metadata are meaningful for ethical, legal, and social issues. It is their purview,
and their responsibility to decide what information is useful and what is not.
Ideally, this will occur as biological data infrastructures are still in their early

20For instance in South Africa ownership of genomic information can be tribal. Consent is thereby
given by tribal leaders, not individuals. This is a consent model that challenges autonomy as it is
conceived in Western law and bioethics, yet it is one that respects and is responsive to cultural
needs surrounding international data sharing.
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stages of development so they can be specifically designed to support the needs
of participants, policymakers, and the wider ELSI community.

3.2.1 Consent as a Focal Point: The Consent Matrix

Making available metadata relevant for ELSI concerns requires ELSI researchers,
policymakers, and regulators to work closely with biomedical researchers and ICT
specialists. But progress is stymied, in part, by an absence of common platforms
upon which concerns can be systematically addressed. Here it is suggested, a midst
the dizzying complexity of factors involved in determining what ethical uses of
biomedical data are, the principle of consent provides a useful focal point, and a
consent matrix provides a usefultool.

While the tasks and responsibilities of research ethic committees resist algorith-
mic thinking, the autonomous giving of consent or not does approach a “Boolean”
principle’! that penetrates to the core of ethical and legal systems of the West. This
pragmatic aspect of consent is one of the more promising places to begin to develop
metadata standards for the ethical, legal, and social consequences of biomedical
research undertaken in ICT contexts.

Consent is a principle consistently recorded by technical forms and procedures
that delineate many of the conditions surrounding research: When the data was
collected what were the conditions surrounding the consent to it being used? What
level of risk was agreed to? What values were expected to be maintained? As
such, it offers a means by which to systematically aggregate metadata on various
factors that ELSI researchers need for policy development. This metadata can
facilitate e-governance by allowing records in diverse locations which employ their
own standards for consent to be made interoperable by developing standardized
representation, controlled vocabularies, and common definitions that allow semantic
integration across collections (Gartner 2013; Kaye 2011).

A consent matrix is a method for gathering this information. The idea of a consent
matrix has been implemented in a number of ways in the field of biomedicine
and beyond (Dimitropoulos 2013; Fléchais 2005; Katina et al. 2010; Linzer 1988;
Tan 2002; Willison 2003). Dynamic consent utilises an elaborate consent matrix.
Simpler, web based consent matrices have been piloted (Thiel et al. 2015). A matrix
can capture the conditions agreed to on a consent form, and make them available
for later use. But, unlike a typical consent form where ticking “yes” is often the
only option if consent is to be given, a consent matrix is capable of capturing more
information. Through a normatively appropriate choice architecture, it can provide
a “Boolean” yes/no format which makes what is not agreed to as much a factor as
what is agreed to.??

21 As compared to “beneficence,” for example.

22T use the term “Boolean” for this example here. But in fact the variables can have more than two
options. They can use as many as are needed.
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In terms of patient interface, a consent matrix is analogous to a traditional consent
form. It can be incorporated into everyday data collection through analogous
procedures. A consent matrix does not replace a consent form, but can be integrated
into or appended onto one.”> Anytime a consent form is required, so too can a
consent matrix be required. Its form can be paper and pen, digital, or web based. It
can be designed to be for “broad consent,”
“informed consent,” and so on.

Its purpose is not to perform a normative function, but to gather information
necessary to make informed normative analysis possible later. As the consent matrix
is filled out, for instance if a participant is asked to tick “yes” or “no” in the
applicable fields, this determines a specific permutation of the variables. Even if
the numbers of variables in this matrix becomes quite large, the number of possible
permutations will always be finite. Outcomes can be rerecorded with a simple
alphanumeric reference. There are many way to do this. Each option in the matrix
may be assigned a place in a reference number, or all possible permutations could
be assigned a unique code. An individual’s data can be tagged with this code so
that the conditions surrounding consent for a given participant can be known by an
oversight body. That tag would attend the data and be available for other oversight
bodies throughout dataflow. Information on conditions surrounding consent would
thereby be translated from the localised format in which they originated, into a
format which would allow access in globally distributed, nonlocalised, dataenabled
research models. A universal consent matrix could gradually be developed by
consolidating as many variables as is required for different kinds of research. In this
way, a single consent matrix can in principle consolidate all the variables covered
across the many forms of consent now in use. The variables of this matrix can start
with the basics and increase with time to capture as much granularity of information
as is deemed necessary.

This use of a consent matrix differs from dynamic consent discussed above in
that the consent matrix is not updated by the participant and there is no conduit
of communication established between the participant and the researchers who use
and reuse the data. It does not, therefore solve the problem of recontact, an issue the
Wellcome Trust say will make research impossible if proposed amendments to the
European Data Protection Regulation goes through. But, on the other hand, metadata
a matrix could provide would improve data stewards’ ability to be responsive
to participants’ wishes—improving the performance of even well-funded and
highly coordinated oversight bodies such as the EMIF—and thus make legislation
unfavorable for data sharing less likely in the future. Requiring use of consent
matrices would establish a degree of process uniformity across all data collection
contexts which is easily integrated into the day to day workings of researchers and
members of the ELSI community. Adopting the process would, in itself, promote
harmonization of practices across the biomedical research landscape. Focussing

99 e

assumed consent,” “implied consent,”

231t could, for instance, be little different than a survey that attends the consent form, though its
function is very different.
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biomedical research consent requirements around a consent matrix provides a clear,
nondisruptive, and nonrestrictive focal point which allows policymakers and the
ELSI community to orchestrate efforts and potentially harmonize procedures on a
global scale. It permits research and data sharing to go forward along the trajectories
currently planned, so efforts here are not lost.

Though this process falls short of the dynamic consent ideal, it does help to
overcome the barriers discussed above that now stand in the way of its widespread
implementation. It does this by harmonising communitywide procedures along the
lines of consent matrices, a tool central to dynamic consent, thus creating the
conditions needed for the ready adoption of its ICT based process. This creates
a method for bringing about the “cultural change” dynamic consent requires, and
makes conditions favourable for dynamic consent to be integrated as economic,
technological, and cultural conditions allow.

3.2.2 Data Organizing Behaviours

The way to determine what variables are needed for the consent matrix, both in
terms of baseline minimums, and in term of high granularity, is to study how
such information is managed now. Metadata production is not about rules based
decision making, but about rules based information gathering, not unlike those
already in place in the development of consent forms and research ethics committee
application systems. Metadata procedures would not replace these systems. It would
make information available to augment and enhance ability of oversight bodies to
better evaluate data intensive research projects.

Studies have been conducted on data organizing behaviours of information
managers and scientists for the purpose of developing ways to make disparate data
practices interoperable through metadata strategies for data repositories (Willis et al.
2012). Similar studies are needed on those who organize and manage information
for ELSI objectives. To determine what kind of information is useful and how it
is used, process mapping is needed on current requirements for how information
surrounding biomedical data is currently managed. This can be done for multiple
types of biomedical research projects which require multiple forms of data and
multiple tiers of governance: local,>* national,” and global research models.”®

24See: http://www.hra.nhs.uk/research-community/applying-for-approvals/

2See for examples: UK Biobank consent information at http://www.ukbiobank.ac.uk/wp-
content/uploads/2011/06/Participant_information_leaflet.pdf?phpMyAdmin=trmKQIYdjjnQlgJ
9%2CfAziIkMhEnx6; Genomics England, 100,000 Genomes Project consent form at http://
www.genomicsengland.co.uk/wp-content/uploads/2015/02/3b_CFProband AdultPatientor-their-
AdultRelsRareDisease-v2.0.pdf

26See for examples: GA4GH consent tools at http://www.p3g.org/news/consent-tools-prepared-
global-alliance- genomics-and-health-p3g-ipac; International Cancer Genome Consortium
(ICGC) Research Study Model Consent Brochure https://icgc.org/files/daco/ICGC_prosp_
consent_290110.pdf. See also Wallace (2011).
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These processes will differ between projects, regions, and institutions but, insofar
as they adhere to them, they will ultimately map to basic functions of more broadly
established law and governance.

Attention to many of these factors is already a standard requirement for data
collection. But procedures for making this information part of a metadata record
that attends data at each stage of use have yet to be developed. In some cases,
it may simply be a matter of reverse engineering procedures that have already
been developed in analogue form. For example, much can be borrowed from the
decision making process that goes into developing ‘paper and pen’ consent forms,
or applications for review processes, many of which have already been translated
into rules based website interfaces which, by means of a ‘decision tree’ design,
create datasets to describe specific conditions surrounding research and attach them
to research applications.?’” Developing metadata procedures that uniformly record
the necessary information at the time it is available, links it to the data, and ensures
it is accessible over the lifespan of the data would streamline the research approval
process for research that employs secondary uses of data.

3.2.3 Defining Data Elements: Variables of a Consent Matrix

A benefit of consent matrices is that they help to identify and clearly define data
elements relevant for ELSI concerns. The more ELSI researchers and policymakers
can think in terms of ICT contexts, the more this potential can be realised. A
controlled vocabulary is not essential. In principle, a consent matrix can take on
an ever-increasing number of options to accommodate any number of possible
circumstances. However, the more consistency there is in vocabulary, the more
easily redundancies and equivalencies can be spotted. The more controlled the
vocabularies are, the more precise and concise the consent matrix can become.
To accomplish this, data-related literacy and skills for managing data rich research
contexts should become part of ELSI training. Opportunities should be identified
for increasing literacy on the roles of metadata in digital data management practices
(Qin 2010). This has three related aims. First, it can inform policymakers on
various ways information professional and scientists organize data sets for personal
use and repository collections (Willis et al. 2012). Second, it can demonstrate
to policymakers how metadata allow semantic integration of records in diverse
locations that employ differing standards and vocabularies (Gartner 2013). Third,
this knowledge can help to translate established principles and categories in ELSI
sub disciplines into controlled vocabularies for metadata purposes.

A consent matrix can be expanded to include multiple parts. For instance, a
part filled out by the participant can convey the participants wishes, another part
filled out by designated oversight bodies can capture conditions around which
consent was given, and another part filled out by REC’s or researchers can capture

?7See: http://www.hra.nhs.uk/research-community/applying-for-approvals/
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history of data usage.”® The basic objective is to identify descriptors that can
capture ethical, legal, and social factors surrounding biomedical research from
its inception, to data production, through to the entire history of data usage. In
addition to research participants’ concerns, these factors can include conditions
surrounding sample collection, funding sources, data transaction histories, and
so forth. This requires isolating information on conditions that guide decision-
making, identifying data elements that reflect those attributes, and incorporating
these elements into wider metadata efforts now taking place in many corners of
research and governance. Ultimately, it assists with transparency, oversight, and
protection through codification of criteria and standards that demonstrate impact
of data intensive research along its ethical, legal, and social dimensions, at multiple
levels of governance.

The elements should be nonnormative information, but should allow those who
access the metadata to make normative judgments about research that utilizes the
data it describes.”® Having this kind of information available facilitates selection
of data based on conditions surrounding it, allowing experimental design to be
coordinated with ELSI concerns before the data are used in a research project
(Kaye 2011). It allows ready access to ethical. legal, and social issues surrounding
research conditions®® to assure data production, dissemination, and reuse is in
accordance with both participants’ and researchers’ expectations, for instance in
accordance with conditions surrounding consent. In short, it would aid in translating
the traditional roles of research ethics committees into ICT contexts.

Once data elements are identified, it needs to be determined if greater uniformity
may be established across platforms. This task may not be as daunting as it
first appears. Work has been done in other fields that shows disparity in data
production and storage practices does not reflect disparity in metadata goals; much
more uniformity exists across platforms than might be expected. This uniformity
facilitates coordination around common objectives that support data sharing in
general (Willis et al. 2012). A similar study is needed on the ELSI front. It can be
augmented by empirical studies conducted on participants’ views on data sharing
which detail specific types of information participants’ want to know before agree-

28This latter part would not have to be part of the matrix. Ideally it would, but it would require
that the matrix code is updated every time data us used. Integrating updating procedures into the
process is a greater challenge than simply capturing the initial conditions of data collection. It
would require a detailed knowledge of data sharing networks. Well positioned organizations such
as the GA4GH and the European Data sharing Network could be key players in undertaking efforts
here.

PTake, for instance, information required by law or governing bodies, to be made available to
RECs. In the initial phases of the application and review processes, the basis for deciding what
information is relevant is a consequence of established governance, not normative theory. Though
those governance practices may have an ethical basis, the mechanisms developed to support them
are not, in themselves, normative judgments.

30Such as type of consent, whether the participant is an invested party (e.g. whether he or she has
a rare disease), or something as simple as the geolocation and jurisdiction of data source.
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ing to supply data (Kirkby et al. 2012). It can be further informed by data sharing
regulations and best practices currently in use, by recommendations for codification
of quality standards for information production and dissemination, (Oleniski 2003)
by studies on ethical considerations concerning privacy and confidentiality in Big
Data research practices (Rajaretnam 2014), and by legal requirements, both present
and foreseeable.

3.3 Implementation Strategies

What ELSI concerns are relevant at any given time depends on the context of the
research. The goal is not to enforce a one-size-fits-all solution but — and this the
great strength of a metadata approach — to make it possible to tailor policy solutions
for particular problems and places as required. Once the metadata are in place, it
attends the data as it flows from one project to the next. Access to this metadata
allows policymakers to more adeptly respond to the needs of biomedical science
in each new context and still uphold basic legal and ethical commitments without
unduly obstructing research. Below, focussing on consent, I present potential models
from which to develop implementation strategies, and discuss some of the benefits
of having metadata available for large-scale, international projects.

3.3.1 Learning from Existing Models

To identify which methods are useful for which purposes, it would be instructive
to first examine how metadata needs are already being met in areas that utilize
biomedical data at the project-specific and the global levels. Project-specific models
help to identify in high resolution how data for particular types of research
are produced and shared, and what the potential for metadata is. For instance,
Genomic Metadata for Infectious Agents (GeMInA), a geospatial surveillance
pathogen database, have done work to standardize and integrate heterogeneous
sources of information to determine the “who, what, where, when, and how”
information surrounding pathogens. Another example is the CancerGrid project, a
metadata approach for clinical data management in translational genomics studies
in breast cancer. CancerGrid has developed ways to identify appropriate metadata
elements for individual datasets that make it possible to annotate, integrate, and
query heterogeneous clinical information (Papatheodorou et al. 2009). Methods
demonstrated in these examples could prove informative for the “who, what, where,
when, and how” of acquisition and use of biomedical data, both in terms of
identifying data elements that are useful for ELSI objectives, and in terms of making
diverse sources interoperable (Schriml et al. 2010).

Global models help to identify metadata methods that increase interoperability
across research contexts. Metadata procedures for coordinating global efforts in
genomics have been underway for almost 20 years. Well established web interfaces
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already exist which provide a means to enter biological information into these
global systems. Once data elements and basic vocabularies have been established
through consent matrices or other means, basic ELSI metadata could simply be
incorporated into these pre-existing systems, augmenting the biological metadata
with ELSI metadata. For example, metadata on basic consent types could be made a
requirement of the Joint Genome Institute’s Genomes Online Database (GOLD).?!
Initially, the added fields could be basic, such as type of consent attained, if any.
Over time, as nomenclatures for describing ELSI factors become more precise,
efforts could be scaled up to provide greater granularity. By creating increasingly
elaborate consent matrices,>? these fields could act as points around which detailed
conditions surrounding research could aggregate. It would also help to identify
where problem areas lie, for instance, when data comes from areas where consent
requirements are unavailable or somehow incommensurate across regions and
projects.

Similar strategies could be developed for large-scale data sharing efforts, such
as the National Center for Biotechnology Information’s (NCBI) Database of
Genotypes and Phenotypes (dbGaP),?* and for initiatives still in their developmental
stages, such as Oxford’s Big Data Institute,** and the GA4GH. Many of these
institutions already have robust efforts in metadata development underway to make
their data interoperable as they map, coordinate, or consolidate datasets on a
global scale. These data environments are considerably more complex than that of
GOLD. Metadata procedure developed here may reveal methods for incorporating,
aggregating, and harmonising ELSI metadata under similarly complex conditions
(Barrett 2012; Inigo et al. 2010).

In some cases, work already done by these institutions identifies what forms of
information are most useful. For example, in order to facilitate data sharing among
its global federation, the GA4GH provide “consent tools”*> to ensure basic consent
requirements are present which conform to the GA4GH’s Framework for Respon-
sible Sharing of Genomic and Health-Related Data. Consent tools include advice
on “data collected using older ‘legacy’ consents,” language for “where researchers
wish to add clauses on international data sharing to actual consents,” and “a generic
template for new, prospective studies.” Together these identify factors which help
to support ethical use of data. They ask researchers to confirm whether original
consent was obtained and under what conditions. They also ask whether certain
factors were foreseen at time of consent, including international data sharing, access

31See: https://gold.jgi-psf.org/. At the time this was written, the database hosts information for
about 22,000 studies, 67,000 Biosamples, 67,000 sequencing projects and 54,000 analysis projects.
“More than just a catalog of worldwide genome projects, GOLD is a manually curated, quality-
controlled metadata warehouse” (Reddy et al. 2014).

32For a report on an online consent matrix see Thiel et al. (2015).

33See: http://www.ncbi.nlm.nih.gov/gap

34See: http://www.ndmrb.ox.ac.uk/the-li-ka-shing-centre

33See:  http://www.p3g.org/news/consent-tools-prepared- global-alliance- genomics-and-health-
p3g-ipac
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to medical records, genetic/genomic research, or potential commercialization. This
information helps researchers to know when ethics committees must be consulted
before a person’s data is used, and when waivers for re-contact and re-consent may
be an option.

These consent tools distil the complicated ethical and legal landscape of interna-
tional data sharing down to a finite list for a research ethics committee to evaluate:
re-contact permissions; confidentiality conditions; security conditions; approved
data sharing partners; methods of transference of data; commercial and government
uses of data; identification as a member of a population group; when different
types of personal data might be combined (e.g. personal data from questionnaires,
health data, and genomic data); whether further produced data may be shared (e.g.
sequencing of DNA from tissue samples); and conditions under which withdrawal
of data from research is possible. Few steps are needed from this list to creating
data elements for ELSI metadata. These factors could readily be developed into a
consent matrix whose information would assist in identifying conditions surround-
ing consent in international contexts. Over time, this matrix can come to include
more specific information. The specificity requirements could depend upon the
region from which the data are sourced, based upon what information gathering
requirements are both realistic and appropriate for the region and given the type of
research. In absence of metadata like these, it is difficult to identify where, or if,
abuses occur. But their presence would allow ethics committees to monitor abuses
in data usage and to better identify possible ethical, legal, and social ramifications.

3.3.2 Dataflow

Models like the examples above are useful because they allow flow of metadata on
consent to directly reflect dataflow in biomedical research. They help to identify
ways to define and integrate the metadata into the dataflow itself. Once clear
metadata elements and strategies are identified, checklists can be developed with the
aim of establishing community-wide priorities for metadata standards to be used by
data producers, research ethics committees, or other governing and oversight bodies.
Checklists with standardised languages can be adapted for ELSI objectives, tested,
and widely distributed to act as a common denominator across contexts that capture
important parameters for policy development (Kolker et al. 2014). A checklist that
includes types of consent, for instance, could act as a focal point for increasing
granularity of information that would shed light on still more ethical, legal, and
social factors research ethics committees and others might want to consider.

Once bases for standardization are established through checklists, consent
matrices and ELSI metadata procedures could become a part best practices recom-
mendations for any biomedical endeavour that produces or shares data. Further, the
more ELSI related metadata practices can be integrated into the data production of a
given institution, the more effective third-party oversight bodies can be in evaluating
the ELSI conditions surrounding the data produced by them. Such standards
of evaluation would make expectations clearer for researchers and information
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providers. They could even create incentives for data producers to proactively self
apply high ELSI metadata standards to increase the value and quality of their data
for use and reuse.*

What information can be gathered from the metadata will depend on many
factors, including who is accessing it and for what purpose. Metadata can be made
accessible even if the data it describes is not (ECAd et al. 2010). This selective
access can allow ethical, legal, and social studies to proceed and evaluations be done
without creating additional security risks for the data themselves.’” Access to this
information can assist with developing e-governance systems for managing publicly
funded or sourced databanks.® It can assist with “ELSI by design” (Kaye 2011) by
creating data selection processes that match up suitable data sources with particular
research designs. In statistical form, it can be used to track wide scale changes and
trends in data as data-enabled science develops (Simeoni et al. 2008).

While the metadata itself may be nonnormative, its analysis could reflect
normative standards. It could, for instance, include rules of analysis that match
consent type with the appropriate level of risk entailed by the research project.
This would be another step in the direction of “ELSI by design.” Such rules could
help to guide decisions made by legal “safe harbours” (Dove et al. 2013) whose
task it is to protect the interests and values of data providers, even when it is
being used in regions outside the providers’ jurisdictional and cultural contexts.
The more granular the ELSI related metadata become, the more they can also assist
with establishing and evaluating equivalency principles which help to ensure the
normative requirements of one’s culture are not violated when data are used in
regions which express different values, or express values differently. Requirements
of consent, proof of the preservation of individual autonomy, are a prime example
of a principle that does not necessarily translate easily to non Western cultures.
Here, metadata on type of consent and condition surrounding consent would assist
oversight bodies in assuring the ethical, legal, and social functions performed by the
principle of consent are still adequately preserved, even when research is done in

3 A goal of the GA4GH, through a different strategy.

3This is not the same as the issue of anonymity of data, deidentification of data, or other methods
used to mitigate risks associated with identification. Whether such precautions are effective in Big
Data contexts is a matter of debate. This is more closely related to the issue of data security.

38Here, examples for managing metadata from areas whose objectives are in some way analogous
to those of the ELSI community help. Metadata frameworks developed in e-governance, for
instance, have been established to make information accessible to policymakers where and when
it is needed. (Inigo et al. 2010; Linzer 1988) Metamodeling methods have been developed to
increase coordination of data use across government agencies. (Shukair et al. 2013) Additionally,
where governance of sensitive data flowing through international contexts is a primary concern,
as it is in biomedicine, there may be no better model than finance. When reporting earnings
from multiple countries for tax purposes, each jurisdiction has its own regulations. There is high
risk of inadvertent non-compliance with local laws. The financial sector has developed intricate
metamodelling procedures to address this. They use metadata from multiple jurisdictions at once to
create international systems of finance which leave regulations intact at the national level. (Inmon
et al. 2008).
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cultures that do not share the same individualist perspective. Conversely, when data
originate in countries that do not have similar consent requirements, metadata on
ELSI factors other than consent can help oversight bodies to determine if those data
were collected in ways suitable for countries where consent is ethically and legally
required.

Safe harbours and equivalency principles are legal instruments employed to
address some of the most challenging aspects of data sharing on the global scale
as data sharing and archiving methods integrate project specific data with more
universal, interdependent, global visions for biological research. Ensuring infor-
mation necessary for ELSI concerns attends this data, over the long-term, would
allow policymakers to integrate oversight mechanisms at many scales, throughout
the many levels of governance, from local research ethics committees to global
institutions.

4 Conclusion

As ethical oversight transitions from the needs of the twentieth century to the
needs of the 21st, policymakers must identify potential harms as well as potential
remedies in ICT contexts. Metadata makes this possible. Those best suited to
identify relevant metadata for these complex contexts are those with grounding in
ethics, law, sociology, and the history of the changing conditions of governance.
They must join with scientists and ICT specialist to examine the complex scenarios
and heterogeneous sources of data available, and isolate the information that best
informs and directs policy.

Determining what kinds of metadata are helpful begins with understanding the
purposes of traditional oversight mechanisms and the histories of their inception,
then examining the ways dataflow challenges these foundations. The principle of
consent provides a penetrating focal point for doing this. A consent matrix is
an efficient method for collecting metadata on conditions surrounding consent.
If integrated into best practices now governing consent forms, it would have a
harmonizing effect throughout the biomedical community, just as the requirements
for consent forms has had.

Access to the metadata this matrix provides would allow research ethics com-
mittees, ELSI researchers, and policymakers to better evaluate the conditions
around which biomedical data are collected, aggregated, shared, and utilised. It
would provide a common platform upon which diverse, often disjointed, policies
and procedures developed for the idiosyncrasies of particular institutions and
jurisdictions can be better harmonized. This greater functionality would encourage
ethical usage of data without unduly impeding access.

The greater granularity of information made available by metadata allows a
specificity of oversight and responsiveness that broader, top down, umbrella policies
would not likely be able to duplicate. The greater harmonization would help pave
the way for better solutions to be adopted where possible, such as dynamic consent.
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It would also empower national bodies, such as the National Research Ethics
Service,* to initiate multicentre research ethics committees that specialise in Big
Data biomedical research. These oversight bodies could be supplied with training
and tools necessary to interpret metadata in ways responsive to consent conditions.
This would preserve the reciprocal relationship that now exists between consenting
participants and research ethics oversight bodies, and thereby maintain the trust that
is said to make the whole process work.
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On the Compatibility of Big Data Driven
Research and Informed Consent: The Example
of the Human Brain Project

Markus Christen, Josep Domingo-Ferrer, Bogdan Draganski, Tade Spranger,
and Henrik Walter

Abstract Big Data research is usually explorative, meaning that not all possible
hypotheses are known that one may wish to test when data is made available. For the
case of biomedical data this poses a significant challenge, as the originators of the
data — patients or research participants — have to provide informed consent for using
their data. The typically obtained “closed” or “narrow consent”, i.e. consenting to
use the data in a well-defined research project, is conceptually incompatible with
the explorative nature of Big Data driven research. Therefore, “open” or “broad
consent” is proposed as an alternative. Nevertheless, open consent cannot justify any
type of data use, but requires an “information framework” that separates legitimate
from illegitimate Big Data research. For example, consent is given associated with
established disease categories: a patient diagnosed with early-onset Alzheimer’s
disease may consent to his personal medical information being used for any research
enhancing our understanding of this particular disease. In our contribution, we
address the question whether and how Big Data driven research may undermine
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this “information framework” of informed consent using the example of the Human
Brain Project (HBP). Within the HBP, a Big Data infrastructure is currently being
developed to access a multitude of clinical data related to brain diseases based on
the conviction that many neurological and psychiatric disorders and diseases are ill-
defined in terms of underlying mechanisms. We analyse the interrelation between
effects of Big Data research and informed consent and we evaluate ethical and
practical consequences.

1 Introduction

Modern biomedical research as well as the ongoing digitalization of healthcare
systems is creating an enormous amount of data that has the potential to sig-
nificantly change our understanding of various diseases. Previous examples of
scientific milestones achieved through advances in information technology include
the steadily growing number of Internet accessible sequence databases in molecular
biology since the early 1980s with its emanation — The Human Genome Project.
Neuroscience' has clearly taken a similar direction, which is illustrated by several
new initiatives for data sharing and common databases. Such initiatives are deemed
to be necessary given the massive output of this field. It is estimated that more
than 100,000 papers a year are published in neuroscience (Grillner 2014) — most
of them involving the analysis of data of various kinds, from genetic data and
electrophysiology measurements up to imaging and behavioural data. Compared
to other fields like molecular genetics, however, the large majority of neuroscience
data sets are still small due to the complexity of the research needed for generating
them.? Furthermore, data-sharing standards are often lacking. Such small data sets
have been referred to as “long-tail” data and may in the future become an important
source of new findings (Ferguson et al. 2014).

This traditional focus of neuroscience on “small science” and “small data” comes
increasingly under pressure due to recent “big neuroscience” initiatives (Christen
et al. 2016). Several Big Data projects are underway to access both small and
big data sets generated through research in neuroscience — a development that is
exemplified by the “Big Data” issue of Nature Neuroscience in November 2014.
While many of these efforts focus on model animals, Big Data is also being
generated from humans. For example, the amount of openly available and shared
neuroimaging data has increased substantially in the last few years (Poldrack
and Gorgolewski 2014; Thompson et al. 2014). Even larger data sets concern

'In the following, we use a wide understanding of neuroscience, including also medical fields that
deal with neurological or brain diseases like neurology, neuropsychology or psychiatry.
2Examples include morphological reconstructions of neurons (which is very time-consuming),
research with nonhuman primates (which is highly regulated and expensive) or neuroimaging
research (which requires a costly infrastructure).
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whole-genome sequencing data and the increasing use of technologies for creating
large transcriptomic and epigenetic data sets from brain tissue (Shin et al. 2014).

In the following, we will focus on particular Big Data initiatives that are
integrated in the Human Brain Project (HBP). The HBP was announced in January
2013 as one of two flagship projects funded by the European Commission’s
Future and Emerging Technologies Programme. The matched funding for the HBP
of about 1.16 billion Euros over 10 years provided by European Union (EU)
and partners shall enable a concerted effort to “lay the technical foundations
for a new model of ICT (information and communication technologies) based
brain research, driving integration between data and knowledge from different
disciplines, and catalysing a community effort to achieve a new understanding
of the brain, new treatments for brain disease and new brain-like computing
technologies” (HBP Report 2012, 3). A major goal of the project involves data
integration, for which the HBP is developing six ICT-based platforms dedicated,
respectively, to Neuroinformatics, Brain Simulation, High Performance Computing,
Medical Informatics, Neuromorphic Computing, and Neurorobotics (for detailed
information: https://www.humanbrainproject.eu/). Those platforms are intended to
allow sharing research data of all levels of neuronal integration (related, e.g., to ion
channel structures, synapse distributions, neuronal microcircuits, brain connectivity
patterns, or functional imaging data), methods and models (e.g., in form of computer
programs, respectively code) and accessing databases that contain a multitude of
clinical data related to brain diseases — the latter will be provided by the Medical
Informatics platform and is described in more detail in Sect. 3.

There are certainly many ethical issues associated to data generation (e.g., animal
experimentation) and data sharing in neuroscience (e.g., allocation of scientific
credit when publishing results originating from shared data). But our focus here
is on the problem of informed consent when the data emerges from human subjects,
which researchers are required to obtain by current data protection legislation in
European countries. Traditionally,” “closed” or “narrow consent” is provided, i.e.
patients or research participants consent to only one or a few specific uses of the
data in a well-defined research project. This, however, is conceptually incompatible
with the nature of Big Data driven research that seeks patterns in data based on
hypotheses that are often not known when the data has been collected. Therefore, a
growing number of researchers and legislators propose “open” or “broad consent”
as an alternative, meaning that consent is given to using data for broader research
fields or — as a maximum — for any form of research (for an example in genetics,
see Lunshof et al. 2008). As we will outline below, such a broad consent poses
ethical challenges. These are increased in the case of human brain data, as such data

3Seen from a broader historic perspective, (closed) informed consent is a rather recent phe-
nomenon, but can now be considered as standard at least in research settings in industrialised
countries. In this contribution, we refrain from outlining the history of informed consent and of
international differences in the understanding of informed consent.
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is by nature sensitive even if it does not contain healthcare information, because it
contains information about the organ of the mind and thus to a certain extent also
about the mind itself.

In our contribution we are particularly interested in a potential conflict that
is posed by Big Data research in neuroscience, especially when the research is
related to neurological or psychiatric diseases. On the one hand, despite the consent
being “open”, it requires specifying some information about what the person is
consenting to; otherwise the consent cannot be called “informed”. Thus, any form
of informed consent is embedded in an “information framework” that outlines the
general context in which the data is generated, what kind of data is actually obtained,
and — although not exhaustively and still in rather general terms — what kind of
results could be expected through analysing the data. A plausible and frequent way
of generating this information framework is by referring to disease categories —
we call this the disease space ontology. For example, a patient diagnosed with
early-onset Alzheimer’s disease may consent to his personal medical information —
health record data, genetic data, neuroimaging data etc. — being used for any type of
research enhancing our understanding of Alzheimer’s disease.

On the other hand, there is as long-standing discussion in neurology and
psychiatry that many current neurological and psychiatric disorders and diseases
are ill-defined in terms of underlying mechanisms (Owen 2014; Thagard 2008).
On the example of Major Depressive Disorder representing a separate disorder
category according to DSM-5, there may be a different classification with a number
of subtypes depending on a variety of underlying biological mechanisms. Some
types of depressive syndromes may in fact turn out to be other disorders, whereas
some might turn out to be subsumed under a disease category with known causes
and mechanism and not just a syndrome, i.e. a heterogeneous cluster of symptoms
(Monroe and Anderson 2015). Taking these two developments together, it could be
that the standard way of providing an “information framework” through disease cat-
egories is likely to be shattered through research that necessarily relies on Big Data
approaches, in particular in case of brain diseases. We take this apparent paradox
as a starting point to explore the connection between the information framework of
informed consent and Big Data research that may affect this framework.

This question will be approached in our contribution from various angles. First,
we briefly outline the problem of neuroscience-informed disease categorisation
with a particular focus on psychiatric diseases. This should motivate the claim that
changing the disease space ontology could have an effect on the practice of giving
informed consent. Second, we describe in detail the current setup of data collection
and informed consent practice within the HBP intended to improve and change our
understanding of disease categories in neuroscience. In this way we want to outline
that significant changes with respect to our understanding of brain diseases are not a
mere theoretical scenario. Third, we discuss the legal problems of open informed
consent practices and their dependence on an information framework. In this
context, specific attention is paid not only to existing data protection law, but also
to legislation aiming at the protection of research participants (e.g. the Council of
Europe’s Convention on Human Rights and Biomedicine). Fourth, we evaluate the
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underlying moral justifications for upholding or transgressing certain “information
borders” in terms of information spheres following the proposals of Nissenbaum
(2004) and van den Hoven (2008). Finally, we sketch novel technological solutions
for addressing this problem by referring to concepts like traceability of data use and
verifiable anonymisation.

2 Disease Categorisation in Psychiatry
from a Neuroscientific Point of View

The human brain is among the most complex structures that are object of scientific
investigation and it is therefore not surprising that brain diseases are hard to
understand. Broadly construed, neurological and psychiatric diseases can be defined
as disorders of the brain. There is a continuum of disorders with respect to the
degree of their scientific understanding. In some cases, the neurobiological cause
is simple and known (e.g. a specific genetic aberration on chromosome 4 in
Huntington’s disease). Other disorders are diagnostically well-defined and there is
a considerable body of knowledge available regarding their underlying mechanisms
(e.g. neurodegeneration of dopaminergic neurons in Parkinson’s disease). Yet
other disorders are difficult to diagnose (in particular in the early phase) and
competing theories are available regarding the pathophysiological mechanisms
(e.g., Alzheimer’s disease). Finally, in many frequent disorders although neuro-
biological knowledge is available, but rather limited and their definitions today
still rely on clinical signs, symptoms and duration (most psychiatric disorders like
schizophrenia or depression). In the following, we will focus on the relation between
disease categorisation and Big Data driven research for psychiatric disorders, as
strong hopes, even promises, have been raised that those approaches can improve
knowledge and subsequently therapy (Owen 2014; Wang and Krystal 2008).

According to the two most influential manuals for categorising psychiatric
disorders, the IDC-10 of the World Health Organization and the DSM-5 of the
American Psychiatric Association, the diagnosis of a psychiatric disorder rest only
on clinical features, i.e. on the presence of a specified number of certain symptoms
for a specified duration and the exclusion of certain specified causes, like a “organic”
disease or an intoxication. The disorder concept of DSM and ICD is categorical:
either you have the disease or you don’t — although disorder are characterised by
different degrees of severity, e.g. for depression. ICD-10 as well as DSM-5 do not
rely on underlying pathophysiological mechanisms as most of them are not known,
heavily debated, or can only be diagnosed post-mortem.

Between the publication of DSM 1V (released in 2004) and DSM-5 (released in
May 2013) it was hoped that the new DSM-5 would advance the field considerably
with respect to two issues: integrating dimensional approaches (i.e. use constellation
of symptom dimensions instead of categories for example for the diagnosis of
personality disorders) and integrating neurobiological criteria (genetic, molecular,
neuroimaging) for making diagnoses. Suggestions in this direction were intensively
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discussed by the DSM-task force of the American Psychiatric Association over
several years. At the end, however, none of these conceptual changes were included
in DSM-5. This was largely because it was felt that neurobiological knowledge was
not (yet) reliable enough, but also due to the fact that the DSM is much more
than a medical nosology: it also serves a central societal role by providing the
basis for mental health care and thus is conservative in nature as changes would
immediately affect millions of patients and carefully balanced systems of providers
and consumers.

This missing integration of neurobiological knowledge frustrated many mental
health scientists. In fact, 3 weeks before the official release of DSM-5, Thomas
Insel, at that time director of the National Institute of Mental Health (NIMHM),*
the largest research institute for mental health in the western world, launched a
considerable attack on DSM-5 by declaring in his blog that “the weakness (of DSM-
5) is its lack of validity. Unlike our definitions of ischemic heart disease, lymphoma,
or AIDS, the DSM diagnoses are based on a consensus about clusters of clinical
symptoms, not any objective laboratory measure. In the rest of medicine, this would
be equivalent to creating a diagnostic system based on the nature of chest pain or the
quality of fever. Indeed, symptom-based diagnosis, once common in other areas of
medicine, has been largely replaced in the past half century as we have understood
that symptoms alone rarely indicate the best choice of treatment” (Insel 2013).
The apparent lack of availability of reliable biomarkers for mental disorders was
explained by Insel as a conceptual rather than as an empirical problem: it would be
equivalent to rejecting the usefulness of the electrocardiogram (ECG) as a diagnostic
tool, only because many patients with chest pain do not have ECG changes. In fact it
was the ECG which allowed differentiating chest pain due to specific heart problems
from other forms of chest pain, i.e. the tool helps to categorise the disorders by
measuring physiological processes. And, according to Insel, the same should be
done in psychiatry by “collecting genetic, imaging, physiological, and cognitive
data to see how all the data — not just the symptoms — cluster and how these clusters
are related to treatment response” (Insel 2013). Such an approach is only possible
using Big Data techniques, as we will outline in the next section.

In fact, the NIMH started a research program some years ago which is now
known under the name Research Domain Criteria (R-DOC; Morris and Cuthbert
2012). The basic idea of this approach is to achieve a dimensional characterisation
of mental illness as mentioned above in order to discover, refine or reclassify
mental disorders. For this purpose, it is suggested to study diseases based on a
two-dimensional grid based on current neurocognitive and molecular approaches
and knowledge. One dimension consists of five core domains of mental functioning
(“systems”) that have been determined by consensus conferences of active scientists

“Interestingly, in particular with respect to the increasing role of ICT for (mental) health, Thomas
Insel announced in September 2015 after 13 years serving as director of the NIMH that from
November 2015 on he will move to Alphabet, the umbrella organization of Google in order to help
to develop mobile health technologies.
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from the field, i.e. systems for negative valence, positive valence, cognition, social
processes and arousal. Each of these domains has subdomains, e.g. the system for
negative valence comprises the subdomains active threat (“fear”), potential threat
(“anxiety”), sustained threat, loss and frustrative non-reward. The other dimensions
refer to levels of organisation on which the constructs within the domains can be
measured: from genes, molecules, cells, circuits, physiology, to behaviour, self-
reports, and paradigms. By filling this 2-dimensional grid with scientific results,
it will, in the long run, be possible to characterise mental disorders on a sound
empirical basis and detect patterns leading to the discovery of new disorders or
reclassification of new ones. These discussions on a new understanding of mental
disorders as disorders of neurocognitive domains are also referred to as the “third
wave of biological psychiatry” (Walter 2013).

However, for this approach to being realised, a revolution, or at least a reform
of disease concepts is required. It also would entail Big Data neuroscience on
mental health: only if you have obtained enough high dimensional data from many
domains of many subjects together with clinical data, this approach might become
successful. But standard DSM-based research uses the (not-so) gold(en) standard
of symptom-based categories and will thus make no progress. Therefore, Insel has
announced that the NIMH will in the future not fund research based on “old” still
gold-standard disease categories, but rather RDOC-oriented, dimensional research.
To take a simple example, it would not fund neurobiological research on alcohol
addiction, but rather neurobiological research on impulsivity as a contributor to
alcohol drinking.

But what would such a change induce on the level of actual researchers who have
to interact with patients and research subjects and obtain their informed consent for
using their data? Consenting to the use of data in research obviously requires a basic
understanding on the context in which the data has been generated and in which it
is likely to be used. Lay people like patients usually do not have the competences
needed to assess the detailed hypotheses of research in which they are involved, e.g.
when they are asked to participate in a clinical trial for testing a new medication.
Although such detailed information is not required, as the main interest of the patient
probably is to obtain information on possible health risks and benefits — this type
of information is still presented in a context framed by the disease from which
the patient is suffering. Taking the simple example from above, a patient with a
severe drinking problem would probably expect that the research in which he is
involved relates to alcohol addiction and not to some research on impulsivity, as
the person may consider impulsivity (to some degree at least) as a legitimate aspect
of his personality. Thus, the specific disease along with a laymen understanding of
what, e.g., a depression or Alzheimer’s dementia involves, is crucial for putting the
informed consent into a context.

This context also affects the moral significance of diseases. A disorder caused by
a genetic factor (e.g. Huntington’s disease) is associated with specific types of moral
problems (e.g., related to inheriting the disease) that are not perceived to be present
in neurodegenerative disorder. Some brain disorders are associated with a stronger
stigma than others (e.g. schizophrenia versus epilepsy). Yet some disorders are
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understood to be clearly “brain based” (e.g., Parkinson’s disease), whereas others
are much more associated to “external” (e.g., social or cultural) causes, although it
is likely that changes in the brain play an important role in the disease course (e.g.,
anorexia nervosa) — and such “external causes” involve a different responsibility
relation (e.g. by avoiding certain social settings or by generating an imperative
to change certain societal aspects through policy interventions). Consenting to use
data related to one disease may thus mean something different than consenting to
contribute data related to another disease or to broader spectrum of diseases relevant
to specific domains of functioning.

If now a research program is installed that seeks connections between neuronal
diseases that lay people consider rather different, should they be informed on these
possible links? For example: should a Parkinson’s disease patient be informed that
analysing her data may help to understand schizophrenia or depression — and in
this way implicitly given her some reason to suspect that she might suffer also
from one those diseases? Actually, the re-conceptualised disease space ontology
may look very different compared to the disease space that frames the current social
handling of these diseases in terms of physician-patient relation, health insurance,
or stigmatisation. Here, we try to sketch possible ethical consequences of such a
change in the disease space. But before that, we outline the actual possibility that
such a change could happen (Sect. 3) and the current legal setting related to informed
consent (Sect. 4).

3 Data Collection, Informed Consent and the Human Brain
Project

Every day, an impressive amount of data related to brain health and disease are
produced in clinical and research establishments across Europe. Usually, these data
are in the format of descriptive clinical data, laboratory results or brain images
that serve to help medical decision-making. They are viewed mostly only once
before being archived on departmental or laboratory servers for a finite number of
years. This mass of data constitutes an enormous research resource that is currently
largely unused. Though the data are collected at different sites, it has now been
demonstrated that the variance introduced by analysing data from multiple imaging
platforms or clinical chemistry laboratories is much smaller than the variance that
is attributable to the disease (Stonnington et al. 2008). In other words, variability
through differences in methodological practice can be controlled. This fact suggests
an opportunity to use archived data for the pathophysiological, anatomical and
medical studies on a population basis. This is a major motivation of the data
integration strategy of the Human Brain Project (HBP) in the medical informatics
platform.

Recent advances in computing and commercially available algorithms for feder-
ating data from local databases that work unobtrusively in the background in real
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time make such a project practicable and cost-effective. The Medical Informatics
platform of the HBP proposed an initial programme based on federation of data
related to brain diseases to establish feasibility, sharing protocols, data usage
agreements, access protocols and other issues. This idea represents a quantum leap
from the path trodden out in the past by successful database initiatives such as
the Alzheimer’s Disease Neuroimaging Initiative (ADNI, see www.adni-info.org),
which is used by many researchers world-wide although it is much smaller in scope
and more expensive because the technology was not available at the time of its setup.

From an ethical point-of-view, the mass of brain health and disease related
information collected in hospitals, clinics and research establishments is grossly
underused at present, which represents an extraordinary waste of resources. With
advances in modern information technology, especially in terms of massive data
storage and access to hardware, analysis tools and data mining techniques, these
data can be used to carry out a range of studies of social and medical importance.
The range of possible investigations is enormous, if the data can be systematised
and intelligently mined. The main goal of the Medical Informatics platform of
the HBP is to federate and integrate clinical and basic science research together
with information technology and establish new ways for open access to shared
aggregate data in order to ask hypothesis driven questions, to mine data, to carry
out epidemiological, genetic and other surveys. But certainly, the question emerges
whether the practice of large-scale access to this data is compatible with the
informed consent given by the patients from which this information emerges. We
will come back to this point later and we first outline the technical procedures of
data collection.

The complexity of clinical data especially in the field of neuroscience makes
evident the need for a coherent framework for integrating the multiple temporal
and spatial scales of data to facilitate its interpretation. Ongoing large-scale
projects (e.g., ENIGMA, Human Connectome Project, Allen Brain Atlas, GENSAT)
demonstrate that brain imaging data capturing in vivo anatomical and functional
information about the brain can serve as a backbone for developing a viable
framework for research data integration. From a clinical perspective, the more
prominent examples are the recent developments in the neuro-epidemiology of
dementia based on differential patterns of cortical atrophy associated with cognitive
decline; the development of biomarkers from analysis of scans and subsequent
cognitive outcome or neuro-pathological examination; population wide genetic
association with in vivo pathology studies, as demonstrated by image-derived brain
tissue characterisation.

To give a very specific example that illustrates what could become possible,
there is a pressing demographic and economic need to answer questions about
the preclinical stage of dementia, in particular the incidence and natural history of
pathological change, early detection and diagnoses based on brain measures rather
than behavioural expression, and how to monitor the rate of pathological brain
changes on sufficient numbers of people such that the results are generalizable. The
repercussions of the results will be important because there is preliminary evidence
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to suggest that the dementias can be differentiated by early distribution of brain
atrophy. It should therefore be possible to identify purer cohorts of the different
dementia-associated diseases than is now possible to identify, and to test and develop
new specific disease-modifying drugs. This type of research could eventually lead
to a new classification of dementia-associated diseases that is quite distinct from
today’s understanding. This would be an example of a re-conceptualized disease
space through Big Data research.

The use of data mining — the technological precondition for restructuring the
disease space — involves the extraction of patterns from large sets both for scientific
and business related queries. The use of this technique has exploded in the last
few decades in many fields in biomedicine, as outlined in Sect. 1. Considering
the remarkable advances in biomedical imaging technology and analysis, data
mining offers new opportunities capitalising on the ability to extract characteristic
features from abundant and diverse information about human (patho-) anatomy and
physiology. The creation of disease-specific neuroimaging data repositories (ADNI,
ENIGMA, IMAGEN) represents first attempts to use advanced neuro-informatics
methodologies for databases of clinically relevant information. Although offering
standardised data processing of anatomical brain images, these databases serve
mainly as repositories rather than frameworks for data mining on clinical neuro-
science grounds. Data mining approaches are aimed at making use of the large
data set in order to extract main predictors that explain variance in the data. An
understanding of the nature and extent of inter-subject variation is critical for the
characterisation of the neural basis of cognitive processes in healthy subjects and the
changes that cause abnormal functioning. Data mining approaches build upon the
decomposition of inter-individual differences to create meaningful classifications of
subjects and predictions of continuous variables such as behaviour or performance.
The principal hypothesis is that characteristic distributions of variability of the
structure of the brain and its connectivity patterns will be of diagnostic value through
identification of disease discriminative patterns.

The Medical Informatics platform of the HBP (see www.humanbrainproject.eu/
medical-informatics-platform; Frackowiak and Markram 2015) is building on a
concept for data federation that allows mining all available resources without the
need to directly access the original data. Rather than copying, downloading and
mirroring data, the current set-up focuses on locally creating data aggregates, which
provide a summary of the available data at a particular site. These aggregates are
feature-specific and can be queried by the end-user in the form of double-aggregated
data. At no instance is there access to individual-specific data, which could open the
possibility for data misuse and identification of a given person. The combination of
simple database language queries and advanced methodological tools for statistical
inference and learning allows harvesting the aggregated data, binding multiple
sources of information and extracting characteristic features to answer domain-
specific questions. This is a dynamic process that aims to create clinical generative
models of specific diseases. As more data is gathered models can be re-evaluated
and refined to answer more subtle questions.
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The processing of the data to extract features for aggregation is performed
locally within the secured systems of hospitals based on the availability of powerful
algorithms able to handle vast amounts of data. Several issues surrounding big data
analysis on the Medical Informatics platform of the HBP need consideration in
relation to data protection. Legally binding laws enforced by the EU authorities
stipulate that responsibility for the data and its ownership is transparent (see
also Sect. 4). Although our framework does not allow accessing individual data,
current laws and regulation apply to data transfer, data processing and data security
and the Human Brain Project has to ensure that data management is compliant
with data protection law. This also means that beyond strict procedures for data
anonymisation, data preparation for mining should be restricted to well-defined
workflows that prevent data miners from identifying specific individuals or from
uncovering confidential information. This protection of privacy is — from an ethical
point of view — the uncontroversial part of the problem. It is also in the focus of
current legislation, as we outline below. But our question is, whether privacy is the
only and main concern of Big Data driven research in neuroscience.

4 Legal Issues of Open Consent and Its Information Basis

The prevailing Data Protection Law applicable in all EU Member States is mainly
based on European legal guidelines. Debates over the minutiae of a new EU Data
Protection Regulation (anticipated to be passed around 2016) are fully underway.’
Particularly the question of how this new Law will affect the use of personal data in
a scientific context is one of the main aspects in need of clarification. However, there
is a large consensus that the mere, indiscriminate adoption of general data protection
standards for scientific work could pose an unnecessary and unjustified restriction
of the freedom of research.

Furthermore, specific problems arise regarding the practical implementation of
so-called informed consent. Originally developed as a bioethical principle, the
notion of informed consent can be found in many documents of international
and national law (e.g. the Council of Europe’s Convention on Human Rights and
Biomedicine) today and has thus become an integral part of the Positive Law. In
‘classical’ research projects such as in clinical trials it has been shown, however,
that providing (too much) information to the research subject can occasionally lead
to the opposite effect of what the informed consent aims at; excess of information
can leave the concerned party unable to make a (truly) informed choice after all. This
problem exacerbates in Big Data driven research areas as outlined above: one cannot
effectively communicate the potentially enormous range of testable hypotheses to
patients. Therefore it has to be examined which models of informed consent can

SAn overview on the legislation procedure is available here: http://ec.europa.eu/justice/data-
protection/
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be used or further developed, that protect research participants on the basis of legal
compliance and yet do not disproportionately restrict the efficiency of research.

However, integrating informed consent into Big Data driven research also
touches upon the question whether or not the concept as such leads to an adequate
protection of research participants. Especially with regard to other contexts, e.g.
establishing so-called bio-banks, it was and still is discussed, if informed consent in
its classic understanding is sufficient to protect the rights and interests of research
participants in a sufficient manner (D’ Abramo 2015; Hofmann 2009).

Due to the complexity and high dynamics of modern biomedical research, it is
stressed that research participants may not realise the full implications of giving
their consent. While agreeing to the use of their samples or test results for ‘the
purpose of research’, participants may have a lack of understanding what exactly
that vaguely phrased expression means (Cordasco 2013). Therefore, in a legal
context, the restriction of the range of the informed consent has been consistently
demanded. A restriction may be imposed with regard to a certain time frame (e.g.
informed consent is given for a time period of 5 or 10 years, in combination with
the obligation to newly clarify the purpose of the use of the elevated personal data
in order to attain a renewed consent of the participants) or regarding a factual aspect
which would restrict the given informed consent to a particular project or to the
research of a specific disease pattern.

However, the approaches of restricting either the temporal or the factual context
of informed consent fail to work even with regard to small-scale projects: a renewed
informed consent can usually not be obtained due to research participants moving
away or dying in the meantime. Furthermore, the maintenance of an address register
would not only go beyond the scope of time effort, but also be a great financial
burden to any project and may actually generate new privacy risks due to problems
in securing this information from unauthorized access.

A restriction of the informed consent to a certain factual context is problematic as
well, because Big Data research aims for a cooperation and combination of different
projects, and not for individual projects. In addition, undertaking a follow-up project
would be made impossible for the researcher who got the informed consent in the
first place. Lastly, the restriction to only one specific disease pattern is problematic
as well due to the difficulty of insufficient clarity and changing definitions and
understandings of a certain disease — as we have outlined in detail in Sect. 2.

Regarding the reasons mentioned above, jurisprudence represents a general
permissibility of a ‘broad consent” which is of unlimited time and enables largely
unrestricted factual research. As far as some legal systems assume an inadmissibility
of a ‘general consent’, this concept deals with the consent given by a third person
to carry out any kind of legal action and cannot be compared with the approach
and content of a ‘broad consent’ (see for the case of biobanks: Serepkaite et al.
2014). The latter does not mean that contributors of genetic material or data do
not obtain any rights. Personal rights and data protection laws as well as privacy
issues obviously have to be respected. Therefore, the current legal understanding
of the problem of Big Data driven research focuses on demanding technological
solutions that ensure that privacy and data protection are respected, mainly through
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aggregation and anonymization techniques or — more generally — privacy-by-design
approaches. This intermediate conclusion from a legal point of view leaves open
two questions: First, are these technologies actually able to protect the privacy
of the research participant? And second, what are the deeper moral reasons and
possible effects of ethical significance when such a new ‘broad consent’ regime is
implemented? We will now focus on the second question.

5 Ethical Issues of Changing the ‘Information Framework’

When assessing the problem of informed consent in a Big Data context, a historical
perspective is helpful. The notion of informed consent has been put in the centre of
bioethical considerations after one of the darkest episodes in the history of medical
research — the horrific experiments carried out by doctors on concentration camp
victims in Nazi Germany. In the Nuremberg trials of 1947, the requirement that
“The voluntary consent of the human subject [to medical research] is absolutely
essential” has been formulated for protecting the participant from harm. These
requirements strongly influenced the Declaration of Helsinki, that later underwent
several revisions, in particular related to the notion of informed consent (Carlson
et al. 2004). Despite these changes, the ‘moral core’ of informed consent in the
bioethical common-sense-understanding is protecting the individual from involun-
tarily incurred harm. From that perspective, the ethical question is, whether Big
Data driven research backed by ‘broad consent’ could create additional harm for
the subject — i.e. harm not directly related to the research intervention itself (e.g.,
the risks of some imaging techniques, which certainly are part in the information
procedure when obtaining informed consent), but to long-term outcomes of the
research. As the current legal discussion described in Sect. 4 demonstrates: the focus
of the discussion is almost exclusively on privacy breaches as the main harm that
could result. For example, one wants to avoid that the genetic data of a person with
Huntington’s disease made available for research can lead to a re-identification of
this person, thereby harming this (still healthy) person in her social setting, e.g., by
provoking a dismissal from her job.

We certainly do not dispute that this kind of harm is of relevance in Big Data
driven research — and the main ethical question here is whether the technological
solutions for preventing such harm actually will do their job. This aspect will be
further discussed in Sect. 6. But we suggest two further issues that need ethical
consideration: First, the necessity of broad consent for Big Data driven research
may pose additional problems that have harm-implications. Second, broad consent
is associated with other (positive) ethical values than harm-prevention that may help
to make Big Data research more ethical. We will now discuss these two issues in
more detail.

The first issue relates to the point that providing informed consent requires
informing the patient on the intervention that will generate the data. On the one hand
this concerns information on the direct risks and consequences of the intervention
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itself. For example, in case of a MRI scan of the brain, issues like technical risks
(e.g., implants) or incidental findings have to be discussed. This part of the informed
consent procedure is not affected by a subsequent use of the data in a Big Data
context. On the other hand, the patient has to be informed at least to some degree
on the potential use of the data. If the informed consent is broad, this degree will
be quite unspecific, but still needs some framing. Patients are unlikely to accept an
explicit formulation like ‘You agree that your personal data will be used for any
kind of application’. Thus, a framing in two respects will be necessary: First, one
has to induce trust in the patient that harm through privacy breaches will effectively
be prevented. Second, some factual framing will be needed. Probably the broadest
kind of factual framing is that the data will be used for research purposes (and, e.g.,
not sent to a wellness company such that they can tailor new commercial offers for
patients with similar diseases). More likely is, however, a (at least implicit) framing
that the data will be used for research related to the medical condition of the patient.
But why is such a framing necessary?

The reason for this is — as we suggest — that information frameworks play a
decisive role for giving moral meaning to the world we live in. This insight can
be partly attributed to the idea of spheres of justice, introduced in 1983 by the
philosopher Michael Walzer, which proposes that societies consist of different social
spheres (e.g., medical, political, market, family and educational) each defined by
a different type of good that i