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Foreword

“TT&C” is the abbreviation of tracking, telemetry and command. “Spacecraft infor-
mation transmission” refers to the mutual transmission of information acquired from
or generated by spacecraft and ground station. With the development of technologies,
TT&C and information transmission have been organically linked, in that they are
complementary in functions, unified in signal design and integrated in equipment.
In addition, telemetry and telecommand are essentially a kind of information
transmission. From the view of development, information warfare and integrated
electronic information system require that TT&C and information transmission be
designed on a unified basis and integrated into a single device. Therefore, this book
highlights the characteristics of the combination of TT&C and information transmission
with the latter being particularly emphasized. Based on the practices of the author in
developing various TT&C equipment over many years and trying to combine theory
with the practices, the book focuses on the basic technologies commonly applied for
C&T system of various vehicles, with the intention to help the readers to obtain deeper
understanding about TT&C systems and provide them with a theoretical basis for
resolving practical engineering problems.

The book falls into two major parts of TT&C and Information Transmission, and
is composed of five chapters. Chapter 1 introduces the past, present and future of
TT&C and information transmission technologies. Chapter 2 introduces tracking
and orbit measuring theories and technologies, with focus on CW radar’s velocity-
measuring, ranging, angle measuring technologies and locating technology.
Chapter 3 (Information Transmission Technology) introduces analog transmission
technology and digital transmission technology. In addition to the basic theories in
combination with features of C&T, the telemetry, telecommand and remote sensing
technologies are also provided. Chapter 4 (Spread Spectrum TT&C) introduces the
application of spread spectrum technologies in C&T field. Chapter 5 introduces the
development of TT&C frequency band in combination with special problems
occurring in radio transmission channel, such as impacts of rain attenuation,
atmospheric attenuation and radio wave propagation upon accuracy of orbit
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determination during transmission, impact of multi-path transmission, and polari-
zation diversity synthesis.

With its main purpose being the introduction on basic theoretical knowledge and
technology, the main feature of this book is the idea of combining TT&C with
information transmission, and combining theory with the practical experiences in
equipment development.

With the wider application of C&T system, particularly with its increasing
significance in military application field, C&T system becomes the only informa-
tion line between the spacecraft and ground, so there are more and more people
engaged in the development, production, application and teaching of such engi-
neering system. However, there are only a few books involving the technology. For
this reason, the author, by incorporating the experiences from the practices of
engaging in different engineering equipment research for many years, studies and
summarizes his published papers and training materials to complete the writing of
this book, hoping to provide support to the science-technological workers and
university teachers and students who are involved in the development, design,
production and application of the C&T system.

This book is compiled under great support from China Southwest Institute of
Electronics Technology — the employer of the author — and National Defense
Industry Press. Many contents in this book reflect the achievements made by
China Southwest Institute of Electronics Technology from developing C&T
systems for many years and so it is the fruit of all the participants’ efforts. In
addition, in the course of compiling this book, academician Yang Shizhong
reviewed the manuscript, researchers Lei Li and Zhang Hansan put forward many
valuable comments, Yang Hongjun provided a lot of materials, and Liu Yu and Liu
Yanmeng completed numerous text processing works. The author hereby expresses
his sincere gratitude to all of them for their great support.

Chengdu, China Jiaxing Liu
August, 2013
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Chapter 1
Introduction

1.1 General

This book attempts to present the tracking, telemetry, and command (TT&C) of
flight vehicles such as air vehicles (less than 20 km in altitude), near-space vehicles
(20-100 km in altitude), and spacecrafts (greater than 100 km in altitude). Those
flying at an altitude of more than 2 x 10° km are also known as deep-space vehicles.
Specifically, the flight vehicles include missiles, satellites, spaceships, space
stations, deep-space probes, near-space vehicles, UAVs, airships, or balloons, all
of which are subject to TT&C. For TT&C and communication (C&T) systems,
there are radio, optical, infrared, and other types. Among them, the radio
continuous-wave C&T system is the most widely used one, which is mainly
described in this book.

“Information transmission” for flight vehicles means transmission of informa-
tion, acquired from or produced by vehicles or ground stations, between them
through either point-to-point connection or network. An information transmission
system is used to transmit information from a sending terminal to a receiving
terminal at another space-time point. It can handle information resulted from
telemetry, telecommand, remote sensing, reconnaissance, detection, guidance, sci-
entific experiments and space environment observation, and traditional voice and
images as well. The aforesaid information concept has broader implications than
the traditional communications concept, for the former contains the telecommand
and telemetry information necessary for normal operation of a vehicle platform
(generally known as engineering TT&C), the application information acquired or
forwarded by the payload (P/L) on the platform, and the information for P/L’s
telecommand and telemetry (generally known as service TT&C).

With the rapid development of aerospace technology, today presents a greater
challenge for C&T. The traditional concept “C&T” is giving way to “communica-
tions and navigation,” where “navigation” contains traditional tracking, orbit deter-
mination, orbit control, and orbit calculation, while “communication” means

© National Defense Industry Press, Beijing 1
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2 1 Introduction

transmission of various types of information, and it has some new extensions such
as information resulted from command and telemetry, voice, low-speed data, and
the newly extended high-speed data.

1.2 TT&C and Information Transmission

Claude Elwood Shannon, the founder of information theory, defined “information”
as “something used to eliminate the uncertainty,” that is, a description of uncer-
tainty of the motion state or existence of a thing. It is the unknown elements
contained in messages, while signals are the carrier of messages. What we transmit
actually are signals. In this sense, information transmission means transmission of
unknown elements in messages carried by signals (namely, information).

Information exists in various forms, such as symbol, voice, and image. This book
merely focuses on electronic information. An electronic information system is
generally an electronic system that allows for generation, acquisition, transmission,
processing, application, and countermeasure of information for operation, control, or
utilization purposes, taking advantage of such major techniques as ET and IT.
A space electronic information system refers to a system that allows for acquisition,
transmission, processing, application, and countermeasure of information, using
spacecraft platforms. A transmission subsystem is a significant component of an
information system. In general, the part of a transmission subsystem that is mounted
in a spacecraft is called a “payload” and that on ground is known as a “ground
application system.”

A TT&C information system acquires vehicle’s orbit information (through
tracking devices) and telemetry information (through sensors), generates command
information through telecommand devices, and then converts and modulates such
information to a signal carrier for long-distance transmission, which is eventually
received, demodulated, and processed by a receiving terminal before being put into
use. As a means of transportation, the information transmission system can be used
to transmit TT&C information and others.

Technological progress has led to a close connection between TT&C and
information transmission, which is mainly manifested in the following six aspects:
(1) Functions. Information transmission depends on TT&C systems to enable air
platforms and payloads to work normally and maintain a long service life and also
relies on ground TT&C stations to align ground antenna with air platforms by
tracking vehicle’s orbits, providing a two-way information transmission path
between vehicles and ground stations. (2) Signal design. TT&C signals and the
signals carrying information have been unified under a common signal system.
Unified carrier signals with multi-subcarrier frequency division and spread-
spectrum signals with unified data stream are just the case. (3) Devices. TT&C
systems and information transmission systems have been integrated together, and
multifunctional integrated channel terminals and multifunctional integrated
baseband devices have become available. (4) Techniques. Telemetry and
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telecommand are no more than long-distance transmission of information to realize
“remote” measurement and control. With the advancement of software and radio
technologies, telemetry and telecommand are performed with a common platform
and software. (5) Application. As space technology was put into use after its
successful R&D and test, the application of information transmission has been an
increasing concern. For example, remote sensing stations, reconnaissance data-
receiving stations, tracking and data relay satellite systems, and UAV TT&C
systems mainly involve data transmission other than TT&C for payloads. (6) Future
development. Information warfare, precision strike, and the development of inte-
grated electronic information systems require the integration of TT&C and infor-
mation transmission functions into an integrated system. The phrase “information
transmission” is employed to describe such system so that it makes a stronger
sense when it comes to information warfare and integrated information systems.
Also, this coincides with the development trend of informationization.

Look at the “integrating” process of C&T techniques by history [1]. Prior to the
1960s, tracking, telemetry, and command functions were performed by separate
devices. In mid-1960s, the S-band system (USB) came into being, having integrated
TT&C, voice, and television into one system, using unified frequency-division
carrier signals. In the 1980s, the tracking and data relay satellite system appeared,
having incorporated TT&C and high-/medium-/low-speed data transmission
functions into a single system, using spread-spectrum unified carrier signals with
a time-division unified data stream, and now such functions can be performed by
one software-supported radio device. Since spacecrafts were put into use, they have
been chiefly used for information transmission. In China, C&T techniques evolved
in a similar way. Before manned space flight projects were introduced, the TT&C
system comprised many separate devices. After that, since voice and image
transmission functions were incorporated, it was renamed “C&T system.”

1.3 Tasks, Functions, and Classification of TT&C
and Information Transmission

Major tasks include [2]:

(1) To perform a flight vehicle’s tracking, orbit measuring, attitude measuring, and
telecommand of its orbit and attitude to ensure that the vehicle takes off,
operates, and returns in normal attitude and predetermined orbit

(2) To perform telemetry and telecommand of a vehicle and its payloads so that it is
able to complete operations and perform functions as required

(3) To fulfill various information transmission tasks to provide relevant data for
ground application systems

(4) To be used for weapon test range TT&C to provide test data for identifying and
evaluating the technical performances of missiles and flight vehicles and to
provide a basis for design improvement and finalization as well
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(5) To perform safety control tasks in the circumstance that any vehicle or missile
launching goes wrong, that is, to transmit commands to blow it up so as to
ensure the safety of the launching region or flight course

A C&T system mainly consists of four subsystems for orbit measuring (range,
velocity, and angle measuring), telemetry, telecommand, and information trans-
mission. These subsystems are integrated in a single system with information
transmission, feedback, and control functions to fulfill C&T tasks. For example,
for a satellite C&T system, information acquisition and feedback transmission are
done by its tracking and orbit-measuring and telemetry subsystems, transmission of
command information and control of the vehicles by its telecommand subsystem,
and weapon test and finalization by its TT&C system which performs measurement,
control, and evaluation. Without the C&T system, its remote sensing satellite
ground application system is sure to fail with regard to reception of high-speed
data, telemetry and command of payloads, and satellite orbit determination based
on its angle-measurement data. As soon as a spacecraft enters its orbit, it must be
subjected to service TT&C and control by the C&T system. Small military satellites
usually incorporate TT&C and service functions. As weapons, some spacecrafts
and aircrafts must, when used in actual military operations, be equipped with
military-purpose TT&C systems to conduct precise TT&C and evaluate strike
effects. When the TT&C system is used for weapon guidance, navigation, and
control, the three axial parameters of attitude, velocity, and position measured by
the guidance/navigation/control subsystem should also be transmitted through the
telemetry system to the facilities on ground for analysis, research, and computation
before being converted into commands for attitude adjustment, pointing positions,
and velocity increments, which are then sent back through the telecommand
subsystem and executed on the flight vehicle. It can be seen that the C&T system
is of significance in both civil and military fields.

C&T systems can be classified by TT&C object, orbit altitude, TT&C scheme,
TT&C station carrier, etc. Shown in Fig. 1.1 are C&T systems classified by TT&C
object.

Shown in Fig. 1.2 are C&T systems classified by orbit altitude.

Any spacecraft that flies 300 km — 2 x 10° km above the Earth is called an Earth-
orbit spacecraft; that with its orbit being more than 2 x 10° km above the Earth is
known as a deep-space probe. Any lunar probe is about 36.3 x 10* km above the
Earth.

A TT&C scheme involves what signal form to be employed and how to transmit
signals. The composition and performance for a C&T system are closely related to
its employed scheme. As TT&C and information transmission systems evolved
according to different signal forms and multifunctional integrated transmission
schemes, several TT&C schemes have come into being, as shown in Fig. 1.3.

Shown in Fig. 1.4 are C&T systems classified by the carrier for a C&T station:

A C&T system consists of a control center, an onboard C&T subsystem, and a
ground C&T subsystem, which form an organic network through the communica-
tion systems and timing systems between ground stations. (1) The control center
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Fig. 1.4 C&T systems classified by platform

consists of a network operation and control branch and a flight control branch. The
former is responsible for scheduling and assembling TT&C stations and facilities,
setting operation modes and operating parameters, monitoring the current operating
conditions of TT&C facilities, and coordinating multiple spacecrafts in sharing a
TT&C system, while the latter is responsible for developing TT&C plans; sched-
uling and commanding flight missions and TT&C services; monitoring the orbit,
attitude, equipment operation condition, and other telemetry data; processing its
operation data; determining orbit parameters; and generating control commands
and injection data. (2) The onboard C&T subsystem is constructed as shown in the
block diagram of the transponder (Fig. 1.5). (3) The ground C&T subsystem is
constructed as shown in the block diagram of the ground C&T station (Fig. 1.6).
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The ground C&T subsystem works together with the onboard C&T subsystem to
perform functions such as tracking and orbit measuring, telemetry, telecommand,
and space-to-ground information transmission.

(1) Tracking and orbit-measuring function: using the angle tracking loop, range
tracking loop, and velocity tracking loop of a measuring station to measure target
parameters such as angle, range, and velocity, so as to track and measure the
flight trajectory of the vehicle.

(2) Telemetry function: the onboard TT&C system for the vehicle employs various
technical means that allow it to approach the vehicle as close as possible to
detect its internal operating condition, operating parameters, astronauts’ bio-
medical parameters, scientific research parameters, reconnaissance parameters,
and environment parameters, which are then converted into radio signals and
transmitted to the ground station for demodulating and processing before
having original parameters retrieved, recorded, and displayed.
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(3) Telecommand function: ground control commands are converted into radio
signals and transmitted to the vehicle where they are demodulated, processed,
and restored into commands to conduct the control of the vehicle for safety
telecommand or vehicle telecommand purposes.

(4) Space-to-ground information transmission function: with the communication
link established, various types of information obtained by the onboard measur-
ing and observing instruments for the vehicle are transmitted to the ground
C&T station via its digital communication system before being distributed to
relevant users.

C&T is characterized by:

(1) High orbit-measuring accuracy. A CW radar scheme is generally used to
achieve high accuracy in real-time measurement of velocity, range, and
angle. This is also accompanied by certain problems like high short-term
stability signals in velocity measurement, ambiguity resolution in ranging,
and interferometer angle measurement.

(2) Information transmission is closely associated with TT&C. For ‘“point-to-
point” information transmission, since one transmission terminal is on the flight
vehicle, it is required to guarantee the normal range of system values such as
EIRP and G/T through TT&C. Moreover, as the flight vehicle and the ground
station are in a relative motion state, ground station antenna and flight vehicle
antenna have to get aligned with each other so as to establish an information
transmission link, where flight vehicle orbit data acquired from TT&C system
should be used.

(3) Highly safe and reliable telecommand. Special error control encryption and
encoding/decoding techniques should be used to achieve high safety and
reliability.

(4) Highly dynamic. For a satellite travels at the speed of about 7 km/s and a deep-
space probe moves even faster, received signals have higher Doppler frequency
and Doppler frequency change rate.

(5) Flight vehicles operate in a harsh environment, having strict restrictions on size,
weight, and power consumption. The P/L (also known as a terminal station of
the information transmission system) should be small in size, weight, and
power consumption, with its transmitting power amplifier generally in a satu-
rated state. This brings about a great challenge on how to reduce nonlinear
impacts on data transmission for the system.

(6) Long distance and large time delay. The distance from the Earth to the
geosynchronous satellite is about 4 x 10* km, to the moon is about 4 x 10° km,
and to the deep-space probe is even farther. High path loss leads to a higher
requirement for EIRP and G/T values.

(7) High data transmission rate. The more information the flight vehicle P/L
obtains, the higher the data transmission rate is required.

(8) Power-limited system. Long distance, high data transmission rate, and rela-
tively low EIRP value for the flight vehicle lead to the low power of signals
received on ground, a bottleneck for information transmission.
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(9) Generally unrestricted band. Generally, flight vehicles are designed for special
purposes, with their P/L mostly operating in a single carrier with a constant
envelope (currently except for SMA FDM in TDRSS and the new telemetry
system) as well as in a high-frequency band with a wider available bandwidth,
so its band is generally not limited nor the shaping filtering is needed. The
carrier with a constant envelope allows the power amplifier to operate in a
saturation state.

Due to the abovementioned special requirements, many TT&C and information
transmission technologies turn out to be frontier technologies in the information
transmission field, such as 2 Gb/s high-speed data transmission technology, cryo-
genic low-noise receiving technology that makes it possible to almost approach
absolute zero (thermodynamic temperature scale), error correction coding/decoding
technology that makes it possible to approach the Shannon limit, super-high-power
transmitter technology, giant antenna technology, millimeter wave and laser com-
munication technology, and high-accuracy ranging, velocity-measurement, angle-
measurement, and positioning technology.

1.4 Engineering Applications of TT&C and Information
Transmission Technologies [3]

As an emerging interdiscipline, TT&C and information transmission technologies
involve continuous-wave radar, communication, automatic control, computer, etc.
Accordingly, the C&T system for engineering facilities is also a highly integrated
system based on information technology and benefiting from a variety of new tech-
nologies. It is a system engineering that allows for TT&C and information transmission
and processing. The TT&C and information transmission system plays a vital role in
various types of system engineering for flight vehicles. It is the only information link
between a launched flight vehicle and the ground and is one of the three subsystems for
a missile test project, one of the five subsystems for a satellite engineering system, and
one of the eight subsystems for a manned space project. It is not only the indispensable
support system for space missions but also an integral part of the integrated electronic
information system. The C&T network, which is formed using the TT&C and infor-
mation transmission system, is a subnet of the ground/space integrated information
network. Taking into account different system engineering requirements, the flight
vehicle C&T systems available at present can be chiefly grouped as follows:

1.4.1 Unified Carrier C&T System [4]

The unified carrier TT&C system is a system which enables multiple C&T func-
tions with only one carrier, by incorporating three functions (tracking, telemetry,
and command) into a single carrier.
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Prior to the advent of the unified carrier TT&C system, a traditional TT&C
system consisted of separate devices with different functions. This was attributable
to low flight altitudes, low requirements for TT&C, and the original intention to
make use of existing equipment as far as possible. With the rapid development of
the aerospace industry, however, high-orbit spacecrafts and deep-space aircrafts
appear constantly, which necessitate TT&C systems with multiple functions and
long operating ranges, as well as onboard equipment in small size and with
lightweight and good electromagnetic compatibility. As a result, the traditional
TT&C system was phased out for its incompetence. Nevertheless, it is neither
economical nor easy to satisfy these requirements by way of developing another
single-function TT&C system comprising a variety of large equipment. In such
context, the unified carrier system came into being. The unified carrier scheme
contributed to the leap-frog advancement in TT&C technology. Consequently, this
brought about a new generation of TT&C system which is particularly promising.
With the development of the aerospace industry, it will as always play a big role in
the TT&C field.

The first unified carrier TT&C system was based on the frequency-division
multiplexing principle. The unified S-band (USB) system is typical of the first unified
carrier TT&C system. It has been internationally recognized and has formed an
international standard. For this reason, it is known as a standard unified TT&C system.
Driven by demands and technical progress, the time-division spread-spectrum unified
TT&C system came into being, which combines information representing various
functions into a unified data flow before being modulated onto a carrier for transmis-
sion by spreading spectrum. Following deep-space exploration, the unified carrier
TT&C technology has been also applied to this field, bringing about the so-called
deep-space unified TT&C system (deep-space TT&C), which operates using residual
carrier or suppressed carrier.

1.4.2 Space-Based C&T System [3]

The space-based C&T system consists of a tracking and data relay satellite system
(TDRSS) and a “GPS + telemetry and telecommand” system.

TDRSS is a C&T system with data-relaying and TT&C functions, which enables
medium- and low-orbit spacecraft tracking, orbit measuring, and data relay trans-
mission from the ground terminal station, using relay transponders onboard
geosynchronous satellites. As far as the parts of the system are concerned, the
geosynchronous satellites are called tracking and data relay satellite, spacecraft in
medium- or low-Earth-orbit called user satellite, and ground facilities called ground
terminal station.

Characteristics of TDRSS include the following: when a geosynchronous satel-
lite with its orbit being 36,000 km above the Earth is used for relaying, it can offer a
high C&T coverage of medium- and low-orbit spacecrafts from the far to near. With
two relay satellites apart 120° in longitude, it can cover 85 % orbits of medium- and
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low-orbit spacecrafts. With three relay satellites, it can cover almost 100 % of the
orbits. Unlike a common communication satellite, a relay satellite is equipped with
two 3-5 m high gain auto-tracking Ku (or Ka) band antenna, providing a wide
frequency band and a high carrier-to-noise ratio which together allows for 300 Mb/s
data transmission. The relay satellite is also furnished with an S-band multi-beam
phased array antenna and employs the code division multiple access (CDMA)
technology, making it possible for the satellite to simultaneously TT&C and
communicate with dozens of targets. All these traits account for why TDRSS is
developed as one of the key infrastructures in the aerospace industry. The original
concept of TDRSS is induced from the application of space-based TT&C technol-
ogy to improve TT&C coverage for manned space flight activities. With the
development of space engineering, driven by the demand of information technol-
ogy, data transmission has become one of the major functions of TDRSS. TDRSS is
a typical TT&C and information transmission system.

The “GPS +telemetry and telecommand” system is a system that uses a
spacecraft-borne high-dynamic GPS receiver for spacecraft positioning and then
transmits the position data back to the ground through telemetry and
communication.

1.4.3 Deep-Space C&T System [5, 6]

The deep-space C&T system is a system which enables C&T for the deep-space
probes at a range of more than 2 x 10° km above the Earth. It is a unique
information link between deep-space probes and the ground which is used to ensure
that the probes are operating in correct orbits and their P/L is in a normal condition
and which is also used to send the detected deep-space information back to the
ground. Due to the long transmission distance, it incorporates many advanced C&T
technologies.

A deep-space C&T system is composed of a ground deep-space TT&C station
and a deep-space probe onboard transponder which is highly reliable and ultrasmall
in size. The ground deep-space TT&C station consists of an S/X/Ka-band (or S/X-
band) giant antenna servo feeder subsystem with antenna aperture of 35-70 m, a
ultrahigh-power transmitter, a ultralow noise receiver, a digital baseband terminal
with extremely low C/N, threshold and extremely narrow band phase-locked loop,
a super-high stability atomic frequency standard, time-frequency equipment and
interferometer angle-measuring subsystem, etc. It is mainly intended for orbit
determination for the probes, using high-accuracy interferometer to measure
angle, range, and Doppler frequency; telemetry of the probes, using downlink
radio transmission channels to send the engineering data and mission data of the
probes back to the ground for recording, displaying and processing, and real-time
monitoring of the operating environment inside the probes and the operating status
of equipment wherein; command of or data injection to the probes so that the deep-
space probes act as predetermined and travel in orbits as designed; and
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telecommand of the on-time activation or deactivation of the probes, using uplink
wireless transmission channel to transmit the ground control commands to the
onboard command receiver for decryption. Taking advantage of digital communi-
cation technologies, the deep-space C&T system usually performs information
transmission by sending detected deep-space information back to the ground for
processing.

1.4.4 Phased Array C&T System [7]

The phased array TT&C system is a system which enables tracking, telemetry, and
command (TT&C) and information transmission, using phased array antenna. After
phased array antenna came into being, it was first applied to phased array radar and
then in the communications field. This brought about a phased array communica-
tion system. In both fields, two different development directions can be seen. The
former focuses on the technical issues concerning radar. The latter mainly involves
smart antenna (e.g., adaptive array antenna), with its focus on the research and
study of such technical issues as communication bit error rate and antijamming.
C&T technology involves both CW radar and communications. Therefore, the
phased array system incorporating this technology is known as a phased array
C&T system. It is still mainly applied to: the CW radar filed, for example, the
united carrier TT&C system requiring orbit determination, and the data transmis-
sion field, for example, SMA of TDRSS.

There are increasing demands for phased array C&T systems, mainly reflected in:

(1) Multi-target TT&C. Multi-beam of phased array antenna can be used for multi-
target TT&C. In the aerospace field, the emergence of “one rocket launching
multi-satellites,” “constellation,” and “satellite cluster” has made multi-target
TT&C a research hotspot. In the aviation field, the vigorous development of
UAVs has brought about research projects concerning TT&C of multiple UAVs.

(2) SMA service of TDRSS. TDRSS allows for multiuser data transmission and
TT&C, taking advantage of the onboard satellite phased array antenna and the
ground multi-beam forming technology.

(3) Antijamming demands. The antijamming function is critical to military TT&C
systems. Phased array can be used to form adaptive spatial filter, adaptive beam,
etc. to suppress the jamming from incoming waves in different directions.

(4) Demands of onboard phased array conformal antenna. In the TT&C and
information transmission system for a flight vehicle, the return transmission
bit rate is high, and the transmission choke point is EIRP of the onboard
transponder. This is attributable to the antenna that cannot be made even bigger
due to the constraints on the volume and weight of a flight vehicle. A good
solution is to use an onboard phased array conformal antenna for the vehicle to
increase the surface area of the antenna so as to improve antenna gain and
obtain a wide scanning angle scope.
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1.4.5 High-Accuracy Missile Range-Measuring System [3]

The missile TT&C system is a system which measures and controls various mis-
siles. There are missiles such as strategic missile and tactical missile (including
conventional rocket projectile, warhead, etc.). Missiles distinguish themselves from
satellites due to their different missions. Accordingly, the TT&C system for mis-
siles has distinct features, design method, and test method with respect to its
technical requirements, composition, and scheme. The most stringent requirements
are imposed on the TT&C system for flight test qualification of strategic and tactical
missiles. This is mainly intended for: @ verifying the technical performances and
accuracy of missiles and providing data for design improvement and finalization, @
providing real-time security control information for security control systems, (3)
providing oversight and indication information to command systems at all levels,
@ providing relevant data to application systems.

Such system is mainly used for high-accuracy exterior ballistic measurement
during a missile flight test. It can also be used for tracking and measurement of the
powered phase of a rocket during a satellite launching process. It mainly provides
high-accuracy measurement data for post data processing and real-time information
for safety control systems as a basis to perform safety control or not. The measure-
ment information includes range, velocity, and angle-measurement components,
which can serve as an independent safety control information source or form
multiple information sources together with other information sources contributed
by other measurement devices.

The measurement data provided after the event have higher density and accuracy
than those provided in real time. Through processing by personnel after the event,
high-accuracy exterior ballistic measurement data can be provided and used for
analyzing and separating the error coefficient in a missile or rocket guidance
system, so as to improve the guidance system, the hit (injection) accuracy, and
the lethality of weapons.

1.4.6 Near-Space Vehicle TT&C and Information
Transmission System [8]

The near-space vehicle TT&C and information transmission system is a system that
enables TT&C and information transmission for any near-space vehicle which
travels at 20-100 km above the Earth. It is used for (1) transmitting information
acquired by the vehicle and resulted from reconnaissance, remote sensing, com-
munication, monitoring, etc.; (2) measuring the orbit of the vehicle; (3) performing
telemetry, telecommand, and security control of the flight vehicle and its onboard
devices.
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According to the velocity of the flight vehicles subjected to TT&C, it can be

divided into C&T systems for hypersonic vehicles, supersonic vehicles, subsonic
vehicles, and aerostats.

(1) Hypersonic vehicle C&T system: Hypersonic vehicles fly five times faster than

the velocity of sound. Their flights in the near space may cause the ionizing of
the thin atmosphere there, leading to the generation of plasma sheath (black-
out), which accounts for the attenuation or interruption of radio signals. To
reduce the influence of blackout, therefore, equipment with a higher operating
frequency is generally employed. For example, telemetry and tracking TT&C
equipment operating in millimeter or higher operation band is used to perform
tracking, FM telemetry, spread-spectrum telemetry, high alphabet safety con-
trol, spread-spectrum safety control, etc.

(2) Supersonic and subsonic flight vehicle C&T system: Supersonic and subsonic

flight vehicles travel at about twice the speed of sound. Generally, the C&T
systems for them must be reusable. Due to the strong multipath interference
resulted from taking off, landing, and low-elevation long-distance covering,
C&T systems with anti-multipath interference capability are generally
employed. The UAVs flying in the near space are just the case. Their C&T
system is generally composed of a launching/recovery subsystem, a mission
control subsystem, a line-of-sight link, a beyond visual range link, a high-speed
data transmission link, etc.

(3) Aerostat C&T system: Aerostats fly slow and are equipped with simple C&T

systems. In certain circumstances, however, a high-speed data transmission
capacity or multi-target C&T capacity is required for them.
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Chapter 2
Theories and Technologies of Tracking
and Orbit-Measuring

2.1 General

Tracking and orbit-measuring refers to tracking and measuring the flight trajectory
of a flight vehicle by using measurement elements such as range, velocity, angle,
and altitude measured by the measuring stations. “Trajectory” is a general term.
The unpowered flight trajectory of spacecraft-like satellites refers to orbit, which
follows the orbital dynamics. The powered flight trajectory of missiles and rockets
refers to ballistic trajectory; the flight trajectory of aircrafts generally refers to track.
Trajectory and track both follow the aerodynamics. Thus, orbit-measuring as
discussed in this book refers to orbit measurement of spacecraft, trajectory mea-
surement of missiles, and track measurement of aircrafts.

The flight trajectory of center of mass of a spacecraft revolving around the Earth
refers to its motion orbit. Under ideal conditions, its motion around the Earth conforms
to Kepler’s laws, and its motion trajectory is an established Keplerian ellipse. So the
path is called the orbit. In fact, the Earth is not a perfect sphere and its mass is unevenly
distributed. Moreover, due to atmospheric drag, attraction of other celestial bodies to
the spacecraft, and the acting forces of solar radiation pressure on the spacecraft, the
spacecraft orbit becomes a complex curve approximating the Keplerian ellipse. The
said acting forces are generally called “perturbing forces,” and the deviation of
spacecraft orbit from the Keplerian ellipse is called “perturbation.” Since actual
orbit deviates from the theoretical orbit, orbit measurement must be performed to
control the spacecraft in order to maintain traveling in originally designed orbit or
carry out necessary “orbital transfer.” Methods of orbit determination mainly include:

(1) Geometric orbit determination: Also called kinematics orbit determination, it uses
target angle, range, velocity, and other parameters measured by one or more tracking and
measuring stations to calculate and obtain instantaneous position and velocity of the
spacecraft according to relative geometric relationship and then obtain its flight trajec-
tory through point fitting. This method is just a geometric approximation to the true
orbit and does not reflect actual change law of spacecraft orbit. So it has poor precision.

© National Defense Industry Press, Beijing 15
and Springer-Verlag Berlin Heidelberg 2015

J. Liu, Spacecraft TT&C and Information Transmission Theory and Technologies,

Springer Aerospace Technology, DOI 10.1007/978-3-662-43865-7_2



16 2 Theories and Technologies of Tracking and Orbit-Measuring

(2) Dynamics orbit determination: For orbiting spacecraft, first obtain the pre-
liminary model of the spacecraft orbit according to the location, velocity, and
direction of the injection point and then use the dynamics model of the spacecraft
orbit to determine its orbit (e.g., six Kepler orbit elements) after taking into account
various forces on the spacecraft in orbit during its motion. Since spacecraft orbit is
determined by orbit dynamics model and its observation values relative to each
measuring station can be determined by the model, there is no need of vast measured
data to determine spacecraft orbit, and the data measured by the measuring stations are
justused to improve the orbit model. That is, use the perturbation theory and statistical
approach to solve the theoretical value of the orbit and figure out another orbit value
based on the measurement element values obtained from the measuring stations, then
take the difference between these two orbit values as the initial value for improved
orbit and repeat the iteration to correct parameters and initial conditions of orbit’s
mathematical model until a high-precision orbit determination is achieved. Due to the
application of constraint conditions specific to orbiting, the dynamic method has
higher orbit determination precision than geometric orbit determination method.
Moreover, it needs fewer measurement elements, so any one measurement element
can be used for orbit determination, such as velocity, range, or angle.

For flight vehicles having driving force or more air drag such as missile and
aircraft, it is not suitable to use dynamic orbit determination method due to its poor
accuracy. Generally, geometric method is applied. Based on precise formula and
sound numerical approaches, the data, such as angle, range, and velocity measured
by the measuring stations, are used to determine the orbit of the spacecraft, in which
the system errors are corrected and the random errors are smoothed to obtain
accurate orbit. Since the flight vehicle is in motion, its orbit can be determined
only when both its velocity and location are determined, that is, six orbit elements
X,¥,2,Xx,y,Z should be determined. It can be seen that orbit measurement involves
two aspects, namely, velocity measurement and location determination.

2.2 Localization and Orbit-Measuring

2.2.1 Localization

Spatial localization of the flight vehicle is a three-dimensional locating problem. At
least three independent location parameters are needed to determine the spatial
location of the target. Currently, location parameters which can be measured mainly
include range R, azimuth angle A, elevation angle E, range sum S, range difference
r, and direction cosine (including /, m, and n), just three of which are enough to
determine the spatial location of the flight vehicle. The geometric principle of
localization is to make three geometric surfaces by using these three location
parameters. The intersection point of these surfaces is the spatial location of the
vehicle. This geometric theory localizing the spacecraft is called location geometry.
Three location parameters as measured can be used to name the localization system,
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for example, (A, E, R) localization system and (R, S, r) localization system. As any
three of six location parameters can form a localization system, there are 56 com-
binations of three that can be drawn from six parameters, namely, 56 localization
systems in total. Similarly, there are also 56 systems in velocity measurement, such
as (R,A,E ). At present, there are many definition methods for the locating system.
According to the localization geometry theory, the better definition method is using
the name of measurement elements.

The geometric surfaces decided by seven major location parameters in engi-
neering application are summarized as follows [1]:

(1) Range R: the distance between orbit-measuring station and the flight vehicle.
The flight vehicle may be located at one point on a sphere which takes the
measuring station as its center and R as its radius. In the (x, y, z) coordinate system,
R meets the following expression:

Y 4+y4+2=R (2.1)

The geometric figure of the sphere is shown in Fig. 2.1.

(2) Elevation angle &: angle of elevation of the flight vehicle relative to the
ground. In the (x, y, z) ground-transmitting coordinate system, elevation angle shall
be determined by:

K +y* =7cot’e (2.2)

Its geometric figure is a cone, as shown in Fig. 2.2.

As shown in Fig. 2.2, xOy is the horizontal plane. The vehicle may be located at
any point on this cone.

(3) Azimuth angle @(f): angle of azimuth of the flight vehicle in the (x, y, z)
coordinates. The azimuth angle should be determined according to the following
expression:

y =xtang (2.3)

2

Fig. 2.1 Target location
sphere determined
by range R A
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Fig. 2.2 Target location
surface determined by Z A
elevation angle ¢

Cone

Fig. 2.3 Target location
determined by azimuth
angle ¢

N

The geometric figure of azimuth angle is a plane perpendicular to xOy horizontal
plane, as shown in Fig. 2.3.

The flight vehicle may be located at any point on this plane.

(4) “Range sum” S =r;+7;, where r; refers to the distance between the master
station and the target and r; refers to the distance between the slave station and the
target. At this point, the target is located on a rotational ellipsoid determined by the
following expression:

S =T +I‘j

1

=[x+ 0=+ -2

1
2

+ {(X —x)" + (y - yj)2 +(z - Zj)z} (2.4)

where x; = [x;y;z:]", Xj= [xjy,z_,]T are the ith and jth station locations, respectively,
and x =[x, y, z]" is spatial location of the target. The rotational ellipsoid determined

by the said expression is as shown in Fig. 2.4.
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Fig. 2.5 Target location surface determined by range difference r

(5) Range difference r=r; — r;: at this point, the target is located on a rotational
hyperboloid determined by the following expression:

=r;— rj

ol

(=) + (=3 + (= 2)’]

- {(x—x/)er (y—y_,-)2+ (z—Z_/)ZT (2.5)

where all symbols have the same meaning as those in Expression (2.4).

The rotational hyperboloid determined by the said expression is as shown in
Fig. 2.5.
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Fig. 2.6 Target location z
surface determined by
direction cosine
d
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(6) Direction cosine:
[ = cosa
m = cosf} (2.6)

n=cosy=vV1—_F—m?

Target location surface determined by direction cosine is shown in Fig. 2.6.

In Fig. 2.6, three direction cosines (! = cos @, m = cos f§, n = cos y) correspond to
three cones which take x-axis, y-axis, and z-axis as cone axis and «, 3, and y as semi-
vertex angle, respectively (the figure shows an n=cosy cone). Any two cones
intersect in a line of direction d, i.e., the line of position (LOP).

It can be seen from Fig. 2.6 that target location surfaces determined by both
direction cosine and elevation angle are cones (because they are measured angle
parameters). The difference is that the geometric surface of target location deter-
mined by direction cosine is a cone taking the baseline between two stations as its
axis and having an angle a (the angle between target angle direction and the
baseline of two stations) while the target location surface determined by elevation
angle is a cone taking the normal axis of the antenna as its axis and having an angle
e. The advantage of the method of measuring direction cosine is that higher
accuracy of a measurement can be obtained.

(7) Target altitude h: the altitude is determined by the following expression:

z=nh (2.7)

Expression (2.7) represents a plane with altitude as 4, as shown in Fig. 2.7.

According to the foregoing analysis, one location parameter can only determine
that the target is located on a surface but can’t determine exactly which point it is
located on the surface. If there are two location parameters, the two surfaces
determined by these two parameters are intersected on a curve. Then, we can
only confirm that the target is located in this curve but could not confirm which
point it is located on the curve. Only by getting the point of intersection of this curve
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Fig. 2.7 Target location z
surface determined by A
altitude £

and the surface determined by the third location parameter can finally determine
which point the target is located at. R, r, and S are ranging systems, among which
one can be converted into another, and each of which is equivalent and can be
converted into the pure ranging system.

Among the localization systems, some are suitable for LEO spacecraft, others
are suitable for HEO or deep-space spacecraft; some have high accuracy, others
have low accuracy; some are high in cost, others are low. So the selection of a
localization system is very important in the TT&C system.

2.2.2 Station Distribution Geometry and Localization
Accuracy

Localization methods of spacecraft can be classified into three types: range, azi-
muth, and elevation (RAE) localization method; angle intersection localization
method; and range intersection location method. The point of intersection in
space of three geometric surfaces determined by three location parameters is the
location of the spacecraft. It is thus clear that the localization accuracy of a
spacecraft is related to both measurement accuracy of TT&C equipment and
geometry and accuracy of station distribution. Reference [2] gives an in-depth
study and provides the relevant results.

Station distribution geometry refers to the relative geometric relationship
between orbit-measuring stations and the target, which directly affect the localiza-
tion accuracy of the target. With the same internal error and external error
(or generally same), the different station distribution geometry would cause signif-
icant difference in orbit-measuring precision.

“Optimality” metric of station distribution geometry has many criteria. In
general, the following minimum criterion is adopted for study of the optimal
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Fig. 2.8 Ground y
non-inertial launch
coordinate system
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localization geometry (error F expressed in this method is also called statistical
module length):

2 2 2
F=o0%x+oy+o0;
Total linear error is
o = 6)2(4-6)2,4-63 =VF

where 6,, d,, and 6, are the location error in the directions of x-axis, y-axis, and
z-axis in the ground non-inertial coordinate system, respectively.

It can also refer to velocity error. The study results are applicable to both. A
selected coordinate system is shown in Fig. 2.8. The xOy surface and target launch
surface coincide with each other; xOz is the ground surface; (x, y, 0) represents the
coordinate of the target; and (xo, 0, 0) refers to the subsatellite point of the target.

2.2.2.1 RAE Localization System

A ground non-inertial launch coordinate system is shown in Fig. 2.8.
When ranging RMS error is 6z and angle measurement RMS error is 64 = 6, the
location error expressed by statistical module length F is

F =0k +R*(1+ cos’E)o; (2.8)

where R is the distance between the measuring station and the target and E is the
elevation.

A geometric relationship in single-station orbit determination is shown in
Fig. 2.9.
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Fig. 2.9 Geometric ¥
relationship in single-
station orbit determination
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When the orbit determination stations are distributed in different locations, F has
different values. The station distribution with F' being the minimum value is the
optimal distribution. According to the analysis of Reference [3], the target is
located in the vertical line of Ox axis where z=0, i.e., at subsatellite point (xo,
0, 0). Then, the location error is

F= [F]% + (y2 + 22%)6%
When z; =0, then
F =03 + Yo, (2.9)

where y refers to target altitude.

It is clear that the higher the target, the larger the location error will be.

Considering there is an unsafe area | 7 | < dy (dy is the distance to safety line) in
the test range, optimal address of orbit determination station shall be at (xo, 0, £d,),
as shown in Fig. 2.9.

When two sets of RAE orbit-measuring equipment are used, optimal station
distribution is located at (x, 0, dy) and (x, 0, —d), respectively. Then, the location
error is 1/2 less than that of single-station localization. The optimal station distri-
bution properties of RAE localization are summarized in Table 2.1.

2.2.2.2 *“‘Angle Intersection” Localization

This method adopts two or more high-precision angle measuring systems (such as
optical theodolite or interferometer) to find the direction of the target and uses the
point of intersection of two or more direction lines to determine the target location.
(1) Dual-station angle intersection localization
Given angle measurement accuracies of two stations are ¢, and o5, respectively,
01 = 0,. Optimal station address is located at the straight line which is perpendicular
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Table 2.1 Optimal station distribution properties of RAE localization

S/N | Item Single-station localization Dual-station localization
1 Optimal station On the vertical line of x-axis | On the vertical line of x-axis
distribution location in xOz plane passing through |in xz plane passing through
the subsatellite point the subsatellite point
2 Vertical distance between | z; =d (or z; = —d) zy =dg (or zo = —dg)

orbit-measuring station
and subsatellite point

3 Spatial included angle
of the target

BF =2% arctan(dy/y)

4 Elevation between
orbit-measuring station
and the target

E=90° —a*

E=90° —a*

5 Slant range between
orbit-measuring station
and the target

R = [+ di)

R = [+ dif

Minimum risk value

Fonin = 0 + (2d2 + )3

Fmin: 1/2Fmin

7 Optimal estimation
accuracy of target
location

oy =doo,
1
2
Oy = [()’/R*)zalze + dOUA]
1
3

0, = [(do/y) % + 03]

(va Oy, 52) = %(Um Oy, Gz)

Note: d is the distance to safety line

to Ox axis and passes through the subsatellite point. Two stations are located at both
sides of Ox axis, respectively, and the distance between station and Ox axis is:

where y is the target altitude.

d = 0.67183y

Then, optimal localization accuracy is

oy = 0.4751y0y,
o, = 1.0263y01,

oy = 1.5276y0,
Fonin = 3.61235y%62

(2.10)

(2.11)

Geometry of the station distribution is shown in Fig. 2.10.

(2) Tri-station angle intersection localization

Optimal station distribution is of a regular triangle, and the subsatellite point is
located at the center of such regular triangle. The vertex of the regular triangle
is located at a station distribution circle. The location error is

F = o’R*

(R* + y*d* + 4d*)
[3d* (R* + y2d*)]

(2.12)
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Fig. 2.10 Geometry of ¥
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Fig. 2.11 Geometry of Station 1
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The optimal radius is
d =0.70387y

Geometry of the station distribution is shown in Fig. 2.11.
Then, optimal localization accuracy is

o, =0, =0.52y61, 06, =123y61, Fpin=2.0454y%¢] (2.13)
where y is the target altitude and o, is the angle measurement error.
It is thus clear that orbit determination error in angle intersection method also

increases with the increase of the target altitude. Station distribution properties of
“angle intersection” orbit determination are listed in Table 2.2.

2.2.2.3 “Range Intersection” Localization

This method is to draw multiple spheres taking the stations as the center and the
range measured by multiple high-precision ranging systems as the radius. The point
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Table 2.2 Optimal station distribution properties of angle intersection localization

S/N

Item

Tri-station intersection
localization

Dual-station intersection
localization

Geometric figure of opti-
mal station distribution
(takes the subsatellite point
as the center)

Regular triangle

The baseline between two
stations passes through the
subsatellite point and is
perpendicular to x-axis, and
the distance between sta-
tions and the subsatellite
point is equal

station and the target

Radius of station distribu- | d=0.70387y d=0.67183y
tion circle

Space intersection angle B2 = P13 =Pz =59°48 Pi1r=67°48
between two stations and

the target

Elevation between each E =E,=E;=20°18 E,=E,=56°6

Slant range between each
station and the target

Ry=R,=R3=1.2229y

Ry=R,=12047y

Baseline between stations

D12:D|3 :D23 = 121914y

D> = 1.34366y

Minimum risk value

Fonin = 2.0454y%62

Fomin = 3.61235y%62

Optimal estimation accu-

o,=0,=0.52y0,

0,=04751yo,

racy of target location 6,=0.123y0, o,=1.5276yc,
0, =1.0263y0,
Included angle between 6, =0, (arbitrary, take 30° 6, =90°
the radius of station distri- | in practice)
bution circle and x-axis 0, =0, +120°, 0, =270°
05 =0,+240°

(1) Tri-station range intersection localization
When three stations are located at the same station distribution circle,

A

of intersection of these spheres is the target location (three or more spheres must be
provided).

F {1 N [20 - cosﬂ12ﬂ13ﬂ23>] }62

where

Ay = 1+2c08 f1pfi3fas — o8’y — cos B3 — cos’fas

where oy is ranging error of the measuring station, f3;, is the space intersection
angle of Station 1 and Station 2 at the target, f,5 is the space intersection angle of
Station 1 and Station 3 at the target, and 3 is the space intersection angle of Station
2 and Station 3 at the target.
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Under the condition of 51, = f3;3, the 1, which makes F minimum can be solved as
cos 1, = cos 13 = cos fx3

Then,
cos 1, = cos B3 = cos fx3

That is, the geometric figure of tri-station distribution is a regular triangle, and
the subsatellite point is located at the center of the regular triangle, and

F:612e+0.12e{[8(y2+d2)_(Zyz_dz)}x} (214)

27d*y?

It is clear that F also relates to d, i.e., F value changes with d.

In order to compare three localization methods more intuitively, the localization
accuracies of RAE method and angle intersection method for geostationary satellite
localization are estimated as follows.

For RAE single-station localization method, the expression of total linear error
in case of optimal station distribution is

oL = VF = \Jo} + (2} +y?) o (2.15)

When ranging error or=4 m, angle measurement error o,=0.01°=
0.0001745 rad, geostationary satellite altitude y~3.69 x 10* km, and dy=0,
through calculation we can get §; = 6,440 m.

For tri-station angle intersection localization method, the expression of total
linear error in case of optimal station distribution is

o = VF = 1/2.0454y262 (2.16)

When angle measurement error o, =0.01° =0.0001745 rad and target altitude
vy~ 3.69 x 10* km, then we get 6;, =9,210 m through calculation.

It can be seen from the above calculations that the tri-station range intersection
localization method has the highest accuracy in geostationary satellite localization.

Let OF/0d=0, the radius of the optimal station distribution circle can be
obtained as

d =2y (2.17)
and so

Fnin = 305 (2.18)
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It is thus clear that optimal station distribution geometry in tri-station range
intersection localization method can be summarized: three stations are distributed
in a circle taking the subsatellite point as its center; the radius of the circle is d
= \/2y; three stations are arranged like a regular triangle.

(2) Four-station range intersection localization

When four stations are distributed on the same circumference, if the four stations
constitute a rectangle, compared with other inscribed quadrilateral distribution
schemes, it will have a minimum value of F, namely,

_ o2 (y? +d*) (4y* + d%)

F
4y2d?

(2.19)

from which it can be seen that F varies with d. By letting 0F/0d =0, the d that
makes F minimum can be obtained, i.e.,

d =2y (2.20)

and the minimum F is
9
Fuin = <Z> ox (2.21)

It is clear that F,;, is 1.33 times less than that of tri-station localization.

According to the foregoing, an optimal station distribution geometry in a four-
station range localization method can be summarized: four stations are distributed
in a circle taking the subsatellite point as its center; the optimum radius of the circle
isd= \/zy; four stations are arranged like a square.

Geometric graph of optimal station distribution in “range intersection” localiza-
tion is shown in Fig. 2.12.

Optimal station distribution properties of range intersection localization are
listed in Table 2.3.

S1 S4

d=12 d=2y

S(L)Jil:r)]-tsatelhte Sub-satellite
i point

S2 S3
S2 S3

Fig. 2.12 Geometric graph of optimal station distribution in range intersection localization. (a)
Tri-station intersection and (b) four-station intersection
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Table 2.3 Optimal station distribution properties of range intersection localization

Four-station intersection

Tri-station intersection

S/N | Item localization localization

1 Geometric figure of optimal | Square Regular triangle
station distribution (takes
the subsatellite point as the
center)

2 Radius of station distribu- | 7 = /2y d=+2y
tion circle

3 Space intersection angle B2 =P1a= P23 =P34=70°30" | f1o=P13=P23=90°
between two stations and P13 = Pos = 109°30/
the target

4 Elevation between each E;=35°16'(i=1,2,3,4) E;=35°16'(i=1,2,3)
station and the target

5 Slant range between each R; = \/§y(i =1,2,3,4) R = \/§y(i =1,2,3)
station and the target

6 Baseline between stations D, =D4=Dr3=D3,=2y Dy =Dz =Dy = \/éy

Dy3 = Doy = 2V/2y

7 Minimum risk value Frnin = (9/4)0? Fomin =302

8 Optimal estimation accu- oy=0,=0,= (\/3/2)61? 0y=0,=0.=0p
racy of target location

9 Included angle 6, between |8, =6, (arbitrary, take 45° in | 8, =6, (arbitrary, take

the radius of station distri-
bution circle and x-axis

practice)

30° in practice)

0,=0,+7/2, 0,=0,+120°
03=0,+xn 03 =0, +240°
04 = 0, +%

According to the foregoing, it can be summarized as follows:

(1) Localization accuracy of RAE method and angle intersection method decreases

with the increase of spacecraft altitude y. So both methods are more applicable
to LEO spacecraft, instead of HEO spacecraft.

(2) Localization accuracy of range intersection method is independent of the

spacecraft altitude and is only related to ranging accuracy oy in optimal station
distribution. So it is most favorable to the localization of HEO spacecraft.

(3) The optimal station distribution in range intersection localization is of a circle

with the diameter equal to \/§y. When y=4 x 10* km, the diameter is
5.6 x 10* km. It is clear that this could not be realized on the surface of the
Earth. So it is impossible to realize optimal station distribution on the Earth.
What can only be done is to expand the distance between orbit-measuring
stations as much as possible. Then, specific station distribution geometry
requires specific localization accuracy calculation.
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2.2.3 Trajectory Measurement System

In order to measure the trajectory of the vehicle, at least six measurement elements
must be measured. Several common systems composed of these measurement
elements and their relevant characteristics are summarized as follows [4].

2.23.1 RAE System

The RAE system is also called single-station system or ranging and angle
measurement system. Measurement elements R, A, and E are used to determine
the location of the flight vehicle. Through differential smoothing, R, A, and E can
also be used to determine the velocity of the flight vehicle. If higher velocity-
measuring accuracy is required, the carrier Doppler velocity measurement can be
used. Continuous wave radar, pulse radar, and optical theodolite with a laser
ranging device can constitute this system. Due to limited angle measurement
accuracy, this system has poor measurement accuracy for long-range targets. So it
is a mid- and low-accuracy measurement system. It is a main system in satellite
TT&C systems.

2.2.3.2 Multi-RR System

The multi-RR system is also called the range intersection system, in which each
station independently measures R and R (the number of stations >3) and baseline is
generally several hundred kilometers to several thousand kilometers. The transpon-
der operating in this multi-receiver and multi-transmitter system must make a
multichannel response in frequency division or code division method. So the
multichannel transponder is one of the key issues. This system is applicable to
intersection measurement using multiple pulse radars and continuous wave radars.
Without need of baseline transmission, each station is relatively independent. So
the station is distributed in a flexible way. According to the accuracy of the
measuring station, a high- and mid-accuracy measurement system can be consti-
tuted. Currently, it has been widely used in missile high-accuracy measurement
system, satellite TT&C system, and satellite navigation system and is a promising
high-accuracy measurement system.

2.2.3.3 Rlm System
The Rlm system is also called short-baseline interferometer system. It consists of

one master station and two slave stations. In general, the baseline is very short, only
tens of meters to several kilometers. The range between the master station and the
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target is R; direction cosines of range difference between master station and slave
station are / and m. Measurement elements of this system are R, [, m, R s i , and m.
It uses carrier frequency signals to measure range difference and has very high
accuracy. However, due to a short carrier frequency period, the range ambiguity is
very serious. So it is required to place multiple antennas on the baseline to solve
the ambiguity. Under short-baseline conditions, ambiguity resolving is easy. But if
the baseline is too long, the number of antennas will increase, the system will be
complex, and the cost will be very expensive. Under short baseline conditions, by
dividing the range difference by the baseline length, one can obtain direction
cosines [ and m. Signals between master station and slave station can be transmitted
through phase-compensated cables or optical fibers. Due to lower measurement
accuracy of direction cosines, this system is applicable to mid-accuracy
measurement.

2.2.3.4 Rr; System

The Rr; system is also called medium- and long-baseline interferometer system.
Measurement elements of medium- and long-baseline interferometer system are R,
I R, and 7; (i=1, 2, ...n, n>2, ris the range difference between master station
and slave station). Baseline length is generally dozens of kilometers, i.e., LOS.
Signals can be transmitted through microwave communication or optical fibers.
As the baseline length increases, range ambiguity when measuring range difference
by the carrier will be more serious. So we have to use modulation signals to measure
the range difference. The accuracy of measuring range difference in this system is
lower than short-baseline system. But because the baseline is longer, equivalent
angle measurement accuracy is higher than short-baseline system. When signals are
transmitted via a microwave link between master and slave stations, it is required to
build a baseline transmission tower. Standard frequency of master station should be
sent to slave stations as their frequency reference; slave stations should convert and
transmit received signals to the master station. The master station will extract,
record, and transmit in real time information about velocity-measuring and ranging
of master and slave stations to the data processing center, while the slave station
will only receive and retransmit the measurement information, without need of
timing and data recording devices.

2.2.3.5 Multi-AE System

The multi-AE system is also called angle intersection system. It can be constituted
by multiple interferometers or by a combination of a cinetheodolite, electrooptic
theodolite, and monopulse radar. Its measurement elements are multiple groups of
A and E. Radar and optical observations are independent. There is no relation
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between devices. Associated instrumentation refers to combined utilization in
data. In principle, arbitrary combination is available. At present, with technical
development, the baseline uses optical fiber transmission and connected element
interferometer (CEI), and very long baseline interferometer with intercontinen-
tal baseline appeared, thus significantly improving measurement and localiza-
tion accuracy. Since only a beacon is installed on board to perform broadcast
transmission and one-way measurement is performed on ground to implement
passive tracking, equipment is simplified. Moreover, there is no rang system
error introduced by the transponder in ranging, and radio star can be used for
angle calibration, so another idea is provided for improving localization
accuracy.

2.2.3.6 Multi-SS System

The multi-SS is also called kSS system. This system requires measuring the range
sum and its rate (k > 3) only. Generally, it consists of one transmitting station and
multiple receiving stations. It can be classified into medium-baseline system and
long-baseline system. There are two methods in measuring range sum, namely,
modulation signal ranging method and integral ranging method.

(1) Medium-baseline kSS system

Its system structure is very similar to that of a medium-baseline interferometer.
The difference is that information transmission on baseline is in opposite direction.
The transmitting station transmits time and frequency standards to the receiving
station, and the receiving station performs SS measurement. The kSS system and
interferometer have no essential distinction. They both use SS measured by the
stations to calculate 7.

(2) Long-baseline kSS system

This system features a single-carrier frequency signal and simple equipment.
However, due to long baseline, if integral ranging method is used, other measures
provided by external equipment or the internal system are required to provide the
start point of integral, and no contingency interrupt is allowed for signals. All
stations should provide timing, frequency reference, communication, and data
recording devices to independently measure S. No signal is transmitted between
stations. Due to long baseline, this system is applicable to high-accuracy
measurement.

The above-mentioned systems are quite distinct from each other. In selecting a
system, one should take an overall consideration in terms of system engineering
according to measurement accuracy requirements, operating requirements,
and cost.
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2.3 Velocity-Measuring Theory and Technology:
Two-Way, Three-Way, and Single-Way
Velocity-Measuring Technologies

2.3.1 CW Velocity-Measuring

The principle of measuring the target velocity is that, based on the Doppler effect in
physics, when CW radar wave illuminates the target, the target will move and
produce Doppler frequency which is in direct proportion to the velocity of the target
relative to radar movement and in inverse proportion to wavelength 4. When the
target flies to the radar station, Doppler frequency will be positive and the frequency
of receiving signals is higher than that of transmitting signals. When the target
departs from the radar, Doppler frequency will be negative and the frequency of
receiving signal is lower than that of transmitting signals.

The velocity can be measured by measuring the Doppler frequency shift.
The most basic method is the two-way carrier Doppler velocity-measuring. The
two-way carrier Doppler velocity-measuring system is mainly composed of
a ground transmitter, flight vehicle transponder, and ground receiver. Generally, a
phase-lock coherent transponder is used. A noncoherent transponder with indepen-
dent local oscillator is also available. “Coherent” refers to a certain phase relation
between output and input signals; otherwise, it is “noncoherent.” Velocity mea-
surement corresponding to the former is called coherent Doppler velocity-
measuring. Velocity measurement corresponding to the latter is called noncoherent
Doppler velocity-measuring.

(1) Two-way Doppler velocity-measuring with coherent transponder

For coherent transponders, because after an uplink one-way Doppler frequency
is retransmitted by a coherent transponder with a coherent turnaround ratio
1/p = fuplink/fdowntink, Doppler frequency is transformed 1/p times. The combined
Doppler frequency of uplink and downlink is almost twice of downlink one-way
Doppler frequency. It is well known that the radial velocity of the target is:

fu
T+ fa

(2.22)

where f, is the downlink receiving frequency on ground.

The coherent transponder is generally a phase-lock transponder. Figure 2.13
shows a common solution.

In Fig. 2.13, the receiving frequency of the transponder is

1
frTrzms = <Nl + Ny + z)fv

where f, is the VCO frequency.
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Fig. 2.13 Principle block diagram of phase-lock transponder

Transmitting frequency is

Fotrans = Naf,
Phase-lock transponder turnaround ratio is
P _ Jorrans _ N3 _ f downlink (2.23)

B fTrans _Nl +N2 + 1/2 - fuplink

(2) Two-way Doppler velocity-measuring with noncoherent transponder

A noncoherent transponder can also be used for a two-way Doppler velocity
measurement system. But in order to improve velocity measurement accuracy,
reasonable measures should be taken to eliminate noncoherent components from
transponder noncoherent LO. According to different elimination schemes, the
method can be classified as “ground station canceling method,” “transponder
canceling method,” and “transponder measuring and ground processing method.”
These three methods will be introduced in detail below. Noncoherent transponder
scheme is often used.

1) Mixed Repeating Noncoherent Transponder. As shown in Fig. 2.14, this
transponder has an independent crystal oscillator with frequency of f;. The input
signal will be down-converted, amplified, filtered, and up-converted and then
retransmitted via a power amplifier. Down-conversion LO is (m — 1)f;,
up-conversion LO is mf;, and the receiving frequency of the transponder is the
sum of uplink transmitting frequency f; and uplink Doppler frequency f;, namely,

f;‘Ttrans :ft +ffd-

Being converted twice, it becomes
berans :ft +fid +fL

Transmitting frequency contains independent LO component f;. In order to
eliminate the incoherence, mf;, the m-time multiplier of f;, should be transmitted
to the ground station to eliminate f; incoherence in the process of extracting
Doppler frequency. Figure 2.15 is the block diagram showing the ground station
extracts of Doppler frequency.
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Fig. 2.14 Mixed repeating noncoherent transponder
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Fig. 2.15 Block diagram of Doppler frequency extraction in ground stations

Ji+fLa L 2fu

Downlink signal returned from the transponder enters into the receiver, which
contains two signal frequencies: f; + f + 2f,q + frq and m(f; + fr4), where f;, and f,;
refer to one-way Doppler frequencies of the independent master oscillator of the
transponder and of ground-transmitting frequency, respectively. Two signal fre-
quencies are mixed with transmitting frequency f; and filtered by two IF amplifiers
at different frequencies and then extracted with the phase-locked loop. IF amplifier
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Fig. 2.16 IF modulation repeating noncoherent transponder

1 extracts and outputs f, + f; 4 + 2f,4; the branch of IF amplifier 2, PLL and extractor,
outputs f; +f; 4. After mixing and subtracting the two outputs, pure Doppler fre-
quency 2f;; will be outputted, thus eliminating the incoherence caused by the
independent crystal oscillator of the transponder.

2) Modulation Repeating Noncoherent Transponder. As shown in Fig. 2.16, the
transmitting signal of the transponder is a constant envelope. So the power amplifier
can operate in a saturated mode, thus avoiding the effect of intermodulation
interference and amplitude/phase conversion on measurement accuracy. A tran-
sponder is used to repeat signals from three ground stations. The carrier frequency
difference among three ground stations is small, several megahertz in general. The
transponder receives transmitting frequencies from three ground stations,
converting them into IF f;, f;», and f;3 via same mixer. Noncoherent LO frequency
fo 18 M-time frequency multiplication of f;. Three IF frequencies are filtered and
amplified by three IF amplifiers in parallel and summed to modulate the phase of
transmitting frequency of the transponder Nf; and then transmitted to the ground
stations. Since three phase modulation subcarriers (i.e., three intermediate frequen-
cies) and the transmitting frequency of the transponder contain noncoherent com-
ponents of master oscillator f;, after phase-locking and extracting the main carrier
and subcarrier in ground stations and proper frequency adding and subtracting,
noncoherent components of master oscillator of the transponder f; can be elimi-
nated to obtain pure Doppler frequency fp (Fig. 2.17).

2.3.2 Doppler Frequency Measurement Method

Currently, the digital phase-locked loop (PLL) velocity measurement method has
been widely used. Previous methods such as “determination of integer ambiguity by
fixed time,” “time determination by fixed integer ambiguity,” and “determination of
integer ambiguity by basic fixed time” are used in certain special circumstances
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Fig. 2.17 Doppler extraction in ground station for IF modulation transponder
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Fig. 2.18 The extraction and measuring of Doppler frequency in IF digital phase-locked loop

only. Now, the digital PLL of the phase-locked receiver captures and tracks the
downlink signals and extracts and measures carrier Doppler frequency. This not
only realizes software technology and multiple functions but also greatly simplifies
velocity-measuring terminal equipment. Moreover, equipment simplification
reduces additional phase noise and increases velocity measurement accuracy.

As shown in Fig. 2.18, IF digital PLL is mainly composed of digital circuits,
which eliminate the slow drift in simulating parameters of phase discriminator,
active filter, and VCO in the PLL with the change of time, temperature, and level.
The phase discriminator of the digital PLL consists of a digital multiplier and an
accumulator. The loop filter is a digital filter, generally a digital signal processor
(DSP). The digital-controlled oscillator (DCO) is composed of a digital synthesizer
driven by externally high-frequency clock. Output frequency and phase are under
control by output of the loop filter. After loop-locking, the DCO frequency is equal
to the frequency of input signals. The variation of DCO frequency control code
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fully corresponds to the frequency change of input signals, with a correct mathe-
matical corresponding relation.

Multiplying the variation of frequency control code by determined conversion
coefficient equals Doppler frequency shift of input signals. Then, output frequency
control code finishes extraction and measurement of Doppler frequency, and by
continuously outputting frequency control code (at an interval of 5-loop filter
operation repetition period), the velocity value can be continuously outputted.

Certainly, frequency code will be affected and changed by input thermal noise.
In order to eliminate the effect of thermal noise, frequency code should be
smoothed and filtered. In general, accumulative smooth is used. Accumulative
start time is under the control of sampling pulse, and smooth time is also controlled
by external commands. After smooth, frequency code will be sent to the computer
for conversion into velocity data.

Given the frequency control coefficient of the DCO is k;, input frequency is
fio +fa» center frequency f;,, and loop filter outputs control code Ny+N,, then
No=fio/k, Ny=filki. The average value of Doppler frequency code of the accumu-
lated smoothing outputs is N, and average value of Doppler frequency fp = kN,

In order to eliminate noncoherent changes of DCO-driven clock frequency and
avoid noncoherent velocity-measuring error, high-frequency clock of DCO shall be
generated by multiplication of master oscillator frequency f; of the transmitter to
make transmitter frequency source and receiver Doppler extraction circuit form a
complete coherent system. Moreover, master oscillator f; is of good short-term
stability, thus decreasing velocity-measuring error caused by introduction of Dopp-
ler frequency measurement reference.

The digital method often has quantization error. In design, efforts should be
made to reduce the quantization error to an extent much smaller than the error
caused by inputting thermal noise. When the DSP is used as the loop filter
arithmetic unit, a 16-bit operation or double-precision 32-bit operation is often
used. 16-bit operation can be used in loop filter operation. Loop self-adjustment can
be used to eliminate the effect of operation quantization error on DCO mean
frequency. The resolution of frequency control code outputted after operation will
be guaranteed jointly by loop filter output word length and DCO frequency adjust-
ment accuracy. For design, first determine the shortest word length of f, code
according to velocity range and velocity resolution. Given maximum velocity of
the flight vehicle 12 km/s, velocity resolution 0.1 cm/s, minimum capacity of f;
code 12 km/0.1 cm=1.2 x 107, and 2** = 1.68 x 10’, the shortest word length of f;
code is a 24-bit binary code. Then, derive DCO frequency control resolution from
the velocity resolution.

Given DCO frequency adjustment step size AF and velocity resolution Av, for a
two-way Doppler, there is

2A
N (2.24)
C

When f, =2 GHz, AV=0.1cm/s, we can obtain a maximum DCO frequency
adjustment step size of 0.013 Hz.
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DCO can be implemented by the DDS which consists of binary phase
accumulator and digital sine (cosine) table. Frequency control resolution depends
on bits of phase accumulator and clock frequency, namely,

_Jo

AF = 2.25
- (225)

The above discussion about the quantization is a sufficient condition, but not a
necessary condition. When the DCO frequency adjustment step size is longer or
loop filter operation word length is shorter, DCO mean frequency is always equal to
input signal frequency due to the loop self-adjustment. During locking process,
DCO control code fluctuates around the control value of the mean frequency, and
time average of the control code will be a mixed decimal. Thus, when DCO or loop
filter operation resolution is not high enough, output resolution can be improved
through time accumulation of frequency control code. Certainly, instantaneous or
short-time high resolution could not be obtained. Time accumulation of frequency
control code can both eliminate the effect of thermal noise and improve velocity
resolution in times equal to the number of smooth.

2.3.3 Theoretical Analysis of Two-Way Coherent
Doppler Velocity-Measuring Error

In the radio velocity measurement technology field, continuous wave coherent
Doppler velocity measurement is a velocity measurement system with highest
accuracy. When a higher accuracy is required, short-term stability of velocity
measurement signals is an important factor affecting the velocity measurement
accuracy. This is a special issue in continuous wave velocity measurement tech-
nology. This section will first give an introduction to the issues on signal short-term
stability.

2.3.3.1 Phase Noise Power Spectrum Density and Allan Variance [4, 6]

Phase noise is often characterized by several spectrum density functions:

(1) So(f): baseband spectrum of phase noise ®(f)

(2) Pre(f): RF signal amplitude spectrum observed on the spectrum analyzer, by
which P¢/N, can be obtained

(3) £(Af): phase noise spectrum value displayed on the phase noise tester, also
called normalized spectrum

(4) S,(f): baseband spectrum of frequency fluctuation noise

The said spectrums are common one-sided spectrums in engineering. Se(f) is a
low-pass one-sided spectrum of phase noise modulation signal ®(¢), used for
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Fig. 2.19 Block diagram of S¢( f) phase noise analyzer

measuring S¢(f), as shown in Fig. 2.19. The measuring instrument consists of a
@(r) phase demodulator, a low-spectrum analyzer receiving S¢(f) signals, and a
logarithmic converter used for display. The logarithmic scale is usually used to
display the relation between 10log Sq¢(f) and frequency. Se(f) is expressed in
radz/Hz, which should be explained to be dB relative to 1 radz/Hz, with respect to
the dB scale.

In engineering practice, although S¢(f) is really measured, 10 log £(Af) is
always displayed in the ordinate. This value is considered to be a phase noise
within 1 Hz bandwidth in a sideband at the frequency deviation. If phase noise
amplitude is small enough, £(Af) ~ So(f)/2. When it is expressed in logarithm, by
increasing 3 dB in low-pass spectrum of 10 log [£(Af)], one can obtain a correct
10 log [Sa(/)]-

The above-mentioned spectrum density functions maintain a relationship,
namely,

So(f) = $,0) (f;—) (226)

£(Af) ~ &"T(f) (2.27)

When white Gaussian noise is added, phase noise spectrum density is

, 2Ny No
No(f) =W,(f) =V s (2.28)
where P is signal power, N is noise power spectrum density, N4(f) is the spectrum
density of random variable 7'(¢) at output end of phase demodulator, and V; is signal
amplitude.

Another characterization method of phase noise spectrum density is Allan
variance. The Allan variance (;f(r) and phase noise power spectrum density are
two features both used to describe the short-term frequency stability of one signal.
S4(f) is used for frequency domain and 65(1) is for time domain. However, with
respect to their physical essence, they are indexes used to describe the same short-
term stability. They are related to each other through Fourier transform.

The relationship between phase noise power density Sy4(w) and Allan variance
63(1) will be represented in three methods.



2.3 Velocity-Measuring Theory and Technology: Two-Way, Three-Way, and Single. . . 41

(1) Integral representation method
A lot of documents have given the relational expression of 05(1) and Sy(w) [4]:

00 ¢ 2sin*(zf71) 2sin*(zf7)
/ l (nf7)? 1df 0 Solf) fo[ (nf7)° ]df 22

where 7 is sampling interval (s) of measuring Allan variance; fis frequency interval
(Hz) deviating from carrier frequency fo; S,(f) is power spectrum density of
relative frequency fluctuation Af/fy, short for relative frequency fluctuation spec-
trum density; and So(f) = S,(/)(folf ) is phase fluctuation spectrum density.

Expression (2.29) shows that the solution of Allan variance in time domain is
equivalent to H,(f)=(2 sin*(zfr)/(zfr)*) characteristic filtering in frequency
domain S4(w), where H,(f) is the transfer function of S,(f) Allan variance and
Ho(f) = {2 Szzﬁ(;‘f ) (ffo ) 2} is the transfer function of S,(f) Allan variance.

(2) Analytic representation method

In theoretical analysis, S4(f) is often of a power law spectrum model. It is an
approximate assumption. The model is

Sp(f) = hoof of ~* + hoafof 7 + hof3f 2+ haf3f ' + haof§ (2.30)
Sy(f) = hoof >+ hoaf ™+ hof® + haaf T+ hyof (2.31)

where S,(f) is expressed in rad’*/Hz and Sy(f) is expressed in (rad/s)*/Hz.

Items in the above expression are in direct proportion to powers of f, so it is
called power law spectrum. The relationship between these five noise types and
spectrum density is shown in Table 2.4.

In Table 2.4, a is each power component of power law spectrum expression in
the frequency domain, representing the type of frequency fluctuation noise. Similar
to the frequency domain, in the time domain, power law expression of Allan
variance is 05(1) = 23: _,D ", where p is the power, u=—a—1 (if a>1,
u=—2), representing the type of frequency fluctuation noise in the time domain
and D, and A, represent the intensity of corresponding noise. A different oscillator
has a different noise type. Quartz crystal oscillator mainly has three types of noise,
namely, PM white noise, FM white noise, and FM flicker noise. For atomic clocks,
the phase noise spectrum is greatly narrowed.

Tabl.eA 2.4 Spectrum ) Noise type o Sy(f) S(,;(f) U
densities of five types of noise - - -
PM white noise 2 | hof hoft -2
PM flicker noise 1 | hf nif! -2
FM white noise 0 |ho hof3f 2 -1
FM flicker noise -1 |hoft o3 0
Frequency random walk -2 h,zfz h,zfzof 4 1
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S4(f) is expressed in a logarithmic way:

[Sp(£)] _, = 101gh_of

—40lgf, (f, ~f, interval, frequency random walk noise)

)
[Sp(f)]_, = 101gh_fg — 30lgf, (f, ~f5 interval, FM flicker noise) (2.33)
S4(F)], = 101ghofG — 201gf, (f3 ~f4 interval, FM white noise) (2.34)
(2.35)

(2.36)

where S4(f), expressed in dBc/Hz, is the relative spectrum density relative to the
carrier.

The physical essence of the above expression is to use broken lines to approx-
imate actual phase noise curves (represented by logarithmic coordinates). Each
broken line segment has 40, 30, 20, and 0 dB/10 octave slope, representing one
phase noise type respectively. h_,, h_y, ho, hy 1, and h, , are the heights of each
broken line, respectively, representing phase noise amplitude, called intensity
coefficient, of each type of phase noise.

The curve graph approximated by phase noise power law spectrum broken line is
shown in Fig. 2.20 (approximation of three segments [S4(f)]_1, [S4(f)]o, and
[Sp(2).

The above logarithmic expressions are common approximate representations of
phase noise index in engineering. If the above curves of signals are measured, when
Igf=0, one can solve h_,, h_y, ho, hyq, and h,, in Expressions (2.32), (2.33),
(2.34), (2.35), and (2.36), namely,

Sa(f)
k]

h_Noise

Total phase noise

Ko mNoise

h+2Noise

Fig. 2.20 Phase noise
power law spectrum density 0
curve

S k-
=%

Igf
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h oy =f,21g ' (0.1K ) (2.37)
hoy =fylg ' (0.1K ) (2.38)

ho = fg 1g71(0.1Ky) (2.39)
hiy = g “H0.1K 1) (2.40)
hiy =f, g7 (0.1K 12) (2.41)

where K_,, K1, Ko, K1, and K, refer to the values of the intersection points of each
approximate broken line of h_,, h_ 1, hy, h, 1, and k. , with the vertical axis at lgf =0,
respectively, which can be solved by the phase noise spectrum density curve. They
can either be given by the analytic expression of Expressions (2.32), (2.33), (2.34),
(2.35), and (2.36) or directly solved by Expressions (2.37), (2.38), (2.39), (2.40), and
(2.41). Furthermore, it can be seen from the said expression that when f; increases
N times, dB in the first item of the expression will increase 20 1gN. Therefore, when
the frequency reference source is the same (e.g., 10 MHz frequency standard), due to
its h_o, h_1, hg, hy 1, and h, , are fixed, its phase noise index will be different after
N times of ideal frequency multiplication to generate f;, i.e., will increase by 20 IgN.

By integral solving through Expression (2.29), one can obtain Allan variance
corresponding to each item of S,(f). For example, for 4., item (PM white noise),

Se = hiofy’.

2h fe
[ay(r)]iz = ﬂz;rzz/f sin (m'f)df

2h+2 <3(fﬁ —fs)
8

T

T

_%. { sin 3 [m2(fs — f5)] cos [wz(fs — f5)] —|—%sin [27t(fs — f5)] }>

(2.42)

where f; is cutoff frequency of integral operation in calculating short-term stability,
corresponding to effective bandwidth the phase noise may give an effect on.

For example, in a phase-locked receiver, it refers to a single-side bandwidth of
the phase-locked loop. This relationship shows that short-term stability relates to
the phase-locked receiver bandwidth. Since short-term stability affects the velocity
measurement accuracy, velocity measurement accuracy relates to the phase-locked
loop bandwidth. When fg — f5 > 0.2/z, PM white noise is

[0,(0)]7, ~ % (2.43)

Similarly, the following items can be solved by integral [5], that is,
PM flicker noise:

> 1.038 4 3[In2zz(fs — f,)] ,
oy(2)], = pP. 3 A% hyy, if2me(fs —fq) > 1 (2.44)
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FM white noise:

[0y(0)]5 ~ % (2.45)
FM flicker noise:
0,(1)]” | = 2h_11n2 (2.46)
Frequency random walk:
2 27%th_,
oy (@), ~ T2 2.47)

After solving the five items of Allan variance, total Allan variance is

[‘7)’(7)]2 = [6)*(7)]272 + [GY(T)]il + [Uy(f)]é + [6}'(7)}11 + [U.V(T)]iz (2.48)

The above six expressions have the following meanings in the engineering
application:

1) For each type of phase noise, when o,(7,) of a 7; value is given, one can solve
its corresponding /1_,, h_ 1, ho, h. 1, and h, , and then obtain o,(z,) of any other 7,
value.

2) By measuring 6,(z;), 6,(1>). . . at different 7y, 75 . . ., one can obtain the 0%(1)
to 7 curve and then approximately obtain the distribution frequency interval
(corresponding to f= 1/27) of each type of phase noise from the above expression
and thus determine the type of phase noise. For example, when 65(7) is in direct
proportion to 1/z, the noise is /sy phase noise (if the phase noise could not be
determined due to too large interval of 7y, 7,. .., reduce Az until the phase noise
can be determined), and then solve h. Similarly, /.5, /., and h_, can be solved,
and thus phase noise characteristic Sy(f) will be obtained.

3) If the power law spectrum characteristic curve is given, one can obtain Allan
variance 6,(7).

The following is an example by using measured phase noise curve of a crystal
oscillator to solve corresponding o,(7).

As shown in Fig. 2.21, spectrum density of measured phase noise is £(f). As
So(f)=2£(f) has been described in previous sections, use a power law spectrum
broken line 3 dB more than £( /) in the figure to obtain an approximate S¢( f) (refer
to Fig. 2.20, shown in a dashed line). Then, the values of intersection points of the
extended line of each broken line segment with 1g(f) = 0 axis are

K_; = —88 dBc/Hz, Ky=—98 dBc/Hz
K, = —118 dBc/Hz, K,, = —158 dBc/Hz
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Fig. 2.21 Measured phase "
noise and short-term
stability of a 10 MHz crystal -80 -
oscillator

-120

U U S |
10 100 1K 10K 100K
£(f){dBe/Hz) vs fiHz}

and the corner frequencies of each broken line are
fo=1Hz, f;=10 Hz, f, =100 Hz, fs =4 kHz

From Fig. 2.21, one can get f; = 6.3 x 10° Hz since o,(7) is measured at a cutoff
frequency of 6.3 x 10° Hz.

According to the above known parameters, one can use Expression (2.39)
to obtain

ho = fo*1g ™" (0.1Ko) = (10 x 106)_2lg[0.1 x (—98)] = 1.58 x 10~*(rad)?/Hz
Similarly,

h_y = 1.58 x 1072 (rad)?
hyy = 1.58 x 1072(rad)* /Hz?,
his =1.58 x 107°(rad)* /HZ>

Then, by Expression (2.45) one can obtain

h
6,(20 ms)]; = 2—2 =39 x 10 2*(rad)?

[64(20 ms)], = 6.24 x 10~"*(rad)
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Similarly,

[64(20 ms)],, = 4.2 x 10" (rad)
[64(20 ms)],, = 0.85 x 10~ "*(rad)
[6,(20 ms)] | =4.7 x 107 "%(rad)

By Expression (2.48), one can obtain
[6,(20 ms)], = 8.8 x 10~ "*(rad)

The measured value is 6.625 x 10_12, rather consistent with the calculation
result. The larger result is caused by bigger So(f) approximate broken line.
Similarly, the short-term stability can be calculated according to phase noise

indexes given in the specifications. For example, for the following phase noise
spectrum density S¢(f) indexes:

—27 — 30lgf(dBc/Hz), 10 Hz <f <100 Hz
—32 —20lgf(dBc/Hz), 100 Hz <f <1 kHz
—52 — 10lgf(dBc/Hz), 1 kHz <jf <100 kHz
Solving steps of short-term stability are:
1) If fo =2.1 GHz, by Expressions (2.37), (2.38), (2.39), (2.40), and (2.41), one
can obtain
K_; = —27 dBc/Hz
Ko = —32 dBc/Hz
K, = —52 dBc/Hz,
Then, solve the short-term stability of noise through Expressions (2.43), (2.44),
(2.45), (2.46), (2.47), and (2.48).

2) When the unilateral loop of phase-locked receiver is 1 kHz, there are only /_
and & noise.

[6,(20 ms)]®, = 24112 =63 x 1072, [5,(20 ms)] , =252 x 107"

h
[0,(20 ms)Jg =2 =3.6 x 107 [6,(20 ms)], =19 % 107"

[6,(20 ms)], =3.1 x 107"

3) When cutoff frequency is 6.3 kHz, i, | noise exists, fs = 6.3 kHz, f, = 1 kHz.
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L. In[(277(fs5 —
(0,20 ms))?, = L8 H3 ZE[(%TOCS T4, — 188 1072
[6y(20 ms)],, =43 x 107"

[6,(20 ms)], =537 x 107!

(3) Feature point correspondence method

Analytic function representation method can be used for design calculation and
index allocation but is still complex for adjustment, testing, and fault isolation, and
its physical conception is less intuitive. Therefore, the “feature point” correspon-
dence method is proposed. It refers to measured data correspondence method.

“Feature point” refers to the point imposing the largest impact.

It is obvious from Expression (2.29) that o—i(r) is an output of Sy(w) through a
transfer function of He(f) = sin4(ﬂrf). The filtering characteristic curve of sin4(mf)
is shown in Fig. 2.22.

In Fig. 2.22, §4(f) is phase fluctuation spectrum density, |H 4(f )% is the equiv-
alent transfer function of Allan variance when inputting S,(f), S,(f) is phase-

frequency fluctuation spectrum density, and |H,(f ) is the equivalent transfer
function of Allan variance when inputting S,(f).

a Se(Nlor SN
A
S
Ssth) .
: S‘b[.f}
] J
: ]
H,(f) " (or |H1{f)|‘):
X . ! —— Hy(f)
N - Y
L 1 \\‘1" i 1 i ‘--\-f’-‘".l B
11 3 2 4
27 T 2z T

Fig. 2.22 Filtering characteristic of Allan variance oy(7)
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It can be seen from Fig. 2.22 that filtering characteristic has a peak value at f= 1/
27. S4(w) sharply decreases with fincrease, so phase noise power spectrum density
at f=1/27 will impose greatest impact on the output (i.e., the frequency window at
1/27 corresponds to the time window at 7). According to this feature point, one can
roughly solve the relationship between output Allan variance and phase noise at
f=1/2z frequency point, that is to say, measured S4(1/27) can obtain an approxi-
mate o,(7) value. For example, if measured data shown in Fig. 2.21 are given,
measured ¢,(20 ms) is 6.63 X 10~'% and £(f) corresponding to 1/2r =25 Hz is
—130 dBc/Hz (relevant S4(f) increases 3 dB, namely, —127 dBc/Hz), only the
phase noise is to be measured in future test to obtain approximate Allan variance.
That is, only phase noise at f = 25 Hz is lower than —130 dBc/Hz and 6,(20 ms) will
be better than 6.63 x 10~ "2, This result is approximate but is very convenient in
application during development, and its physical concept is also clear and definite.
If you want to represent it more accurately, additional feature points such as 37/2
and 57/2 can be used.

2.3.3.2 Theoretical Analysis of Two-Way Coherent Doppler
Velocity-Measuring Error

Time Domain Analysis Method for Velocity Measurement Accuracy

(1) Fundamental principle of time domain analysis method

Before fundamental principle description, it is firstly assumed that the additional
frequency fluctuation is not induced by either the uplink and downlink channels or
the transponder for a two-way coherent Doppler velocity measurement and the
receiving/transmitting frequency fluctuations are only induced by master oscillator
source, with a spatial time delay of T between the two frequency fluctuations. The
velocity measurement model is shown in Fig. 2.23.

It can be seen from Fig. 2.23 that Doppler frequency is equal to the difference
between output frequencies of a transmitter in different times. The integration time is ¢
which is approximately equal to sampling time. The average smooth output value is

falt) =f1@+T) = f,(1)

A0

) — I
! )

Fig. 2.23 Two-way
coherent Doppler velocity .
measurement model PG

Range delay T JEAE=DA )
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According to the theorem of mathematical expectation, the average of
differences is equal to difference between average values,

falt) =1 +T) =f1(1) (2.49)

where the first item and second item in the right side of the equation are two
measured values of transmitting frequencies with T time difference. Corresponding
time relationship is shown in Fig. 2.24.

In Fig. 2.24, if measuring at ¢;, delay time of R/T signal is T. It is obvious that
measurement of R/T signal as shown in Fig. 2.24 is equivalent to measurement of
transmitting signal as shown in Fig. 2.25.

It can be seen in Fig. 2.25 measurement of frequency difference Af between R/T
signals with delay time T is equivalent to measurement of frequency difference
(f> — f1) of the transmitting signal between frequency f; at (¢; — T) and frequency f;
at t;. For this measurement, two times in a group and multiple group method are
typically employed. The frequency fluctuation variance is calculated and then

averaged to obtain the Doppler frequency output variance of <(E —f_1)2m>,

S

A M\M MN R J e

[eusis x .

[eudis xy

Fig. 2.24 Phase and frequency relationships between R/T signals
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Fig. 2.25 Equivalent measurement of transmitting signal
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where <...> represents an average value of m groups of measurements. According
to the definition of gapped Allan variance <o-§ 2,T,7)):

(72 =F1)n)

2.50
fe 2:30)

A2 T7)) = (2~ 3)) =

where y = Aff, is the relative frequency instability; y, and y; are the value of two
measurements, respectively; T is measurement time interval; and 7 is integration
time. Expression (2.50) is the expression of gapped Allan variance of short-term
stability. So the measurement of Doppler frequency variance is equivalent to the
measurement of short-term stability of transmitter signals, i.e., if the (05(2, t0,T)) is
measured, then the velocity can be measured.

Short-term instability of signal frequency is typically expressed by Allan vari-
ance (07(2,7,7)) = 0,(¢). If the relation between (67(2, 7, T)) and Allan variance is
solved, velocity-measuring error can be calculated by Allan variance. Reference [6]
gives this relation, namely, Banes second bias function

<6§(2, T, 1)>

o3()

By(y.p) = (2.51)

where y = T/z and u is the noise type index. So the velocity-measuring error caused
by short-term stability is:

2((F, —F)? 2
= (9) M () x(senm)
= %Csz(}/,ﬂ)Gi (7) (2.52)

_VBk) oo
R V2 ’

References [6] and [7] have given B, of various types of noise:
1) For p =0, i.e., FM flicker noise with a = —1,

0 wheny =0
By =~y + (y+1)’In(y + 1) + (v — )’In(y — 1) (2.53)
41n2

2) For y = —1, i.e., FM white noise with a =0,

Bzz{r, when0 <y <1 (2.54)

1, wheny>1
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Table 2.5 B,(y,u) function table

Y
0 0.1 0.8 1 1.1 2 4 16 64 256 1024
u
0 0 0.0274 0.7667 1.000 1.089 1.566 2.078 3.082 4.082 5.082 6.082
! 0 0.1 0.8 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
-2 0 0.6667 0.6667 1.000 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667
+1 0 1.000 1.15 2.5 5.5 23.5

3) For y=-2, i.e., PM white noise with a =+2 and PM flicker noise with
a=+1,

0, y=20
By={1 y=1 (2.55)
2/3, y others

B, (y, u) function table is listed in Table 2.5.

In order to use Table 2.5 for lookup B, (y, i), one should firstly find out y and y,
where y can be solved through y = T/ for a different target range time delay T and
sampling time 7. It can be seen in the above table that, for =0 noise type, B,
(y1,0) will gradually increase as T increases. This results in increasing velocity-
measuring error oR. The physical reason is that the noise is an FM flicker noise
component with 4 =0 which is a slowly changed random fluctuation and also a
non-stable random fluctuation. Within an infinitely long time, there must be infi-
nitely great fluctuations, that is, the frequency source exits slow drift. The gapped
Allan variance could not neutralize this slow drift as T increases, so the 03(2, T,7)
increases. It is worth noticing that Allan variance will not increase because the T =1
is not high. Based on the velocity-measuring principles, when reference frequency
is drifted, it will be introduced to the Doppler value from measurement. As
mentioned above, in order to minimize velocity-measuring error, the first is to
reduce T/z value (e.g., increase 7 for constant T') and the second is to improve the
stability of the frequency source (e.g., the Allan variance with given average
sampling time 7). For that reason, a high-stability frequency source with higher =
and lower Allan variance should be used when T is high (e.g., deep-space TT&C).
For the noise of y=—1 and u = —2, both are stable random fluctuations and their
B, (y, u) does not relate to T.

The following is an example to explain velocity-measuring error caused by
phase noise (or short-term stability) of reference frequency source. Taking the
phase noise of a 10 MHz reference source in Fig. 2.21 as an example, at target
range 2,500 km and sampling time 20 ms the velocity-measuring error can be
calculated by the following steps:

1) Solve the power law spectrum coefficient. According to Fig. 2.21, there are
four types of phase noise: h_q, hg, hyq, and h,,, which have been solved in
Sect. 2.3.3.1,



52 2 Theories and Technologies of Tracking and Orbit-Measuring

h_y = 1.58 x 1072 (rad)*

ho = 1.58 x 10~ %*(rad)* /Hz
hyy = 1.58 x 1072(rad)* /Hz?
hiy =1.58 x 107*(rad)* /HZ>

2) Solve the short-term stability of each type of phase noise at sampling time
20 ms, which has been solved in Sect. 2.3.3.1, namely, [0,(20 ms)], (here, noise
type is represented by ).

3) Solve Banes second bias function B, (y, ) of each type of phase noise. Given
T =16.66 ms for the range of 2,500 km, =20 ms, y =T/ = 0.8. It can be solved
by Expressions (2.53), (2.54), and (2.55) or searched in Table 2.5 (here, noise type
is represented by u. The correspondence between u and a is listed in Table 2.4).

B,(0.8,0) = 0.7667 corresponds to/_; noise (see Table 2.4)
B,(0.8, —1) = 0.8 corresponds to /iy noise (see Table 2.4)
B,(0.8, —2) = 0.667 corresponds to /1 noise (see Table 2.4)
B,(0.8, —2) = 0.667 corresponds to /1, noise (see Table 2.4)

4) Solve velocity-measuring error caused by various types of phase noise. By
Expression (2.52), one can obtain

2
_ -8 2
akL = 75.9 x 1078 (m/s)

2 -8 2
ak}o — 1405 x 10~%(m/s)

—

2
_ -8 2
[G;JH = 56.16 x 10~3(m/s)

[0- 21 % 10-5(m/s)
Rlyp 7
Total velocity-measuring error is

a; = {akr_l + [akK + {akﬁl + [Gk} iz = 274.66 x 10~%(m/s)’

o, =16.57x 10" m/s = 1.6 mm/s

If the vehicle continues to fly to the Mars, the range is 401.3 x 10° km,
corresponding to T=2,675.3 s, y = 133,765. In this case, B,(133,765, 0) would be
very big, thus causing larger velocity-measuring error. This is because the correla-
tion of R/T signal frequency fluctuation at receiving time is reduced to decrease the
counteract effect of frequency fluctuation noise. In deep-space TT&C, in order to
reduce the velocity-measuring error, integration time z should be increased (z =60 s
for some stations) to reduce y and s_; (improve short-term stability).
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If the total short-term stability of each noise type is provided instead of short-term
stabilities of individual noise type, the following method may be used for approx-
imate calculation. It can be seen in Fig. 2.22, |H,( f )% at 1/27 frequency is maximum
value. Typically, frequency fluctuation o,(7) output at 1/27 is the main component of
total fluctuation, i.e., S,(f) noise type corresponding to 1/27 is main noise type of
output o,(7). Hence, approximate calculation may be performed based on this noise
type and total short-term stability. With the phase noise characteristics of a crystal
oscillator shown in Fig. 2.21, it is FM white noise (corresponding 7 = 1/2f=50 — 5
ms) for f= 10-100 Hz, PM white noise (z < 0.125 ms) for f > 4 kHz, and FM flicker
noise (z > 50 ms) for f< 10 Hz.

Accordingly, velocity-measuring error at different integration time z can be
calculated approximately:

@® For t=50-5 ms, FM white noise mainly occurs. In this case, the
corresponding y=—1 and B, =1 with y > 1 as lookup for Table 2.5. So the
following expression can be obtained according to Expression (2.52):

. = 72@(1) (2.56)

® For t=0.5-10 s, FM flicker noise mainly occurs. In this case, corresponding
# =0 and B, will vary with T/z as shown in Table 2.5 and the specific value can be
obtained by lookup table.

® For 7 <0.5 ms, the errors are PM white noise and PM flicker noise compo-
nents. In this case, corresponding u = —2 and as shown in Table 2.5:

If y=1, then B, =1, and

C
oy, = 75@(1) (2.57)
When If y # 1, then B, =2/3, and
C
61.? = 7§O'y(1'> (258)
When y =0, B, =0, and

The above calculation is performed for phase noise characteristics of the crystal
oscillator shown in Fig. 2.21. This calculation also can be performed using the
short-term stability specifications, such as short-term stability specifications of a
hydrogen atomic clock as listed in Table 2.6.

In the range of f=0.5-50 Hz, o,(7) is in proportion to 1/z.Thus according to
Expressions (2.43), (2.44), (2.45), (2.46), and (2.47), the phase noise is /g noise
(FM white noise). If /> 50 Hz, o,(7) is almost independent of 7 and the phase noise
is h1_ 1 noise (FM flicker noise). After the noise type is determined, corresponding
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Table 2.6 Short-term stability specifications of hydrogen atomic clock

/s 1 10 100 1,000 1,000 above
(1) 1.5%x10713 2x 1071 2x 1071 2x 1071 2x1071
f= ziT/Hz 0.5 5 50 500 500 above
Af,
Frequency Af XN, + L 72—
source f, v
Uplink channel
Transponder
X {(Np+l) (Nt 1)/N,
Frequency , AL
measurement Afo G)*—
variance
Af, Af.

1 .2 Jd X

~—{ DIA =5 @ Q. 72 |l fr

Fig. 2.26 Simplified frequency flow of a two-way coherent Doppler velocity measuring

B, can be looked up. Then, the velocity-measuring error can be calculated
according to an appropriate expression.

According to the comparison of the above two types of oscillator phase noise,
spectrum width of phase noise for atomic clock significantly reduces, and spectrum
components of every phase noise move to low frequencies.

(2) Effect of additional phase noise [8]

The above analysis assumes that R/T frequency fluctuations are caused by the
frequency reference source. However, the actual TT&C system includes multiple
oscillators, such as frequency reference source (5 or 10 MHz source), local oscillator
of transmitter (may be multiple), receiver local oscillator (may be multiple), and
local oscillator of transponder. The above sections only give an analysis to effects of
short-term stability of frequency reference source on Doppler velocity measurement
accuracy but not to the effect of the thermal noise from other oscillators and the
receiver. In practice, short-term stability of various coherent oscillators is different
from that of the frequency reference source, which includes additional noncoherent
phase noise. For example, many phase-locked frequency synthesizers have higher
additional phase noise which result in its short-term stability lower than that of the
frequency reference source. Moreover, these additional phase noises could not be
offset in coherent velocity measurement. Thus, such additional phase noise would
increase the velocity-measuring error. Specific analysis follows.

Simplified frequency flow of a two-way coherent Doppler velocity measuring is
as shown in Fig. 2.26.
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In Fig. 2.26, Af, is frequency fluctuation noise caused by short-term instability
of the frequency source (short-term stability is Afy/fo); Afy, Afr, and Afp are
frequency fluctuation noises added by the uplink channel, transponder, and down-
link channel, respectively; 7 is integration time; T is R/T delay time; f,, is uplink RF
frequency; fr is downlink RF frequency; and Af; is received two-way Doppler
frequency shift. Due to frequency fluctuation noise, Af,; is a random variable and D

[Af,] is its variance.
> Afq )
R=C|— 2.60
(/u +fT ( )

Velocity measurement is
Total frequency fluctuation noise at the output end of the receiver is

Np +1
N

u

Afy(1) = (Np + 1)Afo(1 = T) + Af, (1 =T)

(2.61)
877 (13 | = (No)aRa(0) — 87,00

Frequency fluctuation noise at the output end of a Doppler frequency extractor is

Af4(t) = Afs(t) — Af (1)

Np+1

u

= (Np + )[&fo(r = T) = &f ()] + of,(t=T)

vare (-3 | - a0 (2.62)

Since random variables Afy(#), Af,(f), and Af.(¢) are independent from each
another, according to digital characteristics theorem of random variables,

Np +1
N,

u

DIAF,(0)] = (Np + 1)D | 8fy | 15 | — Aale) | + DIAfy(t—T)

D |af, (12 | | - DIafy(0)
(2.63)

In order to simplify the expression, the substitution is made:
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D[Af4(1)] = D[Af 4], D[Af,(t—T) = D[Af,].

D\asr (=) | =Dl DIafy0) = Dias,) 269

Since Af,, Afr, and Afp are independent of one another and are all stationary
random processes, such substitution will not lose its general sense. Expression
(2.63) can be expressed as

DIAF,] = (Np + DDIAf(0)] + (ND 1

)D[Am L DIAf] - DIAfy] (269)

u

According to Expression (2.60), velocity-measuring error caused by frequency
fluctuation noise is:

_ D[Af,]
Gk _C(fu+fT )
_ C
7fu +fT

(N + DD[AF(t~ T) ~ Ap(0)] + (Nl}j -

) D[Af,] + D[Afr] — D[Af )]

(2.66)

When Af,, =0, Afr=0, and Afp =0 (consider only the effect of frequency
fluctuation noise of frequency source f),

D[Af] = (Np + 1)D[Afo(1 = T) — Af (1)) (2.67)

This is the short-term stability of the frequency source effect on the velocity
measurement accuracy discussed in other references.

When (Np+ DD[Afyt — T) — Afy(®] < (Np + DIN)DIAF,] + DIAfr] — DIAf],
i.e., when additional frequency fluctuation noise is higher than frequency fluctuation
noise of the frequency source fj,

(ND+1)D

Dlar,] = =57

[A.] + D[Afr] — D[Afp] (2.68)

Afolfo could not be improved by increasing short-term stability of the frequency
source. These two conditions would occur in practical engineering and will be
discussed as follows.

1) Effect of short-term stability of frequency source. When we only consider the
effect of Af,, but don’t consider the effect of Af,, Afy, and Afp, Expression (2.62)
can be simplified as

Af 4o(t) = (Np + 1)[Afo(t = T)] = (Np + 1)[Af(1)] (2.69)
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Fig. 2.27 Model of a two-way Doppler velocity-measuring error caused by short-term stability of
frequency source

where Af,o(f) is the output frequency fluctuation noise when only short-term
stability of the frequency source f; is considered.

Expression (2.69) can be expressed as the form of Fig. 2.27.

In Fig. 2.27, D[ Af ;0] refers to frequency measurement variance caused by short-
term stability of frequency source f;. Corresponding time domain process is shown
in Fig. 2.28.

Figure 2.28a shows frequency fluctuation noise of transmitting RF signal.
Figure 2.28b shows frequency fluctuation noise of receiving RF signal, and T is
time delay of R/T signals. Figure 2.28c shows frequency difference Af,y(¢) obtained
from subtraction between transmitting RF and receiving RF. Transmitting/receiv-
ing frequency noise has certain correlation effects, so Af,(f) after subtraction
decreases. With T increasing, related effects become weak to make Af,o(f) gradu-
ally increasing. When T increases to the level in which the T is not correlated with
RIT Af, Af,;o(¢) will be the mean square sum of R/T Af(f) and is about twice of
transmitting signal Af{¢) variance. Af,;(?) is the average of sampled values within =
time. The frequency measurement variance can be obtained by continuously sam-
pling » N times and then calculating the variance. Figure 2.28d shows sampling time
7. It can be seen in the figure that averaging Af,,o(¢) within 7z time is equivalent to
subtract mean value (Np+ 1)[Afy(r)] averaging (Np+ 1)[Afp(r)] within 77 from
mean value (Np + 1) [Zfo(t — T)] averaging (Np + 1[Afo(r)] within 7 with sam-
pling time 7 =7” =7 and sampling interval of T. This is the gapped sampling
variance of transmitting RF signal, which can be used to calculate velocity-
measuring error.

Figures 2.27 and 2.28 show the physical processes of velocity measuring, which
can be represented by mathematical expressions as follows.

Doppler frequency difference is:

Af go(t) = [Afo(f -T)— Afo(t)} (Np + 1)] (2.70)
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Fig. 2.28 Time domain relationship of Doppler velocity measuring

The integration over the integral time 7 can be achieved through the averaging
within time 7, i.e.,

A go(1) = [Afo(t = T) = Af (1) | (Np + 1)] 2
D[Afdo] :1\}1_{1(;10 ]lVZ (Afdo)n — ]lVZ(Ade)n (2.71)

n=1
According to the mathematical expectation theorem of random variable,

Af o) = [Afo(1 = T) — Afo(f)z] (Np +1)]
D[Af y) = 1\}5{}0 ]lVZ(Ade)n 272
n=1
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where (Af,0), is nth sampling value of Af; (similarly, nth sampling value of any
random variable X is expressed as (X)n).

1 N 2 N
NHZ;(Afdo)n = UL + 3 ;[Afo t—T) = Afy(t )}
N 1 N o
= (Np +1)? Z Afo(t—T _NZ [Af,], (2.73)

n=1 n=1

where both two items are mean values of frequency drift of frequency source fj.
Since the stability of frequency source f; is very high, both items are approximate to
0. For example, when =20 ms and N=1,000 (mean value within 20 s),

N
ﬁz (Ade)n ~
n=1

2 N
D[Ade} = &%%Z[(Afdo)n]z

n=1

2 N
Wo B S a7y -1y - AT (0]} (274)

n=1

= lim

N—oo

According to the definition of gapped Allan variance,

[AFo(e = T) = AFy(1)], = 2f30,(2, T, 7) (2.75)
where 64(2,T,7) is gapped sampling Allan variance of relative value Afo(t)/fy of
frequency fluctuation noise Afy(¢) of frequency source f;,, where sampling interval is
T, number of sampling is 2, and average time is 7.

In the above expression, 7 is the target time delay in actual velocity measuring
and 7 is integration time of velocity-measuring data processing. So

DAY ] =2 Jim M2 1 f%Z o (2.T,7
= 2(Np +1)°f2(0,(2,T, 7)) (2.76)

where <...> represents mean value.
Then, substitute B, into Expression (2.51) to obtain

D[Af 4] = 2(Np + 1)°f3B203(x),  DIAf,] = 2f5Bac’ (2) (2.77)
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The velocity-measuring error can be obtained by Expression (2.66):

D[Af 2B,(Np + 1)*f2
%R~ > \I{ID—"‘—G)IOO 2 (Aszjl)fO OVD[Afdo]=\/EC6y(T) (2.78)

According to Expression (2.78), velocity-measuring error o, can be solved by

B, obtained from Allan variance and lookup table. The result is the same as the
result of Expression (2.52).

2) Effect of additional noise. When additional frequency fluctuation noise is a
primary contributing factor, velocity-measuring error is expressed as follows
according to Expressions (2.66) and (2.68):

__ ¢ (Np +1)
%k Cfutfr N, DIAf,] + D[Afr] = D[Afp] (2.79)

According to Expressions (2.63), (2.64), (2.65), (2.66), (2.67), (2.68), (2.69),
(2.70), 2.71), (2.72), (2.73), (2.74), (2.75), (2.76), and (2.77) and Reference [8]:

DIAY,) = 2B:£20%, (). DIAfy) = 2Baf30%(x). DIAf)
— 2Byf 3% (x) (2.80)

where 0' (T), O T(r) and a (7) are short-term stabilities of each unit.
Substltutlng it into Expresswn (2.79) then obtains:

Uk—CJZBz M( Ju )2J§L¢(z)+ f—T)2a§T(T)+ f—D)zagD(z)]

NM fu+fT u+fT u+4fT
According to Expression (2.81), the lower the f,,, f7, fp, the smaller the effects on oy,

(2.81)

and thus lower short-term stability requirements. In practical engineering, “weighted
allotment” or “equal contribution” allotment can be used to determine the short-term
stability requirements of each unit. If “equal contribution” allotment is used,

(ND+1)<ffu )262 fr >202 . /o )202 .
N, w T I w TS (0= w TS @) (2.82)

According to Expression (2.82), we can obtain

ol _Ip (2.83)
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Fig. 2.29 Short-term stability contribution of additional phase noise
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Expressions (2.83) and (2.84) can be used for performance allotment to each unit
under “equal contribution criteria.” The contribution of short-term stability of
additional phase noise of each unit to the total short-term stability is shown in
Fig. 2.29.

Given the short-term stability of frequency source fj is ¢,((7), the frequency after
passing through a unit is converted into Nfy, additional frequency fluctuation noise
during conversion is Afy, its short-term stability is 6,4(7), and total short-term
stability is oyn(7).

Because

Ay = V/INFO)P + [8FoP. fi = Nfo

we have
=G G G -G -G
(m) %) "W ) T\ ) Y

Total short-term stability after adding frequency fluctuation noise Af, into this
unit is

o (1) = /o34 (7) = 030(7) (2.86)

When oy > 6,0, 0,n(7) ®0,4(7), i.€., when additional frequency fluctuation
noise is higher, the short-term stability of output signal of this unit will depend
on additional noise and can’t be improved by increasing short-term stability ¢,((7)
of frequency source. This is a phenomenon found in system ground joint test.
In addition, in the ground joint test, T— 0 results in y — 0 and thus B, —0
according to Table 2.5. According to Expression (2.78), velocity-measuring error
caused by short-term stability shall be 0, but the actual measured result can’t be
zero. This is the result of additional frequency fluctuation noise.
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Short-term stability of frequency source and effects of additional frequency
fluctuation noise of each unit in the link have been discussed in the above para-
graphs. Because they aren’t correlated with each other, the comprehensive effects
of them should be considered by using mean square sum to solve total frequency
fluctuation noise caused by them and Allan variance. Since additional noise is PM
white noise and hence B, =2/3 is feasible, velocity-measuring error component
caused by additional noise can be obtained using the Expression (2.78) as follows:

c
Oka — ﬁ"yA(T) (2.87)
because total velocity-measuring error is expressed as
o, = /07 + o2 (2.88)

R l.?o RA

Therefore, for y=—2 noise (PM white noise and PM flicker noise), it is
expressed as

C
Uk = 7§ 63(7) + GﬁA (T) (289)
For u =0, u = —1 noise (FM white noise and FM flicker noise), it is expressed as
2
_ UyA (T) B2 2

where B, is obtained by lookup Table 2.5 with y=—1 and y =T/r.

The above time domain analysis method can be used for performance allotment
and accuracy calculation using short-term stability. However, the measurement of
short-term stability during test and adjustment is very difficult and requires specific
and expensive measuring instrument for short-term stability. When the “frequency
domain analysis method” is used, the spectrum analyzer can be used to directly
measure the phase noise. This “frequency domain analysis method” will be
discussed in the following paragraph.

Frequency Domain Analysis Method of Velocity Measurement Accuracy [3]

(1) Relationship between velocity measurement error and spectral density of phase
noise

In section above, the relationship between Allan variance and the velocity
measurement error obtained by time domain analysis method is:

2

03(0) =5 % Baly. u)o (7) (291)
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Fig. 2.30 The model of velocity measurement error caused by the phase noise of transmission signal

The power law spectrum model is hypothetical and is not fully consistent with
actual phase noise curve; in conjunction with the B,(y, u) obtained on the basis of
some supposed conditions, Expression (2.91) is approximate. This is the disadvan-
tage of time domain analysis method. Frequency domain analysis method can be
used to overcome these disadvantages, in which the relationship between power
spectral density of phase noise and velocity measurement error is derived as follows:

The model of velocity measurement error caused by the phase noise of trans-
mission signal is shown in Fig. 2.30.

In Fig. 2.30, H (w) is delay T cancellation, its power transmission function
feature is expressed as:

T
Hy(0)]? = 4sm2w2 (2.92)

Its characteristic curve is as shown as |H(f)l in Fig. 2.31.
H,(w) is sampling smoothing filter within sampling time 7, and its power
transmission function feature is [4]:

Hy(o)]* = sin2M 2.93
|H> ()] (00)2) (2.93)

Its feature curve is as shown as |[H,(f)l in Fig. 2.31.

The sampling variance value of relative frequency fluctuating noise at the output
end is

(0.T) = / (@) Ha (@) Pdo (2.94)

Create simultaneous expression out of combined Expression (2.92) with
Expression (2.94) to yield:

o, (v, T) = 2171/00 Sy(w) {4sin2<w7T)} [sinz%l do (2.95)
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where a)(z), T, 7 are known values. As S,(w) = S¢((D)(a)2/a%), o, (7, T) can be obtained

via computer using measured S4(w) (or using power law spectrum model). The
multiplier w” denotes that the spectral density of frequency fluctuation noise will
increase as o increases. In practical proposal, before the Doppler frequency differ-
ence is measured, the phase-locked loop typically is used to perform tracking filter
to So(w). It supposes the single-side bandwidth of the phase-locked loop is
w1(w, =27zBy); then, Expression (2.95) becomes:

o2(z.T,B.) = % /0 " 50 (@) [sin2 (%Tﬂ [sin2 (%) / (%) 2} do  (2.96)

Expression (2.96) shows that 03(1, T,By) is correlated with 7, T, and B; The

smaller 7 is (i.e., the wider the H,(w) is) and the bigger By is, and so the bigger
013?(1, T,By) is.

The relationship between the gapped sampling variance and spectral density is as
follows [4]:

N sin 2zzf sin Nzzrf 2
(N Tz / < ) ll a (Nsinm-rf) ]df
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where y =T and @ = 2. Substituting N =2 into above expression, the gapped Allan
variance within the bandwidth can be obtained:

(2,1, 7,B,) = % A " s, () [Sinz <‘”2T>] [Sinz ((;’TT//;))Z] do

Therefore,

o;(z,T,B) = 20,(2,T,7,B.)

and the velocity measurement error is:

2 2 2
c ¢ ¢
= (2) s = (2) 2eerem = (5) 2w
(2.97)

Op = %\/gg@ (z)

Expression (2.97) is in consistency with the velocity measurement error Expres-
sion (2.51) obtained by the time domain analysis method. But the frequency domain
method is derived by filtering phase noise frequency spectrum, and its 63(7,’) is the
result after the signal is subject to phase-locked filtering (the bandwidth is By ).The
physical concept of such method is clear and applicable to solve actual problems in
projects.

The physical implication is shown from Fig. 2.31: Suppose that input is fre-
quency modulation white noise and its power spectrum density is S,(f).

It can be seen in Fig. 2.31 that for the given distance (corresponding to radio
transmission delay T’ in the figure), the smaller 7, is, the bigger 1/7, is and the wider
the corresponding IH,( )l frequency window. Therefore, the bigger the frequency
fluctuating noise is, the bigger the velocity measurement error becomes.

For a given sampling time (such as ¢, in Fig. 2.31), the smaller the T is, the value
of |H(f)| corresponding to frequency window of 1/z; will be. Therefore, the smaller
the frequency fluctuating noise is, the velocity measurement error will become.

For given 7 and T, the wider By is, the greater the areas of |[H(f)l and IH,(f)I
(equivalent noise bandwidths) will be. Therefore, the bigger the output frequency
fluctuating noise is, the bigger the velocity measurement error will become.

nft, n=1,2,3...positive integers are dumb points of the sampling filter.
Therefore, 7 value can be selected to eliminate interference. For example, for
50 Hz power supply jamming, n/c =50 Hz can be selected, namely, z=n x 20 ms
(at this time, 7 may be 20 ms, 40 ms, 80 ms, 120 ms. . .).

If noncoherent velocity measurement is used, there is no filtering of H,(f) and
the velocity measurement error will increase. Especially, there is no null point of
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Fig. 2.32 Velocity-

measurement error model ot Hy(m) T’ s
caused by noise of the Sy(m) Ot Oy

receiving system

Ny(©)

H,(f) in the vicinity of f=0, which strengthens the impact of frequency random
walk and frequency modulation flash noise.

(2) Relationship between thermal noise of a receiver and velocity-measuring
error

Velocity-measuring error is not only correlated with short-term frequency sta-
bility but also relevant to the thermal noise of the receiving system. The model of
velocity measurement error caused by noise of receiving system is shown in
Fig. 2.32.

In Fig. 2.32, §,(w) is the one-sided power spectrum density of relative frequency
fluctuation noise (short-term frequency stability) of signals and N,(w) is generated
by noise of the receiving system (thermal noise of the receiver is generally
considered as additive normal white noise). Section 2.3.3.1 has provided the
formula N(w) :N¢,(a))(a)2/w%) = (NO/PS)(a)z/w(z)) (P, refers to the power of receiv-
ing signals and Ny refers to power spectrum density of amplitude noise of the
receiving system). Since N,( f) is non-correlated with S,( 1), Ny(f) and S,(f) power
is added when the difference is solved. The output after |H,(f)! filtering includes
two parts: o-iN (velocity variance generated by noise of receiving system) and o>
(velocity variance generated by short-term frequency stability of transmitting
signals). The total output is the mean square sum. The solution of 655 has been

provided above, and aﬁN can be derived from Fig. 2.32, namely,
(r,Br) = / Ny(w)|Ha( )| dw (2.98)

where |H,(w)I* has been given in Expression (2.93), substituting it into Expression
(2.98) to obtain:

1 [N in?2 2
(T B) = oa) sin (arr/z) do
271 P coo (w7/2)
1 N
—na)013 PO (wpt — sinw,t) (2.99)

When w;7>> 1, we can get

o2y(1,B,) = f:rf()r\/ITOB (2.100)
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The velocity-measuring error introduced by thermal noises is:

C Ny C 1
oin(T.BL) = — | 0By = — |~ 2.101
wn (" BL) 2\V2afyr V Ps t 2V 2xfyr \| P ( )

where p; = P,/B; Ny is SNR of the downlink carrier loop; No = KT, K is Boltzmann
constant and T refers to the noise temperature; and B; is the loop sideband
equivalent noise bandwidth.

According to Expression (2.101), by reducing B;, the velocity measurement
error introduced by thermal noise can be reduced accordingly. However, decrease
in By will enlarge dynamic error. To meet dynamic error requirements, higher-type
higher-order narrowband loop shall be employed (“type” refers to the number of
integrators in a loop). According to the classification method of the phase-locked
loop types in Reference [9], the transfer functions and the calculation formula of its
bandwidth of several phase-locked loops are introduced in the section below:

Type II order II:

2l w,s + w?
H(s)=5———"""= 2.102
)= 5 sty (2.102)
Type II order III:
Krz (S‘L'z + 1)
H(s) (2.103)

- 5313 /b + 5213 + Ks73 + K15

Type III order III:

K(+8s+5)
H(s) = (2.104)
$3 +K(sz+%s+§—?>

B of these loops can be calculated by the formula in Expression (2.7).

(3) Features of frequency domain method

According to the analysis above, the features of frequency domain analysis
method are concluded that such method is more practical for equipment R&D
because the power spectrum density of phase noise can be obtained through
measuring with spectrum analyzer and the physical concept is more clear and
intuitive and more favorable for the researcher to find and solve problems.
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Fig. 2.33 Equivalent No(f) /TN
circuit of a frequency ]/
multiplier

Ng1 (f) Ng2 (f)

Frequency domain method enjoys higher accuracy. The power spectrum density of
phase noise measured by spectrum analyzer can work out the velocity measurement
error, or the measured power spectrum density can be input into computers for
accurate calculation or simulation.

“Phase domain transfer” and “amplitude domain transfer” are similar in many
aspects, including:

1) Frequency doubling of “phase domain” is equivalent to “amplification” of
“amplitude domain.” Namely, n times of doubling of signal frequency equals to
n times of amplification of phase noise. The signal frequency is equivalent to signal
amplitude. The power spectrum density of output phase noise is 7> times of input
phase noise spectrum density, that is, dB is 20 lgn. When the frequency multiplier
generates internal phase noise Ny4( f), the equivalent circuit is as shown in Fig. 2.33.
Similar to low-noise amplifier, phase noise is mainly influenced at the first stage of
a frequency multiplier; therefore, the frequency multiplier with low-phase noise
shall be designed at the first stage. The subsequent order phase noise Ng(f)
influence can be reduced by increasing n. Analysis of frequency divider is similar
to that of frequency multiplier.

2) The “subtractor” in “phase domain” is equivalent to “down frequency mixer”
in “amplitude domain.” For phase, the down frequency mixer equals to the
“subtractor.” Similarly, for up-frequency mixing, it equals to “adder.” When
phase noise of ¢; and ¢, is not correlated mutually, both “subtractor” and
“adder” implement mean square addition to phase noise.

3) Frequency multiplier and phase-locked frequency synthesizer: the power
spectrum density of phase noise output from n-time frequency multiplier increases
by n* times in theory, but in fact, partial internal noise will be added at the front
stage of the frequency multiplier. If frequency multiplier with low-phase noise is
designed, such additional internal noise is relatively small. When phase-locked loop
frequency synthesizer is used to implement similar frequency doubling functions,
the following phase noise will be generated in the phase-locked frequency
synthesizer:

® Phase noise of frequency divider

® Phase discriminator of locked-phase loop and noise of its post amplifier,
which will cause phase jitter of VCO

® Phase noise of VCO, influencing phase noise outside of the phase-locked loop
bandwidth
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Fig. 2.34 The model of a three-way incoherent Doppler velocity measuring

2.3.4 Three-Way Noncoherent Doppler Velocity Measuring
and S Measuring

“Three-way” is relative to “two-way.” In “two-way” measuring, only one ground
station is needed; the forward and backward signals of which are used to realize
two-way measuring. Three-way measuring happens in the condition that another
ground station is used to realize receiving in a third way; in this case, frequency
sources of the transmitting and receiving stations are incoherent, that is the reason it
is called noncoherent velocity measuring. The model of a three-way noncoherent
Doppler velocity measuring is shown in Fig. 2.34.

In Fig. 2.34, f1(¢) is the uplink frequency of a ground-transmitting station and
f>(f) means the reference frequency of a ground receiving station. Using f>(¢) to
measure f,(¢), we find that f;(f) and f>(¢) are incoherent. ¢ is the starting time to
measure frequency drifts of fi(r) and f5(¢), (r;+7,) is the time delay from the
transmitting station to the receiving station, and t represents the continuous variable
starting from 0. Compared with two-way coherent velocity measuring, the three-
way incoherent measuring introduces the following velocity-measuring errors:

(1) The error caused by frequency drift v(T)

The v(T) is defined as the change of frequency appears after time interval of 7,
which starts from fy; and (fp+7) here means the time of Doppler frequency
measuring. Assume that frequency drifts of f;(¢) and f>(f) are v{(T) and v,(T),
respectively; then, at the time of (ty+T), they will introduce an error of Doppler
frequency measuring:

Fi(T) = \/V3(T) +A(T) (2.105)

The reason why the above expression is in the form of mean square addition is
because fi(f) and f>(f) are independent. Take f, as a reference, the velocity-
measuring error resulted from F is

Ay = g Vi) TR V%(T;+ »(0) (2.106)
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(2) The error caused by frequency accuracy f;(#p) and f>(#y) are respectively the
actual values of f1(f) and f>(¢) at the time of 7y, which have an error to the given
nominal value. As velocity calculation is based on the nominal value, this error will
directly bring in a Doppler frequency error. Assume that frequency accuracies of
f1(H) and f5(¢) are A; = Afi/fi and A, = Af>/f>, respectively; then, the Doppler
frequency error introduced by them is

Fa(to) = \/A2f3 + A%f2 (2.107)

The velocity-measuring error caused therefrom is:

A2f2 +A2f2
_CVAN AL (2.108)

2 fa

A;

(3) The velocity-measuring error caused by short-term instability
According to Expression (2.49), the mean value of f(T) is:

Fa(T0) =f1to+T+114+7) —f (o +T)

= [+ T+e+2) -fiw)| - [0+ 1) ~Faw)
+ [Falt0) ~ 1) (2.109)

Expression (2.109) includes three components:

1) Item [fz(to) - W}

This is the system error caused by frequency accuracy, which can be calculated
according to Expression (2.108).

2) ltem [f (00 +7) — Folto) |

This is the random error resulted from f>(¢) short-term instability. According to
Expression (2.50), there is:

([ +0 -Fw)] ) =23(2.1.9)

where 632 (2, T, 7) is the gapped Allan variance of f>(#) when the sampling interval is
T and the integration time is 7. This error contains FM white noise, PM white noise,
FM flicker noise, and frequency random walk noise. As T lasts too long (e.g.,
several hours or days) during a three-way velocity measuring, the last two items are
contained in frequency drift. The other two errors can be calculated according to the
following formula:
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@ FM white noise (x = —1 noise):
According to Expression (2.52), the variance of the velocity-measuring error
caused by f>(¢) short-term instability is:

2

[G?az] T %Bz(%u)oi (z)

As the value of T is quite large, y =T/ is also huge; we look up B, (y, p) =1
from Table (2.5); then, the velocity-measuring error caused by PM white noise is

C
[61.?2}71 - ﬁgyl (%) (2.110)
where 62 (7) is the Allan variance of f5(¢) at the sampling time 7.

Y2
@ PM white noise (noise for y = —2)

In the same way the error of [o-k } , is obtained, we get B(y, u) =2/3 from
2] —

Fig. 2.5, thus the velocity-measuring error caused by PM white noise is

[akz] = %ayl (7) (2.111)

3) Item [ (o +T+71+12) —f1(10)}

Through analysis the same with that for [ 2(to +T) —fo(to) |, we get:
@ FM white noise

["k,}_l = %"yl (7) (2.112)

where o, (7) is the Allan variance of fi(#) at the sampling time 7.
®@ PM white noise

[akj = %ayl (7) (2.113)

As the errors above are independent, the total velocity-measuring variance oy
obtained in Fig. 2.34 is the mean square sum of the above errors.

2 2 2 2
2 A2 2
o =atrait o] Ho ] tn] ], e

By substituting (2.106), (2.108), (2.110), (2.111), (2.112), and (2.113) into
(2.114), we get:
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1
C [VI(T) +V3(T) + AYfT +A3f3 5, 5,00
oy = 7 e + 3% (r) + 3% (7) (2.115)

Expression (2.114) indicates that the accuracy of a three-way incoherent velocity
measuring is not as satisfactory as that of the two-way coherent velocity measuring,
the reason of which is (1) errors caused by “frequency drift” and “accuracy” of
frequency sources and (2) among error terms resulted from the short-term stability;
the mean square of each error term is added in three-way measuring, while in
two-way measuring, the mean squares can be partly counteracted. Though there are
weak points as mentioned above, three-way incoherent velocity measuring is still
applied in some special areas, such as:

(a) Deep-space TT&C: that deep-space probes are far away from the Earth
results into long delay of TT&C signals from a probe to the ground station or
vice versa. This means when the echo arrives at the Earth, the original transmitting
ground station has lost its sight to the echo because it is moving with the Earth’s
rotation (namely, the station’s location is below the horizon). In this case, another
ground station to receive the echo is necessary. Although the probe is far away from
the ground station, the visual angles of the transmitting and the receiving stations
for the vehicle are basically the same, so do the forward and the backward velocity.
Thus calculation can be done according to Expression (2.115).

(b) Multiple S measuring at a range: in this case, multiple slave ground stations

for only receiving are needed to measure the velocity and (§) from ground main
station — transponder — slave ground station. It is also a kind of incoherent three-
way Doppler velocity measuring. In this case, if the visual angle difference of the
transmitting station and the receiving station for the vehicle is not very small, then
the forward and the backward velocities are different; and the measured is the sum
of the forward/backward Doppler frequencies, namely, the measured is S, the
expression of which is:

VAT + VA + AR 44 5, 5, T
6o =V2C s 3% () + 3%, (7) (2.116)

2.3.5 Two-Way Noncoherent Doppler Velocity Measuring

The expression “two-way noncoherent” means a ground station is used to transmit
and receive forward and backward signals, but a transponder is used for
noncoherent responding. Compared with coherent responding, it will introduce a
noncoherent system error, so the coherent Doppler velocity measurement provides
highest accuracy. To reduce the velocity-measuring system error caused by
noncoherent components, measures are taken to counteract the noncoherent
components.



2.3 Velocity-Measuring Theory and Technology: Two-Way, Three-Way, and Single. . . 73
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Fig. 2.35 Principle of transponder modulation retransmission

2.3.5.1 Ground Counteracting

These options include “mixing responding” and “modulation responding.” The
latter is comparatively better, the block diagrams of which are shown in
Figs. 2.16 and 2.17. For the convenience of introduction of its counteracting
principle of noncoherent components, Fig. 2.16 is simplified to the condition that
the transponder responds to only one uplink signal, as shown in Fig. 2.35.

In Fig. 2.35, p=N/M is the turnaround ratio, f; is the uplink frequency trans-
mitted by the ground station, which is the reference in measuring of Doppler
frequency drift. f; is the local oscillator (LO) frequency introduced by the tran-
sponder, which is noncoherent to f;. When an onboard transponder moves at a speed
of V, the received frequency is fi+f;, and f;; is an uplink Doppler frequency.
According to the Doppler effect, there is

cC-V
fi+fa :Tfl =K\f,
- (2.117)
(o _CV
C

where K is the coefficient of the uplink Doppler frequency drift.

(f1+f) and fy is mixed to form subcarrier frequency [(f; +f41) —fo] which is
used to conduct phase modulation (PM) for the noncoherent frequency (pfy), and
the generated PM wave is U(T):

U, (l) = Jo(m) sin pwot + J4 (m)[ﬂ(ﬂo + (K]CU] — a)o)]l‘ (2 118)

7]1(m)SiIIL0a)07(K1w176()0)]1‘4’"' ’
where m is a PM index and Jy(m),J,(m) are zero-order and first-order Bessel
functions, respectively. The following only discuss Jo(m),J,(m). U,(f), when
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reaching the ground station and changing into U,(#), and under the influence of the
Doppler effect, its frequency f, changes into:

c-V

fatfam =1 C

= K>/,

c (2.119)

Ky=——
C+V

where K, is the coefficient of the downlink Doppler frequency drift. With this
coefficient, we get the following from Expression (2.118):

U, (1) = Jo(m) sin Kapwot 4+ J1(m) sin Kz [pwo + (K11 — wo)]t
—J1(m) sin K;[pwy — (K1@; — wo)]t

Use a phase-locked loop to draw out residual carrier item c(¢):
c(t) = Jo(m) sin Kapaot

where w.= K>pwy is the residual carrier frequency; use c(¢) X U,(¢) to demodulate
subcarrier item B(?).

B(I) =J (m) sin [Kz(Kla)l — a)o)]t =J (m) sin wgt
where wp = K»(Kw; — @) is a subcarrier frequency.
Measure out @, wg and w; at the ground station and then get the two-way carrier

Doppler frequency wp by the following calculation:

a)D:a)B—&—E—wl =K K)w; — oy (2120)
p

Substitute Expressions (2.117) and (2.119) into Expression (2.120) to obtain:

cC-V C 1 =2V
(1)) = _— _— —_ =
D C [ (]
V =

2.121
@p fD ( )

C= -
20)1 “+ wp 2f1 +fD

By comparing Expression (2.121) with Expression (2.22) in Sect. 2.3.1, we find
that they are completely the same. Thus we know that the application of this
noncoherent measuring of “modulation responding” realizes coherent velocity
measuring and their measuring accuracy analyses are also the same, but two
additional errors will be introduced.
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(1) The influence of additional non-coherent phase noise: In Expression (2.120),
suppose w./p of ¢(¢) and K,wq of B(t) are equal, so their difference is zero. This
result is based on frequency accuracy, drift, short-term stability, etc. of f, generated
coherent components in c(f) and B(f). However, if there are some noncoherent
components added into c(f) and B(¢), then their mean squares will be added rather
than they are counteracted; these additional noncoherent phase noises include: @
phase noises introduced by different parts of transmission channels of ¢(¢) and B(?);
@ measurement error and phase noises introduced respectively while . and wp are
being measured; ® after f, passes through c(f) and B(¢), the cross-correlation
weakens due to different time delays of the transmission channels of c¢(f) and B
(1); and @ phase noises added when frequency turnaround ratio p is generated,
namely, in Fig. 2.16, the noncoherent phase noises added respectively when
M-order and N-order frequency doubling are generated; this condition is equal to
make random changes to p. In calculation of Expression (2.120), p is assumed to be
a designed constant, so the calculation result will have an error. Above-mentioned
factors in the development should be reduced as much as possible; it has been
proved in practice that their influence can be reduced to a tiny extent, only
occupying a very small part of velocity-measuring error.

(2) The influence of thermal noises: Phase noises caused by thermal noises in c(?)
and B(f) are noncoherent. Assume that the carrier-to-noise ratio of c(¢) is Jo/Ny;
then, the power spectral density of the relevant phase noise is No/Jo. The two are
noncoherent, the power spectral density of the phase noise of their sum @, is:

Ny Ny 1 1 J1\ Ny
bp=—+—=—4+—|Ng=(1+— | — 2.122
=7t (J +Jo) 0 ( +J0> Ty (2122)

It is clear from here that Jo/N, of the residual carrier will produce additional
velocity-measuring error; in the expression, (1+J1/Jy) is an additional factor,
namely, the measuring error caused by thermal noises will deteriorate
/1 4+J1/Jo times.

One of the distinguishing good points of noncoherent “modulation responding”
is that multiple subcarriers can be adopted to realize multi-station intersected
measuring with frequency division multiple access (FDMA). So long as each
subcarrier frequency is carefully designed to prevent their combination interfer-
ences from falling into useful bandwidth, it will achieve a high measuring accuracy.
This technique has been applied in multiple RR high-accuracy measuring systems.

2.3.5.2 Measuring in the Air and Processing on the Ground

This method uses a transponder to measure the data of uplink Doppler frequency
and transmits such data to the ground through a data channel, then jointly processes
the above-mentioned data with the data of downlink Doppler frequency measured
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on the ground, and finally, a two-way Doppler is obtained. The principle is shown as
follows:

For the same point on a flight locus, from simultaneous expressions of (2.117)
and (2.119), we have:

fifa = (f1 +fa) (2 +fa)
= 2.123
' [f1f2+(f1 +fa)(f2 +f0) ‘ ( )

where f; and f5 are uplink and downlink frequencies, respectively, and ( f; +f,;;) and
(f2+fs) are frequency values to be measured; when the TT&C system is in
velocity measuring, f; will be regarded as the reference and f, is noncoherent
with fi. One of the conditions that make Expression (2.123) tenable is that the
four frequency values in the expression are defined according to the same reference,
generally, the ground clock is used as the reference; otherwise, Expressions (2.117)
and (2.119) cannot be made simultaneous, and each piece of measured information
cannot be integrated either.

In this case, the transponder and the ground station use different frequency
measurement clocks. Commonly, (f;+f;) is measured out from fi, f5, and
(fi+f42) with the ground F, as the reference and (f; +f;), is measured with the
transponder clock F as the reference; their relationship is:

Fs,. .
1 +fa) = F(ﬁ +fa)s (2.124)
g

Substitute Expression (2.124) into Expression (2.123) to obtain:

[fle - %(fl +far)s(f2 +fd2)}
[fle + %Ul +fa1)s(f2 +fd2):|

V=

¢ (2.125)

As noncoherent F; components are already contained when transponder F is
taken as the reference to measure ( f| +f,»);, and transponder downlink transmitting
frequency f, is obtained with F as its reference, thus if they are jointly processed, a
part of noncoherent components can be eliminated, but there are still some of them
remaining. It is obvious from Expression (2.125) that there are six error factors that
can affect v measuring accuracy, which are (fi+/f41)s, (f2+fa2), Fs, Fg, f1 and f>.
Measuring error, accuracy, or changes of these factors will induce velocity-
measuring error. Apply total differential to Expression (2.125) to acquire each
velocity-measuring error.

Expression (2.125) can also be expressed as follows:

Fy(1 4+ oy)

(f1 +fd1):m

(1 +fa)s
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where o, and o, are the short-term stability of the transponder clock and the ground
station frequency clock, respectively, and F; and F, are the sums of their frequency
drifts and frequency accuracy, respectively.

From the above expression, it is clear that o,, 6, and changes of F; and F, and
will cause velocity-measuring error; accuracy of F; and F, will influence velocity-
measuring accuracy; as (fj+f;1)s is measured onboard (on the transponder), its
error is comparatively large (e.g., it is difficult to use an extreme narrowband phase-
locked loop). Besides, Expression (2.125) is obtained from simultaneous expres-
sions of (2.117) and (2.119) under the same orbit point condition. Thus, above
conditions will not be satisfied and a velocity-measuring error will be introduced if
there is relative dislocation or different smoothing time lengths during measuring
frequencies of (f+f;1)s and (f>+f.n).

From comparison between Expressions (2.125) and (2.22), it is clear that there
are only two error factors f> and f; in coherent Doppler velocity measuring, while
there are six error factors in this noncoherent measuring ( f2, fa2, f1, fa1, F's and F).
Thus, velocity-measuring error in this plan is more than that in coherent measuring;
the good point of which is that no additional noncoherent f;, beacon is needed, but
uplink frequency needs to be measured on the transponder, which complicates
aerial equipment. Another advantage is that technology of code division multiple
access (CDMA) can be used in both up- and downlink to realize modes like multi-
station measuring single satellite or single-station measuring multi-satellite and
downlink can take broadcast transmission to save power, but CDMA interference to
measuring accuracy should be taken into account.

2.3.5.3 Onboard Counteracting

The block diagram of this kind of transponder [10] is shown as follows:

In Fig. 2.36, f; is an introduced noncoherent frequency. Generally, it makes f,
noncoherent to fi, but if an intermediate frequency F = pF I] = %F 1 is generated in
a digital signal processor, the output of such transponder will be

N N N
fZZNfL+MF1:NfL+M(fI_MfL):Mfl (2.126)

In this scheme, f> and f; are coherent, and (M/N) is the turnaround ratio. Its
physical meaning is that signal frequency changes caused by F; at terminals A and
B of a transmitting mixer are completely coherent, which are entirely counteracted
after frequency mixing. However, in an actual circuit, they may only be coherent in
part, introducing velocity-measuring error. Reasons for noncoherence include:

(1) pF ’1 #* ["\’—4F 1. In the expression, M and N are designed deterministic values,
and F| is a continuous variable. But this plan aims to use digital signal processing
circuits to generate pF ’1 which is disperse, having quantizing error. The error Af
produced by it is
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Fig. 2.36 Block diagram of the counteracting principle of noncoherent components in a
transponder

N ,
Af = ~F\ — pF
fMlﬂ

But Af will produce velocity-measuring error Av:

1Af
147,

Ay =
2f

(2.127)

A common solution is to use DDS; of a digital carrier loop to measure F', getting
a proximate frequency code Fy’. A binary number p is used to approximate M/N and
is multiplied by the frequency code. Their product is filtered digitally and then used
to control another DDS, to produce f5. In this procedure, there exist three parts
of error:

1) The error in measuring of F; with the digital carrier loop: its calculation is
determined by phase accumulation digits of DDS . Please refer to Expressions
(2.24) and (2.25) in this book.

2) The error between p and the digital filter: it is determined by its word length.
Refer to Expression (2.121) for its calculation. As in computer the word length
of binary numbers can be long, thus this is not a main component.

3) The quantizing error of DD S: it is mainly determined by multiples of the phase
accumulator of DD S,. Please refer to Expressions (2.24) and (2.25) in this book
for its calculation.
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(2) Additional phase noises: In circuit between Points A and B in Fig. 2.36,
except f, additional phase noises produced by other parts (including those caused
by onboard vibration) are noncoherent. They cannot be subtracted but their mean
squares are added in the transmitting mixer, causing velocity-measuring error. The
analysis about this can be found in Sect. 2.3.3.2 in this book; and refer to Expression
(2.87) for its calculation.

(3) Influence from circuit delay time: Namely, make pF = %F 1, but delay time
from f; to Point A and that from f; to Point B is different, causing a bad cross-
correlation of f; with Point A and Point B. Thus, the influence from f; cannot be
totally counteracted. Its physical mechanism is the same with that of the influence
of transmission signal short-term instability to velocity-measuring accuracy. Please
refer to Sect. 2.3.3.2 in this book for its analysis and to Expression (2.52) for its
calculation. In the expression V =T/z, if T is made very small, the error will be
small too.

This scheme simplifies and digitalizes the transponder, bringing a series of good
points of digitalization and software using. Its weak point is it can only “approx-
imate coherence” rather than “achieve a complete one,” hence introducing a
noncoherent velocity-measuring error.

2.3.6 One-Way Noncoherent Doppler Velocity Measuring

The simplified model of a one-way noncoherent Doppler velocity measuring is
shown in Fig. 2.37.

In Fig. 2.37, f1(¢) is the frequency of velocity-measuring beacon onboard, f>(¢) is
the reference frequency used by the ground station to measure Doppler frequency
fu to 1s the starting time to measure frequency drifts of f1(¢) and f>(¢), delay time T is
the time difference between #; and measuring time (fo+7), and 7 is the integration
time of velocity measuring.

(1) The velocity-measuring error introduced by thermal noises

Thermal noises only add phase noises in f|(¢), the analysis method of which is the
same with that of the two-way coherent measuring system (see Sect. 2.3.3.2).

Siltg+t+T)
fi(tg+t) ——= Time delay T

Ja(®)

Sotg+?) ——= Time delay T

fotg+t+T)

Fig. 2.37 The model of a one-way noncoherent Doppler velocity measuring
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One-way Doppler frequency offset is 1 time smaller than that of the two-way one;
thus, the error is 1 time larger, hence the expression:
When w;7 > 1, there is

c NoB1, c
op,(t,BL) =20py(1,BL) = \/zﬂ;f 11 / P = 7 ; - (2.128)
0 R TT OT\/ﬂ:L

where p; = P/B; Ny is the signal-to-noise ratio of a downlink carrier loop.
(2) The velocity-measuring error introduced under non-coherent conditions
From Fig. 2.37, it is obvious that:

fa@) =l (to+t+T) —frto+1+T)]
=[f1(to +1+T) —f(t0)] = [f2(to + 1 +T) = f1(t0)] + [f1(t0) — f2(t0)]
(2.129)

As f>(t) is on the ground, its short-term instability can be made better, and there
are no phase noises added by its transmission channel; moreover, it has no Doppler
changes introduced dynamically by targets, thus it can apply comparatively large
time constant filtering. Therefore, generally speaking, the short-term instability of
f>(?) is far better than that of f;(¢), namely,

faO)=[f1(to+t+T)—f (o +1+T)] + AF(to) (2.130)
AF(10) = [f1(t0) = f2(t0)] (2.131)

From Expressions (2.129) and (2.130), one-way noncoherent Doppler velocity
measuring is a special example of the three-way one. The first item of Expression
(2.130) can be analyzed with the short-term stability of f1(¢). It is a random error, the
analysis method of which is the same with that of a three-way noncoherent Doppler
velocity measuring. From Expression (2.115), there is:

2 242 5
o _ 2 Vi) + Ay tA‘f' é52,1(1) (2.132)
V2 2f3 37

From Expression (2.132), it is clear that the error of one-way noncoherent
Doppler velocity measuring is larger than that of two-way coherent Doppler
measuring. The reasons are:

1) For a spacecraft not far from the ground, because T is comparatively large
(in two-way coherent measuring, T is just the delay time of signal receiving/
transmitting), r=T/z increases. From Table 2.5, it is clear that the velocity-
measuring error caused by y=+1 noise (frequency random walk noise) and
#=0 noise (frequency modulation flicker noise) becomes larger. But in deep-
space exploration, as time delay of signal receiving/transmitting is large, the two
measuring methods share comparatively small difference. Thus good points of
one-way Doppler measuring appear more outstanding.



2.3 Velocity-Measuring Theory and Technology: Two-Way, Three-Way, and Single. . . 81

2) As the Doppler frequency offset of one-way measuring is one time smaller
than that of the two-way one, there is one time larger error.

3) System error AF(ty) brought by frequency drift and accuracy.

The short-term stability of velocity-measuring signals exerts comparatively
large influence on error of one-way noncoherent velocity measuring, but if mea-
suring error caused by short-term stability can be made smaller than that of thermal
noises in the system design phase, then the influence on the system’s total velocity-
measuring accuracy is comparatively small.

From the analysis above, it is clear that two-way coherent Doppler velocity
measuring can acquire Doppler data with the highest accuracy so far, because it
takes the same ground-based frequency standard as the reference signal for Doppler
frequency measuring of up- and downlink signals. However, as spacecraft oscillator
stability improves, one-way Doppler velocity measuring can match the two-way
one, especially in deep-space TT&C. One-way Doppler measuring enjoys simpli-
fied equipment and provides better signal-to-noise ratio (SNR) for receiving of
spacecraft telemetry data. Reasons for SNR improvement: First, one-way transmis-
sion is above spacecraft receiver thermal noises; second, the ground station uses
one-way receiving mode during one-way velocity measuring; however, the
two-way measuring needs duplex mode which will raise the equivalent noise
temperature of the ground receiving system; third, in deep-space TT&C, short-
term stability of two-way transmission will be affected by the influence of solar
plasma on uplink signals; and fourth, there is another far-reaching good point about
one-way measuring, namely, one antenna is enough to receive at the same time
one-way Doppler and telemetry information of multiple aircrafts and landers within
the same beam, with no need for multiple uplink signals. Therefore, such config-
uration will economize ground-based resources more effectively and improve
estimation accuracy of orbit solution and lander location by carrying out differential
measuring.

2.3.7 Theoretical Calculation of Velocity-Measuring
Accuracy

Use the following expression to calculate coherent Doppler velocity-measuring
error:

1 fa
2fo+fa

(2.133)

Use the following expression to calculate one-way noncoherent Doppler
velocity-measuring error:

— (2.134)
0
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2.3.7.1 Random Error

(1) The velocity-measuring error caused by system short-term instability
During coherent Doppler velocity measuring, its expression has already been
obtained from Expression (2.52), namely,

oy = @CG_‘,(T) (2.135)

R, \/z

where 6,(7) is Allan variance and B, means Barnas second offset function; refer to
Sect. 2.3.3.2 for value choosing of 7 and B».
During single-way noncoherent Doppler velocity measuring, there is:

o, = 1.8¢0,(1) (2.136)

(2) The velocity-measuring error introduced by thermal noises
1) Coherent Doppler velocity measuring. Expression (2.101) has already given
its expression as follows:

oo = C  fNoBL _ ¢ 1 (2.137)
ko 2\ 2afyr V' Ps 2V 2afr \ L .

where f is the carrier frequency; = means integration time; B, represents carrier
loop single-side bandwidth (refer to Table 2.7 for B, calculation expression of
different types of phase-locked loops); Py is receiving power: N, stands for noise
power spectral density; and p; symbolizes the SNR of downlink carrier loop when
there still exist residual carriers.

The value of p; changes along with different carrier modulation modes. The
expressions are as follows:

(a) Carriers are modulated with non-return-to-zero (NRZ) signals rather than
subcarriers, but there still exist residual carriers. The carrier loop SNR will produce
additional loss which arises from increased effective noise level of carrier

Table 2.7 Noise bandwidth Types of PLL Noise bandwidth, B;/Hz
of common PLL

Type I order I K/4

Type I order II (lagging filter) K/4

Type II order 11 ®

ype II order T<C+%)
Type II order IIT K (1+1/KQ)
4\ 1=/

|_KiKs
2
KK

I

Type III order 111 <I+KK—KZI+'2‘,:§ )
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synchronization due to overlapping of residual carriers in frequency domain by data
sides. In this case, p; shall be calculated according to the expression below:

1 1
oy B 1+2Es/Ny

No

oL (2.138)

where E/Ny means the ratio between energy and noise spectral density of each
symbol.
(b) In the case of suppressed carrier tracking, the carrier loop SNR is:

=N

Si

. (2.139)
D/L B

PL

where p7INylp,, is the ratio between total signal power and noise spectral density of
the downlink; Sy means the square loss of Costas loop.

2(Es/No)

S, =————F—7—~ 2.140
b T4 2(Es/No) ( )

(c) In the case of QPSK, carrier loop SNR is:

P S
pL=—| 22 (2.141)

N() D/L BL
where S|  is the square loss of the QPSK Costas loop.
1

Sto 3 ) (2.142)

= 9
1+ 2so/No T (Eso/No)"  2(Eso/No)’

where E /N, means ratio between energy and noise spectral density of each
quaternary channel symbol.

When telemetry data in non-return-to-zero (NRZ) form is used to directly
modulate carriers (i.e., without subcarriers), and there exists imbalance in data
(i.e., the number of logic 1 is not equal to that of 0), then the residual carrier loop
will jitter. This jitter is a kind of error source for Doppler measuring. The influence
of this error depends on the statistical distribution of telemetry data.

2) One-way noncoherent Doppler velocity measuring

C INoBL. C /1
0. = = — 2.143
R: \/zﬂfo‘r Py \/Eﬂfo‘r Pr ( )
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3) Thermal noises introduced by the transponder

C 1 GzBL
P R 2.144
Rs 2./ 2=f T\ P PC/N0|U/L ( )

where T is the measured integration time (S), f¢ is downlink carrier frequency (Hz),
c is light speed in vacuum (mmy/s), G is retransmission ration, By is single-side
equivalent noise bandwidth of the downlink carrier loop, and Pc/Ngly,, is the ratio
between uplink carrier power and noise spectral density.

The fact that the carrier loop bandwidth of the transponder (uplink) is larger than
that of the downlink is supposed in Expression (2.144).

(3) The velocity-measuring error introduced by clutters

Clutters of the transmitter power supply cause spurious phase modulation to the
phase modulator and power amplifier; the introduced velocity-measuring error is

6, =2 % (2.145)

where /; is the uplink carrier wavelength, o, is phase jitter caused by spurious phase
modulation, and T is sampling time.

(4) The velocity-measuring error introduced by VCO short-term instability

In the receiver phase-locked loop, the measuring error introduced by loop output
phase jitter caused by VCO short-term instability is:

Ai
Oe —
Rs 27T

Gov (2.146)

where oy is the loop output phase jitter caused by VCO short-term instability and 4,
is downlink carrier wavelength.

(5) Quantization error in carrier loop velocity measuring

Directly extract Doppler frequency from the receiver digital carrier loop, smooth
it, and then work out velocity-measuring error with the computer. In this case, there

are no o. and o. but quantization error o :
Ra Rs Re

1 R
Oh, = TN (2.147)
where R is flying target velocity and N is digital filter word length.
(6) The velocity-measuring error introduced by VCO short-term frequency
instability
The velocity-measuring error caused by VCO short-term frequency instability in
the coherent transponder is:

ﬂ,‘GV

. 2.148
GRv drnt ( )

where 6, is phase jitter caused by VCO short-term instability.
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Total velocity-measuring error is:

2
or = 62 +062 +02 +062 400 4062 +02 +o0 (2.149)
R 2 3 4 5 6 Ry

R R R R R R;
2.3.7.2 Velocity-Measuring System Error

(1) The error introduced by long-term frequency instability of the master oscillator
Find the differential of velocity-measuring formula with respect to f; to obtain
the caused velocity-measuring error:

av=Yanp

Tapg, = Sa iy

o fi S

(2.150)

The error is equal to the product of the measured velocity value and the relative
long-term instability of the master oscillator; long-term instability includes drift
and accuracy error. When V=10 km/s and long-term instability = 1 x 10~°, the
caused velocity-measuring error is just 107> m/S. It is obvious that velocity-
measuring system error complies to relevant requirement easily.

(2) Dynamic error

Velocity-measuring dynamic error (frequency error, unit rad/s) of different types
of phase-locked loops can be calculated with Table 2.8 [9].

(3) The velocity-measuring error introduced by light speed ambiguity

The velocity-measuring error introduced by light speed ambiguity is

o, =333 x 107R (2.151)
8

Table 2.8 Dynamic error of carrier Doppler velocity measuring

Constant range Second derivative of
Constant range rate | rate derivative constant range rate
Constant Doppler | Constant Constant Doppler
Loop frequency drift Doppler rate acceleration
Type II loop with standard |0 0 (9nﬂ)
underdamping 165}
Type II loop with super- 0 0 (25nﬁ)
critical underdamping 328,
Type 1II loop with standard | O 0 0
underdamping
Type III loop with super- 0 0 0
critical underdamping

Note: B; is equivalent loop bandwidth of carrier loop (single-side) noises; when continuous
Doppler acceleration appears, Type II loop periodically carries out cycle skip; f is Doppler
acceleration (Hz/s%)
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2.4 Ranging Techniques Theory and Technology:
Two-Way, Three-Way, and Single-Way Ranging
Technologies

2.4.1 Continuous Wave Two-Way Ranging Methods

Continuous wave ranging means certain forms of ranging signals are modulated on
a continuous carrier to acquire the range information by comparing time delay
between transmitted and received ranging signals. The above-mentioned certain
forms of ranging signals refer to signals with particular time marks (such as the zero
crossing point (ZCP) of sine waves) or phase marks. The characteristics of these
continuous wave ranging signals are that there exists phase ambiguity, so the range
de-ambiguity is the most special problem for continuous wave ranging. At present,
there are mainly three types of continuous wave ranging signals: pure tone signal
(single-frequency sine signal or square signal), pseudorandom code signal (for
short, pseudo code signal, abbrev: PN code), and tone and code-mixed signal (the
mixed signal of pure tone signal with pseudorandom code signal). Besides, based
on the similar principles, there exist other ranging methods such as spread spectrum
ranging, carrier ranging, and Doppler accumulative ranging. This section mainly
introduces the first three ranging methods. Spread spectrum ranging will be
described in the section of spread spectrum TT&C, Doppler accumulative ranging
will be explained along with range acquisition, and carrier ranging has been applied
in GPS, for which readers can refer to relevant materials.

2.4.1.1 Tone Ranging System

Tone means pure sine wave signal modulated on a carrier. It is also called side tones
since its frequency spectrum is located at both sides of the carrier. The relationship
between range R and tone time delay T and its phase shift @ can be expressed as
follows:

T cp Dc

k 2 2w 720F

(2.152)

where w is the angular frequency of the ranging signal (rad/s), F is frequency of the
ranging signal (Hz), @ is phase shift in unit of degree (°), ¢ is phase shift in unit of
radian (rad), and c is light speed (m/s).

Therefore, time delay T can be obtained by measuring the phase shift. This
method is called phase measuring method. Another method is to directly measure
ZCP time delay of the phase between the transmitted and received tones. This is
called time measuring method. It is clear from Expression (2.152) that if a certain
phase measuring error A®D exists, the higher @ is, the smaller the time-delay error
will be. Thus the ranging accuracy can be improved by using high frequency
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ranging signal. As the phase of a sine periodic signal circulates by 2z, the real phase
shift = the measured sine wave phase shift + 2nz, where n =0, 1, 2. . .. This leads to
multi-valuedness of the real phase of sine waves. This phenomenon is called phase
ambiguity, the corresponding range of which produces range ambiguity. One
solution to this problem is to constitute a set of tone signals with multiple pure
sine wave signals in different frequencies. The set of tone signals are used to
measure the same range simultaneously. Use the signal U,(¢) in a lower frequency
F to solve the phase ambiguity produced by signal U,(¢) in a higher frequency F;
and make F; be K times as large as F,, namely, F = K,F,, where K is called the
frequency ratio of F; to F, also called matching ratio.

The most prominent feature of continuous wave ranging is the existence of range
ambiguity; therefore, it is comparatively complicated to be realized. At present
there are many ways for solving ambiguity, the main of which are listed as follows:

(1) Simultaneous multitone method

Its principle is shown as in Fig. 2.38 (where a uniform motion target is taken as
an example).

In Fig. 2.38, the ordinate indicates the phase difference © between received/
transmitted tones; the abscissa indicates the corresponding time delay ¢ of target in
range R; the solid line @, represents the phase change curve of F'y; the dotted line
@, is the phase change curve of F,; F is the higher tone, and F’, is the lower tone. In
this example, K| = (F/F,) =4, it is obvious from the figure that when the target
starts to move from zero range, the echo delay time ¢ increases gradually, so does
@, of Fj; when = 1/F, @ reaches to 360°. Because of sine wave periodicity, at the
next moment, ®; jumps to 0° from 360°. If this 0° is used for ranging, its
corresponding range will be 0. Apparently, it is wrong. This phenomenon is called

a
b
l4s]
[‘I’z "zrl] Target
270°
180°
90°
00

1/F, 2/F, 3/F, T (F)=1/F) =2RIC

Fig. 2.38 Principle of multitone de-ambiguity
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the appearance of range ambiguity. When the target continues to move, at time
t=2/F,, the second step from 360° to 0° occurs. Its ambiguity number of times
n=72; when the target moves to time ¢ =3/F3, a third ambiguity with n =3 will
happen. . .. When the target echo is at time 7, the measured phase of F; tone is @;.
However, as it has already generated three times of ambiguity (3 x 360° + ®,), and
in the foresaid example n =3, thus when continuous wave ranging is underway,
apart from “odd item” @, n is also needed to be worked out, which is the number of
range space corresponding to AR = ¢/2F; and “to solve n” is called de-ambiguity.

For de-ambiguity, a secondary tone F,, which frequency is lower than that of
high tone F'q, is needed. When F; has produced three times of ambiguity, the phase
@, of F, remains in the m-th period at a range of 0°-360°. Thus, the following
criteria can be used for de-ambiguity:

when 0° < @, < 90°, n=

when 90° < ®, < 180°, n=1
when 180° < ®, < 270°, n=2
when 270° < @, < 306°, n=3

(2.153)

In this way, the phase value of the secondary tone can be used to solve the phase
ambiguity of the high tone, which is called “using F, to solve R ambiguity.” At this
time, the total phase shift ®y =n x 360 ° +®,. This is the basic principle of range
de-ambiguity. When the target flies further, making F, produce new phase ambi-
guity, it is feasible to use tone F'; whose frequency is lower than that of F', to solve
F, ambiguity. In the same manner, multiple secondary tones can be used to solve
further range ambiguity. A priori information of the orbit can be used to reduce
numbers of secondary tones, so that de-ambiguity is to be conducted only on a
section of orbit, simplifying the equipment.

The foresaid basic principle of de-ambiguity is theoretically tenable, but in
engineering implementation, at the boundaries (e.g., 0°, 90°, 180°. and 270°) of
above-mentioned criteria, random error (e.g., phase jitter) and system error (e.g.,
group delay time error) of ®, may cause erroneous judgment. For example,
assuming actual @, =179° without above-mentioned error, then, according to the
criteria, the corresponding n = 1. But if the error exists, making ®, = 181°, then the
judgment will be n=2, producing range jump of AR =C/2F,, which is called
“mismatch error.” The following criteria can be adopted to reduce such influence:

when —45° < (@, — @1/4) < +45°, n=

when 45° < (@, — @,/4) < 135°, n=1
when 135° < (@, — @;/4) < 225°, n=2
when 225° < (&, — @, /4) < 360°, n=3

(2.154)

The (®, — ®,/4) curve of these criteria is shown as in Fig. 2.38b, the judgment of
n mainly bases on this step trait. It is clear from this figure that corresponding to a
period of @, without ambiguity, judgment value (®, — ®,/4) is a constant value
with an error tolerance of £45°. Therefore, if each kind of phase error (mainly
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caused by inconsistent group delay of each tone and by time-delay variance of each
tone after demodulation) does not exceed +45°, the ranging value will not be
affected by mismatch error. Thus the tolerance becomes much looser. To make
plus-minus error share the same margin to maximize error tolerance, in equipment
commissioning, mean value of (®, — ®,/4) shall be adjusted to 0°, 90°, 180°, and
270°. This procedure is called “phase matching” adjustment of ®; and ®,, also
named as “range matching” adjustment among ranging tones (in broad terms,
“phase matching” means the phase of each tone shares certain interrelation, e.g.,
align their zero phase points or align the last tone phase to the tolerance middle
point of the next tone phase). In order to simplify engineering implementation,
change the criteria of Expression (2.154) as follows: use 90° (judgment tolerance
range A®) to divide the above criterion expression to obtain:

@® When — 0.5 < ((®, — ®,/4)/AD) < +0.5, n=0. Round the calculated value
of this criterion expression to obtain the value of n (here n =0), and the tolerance
zone middle point is 0.0.

®@ When 0.5 < ((®, — ®,/4)/AD) < 1.5, n=1. Round the calculated value of
this criterion expression to obtain the value of 7 (here n = 1), and the tolerance zone
middle point is 1.0.

® When 1.5 < ((®, — ©,/4)/AD) < 2.5, n=2. Round the calculated value of
this criterion expression to obtain the value of n (here n = 2), and the tolerance zone
middle point is 2.0.

@ When 2.5 < ((®, — ®,/4)/AD) < 3.5, n=3. Round the calculated value of
this criterion expression to obtain the value of n (here n = 3), and the tolerance zone
middle point is 3.0.

According to the above expression, the range matching adjustment procedure is
that under static state and in the case of strong S or large ®, O measure the values

of @, and ®; @ work out the value of (%372'/4) and adjust the phase @, of the

secondary tone F', (or @, of the main tone F';) to make the digits of the mean value
after the decimal point get close to “0,” namely, “XX-00...”; and ® round the
value gained in the last step to obtain the “large number” n (or add “0.5” to the value

of (%2_21/4) and then “round” it).
The above example is for the case of n =3, namely, there are three times of

ambiguity; in the same manner, the general condition where n =N can be obtained.
Under this condition, there is:

F F
Fp=—= ="' (2.155)
(N+1) K
where K is matching ratio and K; =N +L.
360° 360°
AD = = (2.156)

N+1) K
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The general expression of the judgment expression is:

(@, — D1 /K) _ Ko, -0
360° /K, 360°

(2.157)

After the above-mentioned phase matching, (K;®, — ®)/360° shall be at the
middle point of tolerance range (360°/K;), and its margin at plus and minus
directions is symmetrical. In this case, the probability of matching error caused
by a normal noise is:

P(®, > n/Ky) = 1 —erf (Kll <1§V>L> (2.158)

where ®@,, is tone phase error (rad) generally determined by ®,, (S/N), is tone loop
SNR, and erf is error function.

Expression (2.158) also determines the probability of “mismatch error.”

From Expression (2.158), generally speaking, the calculation expression of the
large number n is:

- wr[O2 o 215
where INT is “rounding” operation and K is matching ratio.
The total phase shift is:
® =n x 360° 4+ & (2.160)
The corresponding range value is:
oC
= 220F (2.161)

If there are multiple secondary tones used to solve range ambiguity, the method
can be employed in like manner. Total phase of F; is:

D = (1K1 Kn-1Kn—2- Ky + nyy1 Ko 1 Kz - Kz + - - - + mKy + n1)360°
+ @,

(2.162)

where K, = F5/F,,K,, = F,, +1/F,, is matching ratio; F'|, F5, ... are secondary tones
arranged in order from high frequency to low frequency; generally, F; is the main
tone which determines range accuracy; ny, n,, . . .n, are the numbers of complete
cycles contained by each secondary tones, among which, n; is the number of
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complete cycles of F'| contained by F», and n,, is the number of complete cycles of
F,, contained by F,,, .

The selection of the highest fine measuring frequency F; depends on the
requirement for ranging accuracy. The stricter the requirement is, the higher the
frequency shall be:

C

(471'ch \/m )

where c is light speed, oy is required ranging accuracy, and S/N is signal SNR.

The selection of the lowest coarse measuring frequency depends on the require-
ment for the largest nonambiguous range; namely, the further the range is, the lower
the coarse measuring frequency F shall be:

V

Fi (2.163)

¢
Fp <
Rmax

(2.164)
where c¢ is light speed and R,,.x is the largest nonambiguous range (the sum of a
two-way range).

When the nonambiguous range is required to be comparatively far, F; is pretty
low. The tone spectrum after carrier which is directly modulated by this low
frequency tone will get very close to carrier spectrum. This will not only affect
the normal tracking for carrier but also make it difficult to demodulate the tone
signals with such a low frequency. Therefore, a folded tone scheme is commonly
adopted for solving this problem, that is, to conduct amplitude modulation to a
certain secondary tone, then use its upper sideband-folded spectrum to modulate a
carrier. Taking a unified S-band TT&C system as an example, besides an 100 kHz
main tone and a 20 kHz secondary tone, 4 and 20 kHz are folded to generate 16 kHz
folded tone, and then the 16 kHz tone is folded with an 800 Hz tone in turn to
generate 16.8, 16.16, 16.032, and 16.08 kHz folded tones, which are used together
with the main tone to collectively perform phase modulation to the carrier.

The foresaid basic principle for de-ambiguity is based on simultaneously trans-
mitting a group of tones and measuring n and fine measured phase @,
(corresponding to n and @, at the same range) at the same sampling time. So this
method is called “simultaneous multitone method.”

(2) Large Number Accumulation Method

From Fig. 2.38, it is also clear that each time when F; produces an ambiguity,
F{’s phase ®@; generates a 360° — 0° step, making relative n be added by “1.”
Therefore, phase change of @, can be detected by making the large number n added
by “1” (in reverse motion direction, subtracted by “1”) each time when phase step
occurs. This is called the “large number accumulation method.” It is mainly used
under a condition that range has been captured and initial range R, has been
obtained, for which the large number 7 in subsequent range changes can be acquired
in this method. As detection of @, is conducted between two sampling points,
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assuming sampling time is 7 and target radial motion velocity is v(¢), the moving
distance in time 7 is 7v(¢f) corresponding phase change is 2zv(f) x 360°/c, the
resulting number of phase steps producing phase ambiguity is decreased to
[360° — 27vF| x 360°/c], and the phase difference A® between two sampling
points shall be within the following scope:

(2zvF; x 360°) < AD < |360° — (27vF; x 360°) (2.165)
c c

so as to make a judgment that a phase ambiguity has occurred. But a proper
threshold value @, should be chosen within this scope. Considering that A® may
be with plus and minus error, if the error influence makes A® go beyond the
foresaid boundary scope values, wrong n added by “1” (or n decreased by 1) will
happen, leading to mismatch error of the ranging data. Therefore, it is optimal to
place threshold @, in the middle of abovesaid scope, making both sides have the
same error margin. Thus, there is

[360° — (20F; x 360°)/C] + [(270F; x 360°)/C]

p = 5

=180°  (2.166)

Therefore, when IA®I > 180°, a time of phase ambiguity can be judged to have
occurred and the large number n shall be added by “1” (or subtracted by 1).

However, if Expression (2.165) cannot be satisfied, the “large number accumu-
lation method” shall not be applied. For instance, if the frequency of F is too high
(or target velocity is too fast, or sampling time 7 is too long), it is possible that
Expression (2.165) may become false. In this case, it may make (2zoF; x 360°) >
180° which will lead to a wrong judgment. Moreover, this method also has
following disadvantages:

1) As large numbers n and phase ®, are not measured every time when range
values are read and the “large number is accumulated,” the happening of ranging
mismatch error may not get aware of, accumulation may be going on, which cannot
be found and corrected in a timely manner. But the above-mentioned “simultaneous
multitone method” is free from this disadvantage.

2) As “large number accumulation” is a sort of open-loop measuring technique,
it does not have automatic adjustment and correction functions as the closed-loop
mode does.

3) When this method is adopted, the range capture scheme for acquiring initial
range is usually different from the subsequent scheme for range tracking. Connec-
tion between both schemes is required, which is apt to introduce ranging error (e.g.,
time is not aligned), resulting in different ranging values to appear at each capture.

4) Wrong A® measurement will bring about ranging mismatch error, and the
random mistake in A® measurement may result from several influences, such as
dropped frames of ranging data, time difference caused by inaccurate timing, cycle
slip of F'; phase-locked loop, interference, and strong power supply fluctuation.
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However, this scheme also has its advantages, which include simple equipment
and less power consumption due to the fact that only fine tone is transmitted in
ranging process.

(3) Time-sharing multitone method

In the above concurrent multitone method, it requires measuring the receiving/
transmission phase shift @ at the same range (i.e., at the same time) to obtain
corresponding n and calculate the true range. Such multitone at the same time may
occupy some power, and each tone needs simultaneous phase measurement, which
causes complexity to equipment. Time-sharing multitone method is employed in
engineering, and only one tone is transmitted for each time. The following two
schemes are usually adopted.

1) Signal replication method

Ranging by signal replication method is to replicate the received tone signal by
frequency division chain under high-tone driving, and then conduct non-ambiguity
ranging with the lowest tone. Its working principle is as follows.

Under frequency scale synchronization, a tone generator produces tone fre-
quency and transmits it from high to low in a time-sharing mode. However, the
high tone is constantly transmitted and initial phase of low tone can be controlled
and regulated. IF phase-modulated signals and reference signals from a receiver
shall be firstly subject to coherent demodulation so as to obtain basic low tones in a
time-sharing mode. High tone is purified by phase-locked loop and low tone is
replicated successively by a frequency demultiplier. The tone generator compares
the phase difference of each received and replicated secondary tone, regulates state
of frequency division chain at each level to make each pair of tones in the same
phase. In this way, the lowest secondary tone output by the frequency division chain
is the replication of the received lowest tone and its time delay is equal to
transmission delay of radio wave. When a range counter is formed through filling
of a high-stability frequency clock and is enabled from the lowest transmitted tone
and disabled at the lowest tone of frequency division chain, its output data will be
the target delay of frontier moment for transmitting lowest tone. Sinusoidal function
generator is employed but not frequency division chain method for transmission of
primary tone, which can greatly increase the bandwidth of primary tone filter,
improve delay stability and introduce no ranging drift error. Due to effect of
dispersion from channel transmission, different tones create different delays. Initial
phase of the transmitted tones shall be regulated to make the received tones aligned
at the zero point so as to avoid frequency division chain capturing high error. Such
adjustment is accomplished in system joint test.

Because the frequency division chain replicates and records all tones and range
change is also recorded through driving of received primary tone to the frequency
division chain, ambiguity solution for each tone at the same range point can be
realized even though tones are transmitted in a time-sharing mode when the
aforesaid method is adopted.

The nearest frontier alignment method is usually employed for phase matching
zero method of system tones, which regulates transmitted tone phase on the basis of
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received frequency division chain to make positive direction of received tones
aligned crossing the zero point. The specific process is as follows.

Firstly set the initial phase of transmitted tones as zero; frequency division chain
is under random state after primary tone is Loop-locked. The correlator measures
the phase difference ¢, — ¢po; between echo tone and frequency division chain,
which will be taken as neighboring frequency ratio after (360°/a) modulus and
remainder A¢,, a, then

Ag, = (¢ — ¢)mod[360° /a] (*) (2.167)

After regulating the transmitted tone phase with remainder Ag,, received tone
zero point can be aligned. Such zero method is to align the lower tone to the nearest
positive direction zero point, i.e., near matching. As the equipment does not
eliminate the additional phase shift of high tone, the system may have high zero-
range set constant (e.g., several kilometers). Maybe it is strange in theory, the
second step of matching zero method is to eliminate high zero-range set constant.
Its method is to calculate and determine which low tones will be given high phase
shift from the system according to current zero-range set constant, change the initial
phase of several transmitted tones through keyboard (change value is one or several
phase interval (360°/a), and move forward the received low tone across the zero
point to decrease zero-range set constant.

Feature of such signal replication method: use received primary tone to promote
frequency divider and make phase matching by correlational method to replicate
lowest tone signals. These lowest tone signals follow primary tone signals for
successive tracking and possess the accuracy of primary tone phase as well as
period of lowest tones, thereby realizing non-ambiguity and high-accuracy ranging
at a long distance.

Its defect: Constant transmission of primary tone requires transmission of two
tones at each time. Although capture time may be shorter, transmission energy is
bigger. One possible improvement method is to correlate transmission tone with
transmission carrier. If correlation ratio of primary tone and carrier is m, carrier
correlation transmission ratio of transponder is m,, then the correlation ratio of
primary tone and received carrier is m; X m,, conduct m; X m, time of frequency
division of received carrier to make signal replication and ranging according to
above method after received primary tone. But phase ambiguity from m; X m,
frequency division can be solved by real-time measurement on the phase difference
of frequency division primary tone and received primary tone. Apply it into range
calculation formula to obtain no-fuzzy range and the accuracy of high tone is
determined by carrier C/N,. The phase difference of high tone ambiguity solution
can be decreased by increasing integral time to obtain high ranging accuracy. Such
method can make time-sharing transmission of sequence tone, but memory and
driving of tone is replaced by carrier frequency division.

2) Phase measurement calculation method

Such method makes time-sharing measurement of receiving/transmission phase
shift of each tone and calculates ambiguity solution to obtain range value.
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For example, transmitted tones are folded tones of 100, 20, 16, 16.8, 16.16,
16.032 Hz, and 16.008 kHz. No need to restore 16.008 kHz to 8 Hz at receiving end.
We can directly measure 16.008 kHz phase shift, minus 16 kHz phase shift to obtain
8 Hz phase shift:

Sum frequency phase shift: @y, = (wp+®,)T = wpT+ ®,7

Base frequency phase shift: ®p = wpt

Secondary tone f,, phase shift: ®,=®y, — Pg=w,7

It can directly measure phase shift at sum frequency, which is one advantage of
tone phase calculation method.

Range finder transmits one tone for each time under time-sharing mode. After
lowest tone of phase loop is locked, it transmits from low to high and finally
accomplishes locking of primary tone. In case of digital signal processing, phase
measurement can be done through digital phase-locked loop. Tone generator pro-
duces primary tone and various secondary tone waveforms, the order of which are
sent to uplink modulator for carrier modulation.

Tone digital signal from receiver is sent to tone extracting loop for tone phase
extraction and measurement of receiving/transmission phase difference. Tone fre-
quency is produced and extracted from low to high and the receiving/transmission
phase shift measurement of such tone is done after indication of tone extraction
loop-lock is stable, phase ambiguity resolution is done in order. Receiving/trans-
mission phase difference is sent to data processing computer for calculation of tone
phase ambiguity resolution and calculation of target range. Time scale of ranging
data is the time of tone receiving end.

Capture time of ranging depends on the locking time of tone loop. Wideband
loop capture and narrowband loop tracking is employed to shorten capture time and
ensure ranging accuracy. Tone loop employs Doppler compensation, which guides
rapid locking of tone loop by use of Doppler information from R&C unit.

Range capture procedures are as follows:

@ Process of tone transmission. In case of range capture, tone transmission is
done in order and there is only one tone at any time. For transmission of one tone,
wait for loop-locking of received tone and delay for some time; make R/T phase
shift measurement after loop DCO phase is stable.

Firstly transmit the reference frequency of combined tone F; =16 kHz, then
transmit tone frequency from low to high one by one, so as to calculate the
secondary tone phase shift from combined tone phase shift and provide phase
ambiguity resolution in order.

® Phase calibration. Calculate and store the R/T phase zero of R/T equipment
channel to tones, i.e.,

Ooi = OTrans0i — ORecievoi» 1=1~7 (2168)

where Oranso; 1 the sample value of tone phase of transmitted tone generator in case
of phase calibration; Ore.ivo; 1 the sample value of tone phase of received tone loop
DCO in case of phase calibration.
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In case of range capture on target, tone R/T phase shift caused by target range
delay is:

(pi:0,~—00,-, l:1N7
where
oi = aTransi - aRecievi, i=1~7

® Transmit 7 tones in order and record R/T phase shift at corresponding
moments of f; ~t;. For ambiguity solution at the same range point, conduct range
matching calculation after obtaining phase shift value of 7 tones at ¢;. Phaseshift
increment Ag,; from target movement in time periods of #;—¢; shall be calculated.

M= [ fal0ar (2.169)

where f,(t) refers to Doppler frequency.

Expression (2.146) is called Doppler integration, which calculates Ag,; and
corresponding range variation value. Specific implementation methods include
Doppler frequency single- point sampling method, multi-point average method,
fragment accumulation method, in which fragment accumulation method has
higher accuracy.

R/T phase shift of combined tone at the moment of 6 is:

Osi =i+ Adg, i=1~7

@ Calculate the R/T phase shifts of basic tones.

R/T phase shift is ® =®y;—¢; for f;=8 Hz; R/T phase shift is
@, = Oy 3 — @, for f, =32 Hz; R/T phase shift is @3 = Oy 3 — ¢ for f3 =160 Hz;
R/T phase shift is ®, = @y 4 — @, for f4 =800 Hz; R/T phase shift is ®5 = Dy 5 — ¢,
for fs=4 kHz; R/T phase shift is ®¢= ¢ for fo =20 kHz; R/T phase shift is
@, = ¢, for f;=100 kHz.

Feature of phase measurement calculation method: discrete capturing of phase
and Doppler data of each tone in order. As ambiguity solution calculation shall be
done at the same time, Doppler integration method is employed to calculate the
phase of each tone to arrival time of final tone, and then conduct ambiguity solution
calculation, which causes following problems.

@ Doppler integration is impacted by measurement accuracy, sampling interval,
integration time and integration algorithm, there is error for such phase calculation
mode. When time is longer, speed and acceleration is higher, its error is bigger,
which may cause matching mistake and mismatch error for range capture. There is
serious defect for ranging of long range of deep space, etc. and high-speed target.

® Its phase measurement is accomplished by phase-locked loop. As there
is such special problem as capture time, capture bandwidth, cycle slip for
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phase-locked loop, it may cause phase measurement error and matching error when
design is improper (capture time is not sufficient).

® Time difference, interference, etc. from frame-falling, inaccurate time scale
may cause capture mistake. Its advantage is to transmit one tone at each time.

Doppler integration ranging in Expression (2.169) is also one range determina-
tion method, which has two problems: firstly, starting value of range must be
known; secondly, Doppler integration error, the longer the integration time lasts,
the bigger the accumulation error becomes. It can calculate range increment of high
accuracy and high resolution to short time period by use of velocity integration with
known original value of range and be applied to following cases.

(® When ranging time and data sampling time is different and there is difference
of AT time interval, make Doppler integration in AT to obtain the range value at
sampling time.

®@ When the time interval of ranging is long (e.g., PN code period is long) and
there is high requirement for data sampling rate, Doppler integration ranging can be
used for high resolution compensation between two ranging moments.

® It can modify the propagation delay error of ionosphere and plasma.

2.4.1.2 Pseudorandom Code (PN Code) Ranging System

Tone ranging method needs to use multiple tone signals and it has a disadvantage
that the phase de-ambiguity will get very complicated. There is another approach
called PN code ranging which uses only one signal rather than multiple signals. It
makes use of long period of the PN code to solve ambiguity problem and takes code
clock as accurate measurement signal similar to high tone. This is the original
intention when the PN code ranging was conceived. With the development of
technology, now it has also been endowed with other functions such as anti-
interception, anti-interference, spread spectrum and code division multiple access
(CDMA).For ranging, phase of transmitted carrier is under 0 or z phase modulated
by binary PN code and target reflected echo is received by the receiver, in which
there is also a same PN code generator served for reproducing the received PN
code. The local pseudo code is multiplied with the modulated IF signal of the
received pseudo code in a multiplier, which equivalently performs a modulation of
0 or & phase shift on the input received signal. If local pseudo code is completely
consistent with input modulation pseudo code in time, the occurrence order of 0 and
1 will be exactly the same (reproduced) and the original O or 7 modulation will get
removed by such counter modulation. So the receiving multiplier will eliminate the
pseudo code modulation on input carrier to make the input signal become a carrier,
which then can be extracted by a narrow band-pass filter. If the local pseudo code is
not aligned to the modulated PN code of input signal in time, the multiplier cannot
remove the modulation on PN code and will add a new modulation, so signal carrier
cannot be restored and the band-pass filter will have no carrier signal output. The
multiplier and band-pass filter constitute the IF correlator of PN code modulation.
Output signal of the band-pass filter depends on the time relationship between local
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PN code and input PN code. Analysis shows that when the time difference of 2 PN
codes is more than 1 code element, output is close to zero (1/p of the maximum
output, where p is the number of code elements in a pseudo code period, called code
length); when time difference is zero, i.e., when two sequences are completely
aligned, output is maximum; when time difference is within plus/minus 1 code
element, correlation value changes with time difference. In one sequence period,
correlation value has obvious output only in one code element width, having a form
like a triangle. Other time output is zero.

Figure 2.39 is the diagram of autocorrelation function of an m-sequence pseudo
code.

The shape of the correlation peak is like a triangle. Its hypotenuse shows that in
one code element width the correlation value is linearly related with time, which
can be used to constitute the time discriminator for PN code tracking loop. Such
discrimination feature is as shown in Fig. 2.40. In Fig. 2.40, where A is code
element width, the voltage level change caused by time change is used to control
local PN code phase to make it synchronous to input PN code.

1 R(r)

p, [ P
— A\

Fig. 2.39 Autocorrelation function of an m-sequence pseudo code
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Fig. 2.40 Principle of pseudo code ranging
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As the band-pass filter bandwidth of correlator is narrow and bandwidth of PN
code loop is also narrow, it can filter much input noise. PN code tracking loop
composed of correlator can work under low SNR environment and accomplish
ranging task.

Its work process can be divided into following four steps.

(1) Use transmission end PN code to modulate carrier and transmit it to target.
After sampling pulse for ranging arrives, its rising edge is used to put 0 and 1 states
of all levels of shift register in transmission end PN code generator into the latch.
Shift register states represent the phase of PN code sequence. At the same time,
sampling pulse rising edge is used as transmitting “1” pulse to make range counter
counts code clock.

(2) Produce a local code identical to transmitting code but with a certain delay to
it at reception end, and make frequency and code sequence of the local code clock
synchronous to receiving code, thus the local code can be served as the reproducing
signal of receiving code. Track the delay change of input signal by PN code
tracking loop. As both the initial states of local code and receiving code are random,
a capture circuit is needed to roughly align local code and receiving code within one
code element. Discriminator will have error output after the time difference is
within the linear area of discriminator’s characteristic curve. After filtering, the
error output is used to control VCO, making local code align with receiving code
and so realizing synchronous tracking, i.e., composing a delay locked loop.

(3) After synchronization, the states of each level of shift register in local PN
code generator, which represent the phase of local PN code sequence, are sent to a
multi-digit comparator for comparing with latched states of the shift register in
transmission end. With the time passing, when the multi-digit states of local code
match with latched transmitting states, the comparator will output a matching pulse
as receiving “1” pulse to make range counter stop counting. The time interval
between two pulses of transmitting “1” and receiving “1” is the time delay of local
code relative to transmission end, which represents transmission delay of
target echo.

(4) The counting pulse number N of code clock of range register in one Gate ON
— OFF period is coarse-range and fine range is determined by code clock phase @,
The range can be expressed as:

(N-360° 4 ®@)c

R =
T20F

(2.170)

where F is code clock frequency.

The pseudo code ranging can use either single code or compound code.

Compound code is composed of several single codes (also called subcode) of
different code length in some logic combination. The code lengths of subcodes are
better to be coprime (relatively prime) and closer with each other for the most. For
example, in US “Apollo” TT&C system, ranging code was a compound code
composed of five subcodes, whose code lengths were: CL=2, A=11, B=31,
C=063,and D=127.
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As code lengths of subcodes are relatively prime, the code length of the
compound code is the least common multiple of subcode code lengths (product of
each subcode’s code length), i.e.,

P=]]r (2.171)
i=1

For the “Apollo” example, P =2 x 11 x 31 x 63 x 127 =5,456, 682

As can be seen, the code length of such compound code is long enough so that
the corresponding maximum unambiguous range is farther than the distance to
the Moon.

Capture time of compound code is the sum of individual capture time of each
subcode, i.e., if each subcode captures, the whole compound code captures.

Tcompound - (Z p,-) 70 (2 172)
i=1

where p; is code length of subcode; n is the number of subcodes composing the
compound code; 7y is the capture time of each code element. The capture time of a
single pseudo code with the same code length as the compound code is:

Tsingle = Pry = <Hp,-> 70 (2173)
i=1

AS Tingle 2 Teompound» in general pseudo code ranging system the signal form of
single pseudo code is rarely used. The ranging accuracy of pseudo code depends on
code element width (corresponding with code clock). The smaller the code element
width is, the smaller the ranging error will be.

2.4.1.3 Hybrid Ranging System of Code and Tone

Pure tone ranging and pseudo code ranging have their respective advantages and
disadvantages. Main advantages of pure tone ranging are that the high-accuracy
ranging can be achieved by raising tone frequency, and its occupied bandwidth is
rather narrow and capture is fast; but its phase de-ambiguity is complicated. Main
advantage of pseudo code ranging is the long non-ambiguity range; but code
element width must be decreased to raise accuracy, which increases occupied
bandwidth, makes code capture more complicated, and takes longer time. Hybrid
system of pseudo code and tone can make them have complementary advantages.
Its basic idea is to use high tone for accuracy, use pseudo code for range
de-ambiguity, and use pseudo code signal for PSK demodulation on high tone.
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There are following three schemes for hybrid system of code and tone.

(1) Pseudo code + high tone

It is a common scheme. It makes the pseudo code be PSK modulated on high
tone and selects a higher frequency for high tone to improve ranging accuracy. Its
basic principle is the same as above-mentioned pseudo code modulated on carrier,
and so it is not necessary for more details here.

(2) Spread spectrum code + high tone

For composing ranging signal, PN code is firstly used to spread the spectrum of
the low rate de-ambiguity code (Barker code).The spread-spectrum signal is used to
conduct BPSK modulation on 1 MHz high tone and then phase modulation on
carrier. Carrier modulation sideband is used for ranging and residual carrier is used
for velocity measurement. Spread-spectrum ranging signal has strong anti-
interference capability and has CDMA capability in the case of multi-station
working at the same time.

The ratio of PN code clock frequency to high tone frequency can be selected to
be rather small, so it is easy to implement complete cycle de-ambiguity of the high
tone by code clock phase and decrease the accuracy requirements on PN code clock
phase.

De-ambiguity code for maximum range is a 13-bit Barker code, which is used
for PN code phase de-ambiguity. If the non-ambiguity range is required to be
farther, the 16-bit de-ambiguity code can be selected. De-ambiguity code shall
have sharp self-correlation peak and low side-lobe.

By contrast, in some TT&C systems which adopt hybrid system of tone and
code, when pseudo code uses multiple code, signal power will be occupied, causing
signal power dispersion, reducing ranging accuracy and de-ambiguity capability,
and capture time of multiple code structure is hard to be shortened.

In such scheme, Barker code is spectrum-spread by pseudo code, reception end
accomplishes code tracking and recovery, high tone is directly modulated by
pseudo code, which not only improves anti-interference capability, but also
makes full use of signal energy. High tone, pseudo code, and Barker code do not
separately occupy signal energy. Correlation receiver of de-ambiguity code uses the
signal energy in 13 pseudo code cycles, which makes correlation peak for range
de-ambiguity have higher output SNR to ensure no mismatch error occurs during
ranging.

Meanwhile, single code modulation makes code capture process simple and
code capture time can be shortened by semi-parallel processing of multiple corre-
lators. The capture time of N correlators in parallel can be N times shorter than the
capture time of N correlator in serial.

After PN code is captured, the arrival time of correlation peaks can be detected
by de-ambiguity hardware of matching filters. Ranging process is simple and
capture time is composed by two parts of PN code capture and tone loop-locking.

Its composition block diagram is as shown in Fig. 2.41. Ranging terminal is
composed of ranging signal generator, ranging signal extractor, range delay mea-
surement unit, ranging computer, etc. Ranging signal extractor is composed of PN
code parallel detector, PN code tracking loop, high tone loop, and Barker code
matching filter.
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Fig. 2.41 Composition block diagram of ranging terminal

The uplink carrier modulated by ranging signal is returned to ground receiver by
transponder. After demodulation there is much noise overlapped in the ranging
signal and so filtering is needed to recover the pure ranging signal for measuring the
R/T delay difference, which is sent to ranging computer to calculate target radial
range and then sent to data record subsystem through network interface.

In measuring range through delay, both Barker code delay measurement and high
tone R/T phase shift measurement are employed for facilitating measuring and
obtaining high resolution. Barker code delay is used to measure coarse range (quan-
tization unit is the cycle number of high tone) and R/T phase shift of high tone is used
to measure fine range. PN code clock is used for phase de-ambiguity of high tone.

(3) Sequence code + high tone

The uplink ranging signal of such scheme includes high frequency tone f, and
sequence codes 7,(t) from its subharmonic waves, which are phase-modulated on
the tone. The resulting ranging signal can be expressed as:

Sur(t) = cos [2af .t + @1, (1)) (2.174)

1) Ranging code
The de-ambiguity signal r,(¢) is produced by subharmonic wave of the ranging
tone, its period is:
2n
T":f_ 0<n<20 (2.175)

r

where 2" is code length and f, is ranging signal frequency.
Code r,(¢) is a bipolar (£1) periodic rectangular function:

() =090, ®0;® -0, (2.176)
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where Q; can be the output of 1:2 frequency dividing trigger link. Symbol is used to
represent sum of “Module 2.”

The first trigger of frequency dividing link is driven by the ranging tone. Code
signal r,(f) can also be represented by a recursion expression:

_ Jraa(0), 0<t<T,/2
ra(t) = {—rnl(t—Tn/z), T2 <t<T, (2.177)

2) Working principle

Figure 2.42 shows a block diagram of IF correlation process. The upper branch is
a PLL, while the lower branch is a ranging signal reproducer.

10 MHz IF signal from coherent receiver is sent to a narrowband trap filter for
reducing the unwanted carrier signal in input end. Following the trap filter is a phase
quadrature tone demodulator, which multiples the input modulated IF carrier with
in-phase and quadrature phase local tone signal. It is then multiplied by in-phase
carrier component recovered by carrier loop and thus is converted to baseband.

The digital tone phase-locking loop filters filter out phase noise, the filtered
signal is sent to control tone frequency. A frequency compensation generated by
measured carrier Doppler is also sent to tone generator and makes such phase-
locking loop work in narrow loop bandwidth. Send signal after quadrature tone
component correlator to code correlator. In code correlator, signal is firstly multi-
plied with local I and Q reproducing codes and then converted to baseband after
multiplied with recovered carrier.
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3) Capture process

The capture process is similar to above “signal reproducing method” and starts
from transmitting and receiving tone only. The phase-locked tone is received in a
preset time interval. It is used to reproduce sequence codes and the first code is used
to modulate the uplink tone. As the first code is synchronous with tone and its
period is 4 times of tone period, correlator can find out 4 phase ambiguities of the
4 frequency divider and solve the ambiguities in-phase or out-off-phase with tone,
which are used to adjust the state of frequency divider to make reproducing code in
the same phase as the input code. Then the second code is used to replace the first
code, which can make alternate judgment on ambiguity again. In order to reduce the
necessary correlation times of range de-ambiguity, 4 frequency division step is
employed for code cycle. Based on correlation feature of 2 quadrature codes, we
can use 2 correlators to calculate the 4 phase ambiguities of the 4-frequency divider.
At the end of capture, the longest reproducing code is the same as longest received
code, which determines the maximum non-ambiguity range. Sequence code is also
transmitted to detect whether there is ranging error such as mismatch error. As it is
required only for testing, the needed energy is small. Modulation degree of
sequence code on tone can be decreased.

4) Ranging

Uplink code generator produces “start pulse” and reduplication code generator
produces “end pulse.” The time interval between start pulse and end pulse is
measured by a high resolution timer/counter. Ranging accuracy is determined by
high tone while non-ambiguity range is determined by longest code.

2.4.2 Vector Analysis Method of Ranging Error

Ranging accuracy is determined by sinusoidal wave signal of the higher frequency
(e.g., high tone, code clock, subcarrier signal), so the accuracy of sinusoidal wave
signal is the basis of analyzing CW ranging accuracy and it will get analyzed and
calculated in this section. For other ranging signal derived from sinusoidal wave
signal, such as hybrid signal of code and tone, its ranging spectrum is broadened to
a frequency band, whose amplitude-/phase-frequency characteristics will introduce
additional ranging system errors. In this case, the total system error can be treated as
ranging error of a single sinusoidal wave attached with a loss factor. In case of pure
PN code or spread-spectrum signal, the system error resulted from zero change of
code loop time discriminator shall be considered.

Based on above reason, this section will focus on analyzing the ranging error of
sinusoidal wave ranging signal. Ranging error includes system error and random error.

System error of equipment includes error caused by R/T channel delay change,
range calibration residual error, dynamic error, multipath effect error, and trans-
mission line delay error, among which the error resulted from delay is the funda-
mental component, especially for the transponder working in space, which may
have a considerable delay change during its several years of life cycle. It is the main
factor that restricts the increase of equipment accuracy.
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As group delay is derived from the differential of phase-frequency characteristic,
phase-frequency characteristic is of first importance in network characteristics. So this
book will first analyze the effect of frequency characteristics on ranging accuracy.

(1) Frequency characteristics analysis methods of ranging error

Nowadays with the development of digital technology, the low-pass filter has
been digitalized and its impact has become ignorable. So the following will only
analyze the impact of band-pass frequency response on ranging error.

Tone delay resulted from channel phase-frequency characteristic, amplitude-
frequency characteristic, and non-orthogonal product demodulation [11].

Channel phase-frequency characteristic and amplitude-frequency characteristic
mentioned in this section refer to the frequency characteristics of any part in the channel
(e.g., filter, modulator, AGC attenuation network), or frequency response introduced by
any abnormal condition (e.g., effect of bad matching), or the total frequency character-
istic, or asymmetry of signal spectrum line or phase shift caused by other factors.

Let the sinusoidal tone signal input to filter is:

B,‘(l‘) = B, sin Q¢ (2178)
Carrier for tone phase modulation:
Ajp(t) = sin [(wot) + msin (Qr)] (2.179)

where ), is carrier frequency, Q is tone frequency, m is phase modulation index.
For convenience sake, suppose the initial phases of carrier and tone both are
0, carrier amplitude A,, = 1, then Bessel expansion of Expression (2.179) is:

A,‘p(l‘) :Jo(m) sin wot + J4 (m) sin (a)() + Q)l‘ —Jq (m) sin (a)o — Q)l‘
+J2(m) sin (@ + 2Q)t + Jo(m) sin (wg — 2Q)t + - - - (2.180)

There are (w, =+ n€) side frequencies but we only take the first order side
frequency for discuss. The reason is that in actual scheme, narrowband filter with
center frequency at Q is used after product demodulation, so only € component is
extracted and other 2Q, 3Q,..., nQ components are all filtered. In Expression
(2.180), only first order sideband component is the useful component. In case of
small modulation coefficient, components above first order are rather small and
their combined components produced after passing through non-linear system is
even smaller, so taking first order component only into consideration is allowed by
engineering design practice. When only first order component is taken, mathematic
processing is simple and Expression (2.180) becomes

A,‘p(t) = Jo(m) sin wyt +J1(m) sin (a)() + Q)l —Ji (m) sin (0)0 — Q)l‘ (2181)

After passing through a four-terminal network with amplitude-frequency char-
acteristic H(w) and phase-frequency characteristic ®(w), such phase-modulated
wave is to be product demodulated (i.e., sent to a multiplier after digitized).
Phase demodulation model is as shown in Fig. 2.43. Corresponding H(w) and
@(w) characteristic curves are as shown in Fig. 2.44.
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Reference signal C(f) = sin(awgt + ¢p+1/2)

Q component By(1)
- Il(w)ciq’(“’) 2 Narrow band | &

filter

A;pl()

Fig. 2.43 Phase demodulation model

H(w)

¢y

¢,

-
wo 2  wo wots2

Fig. 2.44 Curves of amplitude-frequency characteristic and phase-frequency characteristic
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Obviously, spectrum lines will not be symmetrical after being transmitted
through the four-terminal network with amplitude-frequency characteristic and
phase-frequency characteristic as shown in Fig. 2.44. Its output signal will be:

Aop(1) = HoJo(m) sin (wot + ¢)
+H, J, (m) sin [(a)() + Q)l‘ + ¢+} H_J, (m) sin [(0)0 — Q)l‘ + ¢,]

(2.182)

Product demodulation is to realize
Agp(1) X C(1)

where C(?) is the reference signal that is correlated to and orthogonal with residual
carrier HyJo(m)sin(wgt + D).

In case of no strict orthogonal intersection, there is non-orthogonal phase
difference AD

C(t) = sin [(a)ot + o) + g + A¢] (2.183)

where 7/2 is orthogonal requirement, A® is non-orthogonal phase difference,
which is caused by static phase error, dynamic phase error, phase jitter, circuit
phase shift, etc., of residual carrier phase-locked loop.

1 T 1
Aop(l) X C(Z‘) = EH()]()(m) cos —5 — A¢ —EHo.]o(m)'

1
cos 2w0t+2¢0+%+A¢ +§H+J1(m)-

cos [Qt + (¢, — o) — Adp f% - %H+J1(m)~

- (2.184)

1
cos (2w0+9)t+¢+7¢0+g+A¢ — SH-J\(m)

cos [Qt+ (pg— ¢ ) + A —&—g +%H_Jl(m)-

T
cos (2w0+Q)t+¢0+¢,+A¢+§
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Take and arrange € component after narrowband filtering:

Bo(t) = %H+J1(m) sin [Q1 + (¢, — ) — Ag]

. (2.185)

HaH-J1(m)sin[Qr + (o — ¢-) + A

Expression (2.185) represents: two components are created for Q frequency after
demodulation. One component creates [(¢, — ¢po) — A¢] phase shift for input tone
signal B(t) = B,, sin Qt, the other component creates [(¢o — ¢_) + A¢] phase shift.
Output tone By(?) is the sum of such two components.

For Fig. 2.44, its vector diagram is as shown in Fig. 2.45.

As shown in Fig. 2.45, @ is the phase shift of B(¢) for B;(¢), i.e., tone phase shift.
In such vector relationship, we can clearly see physical significance of @ and reason
of @ change.

According to Fig. 2.45 and by use of simple triangle relation, we can obtain:

H_sin[(¢g — ¢_) + Ap] + H sin [(¢, — dy) — Ag]
H_cos [(¢g — ¢p_) + Ap] + Hy cos [(¢, — o) — Ad]

¢ = arctan (2.186)

J 1
Bon =T (12 2 4 2H 1 cos [(y — 6) — (s — ) + 280]
(2.187)
Output tone:
Bo(t) = By sin (Qt + ¢)
[($o-d-y+ad | ¢ B

(HoJ)/2

[(i—do)-Ad] —
(HaJ)/2

B()

/

Fig. 2.45 Vector relationship of tone components output from product demodulator
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It can be converted into tone delay z from phase shift:

H_sin[(¢g— ¢_) + Ap] + Hsin [(¢, — ¢o) — Ad]
H_cos [(¢pg — ¢_) + Ag] + H cos [(¢, — o) — Ag]

arctan

(2.188)

o= Ols

where ¢ unit is rad, Q unit is rad/s, 7 unit is s.

Expression (2.188) is the complete expression of tone delay, which is the basis of
tone ranging analysis. On the basis of derivation process of Expression (2.188),
phase difference of two side frequency phase shift to carrier phase shift and
asymmetry of two side frequency amplitude may impact tone delay, which are
impacted by amplitude-/phase-frequency characteristics of filter, as well as spec-
trum line asymmetry from nonlinear, parasitic amplitude modulation, etc.

Expression (2.188) represents that in addition to phase-frequency characteristics,
there are following factors that may impact tone delay.

1) Symmetry (H,/H_) of two-side frequency, in case of even symmetry (con-
stant value of amplitude-frequency characteristics is a special case)

Substitute H, =H_, H,/H_ =1 into Expression (2.186) and obtain:

¢ = arctan ¢+ ;d)* = ¢+ g =

According to the above expression, ¢ is not related to Agp. When amplitude-
frequency characteristics are symmetrical, non-orthogonal product demodulation
does not introduce tone delay. But according to Expression (2.187), output tone
amplitude will be reduced, SNR is reduced and random error is increased. If there is
amplitude-phase conversion in ranging unit, it may cause ranging error.

2) Odd symmetry (@, — @o=@o—¢_) of phase-frequency characteristics and
quadrature demodulation (A ¢ = 0), substitute into Expression (2.186) to obtain

¢ = arctan sin (¢ — ¢o) _bim 0 (2.189)

cos (qﬁ+ — q‘)o) 2

In case of quadrature demodulation, amplitude-frequency characteristics does
not impact tone delay.
Such (1) and (2) are for most actual cases, under most cases, ¢ = (¢, — ¢_)/2,
T= (s — )20
3) In the above cases, if phase-frequency characteristic has an odd symmetry and
linearity, refer to Fig. 2.46 for linear phase-frequency characteristics one can get
b~ dg

=T wl=g

i.e., tone delay is equal to group delay, which is a special case of Expression
(2.186).



110 2 Theories and Technologies of Tracking and Orbit-Measuring

a ¢ b
7)) A — bl
wo—0 &g j w2 b 0 ‘:
! wo  wot{2 W0 we-£

ffffffff P e

Fig. 2.46 Odd symmetry of phase-frequency characteristics

4) If H, #H_, according to Expression (2.186), nonorthogonal demodulation
still introduces delay, i.e., odd symmetry of phase-frequency characteristics; in case
of non-even symmetry of amplitude-frequency characteristics, nonorthogonal
demodulation still introduces additional delay. According to Expression (2.187),
amplitude is decreased.

In conclusion, such factors can be summarized: @ if phase-frequency charac-
teristics is not constant, it will introduce tone delay; @ if phase-frequency charac-
teristics is not odd symmetry, amplitude-frequency characteristics will impact tone
delay; ® if amplitude-frequency characteristics is not even symmetry,
nonorthogonal demodulation will impact tone delay.

To clarify some concepts, it is necessary to make clear following points.

In one four-terminal network, tone delay # phase delay # group delay (carrier
delay is also called phase delay and equal to [¢(w)/w], but there are two special
cases:

If phase-frequency characteristics are linear, we have tone delay = group
delay = constant. If phase-frequency characteristics is linear and through the origin,
we have tone delay = group delay = phase delay = tanf = constant. This is the case
of non-dispersive medium.

When amplitude-frequency characteristics is given, phase delay, group delay,
and tone delay are solely determined by phase-frequency characteristics, phase-
frequency characteristics is of prior importance.

In the non-dispersive medium (phase delay does not vary with frequency), group
velocity of wave is equal to phase velocity. For one tone-modulated carrier signal,
its modulated tone velocity is equal to carrier velocity. In the non-dispersive
medium (similar to the free space of non-dispersive medium), carrier delay and
tone delay are the same, with velocity equal to velocity of light. Tone delay can be
used for ranging. In the dispersive medium, group velocity is not equal to phase
velocity, and group delay is not equal to phase delay. Group velocity is also not tone
velocity and calibration or remedy is needed.

(2) Ranging error introduced by phase-frequency characteristics, amplitude-
frequency characteristics, and product demodulation orthogonality.
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Inherent delay of equipment on tone can be reduced by range calibration, but
delay change may cause ranging error. Such delay error is a major component of
ranging accuracy.

External factors causing delay change: temperature change, Doppler frequency
shift, signal level change (AGC impact), power supply voltage change and aging,
etc. Such factors can change tone delay through phase-frequency characteristics,
amplitude-frequency characteristics and nonorthogonal product demodulation of
channel. The quantitative relation of such impact can be obtained through total
differentiation on Expression (2.186), i.e., total error expression:

R ) 0p (H:), 00 . 0
Aqfoqubfa(Ad))d(Aqﬁ)wL d<H> +a(¢+—¢0)d(¢* ¢0)+a(¢0_¢7)d(¢0 ¢)

2
—M<{1 - (f,*) }d(A¢) + {cos (¢ — ¢_) + Ad]sin [(¢, — ho) — Ag]
. H,
—sin[(¢o — b_) + Ag]cos [(h_ — o) — Ag]} x d (,,—)

2
+{%cos [(do— b_) + Ad]sin [(4. — d) — Ad] + (?) }d(rm ~ )

+ Z—jsin (b0 — ¢_) + Ag]sin [(¢, — ¢o) — Ag] + (Z—*) }d((/)+ — )

+{1 +-E cos[(p, —¢_) — Ag], cos (¢ — ¢_) + Ag]

(2.190)

where A® is tone phase shift increment; A¢ is nonorthogonal phase difference.
Thus, reducing M will decrease delay error. Minimum value of M shall be sought
out in design.
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From discussion on Expression (2.186) we can conclude:

1) Impact of phase-frequency characteristics. The third item in Expression
(2.186) is the tone delay change when relative phase difference (¢, — ¢pg) of
(wo+ Q) side frequency to carrier changes in case of no change for A¢, (H,/H_)
and (¢ — ¢-).

For special case: (Hy/H_)=1,¢9— ¢_ =, — ¢po, substitute into Expression
(2.186) to obtain M = 1/4, dp(¢y — ¢_) = 3d(dy — ¢_) = A(y — ¢_), which is
equal to 1/2 of phase difference change of side frequency to carrier.

Similarly

1 1
dgp(d; — ¢o) = Qd(fm — o) = 7A (#4 — ¢o)
Tone delay variation is:

Apy =dd(go —d_) +dp(p, — o) = A(p, —¢_)

AR, :%Of,..A((ﬁ*_(ﬁ’) (2.191)

2) Impact of amplitude-frequency characteristics asymmetry. The second item in
Expression (1.186) is the delay change d¢(H,/H_) when amplitude-frequency
characteristics non-even symmetry (H,/H_) changes in case of no change for

A, (s — o) and (o — Pp_).

s = (57"

_ ) cosl(¢g— @) + Ag]sin
- M{ sin [(45(: —¢_) + Ag] cos

g: - ﬁ‘g _ iﬁ B }A@—f) (2.192)

A =0 can be obtained by making d,(H./H_)=0
By resolve Expression (2.190) we can get:

sin[(#. — o) —A9) _ sin[(4y—¢.) + A9)
cos [ — ) — )~ cos|(do—4) + 89)
(py —bo) —Ap = (dog—_) + A
Ap=3[(6. ~ d0) — (o~ ) (2193)

Above analysis shows: @ when adjusting product demodulation non-orthogonal
phase difference A ¢ to equal to Expression (2.193), change of amplitude-frequency
characteristics even symmetry does not cause tone delay change; @ if product
demodulator is orthogonal, i.e., A¢ =0, substitute into Expression (2.193)
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b —bo=bo— -

It is odd symmetry of phase-frequency characteristics.

When product demodulation is orthogonal, if phase-frequency characteristics
are odd symmetry, change of amplitude-frequency characteristics asymmetry does
not introduce delay change, which matches above discussed results.

3) Error caused by quadrature demodulation. The first item of Expression
(2.189) is the delay error when non-orthogonal phase difference A¢ changes in
case of no change for (H,/H_) (¢, — ¢ho) and (¢pg — ¢p_),

2
Ady = dp(Ag) =M ll - (Zi) A(Ag) (2.194)

When H,/H_=1, d¢p(A¢) =0, i.e., in case of amplitude-frequency characteris-
tics even symmetry, nonorthogonal product demodulation will not introduce tone
delay, which is the same as above conclusion.

On the basis of above analysis, phase-frequency characteristics is the most
serious impacting factor on tone delay and other factors’ impact can be properly
controlled for decrease.

2.4.3 Group Delay Characteristics Analysis Method
of Ranging Error [12]

According to above analysis, phase-frequency characteristics is the most direct and
accurate method for ranging accuracy analysis. But group delay index or curve is
often given in engineering, it is necessary to analyze ranging error as per group
delay characteristics.

2.4.3.1 Group Delay Analysis Method of Tone Ranging Error [12]

(1) Several definition methods of channel delay characteristics

1) Group delay 7,: The delay of channel on wave group signal is called group
delay. According to Fourier analysis, one complex signal is composed of many
sinusoidal wave components. Use such signal to modulate (including PM, FM, AM,
BPSK, QPSK, etc.) carrier to produce one modulated wave, group delay is the delay
of its modulated signal (integrated signal of wave group), its mathematic
expression:

dd(w)
 dw
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2) Ranging tone delay z: Ranging tone is one single-frequency sine wave and the
delay of channel on such single-frequency sine wave is called ranging tone delay.
Reference [1] provides the relationship of ranging tone delay and channel trans-
mission characteristics

AD 1 H_;sin(®y — ®_;) + H,ysin (Dyy — Py)
T = = —arctan
Oy Op H_jcos(®y—D_;)+ Hyjcos (D — Do)

(2.195)

where ,, is ranging tone frequency; @, is phase shift produced by carrier @ in
phase-frequency characteristics; @, | and @ _ ;| are the phase shift corresponding to
wo+®,, and wy— w,, in phase-frequency characteristics; H,; and H_ are the
amplitude value corresponding to @+ @, and wy— ®,, in amplitude-frequency
characteristics.

3) Test delay z.: The delay tested by test apparatus on channel is called test
delay or envelope delay. In ordinary test apparatus, use one single-frequency
sine wave to conduct amplitude modulation on carrier, measure the delay of
such amplitude-modulation envelope after passing channel. Its mathematic
expression is:

I
2Q

Te

(2.196)

Such digital expression is similar to the ranging tone expression. Only when € is
equal to ranging tone and modulation mode is phase modulation (or frequency
modulation), it can represent ranging tone delay.

In Expression (2.196), when Q — 0, then

==

Te

dP(w)/dw = 1, (2.197)

But in actual test, AQ — 0 is impossible. Hence, test delay 7, is similar to group
delay.

In addition, “phase delay,” “phase truncation delay,” etc., are used to describe
delay characteristics. New test apparatus can directly measure ¢(w); microproces-
sor in test apparatus directly calculate differentiation d¢p(w)/dw to obtain z(w). Such
various delay characteristics are hidden in and solely determined by frequency
characteristics H(Jw).

(2) Expression calculation method of tone ranging error

Expression of group delay 7(w)

ELINT3

_do
" dw

(o) (2.198)
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Use Expression (2.198) to obtain the phase difference between phase @, of
frequency point (wg+ ;) and phase ®_ | of frequency point (wy — )

wo+Q T(w)
O —-D_ )= 2.1
e (2.199)

) —

where (wo £ Q1) unit is rad/s; 7(w) unit is s; (P, ; — D_ ) unit is rad.

1) Ranging error from linearity distortion item and parabolic distortion item.
Nonlinear item of group delay characteristics can be approximated with Taylor
series (above third order can be omitted), group delay fluctuation item can be
approximated with Fourier series (above second order can be omitted), total
group delay characteristics can be represented:

2nwa

(wa) = ap + arwa + aga)2A + 1, Sin { + 90] (2.200)

T

where w, is the frequency difference of offset carrier center frequency wy,
wa=m — wy, T(w,) is the group delay characteristics function with w, as variable.

Expression (2.200) includes two parts; one part changes with frequency, i.e.,
second, third and fourth items, in which a;w, and a,w3 are respectively the first
order item (linearity distortion item) and second order item (parabolic distortion
item) of group delay characteristics provided in engineering design; the fourth item
is group delay fluctuation item with fluctuation amplitude of z,,; the above three
items are not respectively provided and called in-band group delay change. The
other part is ay, @; and a,, which is group delay change varying with time change,
i.e., group delay stability provided in index (group delay change in how many
hours, factors causing change includes temperature, span, power supply, input
level, etc.).

Substitute Expression (2.199) into Expression (2.200) to obtain:

+Q 2
(@) — D)) = / @08) 500 4 20203 (2.201)
-Q de 3

where Q is tone frequency.
In most actual cases, ranging tone delay is determined by Expression (2.189).

(@41 — D) | B
_ —a,Q 2.202
T = 3 —a0+3a2 (2.202)

By above expression, the change of 7 caused by changes of ag and a, can be
calculated.

Ranging error from Doppler frequency shift w, can be obtained from change
(Agyyg— A¢p_ ) of (pr1—¢_1) (general w, can be extended as other frequency
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change factors, including signal center frequency drift, filter center frequency drift,
etc.). In case of (wg+Q), AD, , from change is:

Qtwy Q+wq
AD,, = / 7(wa)dwp = / (ao +ajwa + agwi)dmA
o o (2.203)

= apwy + %{(9 +wq) — Qz} + 2—2[(9 + wa)’ — 93}

Similarly, at (wg — Q), A®_ ; from change w,, is represented as follows:

—Q+wy
AD_,; = / 7(wa)dws
-Q

u 4 (2.204)
= aywq + %[(—Q +wg)? - Qz} + ?2{(—9 T+ 93}
Ranging error from Doppler frequency shift is:
AD_; — AD_
Aty = % = a,0d + e} (2.205)

where a; and a, are usually provided in specification. If the specification provides
group delay characteristics curve, a; and a, can be calculated from such curve, as
shown in Fig. 2.47.

In Fig. 2.47, dotted line is the linearity distortion curve including a, solid line is
the total curve including a; and a,.

The method for calculating a;, a, with above curves is as follows:

@ Linear component a; (first order item). Obtain from Fig. 2.47:

a = TAB;’B (2.206)
N

4
Fig. 2.47 Group delay 5 : } ]
characteristics curve -0.2 0.1 (f~[) 9 0.1 0.2
including @, and a, })f-\'l Hz B2
A

distortion
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It represents with the time delay of unit band with unit of ns/MHz; By is the
bandwidth occupied by ranging signal spectrum.

@ Parabolic curve component a, (second order item): In Fig. 2.47, zc is the
group delay value of straight line connecting point A and B at center frequency f;.

According to Fig. 2.47,

7p = dag (corresponding to wx = 0)

B, B,\? . By
Ta=apta|—=)+a|—=— corresponding to wa = —
2 2 2

B

Te =TA — Aq 7

(te —7p) = a2 (i)z
)

a = 7(;; _/2’)[; (2.207)

then

2) Ranging error from group delay fluctuation. Group delay fluctuation index is
provided in engineering design and its fluctuation characteristics curve can be
various. We can use Fourier series to decompose it into the sum of many sinusoidal
fluctuation harmonics. When first order item is taken, it is represented:

7(wa) = 7 8in {272% + Ho} (2.208)
Qr

where Q7 is the frequency interval of one cycle sinusoidal fluctuation of group
delay with unit of rad/s (or Hz); w, is independent variable with the same unit as
Qr; 7,, 1s the maximum group delay peak value with unit of s; 6, is the initial phase
with unit of rad.

Group delay fluctuation characteristics curve is as shown in Fig. 2.48.

N e

L '

0.1 0.2

7(f)ns

0.2

<
<

f/MHz

Fig. 2.48 Group delay fluctuation characteristics
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From Fig. 2.48 we can obtain
Q —Q
6o = 180° — [M] X 360°
Qr

Expression of phase difference A®, ; and A®_ ; from Doppler frequency shift
w, is as follows:

2 2
—ﬂ(Q — wg) — cos EQ] cos 0y
Qr

—Qtwy Q
AD_, :/ Timax SiN ZﬂmfA + 0o | dwa = —Tmax =T cos
: 9 Q

Q T 2r

sin 90

Q . 2n . 2r
+Tmax 2—; {sm Q_T (wa — Q) + sin Q_TQ

Be same as that,

Q+wy WA
A(D+d = / Tmax sin |:27'[ + 9():| dO)A
+Q QT

Ranging error from Doppler frequency shift w,, is:

_AD,, —AD
B 2Q

Qr . 22Q | . 2rwy
= Tmaxzﬂ—g sSin Q—T |:Sln

ATd

2z Wy
T

cos By + (cos — 1) sin 00} (2.209)

T

Ranging error can be calculated according to Expression (2.209). It can be seen
that the ranging error resulted from group delay fluctuation characteristics is related
to fluctuation amplitude 7,,,,x and initial phase 6, of fluctuation. Different w,/Q7 and
/Qr may cause different ranging errors. When Q> Qr, Az, — 0 and Qr gradually
decreases to be less than /2, it evolves to be near linearity distortion or square
distortion. When Q < Qrand 0y = 0°, At,; = 7,a« 1S transformed into Aay, it does not
reach the maximum when w, is maximum, but reaches the maximum in case of some
@g4. Under some conditions, it may not introduce ranging error (e.g., when 8, = 0° and
2w a/Qr = nz, its physical significance is that plus-minus half-cycle integration of
sine wave counteracts each other). On the basis of such complexity, group delay
index of engineering design does not include such index as Qr and 6,. Use group
delay characteristics curve and following graphic(al) method for resolution.

3) Ranging error from group delay stability. Definition of group delay stability:
assuming with the change of time, environment conditions, AGC circuit, etc., ay has
a change of Aag and a, has a change of Aa,, they will cause a ranging error of Azg
which can be calculated from Expression (2.202), i.e.,

A
Ato = Aag +%92 (2.210)
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7(f)ns

(/S0

Q1
— Bs !
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Fig. 2.49 Graphic method of ranging error

Atq is the major component in ranging error and decreased by “range calibra-
tion,” but change between the two “zero calibration” may cause ranging error.

(3) Graphic calculation method of tone ranging error

If actual 7(w) curve is complex and Taylor series and Fourier series cannot be
used for representation, according to the measured curve diagram 7(w), use graphic
area solution method for integration of Expressions (2.203) and (2.204), which can
also calculate the ranging error. Figure 2.49 is a 7( f) curve, take it as an example for
graphic calculation of ranging error when Q = 100 kHz, f;; = 150 kHz.

In Fig. 2.49, the dotted line is the peak-peak average value curve of the
fluctuation.

According to Expressions (2.203) and (2.204), integration of A®, ,is the area A
under 7(f) envelope in an interval of f from +0.1 MHz to (+0.1+0.15)
MHz = 0.25 MHz. Similarly, A®_ ,is the area B under 7(w) envelope in an interval
of fo from —0.1 MHz to (—0.1+0.15)MHz = 0.05 MHz. They are represented by
the shaded area in Fig. 2.49, from which one can obtain:

A®,,; =area A =44 rad
AD_, =area B=1.95 rad

From Expression (2.211) we can also obtain:

AD.,—AD_;  (44—1.95)x 10" rad

A = =
ta 20 2% 0.1 x 10° x 27 rad/s

=1.95 ns

Below, we will calculate them again by formula method and make a comparison
of the two calculation results.
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1) Ranging error Ar'd from first order item and second order item can be obtained
from Fig. 2.49:

By, = 0.5 MHz,

ta—13=74ns, tc—1p=23ns
From Expression (2.207), we get

a; =5.2 ns/0.5 MHz = 10.4 ns/MHz

From Expression (2.208), we get

3 ns

m =48 HS/MH22

ap; =

From Expression (2.206), we get
AT;, =a1wy + aza)ﬁ
Substitute into a;, a, and w,, etc., the calculation result is:

At, = 2.64 ns

2) Ranging error Ar; from group delay fluctuation. From Fig. 2.49, we get:

QT:(fl —f2)=250 kHZ, Tm:1.2 ns,
0o = 180° — [(f} —fo/Qr)] x 360° = 72°

AT; can be obtained by substituting these values into Expression (2.211) and
results are as listed in Table 2.9.

The total ranging error Ar,=At’;+At” ;=2.1 ns when w,;=0.15 MHz
is close to 1.95 ns which is obtained by graphic method. Moreover, we can
conclude that ranging error from group delay fluctuation does not increase when
w, increases.

Table 2.9 Calculation results of ranging error

wy,MHz) |0 0.03 0.06 0.09 0.12 0.13 0.14 0.15
Az, (ns) 0 |-0.015 —0.12 —0.375 —0.525 —0.547 —0.55 —0.54
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2.4.3.2 Group Delay Characteristics Analysis Method of PN Code
Ranging Error and Spread Spectrum Ranging Error [13]

(1) Principle of generation

PN code ranging and spread spectrum ranging is usually implemented by delay
locking loop, and the null point of error discriminator in the loop is symbol
measurement point of the PN code ranging delay. The change of such null point
on the time axis reflects that of the ranging delay. Its physical mechanism is: the
output voltage of the time error discriminator in the loop is zero in case of stable
tracking of PN code. If influenced by other factors, the original time discrimination
characteristics become a new time discrimination characteristics, and its output
voltage changes by AE accordingly. Such AE will make the frequency and phase of
the local PN code clock change and, in the meantime, make phase (i.e., delay) of PN
code change simultaneously. After it changes by the delay Ady, the output voltage
becomes zero on the new time discrimination characteristics; at this time, the delay
locking loop will become stable again. Ady is the ranging error arising from change
of time discrimination characteristics, and is corresponding to zero point of output
voltage on new time discrimination characteristics. Therefore, if the value of 52)
corresponding to the output zero point of new (changed) time discrimination
characteristics is solved and then minus by &, of the original time discriminator,
the ranging delay error Ady = 56 — &y can be obtained, and then solve the range error
through delay error.

Change of channel group delay will result in change in time discrimination
characteristics. The ranging error arising out of change in group delay characteris-
tics can be solved according to the foregoing mechanism. However, it is very
difficult to get its mathematical expression via analytical method, so simulation
method is recommended. The section below will set out its impact upon ranging
error through simulation.

(2) Simulation block diagram

The simulation block diagram is as shown in Fig. 2.50:

\|/ Autocorrelation function
output
Carrier BPSK Add s BPSK comelator
Generator Modulator characteristics Demodulator
R(1)
Variable delay t
PN code
generator

Fig. 2.50 Simulation block diagram of PN code ranging error
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In Fig. 2.50 “add in group delay characteristics” include first degree, quadratic
term, sinusoidal variation term, and constant-value term of group delay character-
istics set out in Sect. 2.4.3.1. It simulates the group delay characteristics in the
following expression:

. | 2nw
(wa) = ap + ajwa + aszA + 7,, SIn { QTA

¥ 90]
where w, is the frequency difference deviating from the central frequency .

Group delay characteristics can be simulated by full-pass filter to solve the auto-
correlated function R(¢) while ¢ is changing, and then calculate the time discrimi-
nation characteristics D(¢) of advanced code and lagging code at an interval of a
code element width T.: R(z) — R(z+T,.) = D(%).

Then, further solve the value of 16 corresponding to D(7) =0 in case of different
group delay characteristics and the value of 7 in absence of group delay charac-
teristics (namely, the group delay is zero). Calculate 6y= (1;) — 70) to obtain the
ranging signal delay &, (i.e., the delay in absence of group delay) arising out from
different group delay characteristics; the change A, caused by change in such
& along with the group delay characteristics is the ranging error introduced by the
group delay characteristics.

(3) Simulation results [13]

When the rate of PN code is 3 and 10 Mbps, the simulation result is as shown in
Fig. 2.51.

In Fig. 2.51, the subfigure (a) is PN code ranging delay caused by sinusoidal
group delay variation, B; means the bandwidth of filter (unit: radians/second),
usually as B, =1/T.. The simulation result reveals that the ranging delay oy = 75,,
namely,

1 +B;/2

2
5o = 75, 7, sin {% + 90] dwa (2.211)

B E -B;/2

Where, 7, is the ratio of average value of group delay to the value of B; within B,
According to the expression above, it is shown that & is relevant to amplitude of the
group delay variation, bandwidth of B;, starting phase of variation within the
bandwidth (similarly, it is also relevant to the ending phase). But there is a special
circumstance, under which, the positive semicircle number of the variation is equal
to the negative semicircle number when both starting phase and ending phase is
zero; therefore, in case of 75, = 0, whatever is amplitude and times of the variation,
no PN code delay is caused.

Any group delay variation curve can be decomposed to be the sum of n times of
harmonic curve; respectively solve dy,, and then solve s.

In Fig. 2.51, the subfigure (b) is PN code ranging delay caused by the linear
group delay, a; is the slope of group delay characteristics (unit: ns/MHz), and g
means the value of group delay at the passband edge (namely, at @y = B;/2, B; = 1/T,)
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Fig. 2.51 Simulation results when PN code delay is caused by group delay. (a) Relationship
between PN code delay and sinusoidal variation group delay characteristics. (b) Relationship
between PN code delay and linear group delay characteristics. (¢) Relationship between PN code
delay and parabolic group delay characteristics
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(called as “boundary delay”). The simulation result shows that §y is in linear
relationship with a; which can be fit to a mathematical expression:

80 =0.25a;,60 = 0.177 (in case of 3Mbps code rate) (2.212)
8o =1.5a;,80 = 0.37g (in case of 10Mbps code rate) ’

In Fig. 2.51, the subfigure (c) is PN code ranging delay caused by the parabolic
group delay, a, is the coefficient of the parabola (unit: ns/MHz?), 75 is the value of
group delay at the passband edge (namely, at wy £ B,/2, B;= 1/T.). The simulation
result shows that the greater a; is, the greater 7z becomes; as a result, the greater
&9 so caused. &y is approximately in linear relationship with a,, which can be fit into
a mathematical expression:

8o =0.085a,, 6o =0.0387 (in case of 3Mbps code rate) (2.213)
8o =3.3a2, 89 =0.1575 (in case of 10Mbps code rate) ’

The PN code ranging signal delay introduced by constant-value group delay is
equal to the constant-value coefficient of group delay characteristics, namely,
50 =day.

Expressions (2.211), (2.212), and (2.213) reveal that a;, a,, ay, 7, and 7p, will
introduce PN code ranging signal delay. It introduces range zero value which can be
deducted by range calibration. After being calibrated, the change in a;, a», ag, 75,
and 7, will be introduced into the ranging error.

2.4.4 Random Ranging Error

Thermal noise and short-term stability of ranging signal will cause the random
ranging error. More details are discussed below.

2.4.4.1 Ranging Error Introduced by Thermal Noise

According to CW ranging principle R = 4‘,%, we can obtain that
C o
or = f—“’ (2.214)
R

where 4 is the phase measurement error of the equipment, fx is the frequency of
high tone, and o, is the required ranging accuracy.

The phase measurement error of the equipment d¢, is limited by the SNR of the
tone signal to be modulated. For the purpose of improving the phase measurement
accuracy for the high tone, the phase-locked loop (PLL) has to be used. Because the
closed-loop narrowband filtering of the phase-locked loop is able to improve the
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SNR of tone, under the function of AWGN n(f), when the SNR of phase-locked
loop (S/N); is greater than the threshold value (>7 dB), the relation between the
phase jitter output by the main tone loop and the loop SNR may be expressed that

1

5,1):\/57:\/@:\/%: . (2.215)

[0):73

If (S/N), <7 dB, the losing lock probability of the phase-locked loop increases,
and the pulse noise will be found in the phase noise d¢, consequently making the
result greater.

Substitute the 64 in Expression (2.215) into Expression (2.214), then we obtain

c 11 1 4 ¢
OR, = — ~ =
MIRV2 ), 180 /(), 187k (D)ot

where (S/N); <7 dB in general, N =2®B;, ® is noise power spectral density, By is
the equivalent noise bandwidth for a single side of loop, By, = [ °IH( 2af)Pdf,
which is related to the type and exponent number of the phase-locked loop. See
Table 2.7 for calculation.

(2.216)

2.4.4.2 Ranging Error Caused by Short-Term Stability
of Ranging Signal

The phase noise of the ranging signal (shown as short-term stability in time domain)
may introduce additional ranging error. The reason is that the phase noise has
frequency modulation flicker noise and frequency drift noise, and then these noises
may be radiated as time extended. Therefore, for the deep-space two-way ranging
with long time delay, if the short-term stability of a signal is not required strictly,
the non-ignorable ranging error will appear. However, due to a short R/T time delay
in CC&T for the orbit satellites of the Earth, such error may be neglected.
The ranging signal is expressed that

ug(t) = Acos [wst + ¢(1)]

where , is the nominal frequency, and ¢(¢) is the phase noise.

In a basic model, the ranging distance is the phase of R/T CW ranging signal,
which has a space time delay 7. Assuming that the additional phase noises may not
be introduced by the uplink/downlink channel for ranging and the transponder, that
is, the frequency fluctuation (short-term stability) should only be caused by the
main vibration source, then the two-way ranging model is simplified as the model
shown in Fig. 2.52.
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Fig. 2.52 Ranging model
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Fig. 2.53 Phase and frequency relationship of R/T signals

In Fig. 2.52, the phase difference Ag() relative to ranging distance is equal to
the difference between the phase ¢(#) and the phase @(z+T') of transmitter, which
have T time difference then

Ap(t) = @(t+T) — ¢(1) (2.217)
Correspondingly, the difference of frequency fluctuation is expressed that
Af(t) =f(t+T) —f(z) (2.218)

In Expression (2.217), the first term and the second term are the two measured
values of two times of transmitting signals respectively at T time interval; the
corresponding time relationship is as shown in Fig. 2.53.

In Fig. 2.53, the measurement starts at 71, and the time delay of measured R/T
signal is T. The measurement shown in Fig. 2.53 is equivalent to the measurement
for the transmitting signal shown in Fig. 2.54.

In Fig. 2.54, for the R/T signal with delay time 7, the measurements of phase
difference Ag and frequency difference Af are equivalent to those of phase differ-
ence and frequency difference between (1 —T) and #.

Distance ranging is implemented by measurement of phase difference. There-
fore, the relationship of the short-term stability with the phase fluctuation difference
Ag shall be derived to obtain the result. The relationship between the phase and the
frequency is expressed that



2.4 Ranging Techniques Theory and Technology: Two-Way, Three-Way, and Single... 127

|eubis

Bunywsues |
/

b

(n—27) (t~=7) 1

Fig. 2.54 Equivalent measurement for transmitting signal

A.f‘ (2)

— a7

(n 7) 3

I
I
|
I
I
|
I
1
|
|
|
|
I
I
1

Fig. 2.55 Relationship of phase and frequency fluctuation

Ap(T) = 2x( AF)T (2.219)

where A@(T) is the phase difference of R/T signal caused by frequency fluctuation
at delay time T, Af is the change of frequency fluctuation averages within 7' time
against the previous time, and <. ..> refers to average value of multiple times for
improving measurement accuracy.

It is assumed that the previous time is 7 (so it can be related to Allan variance in
this way), as shown in Fig. 2.55.

In Fig. 2.55, Af, is the average value of the difference Afo(f) =f(t) —f; of the
frequency fluctuation f(#) and the frequency nominal value f; within (#; —T) — ¢4,
Af is the average value of the difference Afi(t) of the frequency fluctuation f(¢) and
f; within (t, — 2T'), and the Af, — Af, = Af expresses the change of average values
for adjacent two intervals that occurred at (¢ — T) and #;, so that the phase change
A@(T) shall evolve as Ag(T) = AwT = 2n<AJ_’>T, which is the ranging error
relative to the frequency fluctuation (short-term stability). Following two physical
concepts shall be noted in this analytical method.
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(1) T is not the integration time of the circuit but the delay between T/R signals
which exists objectively in a physical relationship when the phase difference is
derived from the frequency fluctuation (Expression (2.219)).

(2) And take the previous time segment also as 7, for the purpose of measure-
ment with Allan variance, then the relationship between the ranging error intro-
duced by short-term stability and the Allan variance may be obtained (or using
other methods to gain that, however, the results obtained with different methods
shall be the same).

According to Expression (2.55), we can obtain that:

Af = Af, — Af,
((a)7) = ((aF, - a7,)")
((an?)  ((af,-a7)")

o 12

Substitute the relative frequency instability y = Af/f; into the expression above;
then

(&) (i? ) (3-3))

Because the Allan variance for zero clearance is

A1) = 3(5: -5

Therefore,
7\2 2 2
((a7)%) = 2202(T) (2.220)
Substitute Expression (2.220) into Expression (2.219) to obtain:
Ap(T) = 22V2f 0, (T)T

The one-way ranging error caused by short-term stability shall be:

_ che _CT
OR, = 2'27[fs - \/iay

(T) (2.221)

The two-way ranging error caused by short-term stability is 2ok, .
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Normally 6,(T') does not decrease linearly with increasing of 7 when T value is
large. Therefore, the ranging error caused by it will be larger because of longer
ranging distance. The result calculated from the expression above shows that such
error is negligible [2], if the distance is not so far (e.g., to the Mars), but for extreme
deep-space exploration, in case of Pluto along the solar system or entering into the
Galaxy outside solar system, if the short-term stability of a signal is good enough,
the non-negligible ranging error shall be introduced. Let’s take an example of Pluto
exploration. The Pluto is the farthest planet away from the Earth among the nine
planets in solar system, and the time delay of electric wave between the Pluto and
the Earth is about 27 h, that is,

T ~ 27 x 3,600 = 9.72 x 10*(s)

If hydrogen clock is used for measurement, by substituting ¢,,(9.72 x 10%s) ~
8 x 10~ ' into Expression (2.221), we can obtain AR =0.16 m, which is not the
major component in the total error.

If cesium clock is used for measurement, by substituting ¢,(9.27 x 10%5) ~
8 x 10~ '* into Expression (2.221), we can obtain AR=1.6 m, which is the
major component in the total error. Therefore, in extreme deep-space ranging, the
effect of short-term stability of a signal on ranging accuracy shall be considered if
the distance is extremely far, and a high-quality atomic clock is preferred.

The analysis above is an objective process in physics without effects of addi-
tional circuit, and integration filter is usually used in the practical circuit. The
frequency domain method is recommended to analyze the effect of that filter. The
transmission function diagram is as shown in Fig. 2.56.

As shown in Fig. 2.56, ¢(w) is the power spectrum of input phase noise, and
¢o(w) is the power spectrum of output phase noise. |H (@) is the power transmis-
sion function of delay canceling.

T
Hy ()] :4sir12“’7

(1) Sampling @yl 1)
intearation filter

Distance delay T

2L ) ) |22

Fig. 2.56 Ranging transmission function block diagram
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|Hy(w)|* is the power transmission function of integration filter when the
sampling smoothing time is 7.

‘o [sin?(w7/2)]
|H>(o)] = o2

The variance of the output phase noise is:

o :i OOO {q),«(w) -4sin2<w2T> : [sinz(“:)]/(“;)z}dw (2.222)

The frequency characteristics of @(f), |H l(f)l2 and |H( f)l2 are as shown in
Fig. 2.57.

As shown in Fig. 2.57, in case of good short-term stability (i.e., the @,(f) in the
figure is narrow), for deep-space TT&C with long time 7, the integration filter
works only when 7 is close to T or 7 is greater than 7. If the sampling integration
time 7 is short, so the integration filter may not takes a well effect. In a practical
circuit, the integration time is usually less than the delay time T of deep-space
TT&C.
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2.4.5 Theoretical Calculation of Ranging Accuracy

The ranging accuracy is mainly restricted by the random and system measurement
errors which appear as random variable or system variable in measuring round-trip
time of the ranging signal. Error calculation expressions are given below.

(1) Random error

The one-way random error that affects the equipment ranging accuracy has
following error sources.

1) The error caused by thermal noise (see Sect. 2.4.5).

1

c S |
= 222
7R = 18f, [2@9,,] (2223)

&

where c is the velocity of light, f, is the frequency of ranging principal tone, S/g is
the ratio of the power spectral density of principal tone signal and the noise spectral
density, and B,, is the equivalent noise bandwidth of single-side principal tone loop.

2) One way error caused by instability of short-term frequency of the ranging
principal tone (see Sect. 2.4.5).

Or, = 7§6y(T) (2.224)

where o,(T) is the Allan variance of the instability of principal tone short-term
frequency and T is the time delay in transmitting/receiving signal.
3) Error caused by multiple communication paths (see Sect. 5.4.4).

( Un, )
22U,
==’ 2.225
GRB 2fR ( )
where U, is the amplitude of multipath reflection signal, and U,,, is the amplitude
of direct signal.

4) Error caused by the phase noise of principal tone ring VCO.

o,C

=7 2.226
ok 4nf ( )
where o, is the phase noise (rad) of principal tone ring VCO.
5) Error caused by pulse jitter in case of range counter ON/OFF.
2
Ory = g cor (2.227)

where o7 is the RMS value of pulse time jitter in case of counter ON/OFF.
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6) Quantization error. The maximum error of the pulse measured time between
range counter ON and OFF is £1 count clock, then

—

c c

=—or == 2.228
O-Rf: 2 GT 2 \/ng ( )
where fx is the frequency of count clock.
7) Total random error.
oR = \/61%1 + o, +0p, +og, + (2.229)

og is determined by o, . If f, and S/ are given, the bandwidth of principal tone
loop B,, may be reduced to satisfy the requirement of system random error.

(2) System error

The one-way system error that affects the equipment ranging accuracy has
following error sources.

1) Ranging error introduced by variation of system frequency characteristics.

@® In case of calculating with amplitude-/phase-frequency characteristic: In
engineering design, if the variations of phase-frequency characteristic and
amplitude-frequency characteristic are given, the expression below may be used
to calculate:

The ranging error introduced by the variation of phase-frequency characteristic
(see Sect. 2.4.2), without considering effect of amplitude-frequency characteristic:

c

AR| =——
" 7207,

Ald, — D) (2.230)

where @, is the phase shift of the phase-frequency characteristic corresponding to
(fo+fr), ®_ is phase shift of the phase-frequency characteristic corresponding to
(fo—fr), and A(®, — ®_) is the variation of (&, — D_).

The ranging error caused by the change of amplitude-/phase-frequency charac-
teristics is:

ltgfl H_sin[(¢g — ¢_) + Ap] + H, sin[(¢ — ¢_) — Ag]
Q" H_cos[(¢g— &)+ Ag| + Hcos[(gg — &) — Ag]

r:%: (2.231)

where 7 is the time delay of ranging tone, Q is the frequency of ranging tone, A¢ is
the non-orthogonal phase difference by orthogonal demodulation, ¢, is the phase-
frequency characteristic value relative to the carrier frequency @y, ¢, is the phase-
frequency characteristic value relative to the upper sideband of (w(+€2), ¢_ is the
phase-frequency characteristic value relative to the lower sideband of (wy — Q), H,,
is the amplitude-frequency characteristic value relative to the upper sideband of
(wo+Q), and H_ is the amplitude-frequency characteristic value relative to the
lower sideband of (wg — ).
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Use Expression (2.231) to calculate 7( and 7, respectively before/after change of
(Hy, H_, ¢, ¢p_, ¢o, Ag); then the variation of one-way distance caused by change
of time delay Az = (7] — 7¢) is that

C(Tl — To)

AR, = 5

(2.232)

@ In case of calculating with group time-delay characteristic (see Sect. 2.4.3):
In engineering design, if the variation of group time-delay characteristic is given,
then the following expressions are used to calculate:

The ranging error caused by stability of group time delay is:

A
AR, = g <Aao + 3"292) (2.233)

where q is the zero-order term of group time-delay characteristic; @, and a, are the
first-order term (linear distortion term) and the second-order term (parabola distor-
tion term), respectively; Aay and Aa, are the variations of ag and a,; and Q is the
frequency of fine tone.

The ranging error caused by the change of Doppler frequency w, is:

2
AR, = (D104t @) zazwd)c (2.234)

where w, is the Doppler frequency shift (or the change of signal frequency and filter
center frequency caused by other factors).

2) Dynamic error AR,. The dynamic error is the error that affected by the target
velocity, acceleration, etc., which is mainly caused by the phase difference A6, of
the principal tone loop, and the expression is shown below:

Y (2.235)

AR, = 3
2 4nf g

For each type and exponent of phase-locked loop, Ad, is calculated with the
expressions in Table 2.10 [14].

As shown in Table 2.10, By_is the noise equivalent loop bandwidth of the (single-
side) principal tone ring, « is the Doppler rate (Hz/S), § is the Doppler acceleration
(Hz/S?), t is the time since Doppler acceleration starts (if the Doppler acceleration
starts before the principal tone is locked, then ¢ is the time since the loop is acquired
and locked). If the Doppler acceleration appears continuously, then the periodic
cycle skipping will be found in the Type II loop.

For the Type II loop shown in the table, the phase transmission function is:

sKy + K>

H(s)=——— =
(5) 2 +sK; + K>

(2.236)
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Table 2.10 Phase error of principal tone ring A6, (rad)

Second derivative
Derivative of of constant range
Constant range rate | constant range rate | rate
Constant Doppler Constant Doppler Constant Doppler
Loop frequency shift rate acceleration
Type Il loop with standard | O On a onp 2Tnp
underdamping 1682 16B? B 64B;
Type 1I loop with 0 257 25zp 125
supercritical damping 323% ¢ 323i r= 128B;
Type Il loop with standard | O 0 12,167x )
underdamping 8,00082
Type III loop with 0 0 35,937z
supercritical damping 16,38432

where K;=(8/3)B;, K,= (1/2)K% (standard underdamping); K;=(16/5)B;,
K, = (1/4)K? (supercritical damping).
For the Type III loop shown in the table, the phase transmission function is:

o S2K1 +SK2+K3
352K, + 5Ky + K3

H(s) (2.237)

where K; =(60/23)B;, K,=(4/9)K?, K; :(2/27)[(? (standard underdamping);
K, =@2/1D)B;, K, =(1/3)K?, Ky = (1/27)K? (supercritical damping).

In the Type II loop, because o, o /B, and Ag, o (1/B2), the requirements of
the random error and the system error cannot be satisfied simultaneously under the
limit conditions of threshold level, maximum speed R .y, and maximum acceler-
ation Rmax. The method below is recommended.

® The variable bandwidth method is applied to the principal tone loop. The
flight vehicle has a large acceleration in low Earth orbit, but the s/¢ value is much
greater than the threshold value, so the bandwidth of the principal tone loop is
widened to satisfy the requirements of 6R; and AR;. When the flight vehicle is
operated in high Earth orbit, the s/@ is low, and the acceleration is small, so the
bandwidth of principal tone loop is narrowed to satisfy the requirements of oR;
and AR;.

@ If the Type Il loop is taken as the principal tone loop, then the error caused by
the Doppler rate of change becomes zero.

® The group time delay of the principal input filter varies with the change of
temperature and time, and then drift error Ag, is introduced.

Table 2.11 lists the ranging errors caused by different phase changes of the
principal tone.
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Table 2.11 Effects on
ranging errors by the input
filter of principal tone loop

Principal tone (kHz) Phase drift (°) Ranging error (m)
100 1 4.17
27 1 15

Following methods may be used to minimize the error.

A thermostat is added on the principal tone input filter.

When the bandwidth of input filter if the SNR of principal tone input is satisfied,
so as to even the phase characteristic of the filter.

A digital filter is used. The error is fundamentally eliminated after using the
digital ranging terminal.

Zero residual Ag,. Because the pattern of each factor that affects the system error
is hard to obtained, as a result, the zero value of the equipment is hard to adjust,
which consequently leads to ranging error.

Ranging error Ag, introduced by up-link. The phase jitter and drift caused by the
phase modulator may change the phase of the baseline signal, and the ampli-
tude-/phase-frequency characteristics (or group time delay) of the filter next to
the modulator may cause the phase drift in case of being affected by temperature,
so that the ranging error may be introduced. Its calculation has been described
above.

The power amplifier is a wideband component that hardly affects the ranging

error, however, the change of time delay shall be minimized in design.

Ranging error Ag, introduced by down-link. The ranging error may be caused by
following reasons: phase jitter of carrier loop caused by thermal noise and
combination intervene, change of receiver input level, the change of ampli-
tude-/phase-frequency characteristics (or group time delay) of the down-link
channel caused by changes of frequency and temperature and aging. Its calcu-
lation has been described above.

Ranging error Ag, caused by the change of antenna phase center. Radio ranging
uses the center of antenna phase as reference; if the center is changed, it will
cause ranging error.

The total system error is calculated by square and extraction of a root, that is,

ARy = \/AR} + AR + AR: + AR} + AR2 + AR2 + AR} + AR} (2.238)

2.4.6 One-Way Ranging Technique

For the two-way ranging technique introduced above, the flight vehicle requires a
transponder to cooperate with the ground station and to form an uplink/downlink
loop to measure the delay difference between uplink and downlink signals, thus
obtaining the range. In that method, the transponder increases the load on flight
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vehicle, and the range error brought about by it is a main factor limiting the
improvement of range accuracy in the current ranging system. The one-way ranging
technique, however, needs no transponder, and so there’s no such shortcoming to
overcome.

2.4.6.1 One-Way Ranging by Interferometer

One-way ranging by interferometer refers to ranging by utilizing downlink signals.
In this method, the flight vehicle transmits a random waveform signal, and the range
then can be worked out by using the two range differences measured by three
signal-receiving-only ground stations located in a straight line. This method is also
called “Ranging by Interferometer” [15]. “One-way ranging” can be applied pro-
vided that the target is not too far from ground stations, and the radio waves which
are allowed to be received by ground stations are either plane waves not spheric
waves. That is to say, from the perspective of geometric optics, the three rays
received by the three ground stations are not parallel to each other but form a
triangle AA;SA,, as shown in Fig. 2.58. Angle measuring by interferometer,
however, is usually for targets at a far distance and the three rays received are
assumed to be parallel to each other. This is exactly the main distinction between
“ranging by interferometer” and “angle measuring by interferometer.”

In the left of Fig. 2.58, the space flight vehicle S is within the 3D coordinates of
OXYZ and the three ground stations Ag, A, and A, are on OY axis. The length of
baseline between stations is B. Ag is the master station and A; and A, are slave
stations. The distances from S to Ay, Ay, and A, are Ry, Ry, and R,, respectively.
Parameter to be measured is the distance R, between master station A and target S.
Take out the plane formed by S and OY axis from the 3D coordinates in Fig. 2.58
and a 2D coordinate system ASY is got, as shown in the right figure above. L is the
vertical distance between S and OY axis. From the geometric relationship in the
figure above, we can get:

R}=(B+b)+L*=(B+b)+ (RS —b*) =B*>+2Bb+R3 (2.239)

Fig. 2.58 Geometric relationship of rays for ranging by interferometer
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Since
L* =R}~ (2B +b)* =R3 - b*
Therefore,

R? —R?
2Bb = —1 2

—2B? (2.240)

Substitute Expression (2.240) into Expression (2.239) to obtain:

R} + R}

2
Ry = 5

— B? (2.241)

Expression (2.241) shows the relationship between distances Ry and (R +R5).
However, distance (R; + R,) is hard to measure in engineering, so it is necessary to
transform Expression (2.241) to a range difference equation, making it easy for
measurement in engineering. From Expression (2.241), we get:

2R3 = R? + R3 — 2B% = [(R? — 2RoR, + R2) — (—2RoR, + R2)]
(R — 2RoRa + R) — (~2RoR: + R3] 28

2R3 = (Ry — Ro)> + (R — Ro)” + 2RoRy + 2RoRy — 2R3 — 2B

2Ro(2Ry — Ry — R2) = (Ry — Ro)* + (Ry — Ro)* — 2B?

2 2 2

(R~ R0+ (R — R 287 25" = (R —Ro)’ + (R — o)

Ro = =
2[(Ro—R1) + (Ro — Ry)) 2{(Ry = Ro) + (Ry = Ro)]

(2.242)

Expression (2.242) is the one for solving range R, by using range difference.
There are two methods for measuring range difference:

(1) Delay difference measurement method

Convert range difference into delay difference:

(Rl — Ro) = (1'1 — To)C = AT]()C, (Rg — R()) = (1'2 — ‘[Q)C = ATQ()C
Substitute the equation above into Expression (2.242) to obtain:

2B* — [At}y + At C?
Z[Afl() + Tzo]C

Ry = (2.243)

The delay difference can be measured by using the marking signals of downlink
signals, such as the frame synchronization signal of telemetry signal, “all 1" signal
of PN code signal, etc.
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(2) Phase difference measurement method

To have a higher measurement accuracy, the delay difference can be measured
by utilizing the phase difference of carriers. The relationship between delay differ-
ence and phase difference is as below:

_ Ay
o

A
AT]() = P10 AT20
wo

Substitute the equation above into Expression (2.243) to obtain:

28” — [(Agly + Agdy) /03] C°
2[(A@yo + Agy) /wo]C

Ry = (2.244)

Although carrier phase difference measurement method can get a higher mea-
surement accuracy, it can easily cause phase ambiguity. In that case, the value
measured by “delay difference” can be used for resolving such ambiguity. So it is
suggested that “delay difference” be used for coarse ranging and “carrier phase
difference” for fine ranging.

The measurement accuracy of one-way ranging method relates to the length
and accuracy of baseline, delay and phase-shift stability of measuring instru-
ments, wave length and signal form of measuring signal, as well as propagation
characteristics of radio waves. Delay, phase calibration, and wired baseline
transmission (connected end interferometry) are usually the methods for improv-
ing ranging accuracy. With the same delay difference measuring accuracy, the
ranging accuracy decreases with the increase of range and deviation angle of
target.

2.4.6.2 One-Way Ranging Technique by the Time Synchronization
Between Satellite and Earth

The two-way ranging technique aforesaid is to generate the ranging signal to be
transmitted based on the clock of ground station, and to measure the two-way delay
of the received/transmitted signals based on the same clock to obtain higher ranging
accuracy. If the satellite and Earth have high-accuracy synchronization in time, the
ranging signal to be transmitted then can be generated by the satellite and the
ground station can utilize the highly synchronized clock signal to measure the
one-way delay, thus obtaining the one-way range. However, error in the time
synchronization between satellite and ground station may directly lead to range
error, so its engineering application will significantly influence the development of
satellite-Earth high-accuracy synchronization technology. This method is really a
very promising ranging technique.
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2.4.7 Three-Way Ranging Technique

For the two-way ranging technique described above, ranging signals are
transmitted and received by the same ground station. The technique allowing
ranging signals to be transmitted by one ground station and received by another is
called three-way ranging. Its working principle block diagram is as shown in
Fig. 2.59.

As shown in Fig. 2.59, high-accuracy inter-station synchronization technology is
utilized to synchronize the time between receiving and transmitting stations.
Assuming that the synchronization error is Az and if the time synchronized in the
receiving station is used as the reference time for measuring the delay of downlink
signal, the delay 7 measured by receiving station will be as below:

ELIEL
“c'¢c (2.245)

(Ri +Ry) =1C — (A7)C = C(7 — A1)

As shown in Expression (2.245), the value measured is the sum of ranges.

The accuracy of three-way ranging is lower than that of two-way ranging for the
following reasons:

(1) The time synchronization error Az between stations: usually solved by
utilizing high-accuracy inter-station synchronization. The main solutions include
time synchronization by common-view GPS satellite and time synchronization by
two-way transmission comparison.

(2) The ranging error caused by the uplink delay of transmitting station equip-
ment and the downlink delay of the receiving station equipment: for two-way
ranging, the uplink and downlink equipment delays are generated in the same
ground station and can be deducted through range calibration; while for three-
way ranging, however, the equipment delays exist in the one-way delay of two
stations respectively, which makes three-way range calibration impossible. One
solution is that the two stations calibrate their own two-way equipment delay Az,
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and Az, respectively and then work out the average uplink delay and downlink
delay of the two station equipment: (%), that is,

Aty = (Afuplink)l + (ATdgownlink )
Az, = (ATUPIin)z + (ATdOWnlink)z (
Aty + Ary _ (ATuplink)l + (Arupnnk)2 n (ATgowntink); + (ATdowntink )»
2 2 3

2.246)

Obviously, this can only reach the approximate range calibration. If the consis-
tency between the two station equipment is good, the calibration error will be small
accordingly.

Three-way ranging technique is usually used in deep-space TT&C. Under
that circumstance, the receiving/transmitting signal delay is very long, and due
to the Earth’s rotation, the antenna beam of a ground station cannot receive its
return signal after it is transmitted, and when the signal returns to the Earth’s
surface, it is needed to have another beam to receive it, thus realizing three-way
ranging.

2.4.8 Deep-Space Ranging System

Currently, three main systems are used for deep-space ranging, that is, sequential
tone ranging, PN code ranging, and tone and code mixed ranging. The analytical
results for each system are discussed below.

(1) Sequential tone ranging [12, 16, 17]. The signal used for sequential tone
ranging is a correlated tone sequence with frequency ratio of 2. It has one ranging
clock and multiple ambiguity-resolving tones, of which the previous one decides
the accuracy, and the latter determines the distance without ambiguity. When a tone
sequence is transmitted, every tone may last for a while so that the correlated
integration is conducted to improve the SNR. Under operating condition, a ranging
data can be obtained by transmitting a tone sequence. Therefore, n ranging data will
be obtained by transmitting periodically for n times. Strictly speaking, sequential
tone ranging is discrete ranging. Due to that the ranging data is determined by the
code clock; thus, the method aforesaid may be used to calculate the ranging error by
substituting the code clock for the tone.

(2) PN code ranging [12, 16]. The signal used for deep-space PN code ranging is
a compound code ranging signal logically combining a ranging clock and several
PN codes (“and” and “or” logic), wherein the ranging clock decides the accuracy,
and the compound code resolves the distance ambiguity. Because such signal is a
continuous signal, so that PN code ranging is continuous ranging. For such PN code
signal only used for ranging, the compound code ranging signal is designed to
obtain higher accuracy and longer distance ambiguity, that is, the major part of
power of a signal concentrates on the ranging clock for improving the ranging
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accuracy and acquiring signal easily, therefore, such signal basically is a periodic
sequence with a period of 2 chips. In case of resolving ambiguity, other PN codes
make the ranging clock to reverse in a half-period occasionally, but such reversion
is not happened frequently. One specific example for such compound PN code is a
regenerative compound code for ranging used in the Deep-Space Network of the
United States. The frequency spectrum of the code is as shown in Fig. 2.60a [12].

As shown in Fig. 2.60a, Pt is the total power of signal, Py is the power of
ranging signal, fr is the frequency of ranging clock, and the Af is the frequency
offset relative to the center frequency of carrier.
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From Fig. 2.60a, the ranging clock has a great first-order sideband component,
and the spectrum line between the carrier frequency and the second-order com-
ponent is small, the reason is that the component for resolving ambiguity is
produced by the semi-cycle conversion occurred occasionally with the compound
PN code.

The main spectrum component of ranging signal still is the ranging clock
component, and other components rarely affect the ranging clock. Therefore, the
method aforesaid can be remained for estimating the ranging error.

The important thing is that the method aforesaid is not applicable to spread
spectrum TT&C system. Because the spread spectrum PN code is not only used for
ranging but also used for anti-jamming, anti-interception, code division multiple
access (CDMA), etc., so that the spectrum of the ranging signal is similar with that
of “white noise.”

(3) Tone and code mixed ranging. Here is a typical example presented in ESA
Standards (ESA PSS-04-104). For tone and code mixed ranging, the ranging signal
is such signal that obtained by 45° phase modulation with one Sequential tone code
against the ranging clock (i.e., high tone), wherein the ranging clock determines the
ranging accuracy, and the Sequential tone code is used for resolving the distance
ambiguity, it can be expressed as

Cn:Ql®Q2@Q3®'”®Qn

where C,, is the nth code, @ represents for XOR logic, and Q; stands for the
two-divided frequency sequence square wave generated by ranging clock.

From this expression, the code is compounded by the Sequential tones, not the
PN codes. The difference between such code and the Sequential tone is that, since
the ranging clock always exists, the code is not acquired by searching using relevant
functions but acquired in sequence by modulation of different tones; therefore, this
kind of code acquisition is more simple and reliable, which is the reason why such a
code is better than PN compound code. The spectrum of such ranging signal after
distance acquisition is shown in Fig. 2.60a.

Observed from Fig. 2.60b, because the ranging clock only undertakes 45° phase
modulation, therefore, residual clock component is great, so that other components
hardly affect the ranging clock. Consequently, the method aforesaid can be used for
estimating the ranging error.

The analytical results obtained above may be used to calculate the ranging error
caused by group delay. If ay, a5, 7,,, Qr, and 6, are given, the ranging error may
be calculated with equation; if the group delay characteristic curve is given, the
ranging error may be calculated in graphic way. The latter is more accurate. For PN
code ranging signal, the method aforesaid also can be used to calculate the ranging
error only when the component of code clock is the main component of ranging
signal spectrum.
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2.5 Angle Measurement Theory and Technology

The angle measurement using antenna-tracking and the interferometer angle mea-
surement are usually adopted for TT&C system. For angle measurement using
antenna-tracking, the antenna-feed-servo subsystem is used to automatically track
the target, so that the electronic boresight of antenna aims to the target correctly,
then the displayed value of the antenna pedestal position, after compensation, is the
angle measured value. It is a common method used for TT&C system. However,
this method has limited measurement accuracy due to several factors including the
processing accuracy of antenna-feed-servo system, antenna rotating and tracking
receiver. In this case, the interferer system shall be adopted for further improving
the accuracy of the height and angle measurement. The reason is that the aperture of
a single antenna is limited, but the interferer may improve the accuracy of the
height and angle measurement by extending the distance (or referred to as “base-
line”) between the two measurement units (or referred to as “terminal station”).
Moreover, with the development of electrical measuring technology, the measuring
element of the phase interferer is the phase or time delay of a signal, consequently,
the angle measurement in high accuracy and long distance recently adopts the Very
Long Baseline Interferometry (VIBI) technology.

Angle tracking is a technology combining auto control and wireless radio, in
which a lot of edge technical problems exist. We will discuss the specific problems
below.

2.5.1 Angle Measurement Using Antenna
Tracking — Three-Channel, Dual-Channel,
and Single-Channel Monopulse Technologies

Since the conical scanning radar was invented in 1942, its reliability and accuracy
always were the major issues for further improvement. The rotating joint and the
conical scanning motor of the radar are the main weak links for its reliability. In the
1950s, a three-channel monopulse system is presented. It significantly improved
the accuracy and reliability, making the precision tracking radar entered into a new
era. This system is still in use today but complicated. After that, a dual-channel
monopulse (DCM) system which was easier than the three-channel monopulse
system was presented and often been used in recent TT&C system. However, it
has some problems in cross coupling and angle error caused by phase shift incon-
sistence of the sum and difference channels, and still complicated. Then a single-
channel monopulse (SCM) system was presented in 1960s, which simplified the
system and was more reliable than conical scanning but had a poorer accuracy than
the two systems aforesaid. Therefore, most medium-accuracy systems (e.g., telem-
etry receiver, guidance system, etc.) adopted this system from the 1960s to 1970s,
but it also had some issues such as conversion loss caused by the single-channel
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converter, lower tracking accuracy and higher sidelobe. Then, the radiator scanning
radar system (RADSCAN), a new conical scanning system, was appeared in 1982.
It uses one waveguide radiator (or bevel waveguide), which is deviated from the
rotating axis, to move around the rotating axis, so as to produce a conical scanning
beam. It has not the defects that the single-channel converter in SCM has. Due
to the transmitter weighs light (or even can be made of carbon fiber), so the
rotating motor only requires a small driving power. The brushless DC motor is
recommended with some advantages like high reliability, high G/T value, lower
sidelobe and light weight. Since then, several angle tracking methods similar with
such “sequence lobe” system had been presented, for example, electronic scanning
(ESCAN) antenna, etc.

The amplitude comparison and the phase comparison are included in simulta-
neous lobe angle measurement system. For amplitude comparison, it has three-
channel monopulse, dual-channel monopulase, single-channel monopulse, conical
scanning, and amplitude extreme tracking. For phase comparison, it includes phase
monopulse and interferer system.

Some angle tracking systems that are commonly used in TT&C system are
discussed below.

2.5.1.1 Three-Channel Monopulse (TCM) System

The working principles of amplitude comparison and equisignal method are nor-
mally used for this system, as shown in Fig. 2.61.

For measuring the angle of the two planes in azimuth and elevation, the four
antennas (or feed horn) shown in Fig. 2.61a, b may be used to measure it with
amplitude measurement. Theoretically, the sum signal Ey produced by the com-
parator, the error signal E4 of azimuth angle and the error signal E; of the elevation
angle form the amplitude monopulse diagram and the sum-difference directional
diagram as shown in Fig. 2.61d, e respectively. Because there are three signals, Ey,
E,, and Eg, shall be processed, it is so called TCM system. In Fig. 2.61c, beam
1 and beam 2 are same but overlapped in part, and the line from the intersecting
point of the two beams to the origin O is the equisignal line (or referred to as
electronic boresight). When the target places on the OA line, the two beams receive
the signals with same amplitude and phase, it gets zero by subtracting, which is the
origin point of angle tracking. The equisignal method has a higher accuracy of
angle measurement, but the antenna feeds are more complicated. Two beams may
be alternatively produced by sequential rotating of one lobe (sequential lobing), or
simultaneously produced by two lobes (simultaneously lobing).

The block diagram of tracking servo system is as shown in Fig. 2.61f. The angle
error signal obtained using the difference directional pattern is converted into the
DC error signal through processing and modulation in receiver, and its voltage
amplitude is in direct proportional to the azimuth (or elevation angle) that the
antenna deviates from the target. Then such signal is transmitted to the servo system
for amplification and correction, driving the execution mechanism consisting of
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Fig. 2.61 Three-channel monopulse system concept diagram

motor and reduction gearbox to make the antenna to move along the direction of
reducing sighting error, so that the electronic boresight of antenna points the target.
For angle tracking, the error that the target deviates from the electronic boresight is
referred to as tracking error. The intersection point of the antenna azimuth and
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elevation rotating shafts is considered as the reference point, then the rotating
position of the antenna azimuth shaft and the elevation shaft reflects the angle of
target. Therefore, for angle measurement, the shaft angle measurer installed on the
rotating shaft of antenna is used to measure the target angle in the coordinate
system, and the measuring error is referred to as angle measurement error.

2.5.1.2 Dual-Channel Monopulse System (DCM)

For simplifying system, the azimuth error signal and the elevation error signal in
TCM are usually combined as one signal with the orthogonal phase multiplexing
method, which becomes the dual-channel monopulse system. As shown in Fig. 2.62,
EAp and E 4 are combined to EA, which can be realized by multiple horn feeds and
90° phase shifter, or by multimode feed with circular waveguide TE;; and TE,;.
As shown in Fig. 2.62, Ky and @y, respectively, are the gain and phase shift of
the sum channel, and K, and @, are the gain and phase shift of the sum channel,
which are normalized to the amplitude with AGC in the sum channel and the
orthogonal phase are divided by two coherent multipliers with phase difference of
90° to modulate the azimuth error signal and the elevation error signal. The
reference signal of the multiplier is coherent to the sum-channel signal with a
phase-locked loop. If the amplitude of the sum-channel signal is set to 1:

Ex = p04 cos wot + pbg cos | wot + Tl = B4 cos (wot — @)

2 (2.247)
EZ = cos wot
£
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Fig. 2.62 Schematic diagram of dual-channel monopulse
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where 6, and 6 are the azimuth deviation angle and the elevation deviation angle,
respectively, and u is the slope of relative angle error of the antenna.

7]
0= \/Bi +02, b :arctane—E

A

where @ is the phase of combined carrier and @ is the included angle between the
target and the electronic boresight of antenna.
After magnification and AGC normalization through respective channel,

Ka Ka 7
Up = r ub, cos wot + Ks HOE cos | wot + D) (2.248)

Us = cos (wot + A@)

where Ap = @s — @, is the phase inconsistency of the sum channel and the differ-
ence channel when the difference channel is taken as a reference channel. The
reference signal is coherent with the sum-channel signal, i.e., cos (wot + Ap + %),
and when it is multiplied with the difference-channel signal UA by LPF, we can
obtain that

K K
Uns = —= 404 cos A + —2> 40 sin Ag (2.249)
Ks Ks

According to the expression above, the first term is the effective azimuth error
output signal, and there is a second term if A¢g exists, which is related to the elevation
deviation angle, making the azimuth error signal has the elevation deviation signal;
consequently, a cross coupling will be formed for elevation against azimuth. There-
fore, when the antenna is tracking a target, the spiral tracking will be produced with
slow velocity of convergence and poor dynamic tracking performance. After 90°
phase shift of reference signal, cos (a)ot + Ap + %) is multiplied with the difference
channel signal U, through LPF, then we can obtain that

K
Uap = K—A 10g cos Ag + (Ka/Ks)uby sin Ag (2.250)
z

According to the expression above, the first term is the effective elevation error
output signal, and when the phase shift of the sum channel and the difference
channel are different, the cross coupling signal for azimuth against elevation will be
produced. The cross coupling for azimuth against elevation K is defined as: when
0 =0 but 64 exists, then the ratio of the cross-coupling interfering signal output
from the elevation channel and the output signal of the azimuth channel is obtained
from Expressions (2.249) and (2.250):

K =1tgAgp (2.251)

And the cross coupling for elevation against is also be solved in a same way with
the identical expressions.
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Even though the dual-channel monopulse system has the cross coupling, but it
simplifies the receiver, with the simple sum-difference signals produced by
multimode feeds, so this system is widely applied in TT&C system.

If the sum phase and the difference phase have a good consistency, then the
accuracy of angle measurement in DCM is similar with that in TCM, where the
tracking error caused by thermal noise is:

0 1
o =—22 = (2.252)
TN 1

where 6 5 is the beam width of half power point, S/N is the SNR of receiver (bandwidth
is Byr), B represents the equivalent noise bandwidth of medium-frequency amplifier
of the receiver, B, is the equivalent noise bandwidth of the servo, K,, represents
the normalized difference slope (generally ranging between 1.2 and 1.7), K,, = K
(605//Gs), K = (0F(0)/00)|,_q is the absolute slope of difference beam voltage
gain of the antenna (when 6 =0°), which is determined by the antenna aperture,
wherein, F(0) is the difference voltage pattern, Gy is the gain of sum beam, /Gy is
the sum beam voltage gain, so that K,,, is defined as: the slope of the difference beam
voltage gain is normalized by the sum beam voltage gain, with measurement unit of

3 dB beam width. (Note: Another normalization difference slope y = [% /v Gz}

= K, /6y 5 is often used in antenna. Do not confuse the former one with the latter).

K= K,”\/(;_Z/G()j is obtained from K,, expression, then the voltage gain of
the difference beam deviated from the electronic boresight of Af is Gz = A6K,
and the voltage gain ratio of the sum beam and the difference beam is
VGa/V/Gs = K, (AB/6ys), and then the voltage of the receiver’s sum/difference
input signal may be simulated base on these expressions.

2.5.1.3 Single-Channel Monopulse System (SCM)

For further simplifying the system, the dual-channel or the three-channel described
above are combined as single-channel monopulse respectively. The combination of
the azimuth error signal and the elevation error signal is based on time division
multiplexing, while the combination of the angle error signal and the sum-channel
signal is normally implemented by conducting (0/z) phase modulation and then
adding sum-channel signal to generate the amplitude modulation signal.

More and more equipment provided with single-channel monopulse tracking
system are used in the system that has low accuracy requirement for tracking
system, such as business TT&C station, RSGS, satellite reconnaissance signal
receiving station, and telemetering ground station.

(1) Dual-channel monopulse combines as single-channel monopulse: On the basis
of dual-channel monopulse shown in Fig. 2.62, the difference signal is processed by
quadri-phase modulation with square wave modulation signal and then combines
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Fig. 2.63 Schematic block diagram of combination of DCM into SCM

with sum signal, thereby becoming one channel output signal, that is, a combined
signal. The error voltage for such signal may be obtained only through envelope
detection [18]. Since the channels are combined, the phase and gain after combina-
tion of sum channel and difference channel will not be inconsistent for this system.
All equipment except LNA are allowed to be installed at the generator room, so as to
improve the reliability, usability, and maintainability of the equipment; meanwhile,
the cost is greatly decreased with reduction of equipment numbers.

Refer to Fig. 2.63 for the theory of combining dual-channel monopulse into
single-channel monopulse. For ensuring the G/T value of the system, the combina-
tion of the sum signal and difference signal shall be implemented after LNA.

Suppose the signal from the antenna feed is single-frequency signal, after the
feed output and the signal instantaneous value is amplified for Ky through LNA,
then we can obtain that

e, = KsAm cos wt

The difference-channel signal after combination of the two phase-quadrature
channels is amplified for K, through LNA, and then we can obtain that:

e,=(u0)KaAmcos (ot — @)

A
— arctan —
¢ E

After four-phase modulation, the difference signal is:
eq = (UO)K A, cos (wt — @ + B(1) + Ag) (2.253)

where E is the elevation deviation angle, A is the azimuth deviation angle, Ag is the
relative phase difference of the sum signal and the difference signal, and f(¢) is
the time-varying function of the phase modulation angle, which is controlled by the
square wave modulation signal a(f) to produce the change of phase f(¢); it is
expressed as below in four-phase modulation:
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Fig. 2.64 Synchronous demodulation waveform of single-channel monopulse angle error signal
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The change of phase is as shown in Fig. 2.64.
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After modulation, the difference signal is combined with the sum signal by the
directional coupler with power coupling coefficient of M, then the combined signal
is expressed as:

u. = KsAmcos ot + K s\Amv/M(u8) cos [wt — @ + B(t) + Ag) (2.254)
= c(¢) cos [wt + (7)) '

The voltage of angle error that is in relation to the amplitude C(¢) of u.(¢) is
extracted by envelope detector. Using the formula a cos wf+ b cos(wt+a) =all
+ (bz/az) — (2b/a)cos(180° — a)]cos[wt + y(?)] to expand Expression (2.254), and as
6 is a small value under tracking situation, we can obtain the following expression
through derivation:

C(1) = KaAmvV/M(u) cos [B(t) — ® + Ag] (2.255)

Within one period of four-phase modulation, according to different value of 5(¢),
then we can obtain that:

T

KaAmvVMuBcos [® — Ap] 1=0— 1
T T

—KpaAmv/MuBcos [@ — Agp] t= 173

€= T 3T (2.256)
KaAmy/Mu6 sin [® — Ag] f=—

2 4
3T
—KaAmv/Mufcos [® — Ag|] = 7T

In equipment calibration, the relative phase difference before combination of the
sum signal and the difference signal shall be adjusted to close to 0, i.e., Ap ~ 0. As
E=0cos® A=0sin®, then Expression (2.251) becomes:

T

= 71 Up = KaAApyVMuE

T T
t:Z_E UE2:—KAA,,,\/M/AE

2.257)

T 3T — (
t=—=—— Uy =KpA, MIMA

2 4

3T
[:T—T UA2=—KAAm’\/M/AA

As shown in Expression (2.252), the elevation error signal E is transmitted by
segmenting within (0 — 7/2); similarly, the azimuth error signal A is transmitted by
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segmenting within (7/2 —T), so as to implement time division multiplexing of
dual-channel. Meanwhile, the servo system for angle tracking is becoming a
discrete self-regulation system, which approximates a continuous self-regulation
system only if 1/T is greater than (5-10) times of self-regulation loop bandwidth
and the peak-holding circuit is used to retain the error voltage within 7/2 interval.
As shown in Fig. 2.63, the “gate controlled switch” is used for time division
demultiplexing, and the “peak-holding circuit” is used to convert the discrete signal
into continuous signal, and subtract the positive peak voltage from the negative
peak voltage, so as to double the error voltage. After processing, the output of
elevation error angle is:

Ur = 2K AV MuE (2.258)
Similarly, the output of azimuth error signal is:
Up = 2K aA,VMuA (2.259)

If there has a time-delay error At between the modulating square wave and the
demodulated envelop’s square wave Uy, the video cross coupling will be produced.
Consequently, Af must be aligned to 0 at factory acceptance test. Because the value
of At changes very little, there is no need to calibrate again on site.

The other kind of cross coupling is “RF cross coupling,” which is caused by
phase shift inconsistence Ag of DCM sum/difference RF signals before combina-
tion in SCM, and the result is shown as in Expression (2.251).

Meanwhile, Ag causes the loss of error signal, i.e., Ly = cos Ag; as a result, the
SNR of error signal is decreased, thus making the error of angle tracking increase.

For mitigating the effect on angle tracking of these two factors, the RF phase
calibration shall be performed, to make A = 0. If the index can be controlled to
enable that Ap <+14° is true under all conditions, then K, =tgl4°=0.25,
La=cos14°=0.9703, so that RF calibration shall not be performed in case of
lower tracking accuracy. As shown in the result, the cross coupling is the main
affecting factor.

For both DCM and SCM, the phase inconsistence between sum channel and
difference channel will cause cross coupling and static tracking error. The reason is:
when the phase difference between the sum and difference signals is Agp =90°,
there will be no DC error signal output represented by first term of Expression
(2.249) even when there is input of IF signal in the difference channel, which will
bring in a static tracking error corresponding to the IF input in difference channel;
when the phase difference between the sum and difference signals is Ag # 0°, there
is a DC error signal output represented by first term of Expression (2.249), which
will cause a cross coupling. For DCM, its error detector is a phase discriminator
with discrimination characteristic of cos (Ag). If the phase difference between the
sum and difference signals is Agp =90°, the output is 0; if Ag # 0°, the output is not
equal to 0. For SCM, the error signal detector is the envelope detector for amplitude
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modulation. If the phase difference between the sum and difference signals is
Ap =90°, through O/z modulation and addition, the difference signal will not
form amplitude modulation to the sum signal, so the output of the envelope detector
is 0; if Ag # 0, through 0/z modulation and addition, the difference signal will form
amplitude modulation to the sum signal, so the output of the envelope detector is
not equal to 0. Since SCM and DCM have the same principles of cross coupling and
static tracking error caused by phase inconsistence of the sum channel and differ-
ence channel (refer to Sect. 2.5.5.1 for principle of static tracking error, and refer to
Sect. 2.5.1.2 for principle of cross coupling), so the calculation expressions of them
are the same (see Expression (2.251)).

Due to the SCM aforesaid is produced from the channel combination for DCM,
so the expression of tracking error caused by thermal noise in SCM may be derived
from the DCM Expression (2.252), then from Expression (2.252), we obtained that:

Oos  VGs
Ui /B
U/l Bﬂ

After combined into SCM, the expression above then has following effects:

1) The absolute slope of difference lobe gain is K: it affects the output voltage of
the difference channel U, =K60 (0 is the angle deviated from the electronic
boresight). If other conditions remain the same, the change of U, can be equivalent
to that caused by K changed to K”:

Because: U, =K'0, U, =K6O

then, K’ = K Y
Factors affecting the signal amplitude of the difference channel are the power
coupling coefficient of summit or M (M < 1) and the phase inconsistence between

sum and difference channels A, that is,

(2.260)

SBr g

U/A = UaVM cos Ag
Then,
K =KvVMcosAg (2.261)

2) Noise after channel combination

The RMS value of the noise voltage of sum and difference channels are both set
to U,. Whereas the noise voltage of difference channel is coupled v/M times and
then adds the noise of sum channel, so the noise power after addition increases up to
U% +MU% =1 +M)U,21, correspondingly, the noise voltage increases toy/1 + MU,,.

3) Aliasing noise

The thermal noise of the difference channel will cause the random error of angle
tracking. Refer to Fig. 2.65 for noise spectrum of the difference channel in SCM
and DCM.
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Fig. 2.65 Noise spectrum of difference channel
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Fig. 2.66 Principle block diagram of combining TCM into SCM

As shown in Fig. 2.65, the spectrum of angle tracking random error in DCM is
within fy = B,, band, and its noise power is 2B,N,, where N, is the noise power
spectral density. The spectrum of angle tracking random error in SCM is within 2B,,
band at two symmetrical frequency points f 4= 1/T (1/T is the modulation frequency
for forming SCM amplitude modulation), then the two symmetrical noise spec-
trums are overlapped through envelop detection, and its noise power is 4B,f, as
twice as that of DCM, correspondingly, the random error of angle tracking
increases /2 times.

Substitute the effects of those three factors into Expression (2.260), then the
random error o,, caused by the thermal noise in SCM is obtained:

VGz

Oy, =
Us Bir
KvVM AYp)— |—
VM(eos80) = B,
0
= 03 (2.262)
K, V/M(cos Ag)

(2) Three-channel monopulse combines into single-channel monopulse:

Then the antenna outputs three signals of the sum channel, azimuth difference
channel, and elevation difference channel. Refer to Fig. 2.66 for one combination
method in common use.
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As shown in Fig. 2.66, the azimuth difference channel and the elevation differ-
ence channel are combined into one channel using TDM method, meanwhile, part
of the signals from the two channels are coupled via the same one 0/z modulator
and then adds the signal from the sum channel to become an amplitude-modulated
signal, after that, its working principle and the random error analysis are the same as
that of combining DCM into SCM. It is easier since that no cross coupling exists,
and the phase modulator changes from the four-phase modulation to 0/z two-phase
modulation with period of T/2. Its analysis is the same as that of combination of
DCM into SCM.

2.5.2 Angle Measurement with Interferometer

The interferometer angle measurement is a method that uses the phase difference or
time-delay difference of the signal transmitted from the target received by the two
receiving antennas to measure the angle with coherent principles. When it receives
single-frequency signal, the interferometer is used to measure the phase, so we
called it the phase difference interferometer; when it receives broadband signal
(e.g., broadband noise of radio star), the time-delay difference is usually used to
measure since the phase measurement is more complicated, and we called it the
time-delay-difference interferometer. The target signal can be response signal,
beacon signal, or others.

2.5.2.1 Phase Difference Interferometer

Its principle is as shown in Fig. 2.67.

The origin of coordinate is the midpoint of the line between the two antennas
(referred to as baseline) O, and a is the angle of target which defines the included
angle of the baseline and the target direction. The phase difference of the target
signals received from the two antennas is A¢. When the target is far away from the
two antennas, the intensities of the signals received from the two antennas are
approximately equal and can be considered as a plane wave (i.e., parallel ray);
therefore, the phase difference caused by the distance difference between the two
antennas is expressed as:

- ()00~ (2 )peosa

where D is the distance between the two antennas of receivers, A is the wavelength
of the target signal, and cos a is the direction cosine.

As long as the phase difference A¢ is measured, then the direction cosine
L(L=cos a) can be solved, and then the angle coordinate of the target a can be
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solved. Since increasing the baseline length D is helpful to improve the measure-
ment accuracy of a, it is obvious that the improvement of A¢ measurement
accuracy is also useful to improve the angle measurement accuracy.

A¢ measurement method: mix the RF signals received from the two antennas to
IF signals, and then, transmit them after amplification to the phase meter to measure
Ag. Since the period of phase is 27, and A¢ has multiple measured values, leading
to angle ambiguity (similar to the tone ranging), for which we should take appro-
priate measures. In addition, in the course of frequency conversion and amplifica-
tion of the two signals aforesaid, the phase inconsistence of the two channels will
introduce the phase error, which also requires appropriate technical means, thus
leading to complicated implementation, higher technical specification, and the
necessity of requiring the equipment to be stable and fixed, which is inconvenient
for mobility. However, the angle measurement accuracy of it is the highest in radio
TT&C system.

In the event that the baseline of the interferometer is extreme short, the inter-
ferometer becomes phase-comparison monopulse radar. Under this situation, the
antenna is fixed on an antenna pedestal and uses the direction cosine as the error
signal to track the angle. Four antennas are required for 2D tracking in azimuth and
elevation.

Key technologies for interferometer are as follows.
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(1) Phase balance of the interferometer phase measurement system. The error of
phase measurement shall be minimized in order to provide higher angle measure-
ment accuracy for the interferometer under the entire operation environment. The
phase error normally is caused by the phase inconsistence of the interferometer
receiving system and system SNR. Following error sources may cause inconsis-
tence of the phases between the channels:

¢ Polarization error and antenna pattern error

¢ Mechanical error

« Change of phase center of the antenna

« Phase inconsistence of antenna element and feed waveguide

¢ Phase inconsistence of each local oscillator and receiving channel
¢ Phase inconsistence of each IF amplifier and baseband

In order to minimize these errors, the antenna, reference signal, front end, and
the local oscillator of balanced mixer shall be consistent as far as possible so as to
minimize the phase inconsistence in case of change of environment. The waveguide
transmission line shall be as short as possible. The phase matching antenna and
balanced mixed shall be used. The IF amplifier with consistent phase shift and the
transmission lines are used to minimize the inconsistence of the phases between IF
channels. The automatic phase calibration unit is adopted in the system to solve the
phase inconsistence caused by change of environment, using frequency division,
time division, or code division method.

(2) The length error of the baseline between the end stations shall be measured
accurately.

(3) Digitalization: to minimize the drift error caused by phase drift of analog
circuit on the phase interferometer.

Refer to Fig. 2.68 for typical 2D deployment of the interferometer antenna [19].

As shown in Fig. 2.68, the design of antenna deployment shows: on elevation
plane: b; =0.5771, b, = 15b;, and antenna A, A, and A are used for azimuth angle
measurement, where antenna As, A4 and A are perpendicular to antenna A;, A, and
Ap. Since there are five antennas in total, with which five channels shall be
connected correspondingly. A;—A, is used to accurately measure the azimuth
angle, A|—Ag is used to solve the azimuth ambiguity, A3—A,4 is used to accurately
measure the elevation angle, and A;—A is used to solve the elevation ambiguity. In
each DF channel as shown in Fig. 2.68, the input signal is converted into a 70 MHz
IF signal through LNR and one down-conversion, and then transforms by A/D
conversion at 70 MHz to form a digital signal. The digitalized phase measurement
is used to improve the measurement accuracy.

Phase calibration technology is adopted to calibrate the long-term drift error so
as to improve DF accuracy. The frequency of calibration signal source that is close
to the received frequency (frequency division) is generated by the frequency
synthesizer which uses high-stability crystal oscillator as frequency reference.
The frequency synthesizer also generates Tx/Rx frequency of local oscillator, Tx
signal carrier frequency, and sampling frequency of A/D.
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The phase error required for angle measurement accuracy may be calculated by
the expression below, that is,

1 1
% = 2nd cos@ %
2nd cos @ (2.263)
6y =0y —

where oy is the RMS index of angular accuracy, o, is the RMS value of inconsis-
tence of the phases between the channels, d is the longest distance of one baseline,
that is, d = 15b; = 8.3554, 4 is the working wave length, and 6 is the angle in the
greatest coverage direction.

1) The measurement error of phase difference required for ambiguity solution is
expressed as:

/4

< 2.264
Da (n[/nifl) 1 ( )
where n;/n; _ is the ratio of baselines.

@4 > 0, is required for solving ambiguity.

2) Allocation of system DF errors: Table 2.12 lists all the factors causing DF
error and its allocated values.
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Table 2.12 System phase errors

Phase inconsistency Phase inconsistency
Error source error (10)/(°) Error source error (16)/(°)
Polarization mode | 1 Mixer 2
Center of phase 0.5 Calibration error 1
Mechanical 2 Phase error caused by 3
calibration integrated baseband
Waveguide circuit |3 Phase error caused by 2
thermal noise
IF amplifier 3 Total error 6.5
Fig. 2.69 Angle IV 8
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2.5.2.2 Time-Delay Difference Interferometer

The principle of the time-delay difference interferometer is as shown in Fig. 2.69, in
which M is the instantaneous position of the target, A; and A, are the positions
where the two antennas locate in the same coordinate axis, B is the distance between
the two antennas, the length of baseline, O is the center of baseline, @ is the included
angle from the target direction OM and the baseline, R, and R, respectively are the
distance from the target to each of two antennas, and R is the distance from the
target to the center of baseline.
According to cosine theorem, there is:

B\? B
2 p2 b5 b
R =R +<2> ~I—2R<2>cos0
B\? B
R%:R2—|— <§> —2R<§> cos @
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then,
B
R —R5 = 4R <§> cos 6

The direction cosine is:
I=(Ry 4+ R2)(R; — R2)/(2RB)
If R> B, then 2R =R, +R,, and

R —R) r
I coso~ BIL=R) 1 (2.265)
R B

where 7 is the range difference.
According to the time-delay difference 7 of the same signal received from the
two stations (measured with correlation method), we obtain:
r=1c
where c is the light velocity.

[ = cosf =~ %C (2.266)

By differentiating Expression (2.244), we can obtain that

5l = (50) sin @ = (5;)6
(2.267)
_ (67)c
00 = (Bsin®)

where 0 represents error increment. This expression shows the measurement error
caused by time-delay difference interferometer.

2.5.2.3 Deep-Space TT&C Application with Interferometer

Actually, the angle measurement with interferometer is a very old concept. In
application to deep-space TT&C, the baseline is required to be extended to improve
the measurement accuracy, which forms the Very Long Baseline Interferometry
(VLBI). Currently, the baseline has extended to the edges of continents and reached
to the ends of the Earth, which is tending to the limits. Although there are points of
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view that the baseline shall be extended to the outer space, it hasn’t performed yet.
Lengthening baseline brings some disadvantages as follows:

¢ Measurement error of “time difference” caused by different sources between the
two terminal stations

e Error caused by different radio wave propagation paths during receiving the
signals of the two terminal stations

» Error caused by different equipment used in the two terminal stations

¢ Errors caused by incorrect baseline measurement

* Loss of some real-time capability due to the post processing of range difference
data between the two distanced terminal stations

¢ Smaller overlapped area covered with one spacecraft by the two terminal
stations because of long baseline

Therefore, some technologies like Difference Very Long Baseline Interferome-
try (AVLBI), Same-Beam Interferometry (SBI), and Connected Element Interfer-
ometry (CEI) are presented to minimize these errors. AVLBI and SBI are designed
to put the reference point for measurement into the outer space, and change the
measurement of long range to that of relatively short range. If the location of the
reference point is known, the position of deep-space probe shall be determined by
measuring the relative positions of the deep-space probe and the reference point,
with an improved measurement accuracy by mitigating relevant system errors with
differential technology. The principle of AVLBI is that: Firstly, the two long-
distanced DSNs simultaneously observe the deep spacecraft and then generate a
time difference by processing of measured data with accuracy of 20 ps, and the
time-delay difference at that time is converted to an angle. Then, these two deep-
space stations simultaneously take measurements of the same radio star in a known
location near the spacecraft, which yields two values, the time difference and angle,
from which the equipment errors can be calculated by subtracting the known radio
star position, thus improving the accuracy by differentiating this value with the
measured data of spacecraft. Spacecraft CEI technology uses the optical fiber for
baseline transmission so as to improve measurement accuracy of the time differ-
ence between the two end stations and acquire real-time ability. For SBI technol-
ogy, two antennas in the deep-space station are used to simultaneously measure the
two targets within the same beam, thus to obtain the measured data of difference
interferometry. The accurate relative positions of the two targets can be obtained
with SBI. Moreover, the deep-space interferometer also adopts following methods:

(1) Angle measurement system with Delta differential one-way ranging (ADOR)

The time-delay difference measurement may be implemented with one-way
range difference; therefore, VLBI will evolve to differential one-way ranging
(DOR), and further evolves to ADOR plus differential technology.

ADOR is used to differentiate the time-delay difference of the target signals
received from the two TT&C stations at the ends of baseline with that of the radio
star signals received from the calibration receiver, where the position of radio star is
as a known reference point (obtained from astronomy). Because all ranging signals
are the CW signals, the range-ambiguity-solving method is required (see Sect. 2.4.1
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for its basic principle). Thus, the range-ambiguity-solving method and its “big hop
counts” algorithm are still the key technologies. For ADOR ambiguity-solving
method, except for the residual carrier after modulation, the transmit signal of the
target shall carry the strong subcarrier (or side tone) and harmonic components of
each sub-harmonic, that is, the transmitting spectrum of the target receiver is wide
enough, and the ground receiver is able to receive the residual carrier of the
transmitting signal and the even harmonic component of the modulated subcarrier
of the forwarding signal, thus to solve the rang difference with higher harmonic as
well as the ambiguity with other harmonics.

(2) CEI angle measurement

The Connected Element Interferometry (CEI) based on the same reference
frequency, can implement accurate measurement to the received time-delay signals
from two end stations through the fiber communication link between the two
tracking-measurement stations distanced from tens to 100 km. With this high
precision data the included angle of the baselines between the two stations relative
to the radio emission source can be determined. The equivalent measurement
accuracy may be implemented on the relatively short baseline without any long-
term and continuous arc segment data. The fiber communication link is used to
transmit the acquired data to the same correlator for processing in real time.

Its angular accuracy 66 is inversely proportional to the length of baseline B and is
proportional to the measurement accuracy oz of time-delay difference z. In the
event of achieving high accuracy of angle measurement, the longer baseline shall be
used (by lengthening baseline B) or the measurement accuracy of time delay for
interferometer shall be improved (by reducing 67). In addition, the factor causing a
lot of errors is a relevant factor on the short baseline and reduced by cancellation.
Since the short baseline prior model has a small error, the high accurate phase delay
data can be obtained.

CEI measurement has such advantages as follows:

1) Real-time processing

2) Coherent processing between the two stations owing to the use of the same clock

3) Obviously reduced errors of transmission medium by cancellation of short
baseline

4) A higher elevation angle and a longer observation time achieved with a shorter
baseline

This method has more advantages in deep-space orbit determination, especially
for orbit measurement when approaching/falling of the Moon and the planets. Also,
this technology has a special advantage in real-time high-accuracy orbit determi-
nation of LEO and MEO, implementing measurement with multiple stations jointly
without transmission of uplink signals.

The error sources affecting the CEI phase delay measurement mainly include the
length of baseline, position of radio source, troposphere, ionosphere, stability of
clock, and measurement accuracy. Many error sources may be corrected by simul-
taneously observing the radio sources (spaceship and radio star) adjunct to the two
angle positions and then conducting the differential calculation, for example, the
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unknown delay and phase jitter of the clock and local oscillator between the
two stations, unknown delay of measuring equipment, equipment phase jitter in
the course of measurement, delay caused by antenna deformation, transmission
medium delay, and baseline error.

The prior model is used to solve the phase ambiguity in measurement of time
delay. For dual mode of S-band and X-band, the prior model is used to solve the
integer ambiguity of phase measurements of S-band and then X-band signals. The
prior model is developed on the basis of available information, such as station
address, source position and transmission medium delay, etc. This model shall be a
feature of accuracy for solving phase ambiguity.

The random jitter of troposphere is the main error source affecting the measure-
ment accuracy of CEI phase relay, where the statics error is inversely proportional
to the elevation angle while observing the spaceship.

(3) Angle measurement with same beam interferometer

In case two spaceships’ angle location, are very approximate they can be in the
same beam of the ground antenna, and two antennas in the two deep-space stations
are used to observe these spaceships simultaneously and then generate differential
interferometry data, which is called as Same Beam Interferometry (SBI) technology
that provides the high accurate measurement for relative angle positions. SBI data
supplements the radial direction information from the traditional Doppler data and
further improves the orbit determination accuracy. Observing from the Earth, the
angle between the two spacecraft is far smaller than that between the spacecraft and
the radio star. Since measurement errors are proportional to the angle, hence the
interferometry of spacecraft vehicle may be more accurate than the traditional way.
When the two spacecraft locate in the same antenna beam, the carrier phase of them
can be tracked at the same time, so that the carrier phase is used for further
improving the measurement accuracy instead of group time delay. SBI technology
is better than the traditional interferometry of spacecraft-radio star on operation. It’s
not required to compare with the radio star, and the antenna is able to point at the
spacecraft without shift, so that real-time phase measurements may be implemented
at the same time. The determination of orbit plan combining the same beam
interferometry data with dual-way Doppler data or one-way/dual-way Doppler
data has many advantages and multiple spacecraft may be tracked with this method.

2.5.3 Theoretical Calculation of Angle Tracking
Accuracy [20]

(1) Random error

1) Error caused by thermal noise of the receiver is:

gm0 1 (2.268)

SByr  [SBir
Km T 1ZVAY:
N B, N B,
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where 6,5 is the beam width of half power point, S/N is signal-to-noise ratio
of receiver (bandwidth is Byr), Bir represents IF amplification equivalent noise
bandwidth of the receiver, B, is servo equivalent noise bandwidth, K,, represents
normalized difference slope (generally ranging between 1.2 and 1.7), and p is

relative difference slope y = [M(Q—\/%M} = ")(0—5

2) Multipath reflection. When the elevation is relative low, the target signal
passes through the antenna side lobe and enters the receiver after being reflected by
ground. The elevation measurement error generated by the jamming servo system
is:

_ PBos

V8Aj3

where p represents reflection coefficient; A5 is gain ratio of main lobe to side lobe.

3) Variation error caused by dynamic delay of the target. The variation error of
angle delay caused by the target angular acceleration and angular jerk is the largest
when dynamic variation occurs at low orbit and will reduce along with increase in
distance. Variation error of the target is:

=2+ )5 (2270)

(2.269)

02

K,  Kau)B,

where @ represents angular acceleration of the target, ¢ is angular jerk of the target,
K, represents speed error constant of the servo system, and K, is acceleration error
constant of the servo system.

4) When azimuth axis is not perpendicular to horizontal plane, the introduced
error is:

o4 =ytgEsinA (azimuth angle)

o4 =ycosE (elevation angle) (2.271)

where r represents random tilt of the azimuth axis to horizontal plane.
5) When azimuth axis is not perpendicular to elevation, the introduced error is:

05 = Stg E (azimuth angle) (2.272)

where 6 is random quantity when two axles are not perpendicular.
6) When optical axis is not perpendicular to elevation axis, the introduced error
is:

o6 = Asec E(azimuth angle) (2.273)

where A is random quantity of optical axis deviating from elevation axis.
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7) Torque in-equilibrium error generated by gusty wind is:

o7 = 2Ky ¥ [ /O e ?%Vg)) df} . (2.274)

where K, represents wind torque constant, v is mean wind speed (m/s), fiax
represents the highest frequency of gusty wind, K(f) is system torque transmission
function, and ¢y/( f) represents gusty wind spectrum.

8) Quantization error of data sensor is

o5 = (2.275)

S
V)

where ¢ is the minimum-digit quantization unit.

Additionally, there are angle fluctuation error o9 caused by irregular tropo-
sphere, angle measurement error ¢4 introduced by zero drift of phase discriminator
of receiver, error o, introduced by zero drift of servo amplifier, random error o3
introduced by servo noise and blind zone, random error ¢4 caused by pedestal
unlevelness, and angular conversion error s,

9) Total random error is

0:\/0%—1—0%—1----—1—0%5 (2.276)

(2) System error
1) Dynamic delay error is

W 0]
_+_

Ay =
K, Ky

(2.277)

where w is angular velocity of the target and @ is angular acceleration of the target.
2) Polarization error is

Ops -6
Ay = 0.5
2K,

\/% {(1 —K)? —l—g-KsinzA(p (2.278)
where ¢ is the length difference between major axis and minor axis, which is normalized
with respect to the minor axis, K,,, is normalized slope of difference lobe, K is degree of
inconsistency of axial ratio of two polarizers, and is difference between polar tilt angles
of two polarizers, and A¢ is difference between polar tilt angles of two polarizers.

3) Amplitude unbalance before the comparator is

_ AG/G

A
3 2

(2.279)

where AG/G is relative value of antenna gain unbalance.
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Inconsistency between the sum and difference gain of tracking receiver will
cause open-loop gain change of the servo system, thus causing dynamic error
variation (see Expression (2.267)).

4) Phase unbalance before and after the comparator is

A= 18Py Bostge
2K, 7 Ku/G,

(2.280)

where 7 is phase unbalance before the comparator; ¢ is phase unbalance after the
comparator (inconsistency between sum and difference phases of the tracking
receiver); /G, = 2/t is null depth of differential beam, representing the ratio of
Gy to the minimum gain G, at differential beam zero, namely, Gs/G yin.

5) Coupling error of sum-difference channel is

_Bps5- cosg

~ KuVFL

where ¢ is signal coupling phase shift angle of sum-difference channel; F is
isolation degree of sum-difference channel.
6) Unbalance and zero drift of servo amplifier, namely,

As (2.281)

AV

AﬁK

(2.282)

where AV is unbalance voltage value of all servo systems converted to the output
terminal of the detector; K, is directional sensitivity of the antenna to output
terminal channel of error discriminator.

7) Due to unbalance in antenna structure, the error between antenna deformation
resulting from the torque generated by stable wind and the antenna pointing is

Ty

A =
7KT

(2.283)

where Ty is mean wind torque:
T,=K, xV?
8) When azimuth axis is not perpendicular to horizontal plane, the error is:

Ag = y tan Esin A(azimuth angle) (2.284)
Ag = 7 cosA(elevation angle) (2.285)

where y’ represents inclination of the azimuth axis to horizontal plane.
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9) When azimuth axis is not perpendicular to elevation axis, the error is:
A¢ = & tan E(azimuth angle) (2.286)

where & refers to non-perpendicularity between the two axles.
10) When optical axis is not perpendicular to elevation axis, the error is:

A¢ = A’ sec E(azimuth angle) (2.287)

where A’ represents non-perpendicularity between the two axles.
11) Optical-electrical axis non-parallelism error is

Ay = ysec E(azimuth angle) (2.288)
Ay = y(elevation angle) (2.289)

where v is adjustment surplus of optical-electrical axis parallelism.
Total system error is

A= /A4t (2.290)

2.5.4 Theoretical Analysis of Angle Tracking of Wideband
Signal — Cross-Correlation Function Method

With exponential increase in high-speed data transfer rate, more and more attention
arises to angle tracking of wideband signals. In the past, during angle tracking of
FM wideband signal, a small part of signal bandwidth is segmented to perform
angle tracking. Namely, the wideband signal becomes narrowband signal. Such
method simplifies the proposal but causes loss of signal energy, thereby enlarging
angle error and decreasing angle tracking sensitivity. Especially, there are obvious
defects if partial bandwidth exists in C/N wideband angle tracking. The better
method is to solve cross-correlation function of monopulse sum and difference
signal, and demodulate wideband difference signal from low C/N in the case of
equal time delay and large integral constant. Additionally, it is required to normal-
ize angle error signal to enable angle servo loop to operate normally. Angle
acquisition shall be made before the servo loop is closed, which is usually
implemented through detection of sum channel signals (e.g., sum AGC). However,
in case of low C/N, the common detection method fails to detect sum channel
signal, which involving key technology of cross-correlation method. The updated
angle tracking technology is given in the section below.

(1) Amplitude comparison pulse tracking principle of wideband signal

Common angle tracking system is a narrowband system and generally analyzed
by single-frequency signal, with a phase discriminator used as the angle error
detector. The impact of sum and difference channels being discussed is the
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Fig. 2.70 Amplitude comparison monopulse receiver for receiving wideband signal

consistency of phase and gain; for quadrature dual-channel combination only those
with 90° phase difference are considered. However, angle tracking system of
wideband signal involves tracking to the signal full spectrum, so there are many
special problems.

Take typical four-horn amplitude comparison monopulse for instance; refer to
Fig. 2.70.

Figure 2.70 shows a pair of horns at elevation direction (another pair of horns are
the same in terms of operating principle). Signal £ of horn 1 is taken as reference to
discuss correlation of all signals in the figure. Since horn 2 and horn 1 receive the
same wideband signal, E; is correlated with E,, and the sum signal Ey and
difference signal E, =FE;—E, are both cross-correlated with E;. When E| > E,
(upward deviate corresponding to the target), its cross-correlation value is positive,
when E,<E, its cross-correlation value is negative (downward deviate
corresponding to the target). Positiveness and negativeness of cross-correlation
value can be used to determine direction to which of the target is deviated. The
cross-correlation value is determined by the following cross-correlation function
expression [21], namely,

sin 7Bt

Csa(r) = UsUnK cos [(2xf, + 7B)1] B,

(2.291)

Expression (2.291) is corresponding to wideband signals of flat spectrum with
reference significance. 7 is delay difference between sum channel and difference
channel, B is signal bandwidth, Us and U, are amplitude of sum and difference
signal, and K is transmission coefficient of correlator. To achieve peak value of
Csa(7), an additional time delay (—7) shall be added between sum channel and
difference channel to achieve 7 + (—7) = 0, at this time, its peak value is:

Csa(0,) = UsUnK (2.292)

KE*(U A/Uy) (E is sum channel AGC comparison level) can be obtained after the
correlation value is normalized. It is angle error signal, which is in direction
proportion to the angle deviation but irrelevant to distance. Namely, the angle
error slope is normalized, and normalization of its sum and difference signals can
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be implemented by conventional AGC. Also, normalization can be achieved
through sampling Uy and U, simultaneously, and calculating UA/Us.

As a result, differences between wideband signal tracking and single-carrier
signal (or narrowband signal) tracking are as follows:

1) Since there is not residual carrier signal in wideband signal, the conventional
carrier phase-locked loop method cannot be used. The angle error extraction
method, in which the sum signal and difference signal are in direct cross-
correlation, is employed.

2) Time delay between sum channel and difference channel is required to be
consistent to make difference between time be, thus obtaining relevant peak
value.

3) Amplitude-/phase-frequency features of sum channel and difference channel are
required to be consistent, in order to make sum and difference signals not in
distortion or maintain consistent distortion, thereby obtaining large relevant
value.

Therefore, time delay of the channel shall be controlled to be in consistence
during angle tracking of wideband signals. Additionally, phase shift of each sum
and difference LO signal may be inconsistent, and that required to be adjusted. As
LO signal is single frequency signal, a phase shifter can be used for adjustment.

According to above, high accuracy of angle measurement may be achieved for
wideband signals as long as design method is appropriate. When power spectrum
density of signals maintains unchanged, the wider the bandwidth is in the signal
spectrum range, the stronger the signal power becomes, and the stronger its cross-
correlation value is.

See Fig. 2.71 for block diagram of wideband angle tracking receiver.

In Fig. 2.71, delay adjustment is used to calibrate inconsistency between sum
channel and difference channel, phase shifter used to calibrate inconsistency
between phase shifts of LOs. Wideband filtering requires consistency between
amplitude-/phase-frequency features. Figure 2.71 shows “3-channel” monopulse
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Fig. 2.71 Block diagram of a 3-channel monopulse wideband receiver
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Fig. 2.72 Block diagram of cross-correlation detection

proposal. It is revealed from Expression (2.291) that an additional time delay ¢
must be added between elevation difference signal and azimuth difference signal to
implement “dual-channel monopulse” making that the correlation value of error
signal from dual-channel to the elevation difference is maximum while that to the
azimuth difference is relatively small (vice versa). Application of “single-channel
monopulse” proposal will result in more than 6 dB signal-noise ratio loss, which
conflicts with low C/N receiving.

(2) Output signal-noise ratio of angle error cross-correlation detection

Block diagram of cross-correlation detection is as shown in Fig. 2.72.

In Fig. 2.72, §,(¢) and S,(¢) are the two-channel signals being correlated (in angle
detection, respectively being sum channel and difference channel). n,(¢) and n,(?)
are uncorrelated part of 2-channel noise, and N,(f) and N,(¢) are correlated part of
2-channel noise. Band-pass filter allows signal spectrum to pass but limit white
noise, with bandwidth being B. Low-pass filter filters the relevant output signal,
with bandwidth being By .

Cross correlator can solve cross-correlation function R,,(0) when 7 = 0, multiplier
can multiply 2-channel signal, its output is:

C(t) = [S1(2) + mi(t) + N1(t)][S2(2) + na(t) + Na(t)]
=95 ([)52(1) + S (l‘)i’lz(l) + 81 (I)Nz(l‘) —+ m (I)Sz(l) (2293)
+ ni()na (1) + ni(t)Na(2) + N1 (1)S2(2) + Ni(t)na (1) + N1 (£)N2(7)
1) In case of low carrier-noise ratio

In case of low carrier-noise ratio, as N;(f) < n;(¢), S,(t) < ny(1), N1(t) < ny(1),
N, (t) < ny(¢) and the amplitude of n,(¢) and n,(¢) is equal approximately; therefore,

C(1) & 8§1(1)S2(1) + ni (1)n2(1) + N1 (1)N2 (1) (2.294)

where S(£)S,(?) is signal part; n;(#)n,(¢) is non-correlation noise part; N (£)N,(?) is
correlated noise part.

@ Signal output. Output signal is the cross-correlation function of S(f) and S,(¢)
in bandwidth B when = 0O:

1
Rss,(0) = Jim —81(1)Sa()dr (2.295)
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S1(¢) is correlated with S,(#) but they have different amplitude. Let g;—g; =m,
when E(n) =0, then

Rs,s,(0) = m:D[S7] = m-o5, (2.296)
where D [Sﬂ = §1 is variance of S;(?).

® Cross-correlation output of correlated noise Ry,y,(0). Since Ny(¢) is corre-
lated with N,(f), according to above, the following expression can be obtained:

Ry,n,(0) = M-D[N}] = M-0y, (2.297)
where,
v = Vi)
Na(t)

where 012\/1 is variance of correlated noise N;(7).

® Output of non-correlated noise. Typical analytic method of its cross-
correlation function R, (0) is that the cross-correlation function, R,,(?) is derived
from inverse Fourier transformation of cross-spectral density R, (@) of random
function x(#) and y(¢). Here, we employ frequency domain method to make analysis,
in order to obtain clear understanding on the project development.

Strictly speaking, random signals cannot be decomposed in Fourier method,
because random signals are usually not periodic or square integrable. However,
Wiener put forward “broad sense harmonic” concept, which points out that: Fourier
analysis of random signals can be discussed in limitation significance, namely, take
out random signals x(f) within limited time period (—7 ~T), but the time is limited;
therefore, there is Fourier transformation in x(¢). When T — oo, it approaches actual
condition. Therefore, Fourier series can approximately express frequency domain
of x().

To implement digital signal processing, continuous random signals are usually
sampled to form discrete random signals which are separated evenly, on account of
its periodicity, can be dealt with Fourier series decomposition.

Therefore, n,(f) and n,(f) can be approximately expressed as:

ny(t) = Z o1, cos (nQf + ¢y,) (2.298)
n=0

m(t) = 62 cos (nQt + ¢5,) (2.299)
n=0

where o1, and o,, are root-mean-square value; Q = 2x/T,.
In Expressions (2.298) and (2.299), all spectral components are uncorrelated
with each other and, when T — oo, become continuous spectrum.
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For flat noise spectrum with ¢, = constant = o} and o,,, = constant = o5, then

() = o0y _ cos (nQt + ¢y,,) (2.300)
n=0
[o.¢]

n(t) = 620 _ cos (nQt + ¢,,) (2.301)
n=0

After being bandlimited by the band-pass filter BPF with bandwidth 2B (unit is
rad/s, unit of B is Hz) and center frequency at @, they become band-pass noise,
namely,

x+b

BPF[n; ()] = 610 cos (nQt + ¢;,,) (2.302)
BPF[ny(1)] = 020§ cos (nQt + @,,) (2.303)

where xQ = wo — (1/2)22B is x = (wo/Q) — (7B/Q), (x + b)Q = wq + (1/2)7B, that is
b=2xzB/Q, we can obtain:

X+b
BPF|n; (t)ny(t)] = 010 cos (nQt + (plx)ﬂzoz cos (nQt+ ¢@,,) + - -
n=x b (2.304)

o10c0s [(x + b)Qt + ¢, | '0202 cos (nQt + @,,)

n=x

There are b terms to be added in Expression (2.304). After the calculation result
passes through the low-pass filter LPF with bandwidth being By, we can obtain that
the spectral component included in n¢(?) is

x+b
no(t) = LPF{BPF[ny(1)ny(1)]} = 610020 c0s (xQ + ¢1,)- Y _ cos (nQ + @5, ) + - -
x+b+L "
610020 COS {(x + b)Qt + gal(H,,)} : Z cos (nQt + @,,)
n=(x+b)

(2.305)

where L =27B1 /Q

Q

itis approximately% - %terms. Considering image frequency beat, the terms will

2 62,62
be doubled, namely, there are oy, = ”BBL 1020 1/2”923%10020 terms.

2zB 27B L
There are [(% 7[ L> — Z m= 11 terms in expression (2.305). As B> By,
m=1
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According to this, when the bandwidth B of the bandpass filter grows, the beat terms
falling in By, will increase accordingly, that is physical reason why output noise will
increase while B increasing. Therefore, the noise increment can be called as “beat
loss.”

Amplitude of each beat term is 1/261¢0,¢ and is not correlated mutually. Perform
operation of mean square and root extraction to (87°BB;/Q%) terms to get output
noise root-mean-square value o,,,, of the correlator, namely,

872BBL. 63,03, _ 2m2BBy,
Q? 4 Q?

010020 (2.306)

Oniny =

After n,(f) and n,(¢) being bandlimited by bandwidth B, the variance o> .1 and an
respectively are:

2 2zB , 2 2zB ,
Op = Q o %100 %= o Q 020

therefore,

By
2B

Opniny = On Op,

(2.307)

@ Signal-noise ratio of output voltage in case of low carrier-noise ratio
(a) Output voltage signal-noise ratio (S/N), of non-correlated noise

N n 6}1]”2(0) V BL 0y, Op, Oy, O',,z V BL n1 nz V BL

(b) Output voltage signal-noise ratio (S/N)y of correlated noise

2
(E) _ RSISZ (0) _ & z 6V1 . GYz Yl Vz (2309)
N/)y onn(0) on, M on on, \ Pn,\ Py,

Quantization loss shall be considered in actual project. It is 0.5 in case of 1 bit
quantization, 0.7 in case of 2 bit quantization, and 0.8 in case of the higher
quantization.

According to Expression (2.308), in case of white noise, the bigger the band-
width B of the band-pass filter is, the more the beat component of noise becomes, in
which, output noise voltage in By increases in directly proportional to v/B. How-
ever, the two signals are correlated and their beat component are added arithmet-
ically within By , namely, they increase in direct proportion to B (in strict sense, only
uniform signal spectrum is strictly direct proportional to B). Therefore, the output
signal-noise ratio is in direct proportion to /B within main energy range of the
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signal spectrum. (B/B) =Kp is known as bandwidth gain, therefore, a higher Kp
can be obtained for wideband signal of B, which shall increase output S/N, and this
is the reason why wideband angle tracking system can implement low C/N tracking.
Therefore, in case of low C/N, the signal bandwidth shall be used as possible to
implement angle tracking. If only a section of signal bandwidth is segmented, the
output S/N within By, will decrease. However, when the bandwidth B increases and
exceeds signal spectrum, increment of B will not improve output signal voltage.
But, the output noise voltage still increases according to v/B, at this time, the output
signal-noise ratio will decrease. Therefore, there is an optimum bandpass band-
width B,,r to ensure a maximum output S/N. The value of B, is relevant to the
spectral shape of the signal. Namely, there is different B, for different spectral
shape. Such value can be obtained by simulation or experiment.

2) In case of high carrier-noise ratio

At this time, a section of signal bandwidth is segmented to perform angle
tracking and thus simplifying the proposal. Within the intercepted narrower band-
width B, the signal spectrum shall be deemed to be uniform. Since the carrier-noise
ratio is extremely high, the Expression (2.293) is simplified as:

C(1) = S81(£)S2(2) + S1(6)na(t) + Sa(t)n1 (1) + N1 ()N2(1) (2.310)

where S;(¢) and S,(¢) are correlated, and N(f) and N,(¢) are correlated. Their
correlated output expression has been solved as shown in expressions (2.296) and
(2.297). S1(¢) and ny(t), S»(t) and n,(¢) in Expression (2.310) are non-correlated.
Because of uniform spectrum, the derivation principle of correlated output is the
same as that of non-correlated noise. Its formula is similar to the one output by
non-correlated noise expressed by Expression (2.307).

@ Correlated output of S(f) and n():

05,0n,\/BL/2B (2.311)

® Correlated output of S»(f) and n,():

By
s0n\5p (2.312)
® Total non-correlated noise:
B
6202 + 6202 || — (2.313)

S1 Ny S2 7 n ZB

When tracking is conducted, the sum signal S;(¢) is larger than difference signal
S, (7); the Expression (2.303) is approximately expressed as:

By

5 (2.314)

Og,0p,



2.5 Angle Measurement Theory and Technology 175

® Output voltage signal-noise ratio in case of high carrier-noise ratio:
(a) Output voltage signal-noise ratio of non-correlated noise

S 2B 2B P 2B
( ) = %595 1/ T Y 6 W b (2.315)
05,0y, Op, BL Pnz BL

where /Py, /P,, is the signal-noise ratio of the segmented bandwidth B.
(b) Output voltage signal-noise ratio of correlated noise

[Ps, |Ps,
=4 /— - 2.316
PNl [)N2 ( )

The foresaid noise includes two parts: @D antenna feed noise and LNA noise, @
sky noise (cosmic noise and atmospheric loss noise). The LNA is not shared, so
LNA noise is non-correlated. But, sky noise is correlated with some antenna feed
noise. In most applications, correlated noise is generated by antenna noise (except
for deep-space detection) and determined by correlation of the patterns of sum and
difference sidelobes touching to ground. Finally, it will be the minimum value of
sum and difference cross-correlated output noise, namely, it determines the thresh-
old value. This correlated noise cannot be deducted by prolonging integral time.
However, non-correlated noise can be greatly weakened by prolonging integral
time, so the output signal -noise ratio is finally determined by correlated noise.

If correlated noise oy is 1/L of non-correlated noise o, the output noise after
M2

Lo-nl'

long integral time can be obtained through Expression (2.297): Ry,y, (0) =
(3) Angle tracking error in case of cross-correlated angle error detection
The precondition of still and balance of tracking antenna is that the servo motor
has no drive voltage; in this case, the output of angle error detector shall be
0, namely,

Er—E,=0 (2.317)

where E, is the signal voltage output by angle detection, E,, is the value of noise
voltage output by angle detection; and the negative sign in the expression above
indicates the servo system is negative feedback.

According to Expression (2.317), there is:

A (2.318)

The meaning of Expression (2.318): if there is noise E,, the servo system will
make the antenna deviate from A6 to generate error voltage E, which offsets E,, to
make output of angle error detector be 0, so as to enable the antenna achieve a
new balance and stable point. When the instantaneous value of the angle detector
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EA/En=1, its r.m.s value equals to 1, which is determined by Expression (2.308),

namely,
[Ps [Prn 2B Us Ua 2B—1
nZ nA BL 112 UnA BL
then,
UnZ BL
=—"Ur\— 2.31
Ua Us Una B (2.319)

The angle error A corresponding to U, is determined by the following expres-
sion in angle measurement analysis (converted to feed outlet), namely,

G 0 G Oos U U
VOs _005VGs _Ous Us _ 5, g Us

K  K,Gs 14 Us 2 Us

A =

where Gy is gain of sum beam; G, gain of difference beam; K, absolute difference
slope; K = K,,(v/Gx/605), 605 is 3 dB width of sum beam; normalization differ-
ence slope K,,, = 1.2-1.7, 1.4 is applied.

Substitute it into U, in Expression (2.319)

Ua Uns By
A6 = 0.76, VoL 2.320
05<U2> <U2> 2B ( )

When the sum noise temperature is same as the difference noise temperature,
i.e., Ts =Tx, then U,s = U, and

U BL BL
A0 = 0.76, =0.70 2.321
05(Uz> ZB 05 PZ ZB ( )

(4) Four-channel monopulse proposal

The foregoing angle error signals will not serve as drive signal of angle tracking
system until being normalized by sum signal. Additionally, when angle acquisition
is conducted, it is required to detect amplitude of sum channel signal to serve as
normalized reference signal and angle acquisition identification signal, which is
usually extracted by sum channel signal. When the signal-noise ratio of sum
channel signal is quite low, it will be a difficult problem. In that case, the advanced
modern signal processing technology can be used to extract weak signal against the
background of strong noise, such as cyclic spectrum technology and spectral line
enhancement technology. In combination with monopulse angle tracking system,
four-channel monopulse proposal is applied to extract such signal; namely, on the
basis of typical “five-horn” 3-channel monopulse feed, the original four horns are
employed to form an additional “reference” signal channel, as shown in Fig. 2.73.
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Fig. 2.73 Four-channel | |
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Figure 2.73 shows a five-horn feed, X, is sum channel, employing X, A,, Ag to
form monopulse; X, is reference channel, £; and X, are used to perform cross-
correlation detection of normalized signal and angle acquisition signal; X; serves as
transmitting reference (like safety control signal). £; outputs Py and Pa, P,a
outputs Py and P,x», P,s1 and P 5, are noise of sum channel and reference channel,
which contains uncorrelated and correlated parts. Since they are generated by
different LNA, horns, and feeders, therefore, the correlated part is relatively low,
the SNR solved by cross-correlation are high extremely, and finally limited by
relevant part of antenna noise.

When cross-correlation method is applied to extract normalized signals, the
output signal-noise ratio expression may replace P, and P, » with Py and P, we

can get
Ps [P, [2B
SNR = /== =24 /=2 (2.322)
PusV PpoV B

Additionally, “square method” can be used to recover carrier (such as PSK
signal). Square loss may exist when square method is used, however, when P /N,
of the signal is relatively large, the single-carrier C/N, recovered by the squarer is
still large and can be applied as normalized reference signal after being extracted by
the carrier tracking ring, even serve as tracking signal of signal-channel monopulse.
Since P,/N, of wideband signal is very large, such method is likely to be used.

Furthermore, the possibility of non-normalization will be discussed in case of
low C/N: with decrease in C, the angle error slope will decline and the dynamic
performance of angle tracking will be deteriorated. When C is small, the distance is
far. Therefore, C changes mildly with change in distance, so it can be coordinated
with the servo system to make the servo system in normal operation within the
specified variation range of the angle error slope. When C improves to achieve
proper normalization, enter normalized operating state.
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According to analysis above, for low C/N, angle acquisition and tracking to can
be implemented through the following proposal:

1) For non-periodic wideband signals: when there is no signal beacon (e.g., there
are FM non-periodic signals only), normalization is key point, in this case, “four-
channel monopulse” proposal can be employed. The threshold of the minimum
receivable signal is limited by the correlated antenna feed noise between sum and
difference channels. The improvement approach is to reduce relevance between the
sidelobes of the antenna, i.e., the sidelobes of the two antennas. In addition, the sum
and difference channel correlated noise cancellation method may be discussed. The
other method is not to modulate FM signals at acquisition state, in order to make it
be single-frequency carrier signals which can be acquired easily. Such signals will
be modulated after being acquired and tracked.

2) For PSK wideband signals: “square method” may be applied to recover “single-
frequency carrier,” and then angle acquisition and tracking may be performed for
single-frequency carrier. Since there is square loss, therefore, it is required to recover
Ps/Ny. The acquisition and tracking requirements can be met. In case of the specified
carrier-noise ratio, the wider the signal bandwidth is, the higher the corresponding
Ps/Ny is, so it may be applicable to rapid data transmission signals.

3) For S/Ka-band signals: where there are S-band signals, S-band wide beam
may be used to guide Ka-beam narrow beam.

4) For periodic wideband signals: Theoretically speaking, “auto-correlation
method” may be used to extract normalized reference signals. “Auto-correlation”
required in-phase in carrier, but the frequency at Ka-band is high and there is
Doppler frequency shift, so it is difficult to implement such extraction.

5) For single-frequency narrowband signal. Angle error detection of single-
frequency signal is actually cross-correlation detection. However, due to tracking
and filtering of phase-locked loop, Ps/N > 1, therefore, in case of the same Pyx/Ny,
its random error is relative small compared with wideband signal and the acquisi-
tion probability is high. Although there is locking time, the technology is matured in
terms of USB and deep-space detection, therefore, this method is the best choice in
presence of signal beacons. In order to perform angle tracking and improve the
system reliability in absence of beacon signal, the system may be provided with two
tracking operation modes, namely, “beacon signal” and “wideband signal” modes.

2.5.5 Angle Measurement by Phased Array Tracking
and Angle Measurement Accuracy — Space
Window Sliding and Projective Plane Methods

2.5.5.1 Angle Measurement Principle by Phased Array Tracking

Angle measurement method used in phased array CW radar, compared with that
employed in mechanical scanning radar, has some features due to the fact that the
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phased array receiving antenna is of multichannel system and the antenna beam has
phased array characteristics.

In terms of principle, the monopulse angle measurement method used in phased
array CW radar is the same as monopulse precise tracking radar with mechanical
scanning feature. There are three methods: amplitude contrast method, phase
contrast method, amplitude and phase contrast method. These methods are used
to conduct comparison and inner-angle insertion to the phase or amplitude of
receiving signal from different beams, so as to improve angle measurement accu-
racy. Differently, mechanical tracking monopulse highly-accurate measurement
radar commonly uses amplitude sum-difference monopulse system, the phased
array CW radar generally employs phase sum-difference monopulse system.
Amplitude sum-difference monopulse method requires that distance between two
feeds shall meet d < 24, which is difficult to be achieved in constrained feed phased
antenna. However, when monopulse phase contrast method to measure angel in
phased array, it is easy to divide the entire antenna array into two or four parts, and
to employ the entire receiving array to receive beam. In phased array antenna as
shown in Fig. 2.74, two sub-antennas consisting of two sub-arrays can conduct
phase sum-difference monopulse angle measurement.

In Fig. 2.74, the antenna array is equally divided into two sub arrays, with the
distance between the two array phase centers of D, and the electrical boresight
direction of 8. There is phase difference ¢ between the signals received by the two
sub-arrays from @ direction, then,

2
0= 7”0 sin@ (2.323)

6 can be obtained from measured ¢.

Antenna sub-array Antenna sub-array

11y 11y
S

1 | E; E,

Sum and difference
network

Ex E\

Fig. 2.74 Block diagram of phase sum-difference monopulse



180 2 Theories and Technologies of Tracking and Orbit-Measuring

In the phase sum-difference monopulse scheme as shown in Fig. 2.74, phase
contrast is conducted between left and right sub-arrays in the sum-difference
channel. The output differential signal E, is relative to ¢ and 6. Meanwhile, the
output Ey from the sum-difference channel is relative to 6. After the differential
signal is normalized with E ,/Es = K(6), the angle-sensitive function of the phase
sum-difference monopulse can be obtained:

A0 tg 'k (0) (2.324)

- 7D cos 6y

where k(6) = g—; is known as normalized differential signal.

When phased array antenna performs targets continuous tracking, the targets
will be in location nearby 6, during most of tracking period; therefore, when
AO < AB54p/2, Expression (2.324) is simplified as:

E
K(0) = =2 ~ZDcos x A0 (2.325)
Ew 2
>
p
A =—" xK(0 2.326
D cos 6y x K(9) ( )

However, when the phased array antenna conducts discrete tracking to the
targets on a time-sharing multi-target basis, especially, when the tracking accuracy
stays low and the angle of the target deviating from 6, is approximately + Af3 4g/2,
Expression (2.324) shall also be used to get deviation value of the target Af.
Accordingly, the target position 6 is 6y + A6, where 6, is coarse measurement
and obtained from phase control code of the phased array. A€ is fine measurement
and obtained from the angle-sensitive function Expression (2.324).The expressions
above are the basis of phased array open-loop angle measurement.

In fact, angle measurement is carried out by antenna and receiver. The block
diagram of the whole angle measurement system is as shown in Fig. 2.75.

In Fig. 2.75, the angle error output signal of the receiver is Au=K(0) = E/Ey,
of which the normalization is achieved by sum-channel AGC, and phase change of
EA is detected by phase discriminator. Phase shift of z/2 is to make E, and Ex be

| R

Antenna sub-array 1 | l Antenna sub-array l
I Y v I E
Sum and difference A H Dltterenc.e .channel
EZ network '| /2 receiving }
AGC disc]:it:is;ator Au
:I Sum channel

receiving

Fig. 2.75 Block diagram of phase sum-difference monopulse angle tracking receiving system
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in-phase, so as the phase discriminator can be used to test angle error voltage. When
the target is in the direction A@ deviating from the electrical axis, the differential
channel will output E 4, and the corresponding sum channel will output Eyx; when
the target moves from the left side of the electrical axis to right side, phase of Ex
will change 180°. The angle-sensitive function curve containing receiver is as
shown in Fig. 2.76.

At this time, the angle-sensitive function is:

A6 arctan(Au), (2.327)

- 7D cos 6y

In this angle measurement method, the phase difference of the signals received
by two antennas spatially separated is used to determine deviation of the target from
the beam pointing 6, and sum and differential beams are formed to achieve
differential signal normalization and to judge the direction of the target deviating
from 0, therefore, such method is also known as amplitude-phase monopulse angle
measurement method. In such method, after phase-shifting of E,, and when 6 is
changing from —(A6) to +(A#), the phase is changing from —180° to 0°, which will
be —90° nearby 6, Therefore, even if there is E A, the output from the discriminator
is zero. It is concluded that even if the antenna has null depth, output from phase
discriminator still be zero to stabilize angle tracking. Phase reversion process is
shown in Fig. 2.77, the deeper the null depth is, the smaller the transitions scope
from —180° to 0° becomes.
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The value of null depth affects position of Au =0 on @ axis, this is because the
null depth is generated from inconsistence between sum/difference phase before
comparator. The smaller the null depth is, the larger the inconsistence of the phase
before comparator becomes. Additionally, the phases of the sum/differential chan-
nel of the receiver are also inconsistent. When the sum attains to z/2, zero point of
Au will exist (namely, angle tracking static stable tracking position). In case the
sum-difference phase of the receiver is a give value, ApR, the zero value of Au will
appear when the antenna sum-difference phase is Ag, = (f%f Ad)R). It is
revealed from Fig. 2.77 that it is corresponding to &, value, such value is angel
tracking static error. A, varies from different Agg, €, will change accordingly.
The above section illustrates the physical concept of generating angle tracking
static error by null depth. In case of amplitude sum-difference monopulse, it is
expressed as following:

. 05 4gtan (A(pR)

e =2 @ 7 AT TR/
¢ K"‘IVGH

where 0543 is 3 dB beam width of the antenna, K, represents normalized difference
slope, G,, is null depth of difference beam.

Based on the foresaid angle error open-loop measurement principle, the princi-
ple block diagram of phased array monopulse closed-loop angle tracking can be
obtained as shown in Fig. 2.78. In this figure, the negative feedback signals in angle
tracking loop is phase control value to each array element output from a beam
controller. They control the phase discriminator of each array element to generate
phase shift ¢, ¢».,. . . ¢y, and the phase difference between adjacent array elements
is A¢,. When the target is on the direction of the antenna array electrical boresight,
the spatial phase difference between adjacent array elements A¢, =0, at this time,
the beam controller makes Ag,=0, so plus the same phases output from

(2.328)
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Fig. 2.78 Principle of phased array monopulse tracking
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discriminators to synthesize a maximum gain. When the target deviates from the
electrical axis, A¢; # 0, the phase difference A¢, between the phase shifter output
of adjacent array elements is A¢, # 0. Applying the principle of angle error
signals generation, the error signal V5 will be generated by the sum and difference
device, which is amplified, processed and filtered by the tracking receiver to output
angle error voltage V,, which is converted into angle value ¢ by using angle-
sensitive functions, and a new antenna pointing angle X shall be calculated with
the angle tracking algorithm. X is converted to the new weight value ¢ and A of each
array element of the phased array by beam controller. Such recursion algorithm
shall be performed until A¢;# — A¢,, so £=0, thereby angle tracking imple-
mented. In fact, it is phase-shift tracking, and the phase shift value is corresponding
to the angle measurement data.

2.5.5.2 Monopulse Tracking of Planar Phased Array — Projective
Plane Method

“Open-loop angle measurement” or “closed-loop angle measurement” can be used
for phased array angle measurement. The former, comparatively simpler, is based on
angle-sensitive function as shown in Expression (2.327) and implement angle devi-
ation measurement by measuring the output voltage of angle error, which obviously
has a relation to accuracy of angle-sensitive characteristics. The latter has no relation
to accuracy of angle-sensitive characteristics, because the output of angle error is zero
after tracking is stable, and implements angle measurement with the phase value from
the phase shifter, which has a high accuracy. For different target angle, the projective
plane of planar array on radio wave equiphase surface will roll with the changing of
the target angle. It is so called Projective Plane method, wherein gain loss of scan
angle exists. The method shall be mainly described in this section. The analysis can
be carried out in time domain or frequency domain.

(1) Time domain analysis

It is well known that the time domain analysis adopts difference equation, and if
the current output of the equation is related not only to the current and past inputs,
but also to the past output, it is the recursive equation. The phased array angle
tracking is the case. The phased array angle tracking is usually implemented by a set
of recursive equations calculation. The values of recursive functions are calculated
based on the previous one or several calculation results, so this is a recursive step
tracking method. Different recursive functions can compose different type of
systems, such as Type I system (including one integrating element, Type I filter),
Type II system (including two integrating elements, Type II filter), Type III system
(including three integrating elements, Type III filter) and uses the Kalman filter, etc.
There are different dynamic errors according to different types of loops. Such
tracking are realized by optimal estimation through following parameters, includ-
ing: @ error of observation, @ estimated beam position, ® passing through
smooth target location, rate, acceleration, etc. According to design requirements,
such tracking algorithm may have different principles, e.g., minimum mean square
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error criterion. The following introduces a common tracking algorithm based on
recursive function:
1) Recursive tracking equation of Type I system

X1 = X, + aoey (2329)

where a position smoothing constant (0 < ay < 1), and may slowly converge if it is
too small and may oscillate if it is big; X, is the angle value calculated from the nth
sampling point; €, is the angle error measured from the nth sampling point; X,,. is
the resulted forecast angle value calculated from the (n + 1)-th sampling point.
The above expression is a recursive equation. To perform one recursive calcu-
lation within #, 1/t is used as sampling clock frequency. Continuous summing up
(equal to integral) shall result in an angle error closing to zero, which realizes the
angle tracking of no position static state error and is equal to one integration
element. The higher the calculation frequency, the better the tracking dynamics is.
2) Recursive tracking equation of Type II system

Xpi1 = X + aoen + X, (2.330)

where X, smooth target angular velocity of the nth sampling point; 7 is sampling
interval. The above expression adds velocity estimation component and increases
velocity tracking accuracy, equal to 2 integration elements. One calculation method

ofX,,:

Xy =Xy +a—;en (2.331)

where )?,,,1 smooth target angular velocity of the (n—1)-th sampling point; «a;

velocity smoothing constant, 0 <a; <4, 0 <agp<l1; X » also can be estimated
according to other methods.
3) Recursive tracking equation of Type III system

X1 = X, + aoen + X, + 5rzx,, (2.332)

where X,, smooth target angular velocity of nth sampling point. The above expression
adds acceleration estimation component and increases acceleration tracking accu-

racy, equal to three integration elements. One calculation method of )'_'(n:
kT - a
Xn =X +t_2€n (2333)
2
where j_f,,_l smooth target acceleration of (n—1)-th sampling point; @, acceleration

smoothing constant, 0 < a, <8, 0 < a; <16/9; X, also can be estimated according to
other methods.
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Fig. 2.79 Block diagram of phased array servo system

According to above tracking algorithm, block diagram of phased array angle
tracking closed-loop system is as shown in Fig. 2.79.

In Fig. 2.79, O is accomplished by difference beam of phased array antenna.
Difference signal, after passing through the filter, shall be processed with the
recursive tracking algorithm, which is recursive calculation process (the digital
transfer function is available by algorithm as PI, PID, etc.). X,, is the sum-beam
electric axis direction 8,, which is the same as zero direction of difference-beam
and shifts according to Expression 6, = sin ~! (zﬂmAqﬁ) under the control of phase

control code A¢ of phased array. ¢, is the angle difference signal. X,, is the smooth
target velocity of the nth sampling point. ¢ is sampling interval and ay is calculation
step size. X initial value of angle at the time of tracking start. When enabling the
target to fall into the major beam with guidance, etc., there is X, and ¢, and
continuous recursive calculation can be done until tracking is stable.

(2) Frequency domain analysis

As everyone knows, frequency domain analysis of digital loop shall be
conducted with Z transform and Z-transfer function. Such frequency domain anal-
ysis is more frequently applied because the technical specifications of angle track-
ing loop are generally reflected in its frequency response. However, time domain
analysis is connected with frequency domain analysis by Z transform.

The following is the recursive tracking equation of first-order loop of time
domain provided by Expression (2.329):

Xn+1 =X, + ao&,

This is a difference equation, and is a digital integrator physically. Under control
of digital error signal, digital-control beam is generated. In the equation, X,,, is the
(n+ 1)-th output sampling point of integrator, &, is the nth input sampling point, and
ap is proportion coefficient. In recursive operation, X,,,; is stored in integration
register. Z transform for integrator with an unit delay is:

Z le(z
X(Z) = O‘O—SEI)
1-2Z
where, X(Z) is the output, &(Z) is the input, and transfer function K4(Z) of
corresponding digital integrator is

Ka(Z) = f(%) = lafz;l (2.334)
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Fig. 2.80 Block diagram of phased array angle tracking loop

High-order loop should be applied to obtain better loop dynamic performance.
The following shows a simple block diagram of such loop:

In Fig. 2.80, angle-error detection is conducted by difference beam and tracking
receiver; its transform function is represented by Kz(Z). Therefore, when receiver
bandwidth is larger than loop bandwidth, it is a proportional element Kz(z) =
k.= constant. Digital-Control Beam Pointing Generation is conducted by the
phase shifter that controls such phased array. It is a digital integrator. Its transform
function is represented by K4(Z), while F(Z) is the transform function of loop filter.
Closed-loop transfer function H(Z) of angle tracking loop is

__Kr@QF2)KA(2) _ K.a0Z 'F(Z)
HZ) =17 KeQF2)Ka(Z) ~ (1— 2 + KraoZ 'F(2) (2.335)

In Eq. (2.235), K4(Z) is the transform function of digital-control pointing angle
generator. Multiple integral elements can be included in F(Z). If only one integral
element is included, the loop is called Type II loop. If two integral elements are
included in F(Z), it is called Type III loop. If no integral element is included in F
(2), it is called Type I loop. The F(Z) design method is already mature technology
in PLL design. The design of phased array angle tracking loop can use many design
methods in digital PLL.

2.5.5.3 Angle Tracking of Curved Surface Phased Array — Space
Window Sliding Method

There are three defects for planar phased array. Firstly there is limited coverage of
scanning angle with theoretical value of £60°; secondly, no conformity to carrier,
which impacts the aerodynamic characteristics of aircraft and limits increase of
phased array area; thirdly, no special beamforming and curved surface phased array
is applied. Common curved surface phased arrays include: hemispheric array,
paraboloid array, hyperboloid array, cone array, etc. As is well known, since phased
array’s price is high, cost effectiveness is one of the key factors for options. Cost is
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Fig. 2.81 Schematic A
diagram of empty window
sliding of sphere-phased

array Phased array

sphere

mainly determined by array element number, which is related to surface area of
antenna array. There are various performance specifications. If we make a compar-
ison with the specifications of continuous azimuth coverage of 360°, elevation of
0° to +90° and the same gain, it shall be found that in the above schemes, when
elevation changes from 0° to +90°, the performance/price ratio will be: hemispheric
array 0.19-0.38, paraboloid 0.19-0.48, hyperboloid array 0.19-0.62, cone 0.15-
0.72. For elevation is 0°, the performance/price ratio decreases because of the only
use of some area of curved surface, which makes gain decrease. One of the
solutions is to expand phased array area downward and keep the effective area
unchanged, e.g., on the basis of hemisphere surface, expand one section of cylinder
downward so as to keep gain unchanged at low elevation. But for the triangular
pyramid composed of three planar arrays, when scanning angle is 0°-45°-90°,
performance-price ratio 0.15-0.22—0.15 and is below curved surface array. Gener-
ally speaking, curved surface array scheme is much better than planar array scheme.

The actual work area (area producing antenna gain) of curved surface array is the
area occupied by that array element activated by electromagnetic wave in beam
direction, which is called activated area or irradiated area. As shown in Fig. 2.81,
when activated surface moves from S, to Sz (for processing of amplitude/phase
signal at rear end of array element, that means a way of window sliding), beam
pointing moves from 64 to Op.

The activated area in Fig. 2.81 is equal to one paraboloid area. When it moves
from S, to Sp, it is looked like a parabolic movement, its sum beam, difference beam,
and angle error characteristics are sliding correspondingly. So the angle tracking of
sphere-phased array is “activated area sliding,” and the activated area is similar to one
of the windows of the sphere-phased array. Therefore, it can also be called “space
window sliding.” As the value of activated area wouldn’t change when sliding, there
won’t be any scanning angle gain loss. So the scan, acquisition, and tracking antenna
of the spheric array and parabolic antenna are similar. During spheric array design,
we can refer to the parabolic antenna in its scanning, capturing, and tracking.

(1) Monopulse simultaneous lobe method

Different from planar array, in the curved surface array, even if the DOA direction
is the same as that of normal line of irradiated side, the signal delay received by array
element in irradiated area is different, which causes different output phase value of
array elements, which shall be made a phase compensation to ensure in-phase
summation of output signal of array elements, as shown in Fig. 2.82.
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Spheric array example is as shown in Fig. 2.82, after spatial delay difference of
array element a,, a,, as, a4, as is compensated by phase shifter ®, ©,, ®;, ®,, ®s,
it forms the in-phase signal at cable A and becomes the same as planar array, the
subsequent sum and difference beam forms, which is the same as monopulse
tracking of planar array in Sect. 2.5.5.2.

For the spheric array, spheric equation is known and according to geometry
relationship of bow and string in circle, array element delay difference can be
obtained and mathematical function relationship of array element phase shift and
beam direction in spheric phased array is achieved.

For better illustrating of physical concept of phased array angle tracking of
spheric surface, the following table describes the function relationship explaining
the physical process of angle tracking. We use Figs. 2.81 and 2.82 to obtain the
relationship of beam electric axis pointing and array element phase shift as shown
in the Table 2.13.

The S4 and Sp in Table 2.13 are as shown in Fig. 2.81. When 6, points,
amplitude weighted value of all array elements except S, is 0 and phase shift
value of array elements a;. . .asin S4 is @;. . .¢ps. When the beam pointing is required
to change to p, set the amplitude weighted value of all array elements except Sp to
be 0, phase shift value of array elements b;. . .bs in S is @;. . .5 (as spheric surface
is symmetrical, its phase value is the same as that of S,). Other pointing can be
obtained in a similar way to realize phased beam scanning. For the purpose of
monopulse angle tracking, it can form four monopulse subarrays in irradiated area
S4 to form sum-difference phase monopulse angle. Then the angle tracking can be
implemented with the phased array angle tracking system in Fig. 2.83, i.e., when
signal is on the normal line X,,_; (on the direction of electric axis) of irradiated area,
difference signal is zero; when it deviates from the direction of electric axis, it
outputs one difference signal €,_, from which we can calculate a new electric axis
pointing angle X,, according to expression in Fig. 2.79, which corresponds to 6, in
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Fig. 2.83 Block diagram of phased array monopulse tracking system

Table 2.13. With the phase shift value and amplitude weighted value of array
elements referred to the table, the first recursive tracking calculation can be
performed and sum and difference beam can also be formed. Then, the recursive
computation continues to make the sum and difference beam slide constantly until
the tracking is stable.

In Fig. 2.83, A, B, C, and D are four monopulse subarrays in planar array and
composite signal of subarrays form phase sum-difference monopulse, which is
different from electromechanical scanning antenna.

The method given above, based on a table to find out the corresponding array
element phase shift with the beam pointing 6, is clear in physical concept and is
feasible, except for a requirement of mass operation. In order to reduce the
workload, ¢, =f(8,) function expression of different curved surfaces can be used.
If it is applicable, phase control value ¢, can be obtained through real-time
calculation of computer, which is the same as planar array. As for the signal
amplitude value received by array element, as array element is on the curved
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surface, the gain difference of array element antenna pointing makes signal ampli-
tude difference between array elements bigger in comparison with planer array,
which can be obtained from pattern. It also needs additional amplitude weighted
value to obtain required sidelobe diagram or maximum S/N. Projected area slides
with the sliding of electrical boresight of antenna and is realized by movement of
amplitude weighted value, which continuously changes in 0—1. Through a method
of maximum signal to noise ratio (SNR) synthesis weighting, the best synthesis gain
will be available, which can refer to maximum ratio combination in Expression
(2.354). When it adopts digital beam forming scheme, such amplitude-phase weight
of continuous sliding is easy to be realized, and the phase jerk and amplitude jerk
are small, so the velocity measurement, distance measurement, and the angle
measurement accuracy are high.

(2) Phase scan sequential lobe method

The advantage of the above monopulse simultaneous lobe method is: for
monopulse, using simultaneous lobe method can obtain the real-time, high-preci-
sion angle information, so as to obtain a high angle tracking accuracy. Its disad-
vantage is that its realization is complicated and it has high requirements on the
amplitude consistency and phase consistency of four subarrays. The amplitude
inconsistency or phase inconsistency before its sum-difference will cause angle
tracking error. For an asymmetric curved surface array, such influence is more
severe and it requires amplitude and phase compensation which will increase the
circuit complexity. In order to simplify the circuit scheme, we can only use the
amplitude of the antenna lobe and the sequential lobe scan to obtain the angle error
signal if certain sacrifice of thermal noise angle tracking error is allowed. This
scheme is similar to the conical scanning scheme of the mechanical scanning
antenna. However, it is the electronic phased array scanning that is used in phased
array antenna, and in lobe scanning scheme, binary scanning is implemented only in
2D of elevation and azimuth. Its realization is much simpler, and its angle tracking
accuracy is higher than that of conical scanning scheme. Its working principle is
shown in Fig. 2.84.

What is shown in Fig. 2.84 is the elevation one-dimensional electronic scanning.
OA axis in the lobe diagram is the pointing axis, and it is also the measuring axis of
angle measurement as well as the tracking axis of angle tracking. When the antenna
is not scanning, the electronic axis of the beam will point at A, while in scanning,
the beam will deviate upward from the electronic axis to an angle (+ A#) (indicated
by the beam location in full line in the diagram) within the time interval of AT}, and
the beam will deviate downward from the electronic axis to an angle (— Af)
(indicated by the beam location in dotted line in the diagram) within the time
interval of AT,. Periodic binary (+ A8, — A0) scanning will be conducted according
to this time interval. If the target is located at direction A of the pointing axis, it can
be seen from the diagram that what is received by the antenna will be continuous
wave U, within AT, and AT,. If the target is located at direction B above the
pointing axis, the signal received by the antenna will be U g within the time interval
of AT, and U,z within AT,. From the diagram, we can know U,z > + U,p, S0 an
amplitude-modulated wave will be formed, with a modulation degree of
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Mp = (U,p — Upp/2U,) which is in direct proportion to the angle of deviation of the
target deviating from the pointing axis. Therefore, the error signal can be obtained
by detecting the amplitude-modulated wave. Similarly, when the target is located at
the direction C below the pointing axis, an amplitude-modulated wave with a
modulation degree of M, = (U,¢c — U,./2U,) will be received by the antenna. The
value of M is also is in proportion to the angle of deviation of the target deviating
from the pointing axis, but U;c < U,¢, so the phase of M modulated signal is
opposite to that of M, modulated signal. This means target A and target B are
respectively located at the opposite direction of the pointing axis. Thus, the phase
indicates the direction of the target deviating from the pointing axis. Therefore, we
can obtain the angle error signal with positive and negative polarity by using the
sync signal indicated in the diagram as the phase reference to detect the modulated
signal synchronously.

The above-mentioned is the elevation one-dimensional situation. When
implementing elevation and azimuth 2D angle tracking, the time division method
can be used, i.e., implementing electronic scanning at elevation within the time
interval of Tg, and taking out the elevation angle error signal from the tracking
receiver synchronously, and keeping a sync time interval. While implementing
electronic scanning at azimuth within the time interval of T4, we can use the same
method to take out the azimuth angle error signal. Refer to Sect. 2.5.1.3 for the
principle of this time division multiplexing.

This scheme is similar to conical scanning scheme. Refer to relevant materials of
conical scanning radar and the derivation method of Expression (2.262) for its angle
tracking accuracy calculation.

(3) Phase weighting of curved array

In the above list method, it uses angle of spread (8,) to check corresponding
array element phase shift (¢,), which has a clear physical concept and makes it easy
to understand. So next, let’s further derive its mathematical expression based on the
physical conception.

First, we will derive a mathematical expression of a curved array. Here, we put a
curved array in any shape into a coordinate system OYZ that is plane and
two-dimensional. In theory, the origin of such coordinate can be chosen by random.
However, in consideration of the ease of engineering fulfillment, the choice is better
to concentrate in the region which makes the curve seem to be symmetrical.
Figure 2.85 shows a sketch diagram of any curved array placed in a coordinate
system OYZ.

Then, we will derive, with geometric optics, the phase shift values that should be
additionally added to each element in the random curved array. In Fig. 2.85, the
equiphase surface (0,00;) is formed by radio wave when propagates freely (i.e.,
with no sheltering from linear array antenna) in the space. Here, we take such
equiphase surface as reference. Since such surface is perpendicular to the direction
of radio wave propagation (in coordinate system OYZ, the angle of direction of
radio wave is represented by ), when elements O, O, and O, are deployed in such
surface, in-phase addition can be conducted for each of them receives the same
signal phase information. However, if these elements are moved to positions (ag, a1,
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Fig. 2.85 Sketch diagram of geometric position of curved array in a two-dimensional coordinate

and a,) on the curved array shown in figure above, such in-phase addition cannot be
conducted, for there exist signal phase differences in space (A¢y, Ad,, Ao,
corresponding to position ag, a;, and a,), because geometric path length (ag0) #
(a,01) # (a»0,). Therefore, in-phase addition for signal at each element can be
conducted only when phase shift value for each element is added. Next, let’s take
A¢, and Ay and as examples to derive the phase shift value.

From the geometric relationship in Fig. 2.85, we can get:

(a101) = (a10) cosa = (a10) cos (6 — p)

= (a10)(cosOcos B+ sinfsinf) =Y, cos @ + Z, sin0 (2.336)
Phase difference in space (A¢,) from distance is (a;0):
2 2
Ad,, = (a10) (f) - 7” (Y1 080 + Z,q sin ) (2.337)

So phase shift value (—A¢,;) must be added in the array to compensate such
difference.
Similarly, we can derive:

_27t

A, = /1 (Yancos O + Z,y, cos 6) (2.338)

where Y, and Z,, are the coordinate values of element a,, and 0 is the angle of
spread of the beam. Therefore, the phase shift value needed by each element can be
calculated with Expression (2.338).
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Fig. 2.86 Sketch diagram
of curved surface array in a
three-dimensional
coordinate
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Y

For a random curved-surface array, we can establish a three-dimensional coor-
dinate system, and use the same theory to derive [22]:

_2Jr

A, = 1 (X4ncOSEcoSA + Y4y cos ESinA + z,, SinE) (2.339)

where, A¢,, is the phase shift value for element a,,, X,,, Y,,, and Z,, are the three-
dimensional coordinate values of such element. If a random curved surface array
contains n elements, there will be n sets of coordinate values in total for these
elements. Such values can be determined at design and manufacturing phase, and
listed and stored in a memory, from which they can be read during phased array
operation and calculated with Eq. (2.339) to get the phase weight value for each
element. The three-dimensional relationship of curved surface array is shown in
Fig. 2.86.

In Fig. 2.86, (X,1,Y41,Z41) are the coordinate values of element, A and E are,
respectively, azimuth angle and elevation angle of beam pointing.

2.5.5.4 Time-Sharing Multi-target Tracking, Simultaneous Multi-
target Tracking, and Adaptive Tracking

Time-sharing multi-target tracking of phased array uses TDMA principle and
points antenna beam to different targets at different time slots, each target is
distributed with fixed address code and time slots. In such time slot, phased array
antenna beam dwells to accomplish angle measurement, distance measurement,
remote measurement, remote control and multi-target TT&C. In the period other
than beam dwelling target, it uses tracking filtering to predict the track of target in
such period as the orbit prediction of next tracking. Beam directly jumps to
prediction position for next tracking. When target velocity is V and interval of
two beam irradiation is 7, for the second tracking starting point, target coordinate
will be limited in one spheric space with radius of TV If such spheric space does not
exceed beam width, the second tracking is very simple; if it exceeds, location
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correlation and track correlation are needed. It can also use such time slot distri-
bution to realize TWS, i.e., after discovery of first target, it distributes some time
slots to track such target and after tracking is stable it distributes some time slots to
search the whole tracking airspace. During the search, it uses tracking filter to
extrapolate the first target. After searching the second target, it immediately tracks
the second target; after tracking is stable, it starts searching on the next target. It
does not stop searching and enter full tracking state until searching and tracking of
all targets. As phased array TT&C system coordinates the target and target signal is
known, orbit is known for orbit aircraft, technical difficulty is smaller. Its main
technical problems are tracking filter and orbit prediction. Tracking filter algorithm
is key point of multi-target tracking and ordinary contents include: two-point
extrapolated filter, Wiener filtering, Kalman filtering, generalized filtering, etc.
Simple tracking filter algorithm can be used for low velocity target. When TWS
state changes into comprehensive tracking state, work becomes simpler.

Its main technical problems are: @ low sampling rate: low tracking sampling
rate is feature of time-shared multi-beam phased array system. It adopts the
minimum sampling rate adaptive to tracking filter design and specific target
dynamic characteristics to save time. @ “Interpolative-zero value” tracking design:
“interpolative-zero value” tracking is the feature of phase scanning radar system. It
uses the movement mode of discrete step and low sampling rate to irradiate tracked
target. Differential beam zero point hardly points to target on the preset beam
position. It needs to insert one corrected increment for zero point to provide
accurate angle data. Even if limited interpolation is needed, error slope (by angle
error) shall be calibrated, then such corrected increment shall be plus (or minus)
discrete beam pointing center. Monopulse is the most accurate technique of beam
separation angle measurement and monopulse angle measurement is adopted for
interpolation correction. @ Initial tracking problem: initial tracking after capturing
target requires the design of loop filter that makes tracking loop best match. During
the initial tracking of target, it moves only with specified coordinate but without
target, the specified coordinate is one step input of filter. It requires wider band-
width and quicker sampling rate than stable work to finish transient process as soon
as possible and ensure continuous tracking. @ Design of loop filter: basis of
tracking loop filter: dynamic characteristics of target, accuracy, power, utilization
ratio of time (sampling rate required by continuous tracking), and calculation
complexity under initial tracking and stable tracking. In various engineering
designs, Type II, Type III, and Kalman filter are the commonest design of phased
array system.

But for digital transmission of some high speed code (e.g., reconnaissance
image), time division method may cause some limitation. Transponder storage
and transmission can be used for time sharing transmission, which transmission
bit rate is increased by N time (N is the number of multi-targets). If bit rate increase
is limited, image compression can be used to decrease bit rate. If it still cannot meet
technical requirements, simultaneous multiple beam can be used.

Simultaneous multiple beam tracking: each beam tracks one target and use
multiple simultaneous beams for multi-target tracking; there are many tracking
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loops and each tracking loop design is the same as single target, which has been
introduced in Sects. 5.5.5.2 and 5.5.5.3. Its difference from time-sharing multiple
beam tracking: there is continuous sampling for its angle error signal and sampling
rate is high (1-100 kHz), time-sharing multiple beam tracking provides time-
sharing tracking on multiple targets, but angle error sampling and processing of
each target is time-sharing and discrete. Its sampling interval is the time interval on
different sampling and sampling rate is low (0.2—-10Hz). As time interval is long,
“extrapolation,” “interposition,” and other tracking filter of moving targets are
required to predict target position. For phased array C&T system, as remote
metering, remote control, remote sensing, etc., is of continuous signal, time-sharing
multiple beam is not used, but simultaneous multiple beam is used. In simultaneous
multiple beam, there may be multiple targets in one beam, CDMA and FDMA can
be adopted to differentiate different target signals.

Adaptive angle tracking is mostly used in digital transmission. Minimum mean
square, CMA, recursion least square, and other adaptive algorithms are adopted for
adaptive angle tracking or spatial filtering [23], according to principle of highest
signal-to-noise ratio (or best signal/jamming ratio, etc.).

Adaptive antenna technology includes adaptive multi-beam forming, adaptive
beam zero alignment, DOA, spatial spectrum analysis, early automatic alignment
and integration of phase, etc. Automatic alignment of phase and adaptive beam
forming can automatically accomplish beam forming and target capturing, which is
closed loop tracking mode; but phase alignment mode cannot adaptively form spatial
filter, which is its disadvantage. Contrarily, adaptive beam forming can adaptively
form spatial filter and strengthen anti-jamming capability of equipment, which can
obtain the maximum ratio of signal to noise. But calculation is complex, equipment
capacity is too big, and a reference signal same as signal to be received is needed,;
convergence procedure of recursive calculation is too long with possibility of diver-
gence. There are many principles for adaptive beam forming, including highest signal-
to-noise ratio principle, maximum signal-to-interference noise ratio principle, LMS,
etc. Its angle tracking accuracy is not high and is not used for angle measurement.

Space spectrum means that one time varying signal is composed of incoming
wave components (e.g., incoming wave of mainlobe and sidelobe) of different spatial
directions. Space spectrum analysis can analyze the components in all spatial direc-
tions, which can be used for measurement. The phase of array elements in phased
array represents direction and phased array is good for spatial spectrum analysis.

Such above modes can be integrated for application; e.g., DOA or spatial
spectrum analysis is used for direction guidance, multi-beam for tracking, LMS
for anti-jamming.

2

2.5.5.5 Angle Measurement Accuracy of Phased Array Tracking

Tracking angle measurement accuracy is an important index in phased array TT&C
system. Compared with normal monopulse tracking radar, it has no essential
difference, but under the condition of multi-target tracking, it has higher relative


http://dx.doi.org/10.1007/978-3-662-43865-7_5
http://dx.doi.org/10.1007/978-3-662-43865-7_5

198 2 Theories and Technologies of Tracking and Orbit-Measuring

measurement accuracy for the common system errors and time differences are
eliminated. As for absolute angle measurement accuracy, phased array decreases
the error introduced in electromechanical link, and can quickly and flexibly change
the servo loop parameters, so as to improve the dynamic performance. However, it
also increases some error factors. In a planar array, the increased angle error factors
are as follows.

(1) Scan angle factor

Beam width @ is inversely proportional to the cosine of scan angle ® of the beam
deviating from the array, i.e.,

0o
0= 2.340
cos @ ( )

where 6 is the width of the beam at the direction of array normal. When the beam
deviates from the direction of array normal, beam width will increase and the
measurement error item related to beam width (e.g., angle thermal noise) will
directly increase. With the increase of beam width, its corresponding antenna
gain will decrease, which will decrease the receiving echo SNR and increase the
thermal noise error.

(2) Beam pointing random error

Due to such factors as array deformation, position error of array element, phase
shift error of phase shifter, the fixed insertion phase shift error of phase shifter, the
amplitude and phase of antenna aperture will have error, which will cause beam
deformation and changes of phase center. Such errors are caused by fabrication
error, changes of environmental conditions, etc., and will generate beam pointing
error.

(3) Quantization error of phase shifter

Digital phase shifter is generally used in a phase shifter unit. It will make the
phase distribution of the antenna aperture in a discrete form and generate aperture
error which will cause quantization error to the beam pointing.

(4) Changes of phase center

Phase center is the reference point for ranging, angle measurement and velocity
measurement, and its changes will induce orbit-measuring error. In a phased array
antenna, the phase center will change with the changes of the arrangement of array
elements, array deformation, beam direction, array element mutual coupling, fab-
rication tolerance, etc. Besides reducing the changes of such factors to the maxi-
mum extent in design and fabrication to improve the stability of phase center,
measurement of phase center is also required. Angle and range calibration can also
be applied to eliminate this error.

(5) Consistency and calibration of time delay and amplitude of each channel

When an active phased array scheme is applied, the consistency of time delay
and amplitude of the T/R assembly of each array element will have great effect on
the synthesis gain, beam pointing, beam shape of the phased array. The stability of
time delay can induce ranging errors. Therefore, measures must be taken to reduce
their inconsistencies. For a narrowband phased array system, changes of time delay
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can be converted into changes of phase, so the amplitude and phase calibration
technology is usually applied to ensure the amplitude and phase consistency of each
channel. The angle measurement of a phased array angle tracking system is realized
by the phase measurement of a phase shifter; therefore, phase calibration is very
important in high-precision angle measurement. Generally, phase calibration inside
the array is applied for the calibration of phase shift consistency of each array
element channel. A better method is phase calibration outside the array. Its cali-
bration includes the array and array element channel, so it is more accurate.
Because the amplitude of each array element channel will influence the synthesis
result, amplitude calibration is also required, to fully realize vector calibration. In
adaptive tracking, S/N is required to be up to its maximum value, while this
requirement can be complied with for amplitude and phase calibration can be
automatically done under the adaptive function. Thus, phase calibration
(or simplified phase calibration) is not required in theory.

For other angle measurement error, formulas related to electromechanical angle
tracking system may be used for calculation (Table 2.14).

2.5.6 Independent Guidance, Self-Guidance, and Multi-
beam Guidance

The first step of target acquisition by C&T system is to realize the acquisition of
flight vehicles by ground station at angles. With the improvement of operating
frequency band and the increase of antenna aperture, antenna beam becomes
narrower and narrower, which makes the target acquisition by narrow beam a key
technical issue. Angle guidance technology is required to be used. Some typical
schemes will be introduced in the followings.

2.5.6.1 Independent Guidance

Independent guidance is a scheme which uses special guidance equipment (also
called synchronous guidance) or other prior target position data (also called number
guidance) to guide the antenna of the main C&T equipment (equipment to be
guided) to point at the target spatial coverage, and its block diagram is as shown
in Fig. 2.87.

In Fig. 2.87, the wide beam “guiding equipment” will first track the target, and
the target position data acquired by it will be sent to the servo system of the
“equipment to be guided.” It will be continuously used to guide “the equipment
to be guided” to follow. The following duration is called continuous guidance time
T. The guidance probability of this scheme is described by continuous guidance
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Table 2.14 Angle error sources of phased array tracking

Error source

Error formula and affecting factors

1. Thermal noise

Oos

o= Kmy/25/N

where o is angle thermal noise error (mrad);
S/N is SNR; K, is normalized monopulse
difference slope, K,,, = 1.89 (typical value),
K,,=1.2—2.0 (general scope)

2. Multipath reflection

o) = Oos

/845

where o, is angle multipath error (mrad);
p is surface reflectivity; Aj is the ratio of
main lobe to side lobe at the direction of
reflected ray

3. Dynamic lag

In case of type II tracking loop with critical
damping, employ minimum mean square error
criterion and exponential weighting:

T3
az = wH—IA(I - a())

where o3 is angle dynamic lag error (rad);

@ is the maximum angular acceleration (rad/sz);
T, is sampling period (s); ag is position
smoothing constant; @; is velocity smoothing
constant

4. Errors caused by changes of amplitude and
phase of monopulse feed source and
receiver

In case of four-horn monopulse feed source:

_ o G, cos (ay +ax+az)+ sin (a1 +az)
04 = [1 Gl G; cos (ar+az)—sinas

where o4 is the error (mrad sine) caused by
amplitude and phase inconsistency, G is the
amplitude inconsistency before comparator
(gain ratio), a; is the phase inconsistency
before comparator (°), G, is the amplitude
inconsistency after comparator (gain ratio), a,
is the phase inconsistency after comparator (°),
a3 is the phase inconsistency caused by other
factors (°)

5. Error of electrical boresight direction

_ &bs
%5 =N

where o5 is pointing error (milliradian), ¢ is the
value of root extraction of the phase error
quadratic sum of each antenna unit (rad, which
is caused by unit spacing, axis pointing shift,
tolerance of phase shifter, cable, and feed),
6y.5 is 3 dB beam width (mrad), and N is the
total number of array elements

Caused by fabrication tolerance (mechanical
and electrical), temperature, wind, sun,
attraction, base deviation, and array

deviation
6. Quantization of phase shifter 66 = 12\/-6292
L

where o4 is beam pointing error caused by
phase quantization (m rad sine), P is the bit of
phase shifter, N, is the unit number of linear
array

(continued)
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Table 2.14 (continued)

Error source Error formula and affecting factors
7. Digital angle quantization o7 = j_%

where o7 is angle quantization error (rad) and
L, is the value of minimum effective bit (rad)

8. Scanning factor Error caused by the changes of monopulse
slope leaving the normal with scanning angle
and the loss of scanning angle (based on the
minimum mean square fitting)

Servo system of the @
equipment to be guided
Target
position

Antenna
position

Servo system of the
guiding equipment

Fig. 2.87 Principle block diagram of independent guidance

probability [16], which can be analyzed according to guiding antenna tracking error
along with the following assumptions:

(1) The error of guidance system is random and stable.

(2) Guidance probability is close to 1.

(3) The average number of times that the target exceeds the air space within unit
time is small.

When such assumptions are satisfied, the guidance probability that allows
exceeding air space K times within guidance time 7 is approximately subject to
Poisson distribution:

Px.r = (WT)” o r (2.341)
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Expression (2.341) indicates: the probability of an event occurring K times in the
— \K
L . (NT 7 = . . .
time interval of [0,T) is %e”v T, where N is the mathematical expectation of
event occurrence times within unit time.

Therefore, the guidance probability when the times that target exceeds the air
space is less than j in continuous guidance time 7 is:

. ! (NT)K —-NT
K=0 K=0 '

It can be concluded from the above expression that in guidance time 7, the
guidance probability when not even one time that the target exceeds the specified
air space is:

Py =e™
— 1 (.7 Ry Ro \/ Ai + Aé —L(R2+A2+A2)
N(r>pro) = NP ;IO 2 ¢ 20T (2.343)

where:

Ry is the radius of specified spatial coverage which actually depends on the antenna
beam width of the equipment to be guided;

A4 and Ag are, respectively, the azimuth systematic error and elevation systematic
error of the angle of guiding equipment;

o is random angle error of the guiding antenna;

¢ is the root-mean-square value 6 = %(7 of random error time change rate of A,

or Ag.

p is random error equivalent bandwidth (related to the bandwidth of the servo
system of guiding equipment);

Iy is the modified Bessel function of the first kind.

Independent guidance includes digital guidance, data guidance, program track-
ing, and so on. The A4, Ag, o, ¢ in Expression (2.343) are the errors between the
angle guidance data and real angle of the target.

2.5.6.2 Self-Guidance

Self-guidance refers to the use of the wide beam antenna on the same antenna
pedestal of the main C&T equipment to complete its narrow beam guidance. When
the signal is guided into the narrow beam, the guidance mission is fulfilled. Then the
next mission is handed over to the servo tracking system of the narrow beam in
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Fig. 2.88 Principle block diagram of self-guidance

“waiting for acquisition” state, by which the narrow beam acquisition and tracking
are performed. This “waiting for acquisition” capability is provided by most narrow
beam in modern TT&C equipment. The guidance probability of the self-guidance
scheme is calculated according to the “hit probability” when the signal hits into the
narrow beam. Such wide beam antenna includes: small aperture antenna of the
same frequency, low frequency band wide beam of coplanar dual-band antenna, etc.
Under ideal conditions, the electrical boresights of wide beam antenna (guiding
antenna) and narrow beam antenna (antenna to be guided) are coincident. When
wide beam antenna tracks and aims at a target, the angle tracking system will
convert into narrow beam from wide beam to realize the self-guidance. However,
there are random errors and systematic errors when wide beam antenna tracks a
target, and these errors may lead to the result that the signal fails to drop into the
narrow beam, which specifies the existence of the probability of guidance success.
Take sub-reflector antenna as an example for the analysis of probability of guidance
success.

In Fig. 2.88, a small aperture wide beam antenna of the same frequency is
installed on the sub-reflector. Good electrical boresight consistency between the
wide beam and narrow beam is required in this scheme. When the system starts to
work, the target is made to enter the range of wide beam by using waiting for
acquisition, scanning for acquisition, digital guidance and other means. The starting
position of the switch in Fig. 2.88 is W, so the target will first enter the self-tracking
range of wide beam antenna. At the same time, the narrow beam antenna will move
along with the movement of the pedestal and stays in “waiting for acquisition”
state. When the wide beam antenna tracks and aims at the target, the target is
located at the range of narrow beam. The narrow beam tracking receiver will give
an indication signal of “signal has been received and normalized” represented by
the voltage of the angle error and AGC voltage. According to this signal, the switch
in the Figure will be switched to N. The input angle error signal of servo system will
be converted to the output of narrow beam tracking receiver from the output of wide
beam tracking receiver. At the same time, the servo loop parameter will be changed.
In this way, the angle self-tracking of narrow beam antenna is completed.
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Fig. 2.89 Diagram of the Elevation angle E
cross section of the wide
and narrow beam when
there is no systematic error

Wide beam W
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Table 2.15 Self-guidance Onlo P
probability
0.5 0.1
1 0.2
2 0.8
3 0.88
4 0.95

(1) Self-guidance probability if there is no relative systematic error or only
random error existed between electrical boresights of the wide and narrow beam

At this moment, the electrical boresights of the wide and narrow beam is
completely coincident, as shown in Fig. 2.89.

In Fig. 2.89, A is target position, width of wide beam is 6,,, position of electrical
boresight is represented by a big circle “O,” width of narrow beam is 0y, position of
electrical boresight is the center of the narrow beam, represented by a small circle
“0.” The required guiding spatial coverage is €y. When there is no relative
systematic error, the big circle “O” and the small circle “O” are coincident and at
the center of the circle. When there is random error of wide beam tracking, the
relative position between the target and the electrical boresight will have a relative
shaking. If this shaking is still within a circle with a radius of 8y/2, the lobe width of
the narrow beam (marked by the dotted line in the figure) can still cover the target,
which means the guidance succeeds, otherwise the guidance fails. The shaking is
generally subject to normal distribution, the probability of the error less than (— 0/
2 ~ +6y/2) can be calculated based on statistical theory and it is:

2
P=1—exp {— ?} (2.344)

Where P is called “hit probability,” or the probability of self-guidance, x = %N, c
is root mean square value of the angle tracking random error under the wide beam

guidance. Partial calculated results of the above expression are shown in the
following Table 2.15:
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(2) The guidance probability with systematic error in guidance subsystem

The systematic errors here mainly include:

1) Static relative error 8, between the electrical boresight pointing of the narrow
beam and the electrical boresight of the wide beam.

2) Sum 6, of dynamic lag error and other relevant systematic errors during wide
beam tracking. The former is the main part of 8, and the latter includes sum and
difference phase inconsistency, amplitude unbalance before comparator, coupling
error among channels, zero drift of phase discriminator, dead zone of servo system,
unbalance and zero drift of servo amplifier, inconsistency of electrical boresight
pointing change of wide and narrow beam caused by gust, etc. However, the
conversion error and radio wave propagation error in monopulse angle measure-
ment error will not affect the guidance probability of same-pedestal wide beam, and
the systematic error which will maintain the same in a long time can be decreased
by calibration.

3) In the conversion period T of wide beam guidance to narrow beam tracking,
before the conversion of conversion dynamic error 65 caused by target movement,
the PLL locking and AGC of the main tracking receiver have been completed, but
in the period of T, the self-tracking loop of the wide beam is off, and the narrow
beam loop is not connected yet, so #3 will be imported into the movement velocity

of the target 6.
03 = T,0 (2.345)

When there is velocity memory in wide beam angle tracking, and if the memory
velocity is 84, then:

03 = T(00 — 04) (2.346)

For the current angle tracking equipment, the conversion can be quickly com-
pleted in computer, so T is very small. Besides, there is velocity memory, so 85 is a
minor component.

When there are 6, 6,, 63, the relationship among all kinds of errors in guiding
spatial coverage 6y is as shown in Fig. 2.90.

It can be seen from Fig. 2.90 that the electrical boresight of narrow beam will be
located at Oy point, and the beam will shake around Oy point. In order to ensure
100 % success of guidance, the minimum value for which the shaking cannot

On

exceed Oy is (7 -0, -6, — 93), and the probability P’ for not exceeding it is:

/ X2
P =1—exp ( TN) (2.347)
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Fig. 2.90 Diagram of the
cross section of the wide
and narrow beam when
there is systematic error

In the above expression, the physical meaning of p’ is the probability that the
shaking of Oy point in Fig. 2.90 will not exceed the dotted circle ¢y. However,
the shaking between the ¢y circle and 6y circle also cannot exceed the guidance
range Oy. Set the probability as P”, then the total hit probability is:

Py=1- (1 - P') (1 - P”) (2.348)

Obviously, Ps > P’, P, <P (refer to (2.344) for the expression concerning P).
In order to improve Ps, it is required to take measures to decrease 6y, 0,, 6.

The description above is the qualitative physical concept of Py decrement. The
quantitative computational formula of P is: [16].

2 2
Ry \/Ai+A
PR<R)=1-0f e Y 1 "F (2.349)

o o

where P, is the hit probability for a single guidance, R is the angle of guiding
antenna deviating from the target, R is the guiding spatial coverage required, here
it is narrow beam width 8y, ¢ is random error of guiding subsystem, and A, and Ag

. .o VAIHALY . .
are the systematic error of guiding subsystem. <I><If;’o f:rE> is an integral

formula, which can be worked out by the general curve shown in Fig. 2.91.
When N independent guidances are repeated, the guidance probability Py is

Py=1-(1-P" (2.350)

From the above, N guidances can increase the guidance probability, but it is
required to meet the time interval T (T =2/B;, and By is the bandwidth of servo
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loop) required by N independent guidances. The time spent for N independent
guidances is NT;, which means that the guidance probability is increased at the
cost of extending time. But the target cannot fly outside the space domain within
NT time.

Under certain exceptional circumstances, if the narrow-beam tracking system
requires the wide-beam guiding subsystem to provide a relatively long continuous
guiding time T to ensure the narrow-beam tracking shifts to auto-tracking reliably,
Expression (2.343) for calculating continuous guidance probability will then be
used. The exceptional circumstances include circumstances where the ability of
narrow-beam angle tracking system to wait for capture is poor and the system needs
to be guided for a period of time Ty, or where the delay time of the effective angle
error voltage output of the narrow-beam tracking system is relatively long or even
longer than the acquisition time of angle servo system.

According to the analysis above, the system error will lower the guidance
probability and must, therefore, be reduced as far as possible. The measures for
decreasing are: D in case of long range, using narrow bandwidth for servo to

¢ (2 W
o o B B ®adzd

oo
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Fig. 2.92 Principle block diagram of “scan while tracking”

decrease random error for angle velocity is small and C/N is low; in case of short
range, using wide bandwidth for servo bandwidth to decrease dynamic error for
angle velocity is large and C/N is high; @ decreasing T and improving the velocity
memory performance of the servo system to decrease the dynamic error in conver-
sion period; ® using fast servo system to decrease dynamic error; @ improving the
processing and installation accuracy of small antenna to ensure their electrical
boresight consistency; and (5) adopting “calibrate while tracking,” “scan while
tracking,” and other schemes to decrease systematic error. The principle block
diagram of “scan while tracking” is as shown in Fig. 2.92.

In Fig. 2.92, the servo system of wide beam is in closed-loop tracking target
state. It will overlap a small scanning voltage on the error voltage output by the
tracking receiver while tracking the target, to make the antenna have a small
scanning around the direction of tracking target. When the narrow beam scanning
at the same time scans the target, it will convert into narrow beam tracking.

2.5.6.3 Multi-beam Guidance

(1) Overview of multi-beam guidance

Multi-beam guidance refers to using several adjacent narrow beams to realize
the wide angle coverage and obtain angle error information, which is represented as
the relative angle difference between each beam pointing and the main beam
pointing.

The following are schemes for multi-beam guidance:

1) Planar phased array multi-beam: use phased array to form multi-beam for angle
measurement and then guide into the main beam. It includes feed source phased
array and face phased array. Its advantage is that it can realize a wide guiding
spatial coverage, while its disadvantages are that the system is complicated and
the cost is high.

Offset-focus array feed source multi-beam: use the principle of feed source
offset-focus inducing beam deviation and use the offset-focus arranged array
feed source to form multi-beam, i.e., each horn in the array feed source will form
a beam. Its pattern is as shown in Fig. 2.93:

2

~

The following are options for using offset-focus array feed multi-beam antenna
to realize multi-beam guidance:

@ Open loop angle measurement re-guidance scheme: it uses the angle value of
multi-beam open loop measurement based on parameter estimation theory to
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Fig. 2.93 An example of multi-beam pattern

predict the angle value of the target relative to main beam. This value will be
regarded as the guidance data and sent to the follow-up servo system which is under
guiding state. The system mechanically drives the antenna to make the main beam
point at the target.

® Closed loop tracking convergence scheme: use “multi-beam closed loop
tracking” to replace “multi-beam open loop measurement,” and the acquisition
process of dynamic prediction will be changed into dynamic tracking process. It
uses: (1) multi-beam feed source and its antenna; (2) high-speed sampling switch
and multichannel Ka-band integrated channel; (3) signal processing unit with wide
angle error characteristics, to collectively form a wide angle error characteristics
corresponding to multi-beam angle coverage range (equivalent to a wide beam). Its
output information is sent to the closed loop of servo system and the wide angle
coverage tracking is realized based on discrete automatic regulatory theory. When
the tracking converges to the coverage of main beam width, it converts to main
beam tracking. Its principle is as shown in Fig. 2.94.

If there is any error of the target not being able to be aimed at when the
convergence ends, the above-mentioned “scan while tracking” can be used as a
solution.

This method can overcome the disadvantages of open loop measurement which
require high accuracy and speed. During tracking process, the requirement on the
accuracy of angle error characteristics is not high. As long as there is angle error
voltage, the servo system can be driven to converge to the coverage of main beam
width. And the sampling rate of signal is determined by the bandwidth of servo
system. Due to the narrow servo system bandwidth, the sampling rate is low. Thus,
time division multiplexing and equipment simplification can be realized. The
scheme is simple and reliable.
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Fig. 2.94 Principle block diagram of multi-beam wide angle tracking

(® Multi-beam solution of phased array feeder: multi-beam can be formed by the
parabolic feeder focus-deviated solution described above, and each beam corre-
sponds to one angle information. Besides, angle information that is more precise
can be further obtained by comparison of adjacent beams. However, such feeder
focus-deviated will cause distortion of phase distribution, which will affect the
directivity pattern of parabolic antenna, decrease the gain, widen the lobe and
increase the sidelobe. Such negative influence will be decreased as the focus
distance (f) gets longer, and relation between the deviation angle of beam (A6)
and focus (f), and relation between distance of horizontal feeder deviation (L) and
focus (f) can be determined by the following equation:

G:L.zrad (2.351)
L+ (L))

For energy collection by parabolic focusing, parallel radiations can be focused
on the same focus only when their direction parallels with the focus axis; parallel
radiations in other directions will be focused on difference focuses and will face
defocusing. Therefore, there exists a focus area for acquisition of most energy, and
such area can be planar or curved. If a phased array feeder is deployed in such focus
area for phase and amplitude weight to match the field distribution of the focus
plane, then the distortion of directivity pattern and decrease of gain can be effec-
tively eliminated. Such phased array feeder has the following advantages:

(a) Having a higher gain and supporting a larger scan angle under requirement of
certain scan consumption.

(b) Supporting continuous beam scan without beam loss at crossover caused by
discrete beam in the solution of multi-beam of feeder focus-deviated.
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(c) Supporting larger element interval when given a smaller scan angle, thereby
decreasing its feeder array element.

However, its disadvantage is a more complex multi-beam forming.

(2) The principle of using multi-beam to generate wide angle error
characteristics

Its principle is as shown in Fig. 2.95.

Figure 2.95 is one-dimensional. In the figure, —3, —2, —1, 0, +1, +2, and +3 are
seven multi-beams and O is the main beam, which is one element of the multi-
beams. The space pointing of each beam includes angle information. The difference
between the nth beam pointing 6, and the electrical boresight of main beam 8, is
angle error 8. When target signal is detected within the nth beam, the angle error
of the target relative to the electrical boresight of the antenna will be known. And
then, according to requirements of servo system for the slope of angle error
characteristics curve, signal processor will give the corresponding angle error
voltage U,,,. Different beam corresponds to different Uy,,, so as to form the wide
angle error characteristics corresponding to multi-beam. For example, if a signal is
received in the +3rd beam (or + n beam), judge whether there is a signal or not in the
signal detection units according to amplitude adjustment criterion. If “there is a
signal,” it indicates the target is in No. +3 beam, and the signal processing circuit
will make it output a U, 5 voltage. When there is a signal in No. +2 beam, the signal
processing circuit will make it outputa U, = %U 13 voltage. When there is a signal
in No. +1 beam, the signal processing circuit will make it output a Uy = %UH
voltage. When there is a signal in No. 0 beam, the output is error voltages within the
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main beam. Similarly, U_3, U_,, U_; can be obtained. Because the multi-beam
does not continuously cover the airspace but be quantized by each beam width,
there is quantization error so as to form the angle error characteristics of stepped
appearance as shown in Fig. 2.95. It brings two kinds of influences. One is to cause
angle quantization random error but it has little effect on the acquisition. “Ampli-
tude comparison angle measurement” may be used as the supplement of decrease of
quantization error, i.e., using “beam position number” as large number and the
value of amplitude comparison angle measurement as decimal. The other one is
nonlinear, which is equivalent to the phenomenon when there is bias between the
angle error slope output by angle tracking receiver and the slope required by servo
system. When there is such nonlinearity, the tracking system can still converge the
tracking, but may affect the dynamic quality.

What are shown in Fig. 2.95 are the angle error characteristics of multi-beam and
the angle error characteristics of the main beam. It can be seen that multi-beam
largely increases the scope of angle error characteristics so as to increase the angle
acquisition scope. When multi-beam antenna angle tracking converges to the main
beam, the main beam channel will receive signals. Signal processing unit will judge
“there are signals,” and the multi-beam closed loop will be converted into main
beam closed loop to realize narrow beam self-tracking. The tracking state of the nth
multi-beam and 2D antenna can be obtained in a similar way.

(3) Use sampling discrete servo system to realize wide angle acquisition and
tracking—closed loop discrete automatic tracking method

The explanation of the above operating principle is based on that each beam horn
can output continuous signals to form a continuous automatic regulatory system.
This system requires that each horn shall have 1-channel receiver and its signal
detector, which makes the equipment very complicated. A simplified method is to
use error signal discrete sampling to form discrete automatic regulatory system, as
shown in Fig. 2.96.

In Fig. 2.96, the sampling switch is a fast electronic active switch. Low gain
LNA, can be used to decrease the effect of insertion loss of sampling switch on G/T
value. The HF amplification of reception channel is mainly provided by high gain
LNA, after the sampling switch. As there’s only one LNA, the total stages and
price of LNAs are largely reduced. Voltage holding time is designed longer than the
sampling period T design of each beam. If there is voltage input in the memory
time, update the voltage holding value. If there is still no signal at the end of
memory time, zero set the holding voltage and make the angle servo system open
loop to restart the acquisition.

If signals are detected in a beam when sampling switch is used for the discrete
sampling of multi-beam, a pulse signal will be outputted. The width of the pulse
signal is the sampling residence time 7 at that beam and pulse period is the sampling
period T of that beam. In this way, a discrete automatic regulatory system is formed.
There is no error signal in the time interval of (T — 7), and it is required to use a
voltage holding circuit to make the continuous output of error signals. If the voltage
remains unchanged in (T —7), it is called “zero-order hold.” If it presents linear
slope, it is called “first-order hold.” The performance of the latter is better that of the
former. Discrete automatic regulatory theory points that, if sampling frequency 1/T
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Fig. 2.97 Simplified block diagram of sampling discrete angle tracking system

is too low, large tracking error and poor dynamic quality will be caused. When
sampling frequency 1/T is (5—10) times larger than servo bandwidth, the phase lag
of “zero-order holder” is small and can be omitted. At this moment, the discrete
automatic regulatory system can be handled approximately as the continuous
automatic regulatory system. Block diagram of this scheme is as shown in Fig. 2.97.
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When the signals received are too strong, the adjacent beams have the possibility
to receive signals. An amplitude comparison circuit can be used for the amplitude
comparison of such signals. The strongest one is determined as within that beam.
Meanwhile, the amplitude ratio of adjacent beams can also be used in angle
measurement by comparing amplitude, which can be a supplement to acquire
more accurate angle error characteristics.

The detection of sampling signal is the detection of a single pulse signal whose
width is 7 and period is T. Different from radar waveform design, it is required to
complete the detection of n» multi-beam received signals within 7. When switching
time of the sampling switch is too short, the residence time of each beam

=1 (2.352)

where 7 is pulse width. Generally, the signals in 7 can be a single carrier or a
modulated carrier (e.g., FM, QPSK).

As shown in Fig. 2.97, angle error signal corresponding to a sub-beam pointing
is acquired when pulse signal detector detects that sub-beam has an pulse signal
output (under the action of sampling by switch, the output is an pulse signal) for the
first time. If loop of servo system is closed when that pulse signal output is detected
for the first time, the guiding system will then enter into the process of closed-loop
tracking convergence. At that moment, under the action of that angle error signal,
the loop will start automatic adjustment and tracking will gradually converge to the
main beam at the center of multi-beams to finally complete angle guidance. As long
as there is an error signal, automatic adjustment is possible. In this scheme, error
signal can be acquired and loop can be closed as long as a single pulse signal is
detected. So the guidance probability is mainly determined by the detecting prob-
ability of single pulse.

When loop of servo system is closed, a series of pulses (n pulses) will act on the
closed-loop system subsequently. n =T,f., where T, is the time for convergence,
and f, is the sampling frequency. The n pulses can generate n angle error voltages
and the voltage that is finally applied on the servo system is the mean voltage E of
those n error voltages. However, some pulses may be lost due to the impact of
single pulse detection probability Pp. The number of lost pulses is n(1 — Pp). The

losing of pulses will make E decreased to @E = PpE, which will then make
the angle error slope Ky decreased to PpKpg. Since open-loop gain of loop is
K,=KrKy (Ko is a known design value), K, will also be decreased to PpK,. The
decrease of K, will have the following influences:

1) Servo loop bandwidth B, becomes narrower: this is due to [19]. For type II

servo system, B, = \/K,/3.5.

2) 0 % < 10 % The time for convergence becomes longer: the fast convergence
time of servo system is the rise time ¢, (the time for reaching 90 % of the stable
value) during its transient process. When overshoot 6% in the transient process of

1 _ 35

servo system is equal to or less than 10 %, i.e., 6 % <10 %, t, ~ 35 =\ iEs when

6% >10%, 1, ~ |22
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Table 2.16 Relationship between detection probability and IF SNR

P

(S/N)/ (dB) 107 107 107 1078 10-10 10712
Py
0.8 10.4 11.5 12 13.5 14.5 15.2
0.9 11 12 12.5 14.2 15 15.8
0.95 11.5 12.3 13 14.5 15.5 16.1
0.98 12.2 13 13.5 15.5 16 17
0.999 13.8 14.5 15 16.2 17 17.5

IF signal “With” or “without”

Threshold >
judgment V..

- IF filter B, —’i Pulse detection

Video filter By,

Fig. 2.98 Pulse signal detection model

3) Dynamic error A, becomes greater: for type II servo system, A, = é/Ka,

where 6 represents the angular acceleration of target. When A, is less than half of
the width of main beam, servo system can shift to main-beam tracking, in which
case the guidance is successful; when is less than half of the multi-beam coverage
angle, servo system works under the continuous guiding state of tracking conver-
gence process 6,,; when A, > 6,/2, the target is beyond the guiding range, which
will lead to guidance failure.

Generally, value of Pp, is designed to be a great one and approximate to 1. It has
minor impact on convergence and will not cause failure of guidance.

For the same reasons as above, the stepped appearance of angle error as shown in
Fig. 2.95 will also make the angle error slope deviate from its optimum value K, as
designed. And the decrease of K, will have influences similar to those mentioned
above. The difference lies in that the stepped error voltage is formed due to the fact
that the error characteristics of linear K, is quantized by sub-beam width A6,,. For
each Ad,, however, the mean error voltage generated by linear K,, is equal to the
stepped error voltage corresponding to that A8,. During target tracking and con-
vergence process, the angle of deviation of target is variable, and its error voltage
also varies; so, the main component that is finally applied on narrowband servo
system is the mean error voltage smoothed by narrowband filter. Therefore, the
impact of stepped error on guidance will not cause the failure of guidance.

The acquisition probability of this scheme can be given based on the detection
theory of pulse radar signal. The detection theory of pulse radar signal [24] gives
the following data of detection probability P, false alarm Py, and IF SNR (S/N);,.

The data given in Table 2.16 is based on the detection model of Fig. 2.98.

In Fig. 2.98, the input IF signal is a single-carrier pulse signal, B, is the
bandwidth of IF filter, By is the bandwidth of video filter after detection, and the
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optimal bandwidth is B; = %,BV = 0—: In radar signal detection analysis, assume
By > By/2, i.e., mainly decided by IF signal envelope. S/N also corresponds to IF
SNR (S/N);.

When IF signal is a modulated signal, its bandwidth B; is usually very large, and
narrow band filter cannot be added at IF, or signal energy will be lost. The optimal
bandwidth of video signal is decided by pulse width z, B, = 1/2z, because 1/27 < B,/
2, the envelope of video signal is mainly decided by 1/2z. Because the narrowing of
video bandwidth, the video SNR (§/N)y, is improved. But in the case of low (S/N);,
amplitude detection will cause square loss. The expression of detection output (S/

N)y is:
S S\? B; S\?
el =(=Z) =2 =(Z) B 2.
<N>v <N)123V (N>1 i ( 353)

P, and Py are determined by video signal envelope. After (S/N)y is calculated
using the above expression, replace (S/N); with (S/N )y, then the approximate value
of P, and P, will also be calculated. In real project design, computer simulation or
hardware test are adopted to calculate P, and Pp.

To sum up, the design method of this scheme is: when servo bandwidth B,,, IF
bandwidth B;, IF SNR (S/N); and multi-beam data n are known: @ calculate T by
1/T > (5 ~10)B,; @ calculate 7 by 7= T/n; ® calculate (S/N)y under the required
acquisition probability P, and false-alarm probability according to Table 2.16; @
calculate the required (S/N); by Expression (2.352).

If the calculated (S/N); cannot meet the requirement, increase 7 to improve (S/
N); so as to decrease n. In this way, array feed source will be divided into several
sub-arrays for parallel processing and n of each sub-array will be decreased.

(4) Use “sequential sub-lobe” and “double time division” to realize wide angle
acquisition

Based on “discrete automatic regulatory theory,” the above scheme uses time
division sampling to decrease the number of channels. At the border of acquisition
spatial coverage, the sampling interval cannot be longer than the dwell time of the
target at narrow beam, or the target will fly out of that beam at the second sampling.
There is another thought which uses “sequential lobe method” theory to divide the
multi-beam array feed source into several sub-arrays, and each sub-array corre-
spond to one sub-lobe. Conduct time division sequential scan to the sub-lobe to
cover a wide acquisition spatial coverage. The time division sampling interval
cannot be longer than the dwell time of the target at the sub-beam, so its sampling
interval may be long. There are a lot of channels in the sub-beam required, and
parallel processing is required.

In system design, comprehensive comparison may be conducted according to the
features of the two kinds of “time division multiplexing” schemes, or integrate the
advantages of the two by using “double time division multiplexing” method, i.e.,
using “discrete automatic regulatory theory” for the first time division and the
sequential lobe theory for the second time division. One principle block diagram
of “double time division multiplexing” scheme is shown in Fig. 2.99.
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Fig. 2.99 Principle block diagram of “second time division multiplexing”

In Fig. 2.99, divide the 4n horn feed source arrays into four sub-arrays, and each
sub-array includes n horns. Each sub-array uses “discrete automatic regulatory
theory” for the first time division multiplexing to multiplex n-channel into
1-channel output. It corresponds to one sub-lobe. The output of four sub-arrays
will go through a 4-channel switch to complete the second time division
multiplexing. Then it will multiplex 4-channel into I-channel output. The
4-channel switch will be switched on, which is equivalent to the sequential scan
of four sub-lobes so as to complete wide angle coverage.

2.5.7 Polarization Diversity-Synthesized
Technology of Angle Tracking

2.5.7.1 Function of Polarization Diversity-Synthesized Technology

In flight vehicle TT&C and information transmission system, polarization
diversity-synthesized technology is generally applied, which functions are as
follows:

(1) Anti-multipath interference, to gain a stable tracking.

(2) To gain two kinds of orthogonal polarization wave for diversity synthesis to
obtain synthesis gain, so as to improve SNR and tracking accuracy.

(3) The two orthogonal polarization receiving channels back up each other to
improve the reliability of the system.
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Reasons why there are two kinds of polarization waves in the radio wave
received are:

(1) When the spacecraft enters at a low altitude and low elevation, the antenna
elevation of the TT&C station is very low, and multipath interference will be caused
due to refraction by the ground (or sea surface). Thus, signal fluctuation and fadeout
will be caused, and there will be two kinds of orthogonal polarization components.

(2) When the antenna of the spacecraft is polarized by a line, it will be decomposed
into two kinds of polarization components, i.e., the left-hand rotation and right-hand
rotation, which can be received by the ground station through its dual-polarization
antenna for polarization synthesis. 3 dB S/N gain will be obtained in theory.

(3) In order to obtain an omnidirectional antenna free of “dead spot” on a
revolving flight vehicle, the space synthesis of the pattern can be changed into
polarization synthesis of circuit. Adopt “Four array elements orthogonal polariza-
tion synthesis” scheme, i.e., use 4 antennas 90° apart from each other. The two
symmetrical antennas 180° apart from each other are co-polarized and the other two
antennas are orthogonal polarized. Thus, the polarization synthesis technology can
be used to obtain an omnidirectional synthetic beam free of dead spot.

(4) If the thunder, rain, etc., make the atmospheric composition change and form
plenty of small refractive bodies and reflective bodies during the process of radio
wave propagation, the generated cross polarization (e.g., the influence of rain
drops) will suffer irregular random fadeout.

(5) The antenna on the spacecraft and the shell of spacecraft will affect each other.
When the antenna is close to the shell, it will change the polarization index (e.g. the
axial ratio). In fact, the change of axial ratio is the change of proportion between the
left-hand rotation and right-hand rotation circular polarized waves. Figure 2.100
shows the polarization change of the circular polarization satellite antenna.

Inideal conditions, there is only circular polarized wave, while in fact it will change
into elliptic polarized wave and even linear polarized wave when the antenna deviates
from the direction of the electrical boresight of the antenna. Therefore, polarization
attenuation will be caused if a fixed polarization antenna is used for receiving.

Liner
polarization
scope

Fig. 2.100 Circular
polarization satellite
antenna
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In addition, during the process of TT&C satellite positioning or when satellite
control system fails, rolling phenomenon will occur. If both left-hand and right-
hand rotation polarization antennas are installed on the satellite, the signal received
by the ground station will be left-hand rotation signal for a moment and then the
right-hand rotation signal for another moment.

(6) When the spacecraft is in high-speed movement or rotation, changes of
rotating state will cause the rotation of spacecraft antenna polarization direction
and zero point of the pattern, which will cause a long-term fadeout of the signal
received by the antenna. Such fadeout includes cross polarization fadeout which is
different from the fadeout of multipath effect and generally occurs in high SNR
conditions. Cross polarization can not only weaken the signal but also have great
effect on self-tracking performance.

(7) The flame jetted from the engine of the flight vehicle (during the working of
the engine or stage separation) makes the atmosphere ionize to form a plasma area.
Therefore, the signal passed through by it will have a rapid random change with
respect to its amplitude and polarization.

Since there are two kinds of orthogonal polarized waves in the radio wave from
the spacecraft, the ground station shall have the corresponding polarization diver-
sity receiving capability to weaken the effect of signal fading so as to obtain a stable
tracking and to improve S/N.

2.5.7.2 Mode and Principle of Signal Synthesis

In diversity synthesis receiving, signals obtained by N different independent signal
branches can be used to obtain diversity gain according to different combination
schemes. From the point of view of the synthesis position, the synthesis before a
detector can be called “synthesis before detection,” i.e., the synthesis at IF and RF
and almost the synthesis at IF. The synthesis can also be performed after a detector,
called “synthesis after detection,” i.e., the synthesis at video.

(1) Maximum ratio synthesis

N branches will be formed after frequency diversity at the receiving terminal,
and the branches will have in-phase addition and be sent to the detector for
detection after phase adjustment and multiplied by a proper weighed coefficient.
The principle diagram of maximum ratio synthesis is as shown in Fig. 2.101.

It can be proved based on Chebyshev’s inequality when the variable gain
weighting coefficient is G; = ;iz", the SNR after diversity synthesis can be up to
the maximum value, where A; indicates the signal amplitude of the ith diversity
branch and 62 is the noise power of that branch, i=1,2,.. ..n

Output after synthesis is:

A= ZGA ZGZ AI_GZZAZ (2.354)

It can be seen that a branch with a higher SNR has a higher contribution to the
signal after synthesis. When the statistics of each branch is independent and all the
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Fig. 2.101 Principle diagram of maximum ratio synthesis receiving of space diversity

branches have a same average SNR SNR, the average output SNR after maximum
ratio synthesis is:

SNRy = N o SNR (2.355)

where SNR}, indicates the average output SNR after maximum ratio synthesis, and
N indicates the number of diversity branches, i.e. diversity multiplicity.
Synthesis gain is:

SNRy
M SNR (2356)

Therefore, synthesis gain is directly proportional to the number of diversity
branches N.

(2) Equal gain synthesis

In the above maximum ratio synthesis, making A;=1, i=1,2,...,nwill obtain
equal gain synthesis, and the average output SNR after equal gain synthesis is:

/4

SNR; = SNR[l +(N =13 (2.357)
Synthesis gain of equal gain synthesis is:
SNRy 7
=—=14+N-1)- 2.358
M~ SNR =17 (2.358)

When N (diversity multiplicity) is large, equal gain synthesis is almost the same
as maximum ratio synthesis, only about 1 dB difference. The realization of equal
gain synthesis is easy and the required equipment is simple.

(3) Selective synthesis

Principle diagram of selective synthesis is shown in Fig. 2.102.

In Fig. 2.102, the receiving terminals are receivers of N diversity branches
i=1,2,...,N. In R;, use the selection logic to select a channel with the highest
SNR SNR;_; as the output. The average output SNR of selective synthesis is:
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Fig. 2.102 Block diagram of selective synthesis receiver
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Fig. 2.103 Performance comparisons of three kinds of diversity synthesis. (a) Maximum ratio
synthesis, (b) equal gain synthesis, and (c) selective synthesis

N
_ 1
SNRs =SNR.-1) - (2.359)
i=1

It can be seen that the contribution to selective diversity output SNR by adding
one diversity branch is only the reciprocal of the total number of diversity branches.
Synthesis gain of selective synthesis is:

SNRg 1
Ki=——= - 2.360
. > (2.360)

(4) Performance comparison of three main synthesis modes
What is shown in Fig. 2.103 is the improvement degree of the average SNR of
the three synthesis modes.
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When SNR of branches are different, the performance difference among them
will be greater.

In addition, selective synthesis scheme is greatly influenced by the correlation of
the synthesis signal fading. Only when their fading correlation coefficient is less
than 0.3, the influence will be less. The equal gain synthesis scheme is greatly
influenced by the fading distribution characteristics.

Therefore, the maximum ratio synthesis scheme is the best and it is frequently
adopted in actual engineering.

2.5.7.3 Polarization Synthesis Scheme of Angle Tracking Channel

When there are two kinds of components in the radio wave received, it will cause
the signal fluctuation and fading and have great effect on angle tracking perfor-
mance, which makes the antenna unable to aim at the target and cause jitter.
Therefore, polarization diversity receiving is generally adopted for angle measure-
ment channel to improve tracking performance.

(1) IF polarization synthesis

For the monopulse system of three-channel and two-channel, diversity phase
lock is unable to be done for there is no signal in difference channel (or S/® is very
small) during tracking, thus it is difficult to realize it. One IF polarization synthesis
scheme is to realize left-hand rotation and right-hand rotation diversity phase lock
and maximum ratio synthesis in a sum channel with available signal, and use sum
channel VCO as the reference signal of difference channel error detection. The
phase of the sum channel and difference channel shall be consistent to ensure the
same phase of the left-hand signal and right-hand signal in difference channel. The
difference channel shall adopt the same weighted value as that of the sum channel,;
thus, the difference channel can also realize maximum ratio synthesis. AGC voltage
can be used to realize diversity weighting. This scheme uses a diversity synthesis
circuit whose sum and difference channels are completely the same to realize the
polarization diversity synthesis of difference channel. Since the sum channel can
automatically and self-adaptively realize maximum ratio synthesis, and the differ-
ence channel is consistent with the sum channel, the polarization diversity synthesis
of difference channel can also be realized.

(2) Video polarization synthesis

Monopulse angle error detection is a coherent detection, and it won’t cause
output SNR loss in theory; therefore, synthesis technology after detection can be
used. The angle error signal has a low frequency and is easy for digitization, so this
scheme is called video digital polarization synthesis. Its principle diagram is shown
in Fig. 2.104. The reference signal of PD in the Figure can be provided by the
reference signal of PLL which is included in IF5.

The advantages of this scheme are:

1) Do without diversity phase locked loop so as to simplify the circuit.
2) Digitalized maximum ratio synthesis, simple scheme, good performance, close
to theoretical results.
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Fig. 2.104 Principle diagram of video digital polarization synthesis scheme of angle tracking
channel

3) Fully inherit the previous monopulse channel technology and only add the part
of maximum ratio synthesis.
4) The debugging is simple, stable and reliable.

(3) Polarization combination scheme of circular waveguide TE;;, TE,; module
monopulse—*“diversity-combination method”

In C&T system, circular waveguide TE;;, TE,; mode feed source is generally
used to compose a DCM monopulse antenna [25]. It has a high efficiency but also
some special problems in polarization diversity synthesis.

The principle of conical multimode corrugated horn is to use the pattern distri-
bution and radiation characteristic of fundamental mode and high order mode in
circular waveguide, to form the sum pattern by fundamental mode and the differ-
ence pattern by high order mode. When the antenna beam axis aims at a target, the
incoming wave signal only excites the fundamental mode (TE;; mode) in the
conical multimode corrugated horn. When the target deviates from the antenna
beam axis, the incoming wave signal can excite the fundamental mode (TE; mode)
and the high order mode (TE,; mode) in the conical multimode corrugated horn at
the same time. Based on the design of smooth-walled circular waveguide mode-
selective coupler (tracker), only TE;; mode is allowed to pass its direct-through arm
which is the sum 7/R channel. The side arm can couple two orthogonal TE,; modes
through eight rectangular waveguide coupling aperture arrays and form the output
port for circular polarized different-mode signal through synthesis network. The
amplitude of high order TE,; mode is directly proportional to the angle of devia-
tion, and forms circular polarized different signal output through synthesis network.

This feed source is different from multi-horn, square horn multimode feed
source. The relative phase relationship among its sum/difference signals is shown
in Fig. 2.105.
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Fig. 2.106 Block diagram of polarization synthesis of circular waveguide TE11 and TE21 mode
monopulse

InFig. 2.105, X;, Ay g, Ap4 is respectively the sum channel, elevation difference,
azimuth difference signal of left-hand rotation signal. The phase difference between
Arp and Ay, is 90°, so as to realize DCM channel combination of left-hand
polarization in DCM. In a similar way, Agg, Ag, Will realize the DCM combination
of right-hand rotation polarization channel. It can be seen from that figure that, if
the polarization combination is conducted at IF, only A;r and Agg can have
in-phase addition, while A; 4 and Ag, will have reverse phase subtraction. There-
fore, polarization synthesis cannot be realized. In order to solve this problem, it is
required to split A; z and A; 4 and make the phase of A; 4, component reversed; thus
A;4 and Ag, can have in-phase addition now. This idea of “synthesis after split”
can be realized by video polarization diversity synthesis, as shown in Fig. 2.106.
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In Fig. 2.106, difference channel signal is synthesized by video polarization. The
subtraction between azimuth right-hand rotation video polarization component and
azimuth left-hand rotation video polarization component is used to realize their
reverse phase addition. IF polarization synthesis is adopted for sum channel.
Because AGC voltage is directly proportional to the voltage of sum channel signal,
AGCg voltage of right-hand sum channel is used for the amplitude weighting of
right-hand sum channel signal and its difference channel signal, and the AGC
voltage of left-hand sum channel is used for the amplitude weighting of left-hand
sum channel signal and its difference channel signal, to realize the maximum ratio
synthesis.
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Chapter 3
Information Transmission Technologies

Distortion and noise are two major subjects in information transmission research.
Essential requirements for a transmission system are low distortion caused by signal
transmission and low additional noise as much as possible, which are the major
measurement factors for channel performance.

Signal and distortion can be divided into two types, linear distortion and
non-linear distortion. Linear distortion is caused by the linear network. It is well
known that linear network can be described by its transmission function K (), that
is, it depends upon the amplitude-frequency characteristic and phase-frequency
characteristic. When we study the linear distortion based on K (), this is called
“frequency domain method” which is associated with time domain method through
Fourier Transform.

Non-linear distortion of signal is related to the amplitude of input signal, and
the transfer function which is the function of both frequency and signal amplitude,
ie.,up(w) = K (@, u)u;(w) where K (w, u) is the transmission function, which relates
to signal amplitude and frequency.

Non-linear distortion is characterized by a new frequency component which is
generated by the non-linear network.

There are two types of noise in transmission channel. One is thermal and phase
noise; the other is interference noise. Generally, the former is overriding noise,
which is generated by the front-end device of the receiving system (e.g., low-noise
pre-amplifier and antenna feeder) and conversion, modulation/demodulation device
in the channel (e.g., phase noise, intermodulation noise, and threshold noise from
the oscillator).

The information transmitted by the information system is various and widely
meaningful. It can be summarized into two types, continuous information and
discrete information. Before a message arrives at the receiving terminal, there is
much uncertainty for the recipient about cognition of such message. “Information”,
as the fundamental objective of transmission, refers to the “core” of message which
can be used to eliminated such uncertainty upon communication establishment.
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Information is usually loaded on electric signals. Continuous-valued electric signal
is called analog signal and discrete-valued signals can be converted into digital
signals. Analog signals can also be converted into digital signals through a sam-
pling and A/D converter. If the channel transmits analog signals, it is called analog
transmission system; if it transmits digital signals, it is called digital transmission
system. The following gives an introduction to the two aspects of information
transmission technology in “analog” and “digital”.

3.1 Analog Transmission Technology in C&T

In an analog signal transmission system, the analog signal generator outputs
continuous-amplitude signals. For the TT&C system, a typical representative of
the analog signal transmission system is the unified S-band system (USB). Its
characteristics include:

(1) The frequency-division approach of multiple subcarriers and multiple carriers
is used to implement multi-channel information transmission and multi-
function integration. The phase modulation of multi-subcarrier analog signal
is used at the transmitting end.

(2) At receiving end, the phase-locked coherent receiving and demodulation of
phase-modulated signals is used.

3.1.1 Analog Signal Modulation

Analog modulation includes linear modulation and nonlinear modulation. Linear
modulation means that the spectrum of modulated carrier is the parallel translation
of baseband signal spectrum (modulated signal). Except this parallel translation,
there is no new spectrum component, so linear transformation features are pro-
vided. Thus it is called linear modulation (such as AM). Nonlinear modulation
means that new frequency components (such as baseband high-order component
and combined component in the phase-modulated carrier) are generated in the
modulated carrier spectrum, and nonlinear transformation features are provided.
Thus, it is called nonlinear modulation. In addition, linearity and nonlinearity of
modulation characteristics are different from the above meanings. Modulation
characteristic refers to the characteristic of correspondence between baseband
parameters (e.g., amplitude) and modulated parameters of the modulated wave
(e.g., carrier phase in phase modulation). When the correspondence shows a
non-linear relationship, it is called nonlinear modulation characteristic; when the
correspondence shows a linear relationship, it is called linear modulation charac-
teristic. However, any modulation mode only can be implemented using nonlinear
devices. The above-mentioned three ‘“nonlinearities” refer to three different
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concepts in modulation technology. Additionally, pulse digital modulation refers to
a method of converting analog signals into digital signals (e.g., PCM). From the
perspective of modulation, it can be seen as modulating a binary pulse sequence
using an analog baseband signal, and the modulation result is that pulse “existence”
or “nonexistence” (i.e., code) is changed. So it is called pulse digital modulation.
Carrier digital modulation refers to a technique that uses a digital signal (e.g., PCM
digital code) to modulate sine-wave (e.g., PSK and FSK). It is called digital
modulation for short.

3.1.1.1 Mode of Analog Phase Angle Modulation

Phase modulation and frequency modulation are two RF modulation systems
commonly used in the united carrier TT&C system. Due to @ =dg/dt, it can be
considered that both phase modulation and frequency modulation are modulation of
phase angle, so they are collectively called phase angle modulation. Modulated
carrier generated by phase angle modulation of a sinusoidal carrier can be expressed
as (given initial phase ¢y =0°).

s(t) = Acos [wct + AD(1)], (3.1)

where A is carrier amplitude; @, is carrier frequency; A®d(¢) is instantaneous carrier
phase change caused by the modulated signal f{r).

When amplitude A and carrier frequency @. remain constant and A®(¥) is a
function of f{#), the modulation is called phase modulation (PM), and:

A(D(t) = kpr(l‘), (3.2)

where kpy is the phase-shift constant.

In ideal condition, kpy is a constant and the PM characteristic is linear. However,
in practical engineering, it is impossible to satisfy the requirement that Kpy; is a
constant. Then the PM characteristic (characteristic curve) is non-linear.

In phase modulation, corresponding modulated signals are called phase-
modulated carriers or phase-modulated signals. The mathematical expression is:

SPM(t) = Acos [0)‘; + kpr(t)}. (33)

When amplitude A keeps constant and instantaneous carrier frequency is the

linear function of f{¢), the modulation is called frequency modulation (or FM). Then
the instantaneous frequency of the carrier is:

0 =0, +Aw = o, + kppm f (1), (3.4)

where kg is the frequency-shift constant.
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In ideal condition, Kgy; is a constant and the FM characteristic is linear.
However, in practical engineering, it is impossible to satisfy the requirement that
Krwm 1s a constant. Then the FM characteristic is non-linear. Similarly, in frequency
modulation, corresponding modulated signals are called frequency-modulated car-
riers or frequency-modulated signals. The mathematical expression is:

Sem(t) = Acos (@, + kpm f(2)]2. (3.5)

Since instantaneous angular frequency has the following relationship:

do(t
a):wc+kFMf(t>: d()
t
then,
(1) = /a)dt = w.t + kFM/f(l)dt
therefore,

Sem(f) = Acos @(r) = Acos [wct—k kFM/f(t)dt]. (3.6)

Through comparison, Expression (3.6) and Expression (3.3) can be combined to
a uniform formula to express the PM and FM signal, i.e.,

s(t) = Acos [@ct + AD(1)]. (3.7)

In PM, there is:
AD(t) = kpmf(2). (3.8)

In FM, there is:
AD(1) = kpm = /f(t)dz. (3.9)

Expression (3.7) is the uniform expression of angular modulation wave.

Expression (3.9) shows that in order to obtain FM carrier, we can first integrate
the modulated signal f(#) and then perform phase modulation of the carrier. This is
indirect FM. Similarly, in order to obtain PM carrier, we can first differentiate f(r)
and then perform frequency modulation of the carrier. This is indirect PM.

When f{(¢) is the sine wave, the integration and differentiation processing which
will make it become the cosine wave, i.e., a phase change of 90°. Ranging tone and
subcarrier in TT&C are both sine waves. Either direct or indirect angular modula-
tion method can be used.
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When f(f) is a non-sinusoidal periodic function, it can be expressed by the
Fourier series as:

k
ft)=Co+ Z cicos (wit + ¢;), (3.10)
=1

where w; is the ith frequency component, or the ith subcarrier component in C&T;
Cy is direct current component.

In the modulator circuit, C, is generally isolated by the blocking capacitor and
doesn’t carry information. So the phase modulation can be expressed as:

k k
AD(r) = kpMZ c;icos [wit + ¢;] :Z kpmci cos (it + @], (3.11)

i=1 i=1

where kpyc; is the peak phase deviation caused by the ith frequency component w;;
¢; is the amplitude of the ith frequency component; ¢; is the phase of the ith
frequency component, which can be modulated, that is, the phase can be the
function of the time.

In C&T, ¢; of ranging tone won’t be modulated, while @; of telemetering
subcarrier, command subcarrier, voice subcarrier, etc. will be modulated.

For FM wave, according to Expression (3.9), there is:

AD(r) = kpM/f(t)dz‘
k
%

where c;kgy 1s peak frequency offset caused by the ith frequency component; ; is
the constant, unmodulated.
By comparing Expression (3.12) and Expression (3.11), it can be seen that FM

wave and PM wave can be mutually equivalent. The difference between their
cikem
;

cikpm . L cikem T
0] =Y [ i+ 0; f}, 3.12
p sin [@; + 6;] cos |w;t + —|—2 (3.12)

i=1 !

phases is 90°, and their amplitudes are and kpyc;, respectively. Therefore,

the modulator and demodulator of PM wave and FM wave are interchangeable, if
only f(#) performs relevant integration and differentiation processing.

In C&T, when w, is a sine wave, phase demodulation can be replaced by the
frequency demodulation. In this case, the phase difference is a constant z/2 and
the amplitude increases K’i;"(“ul_ times (some modulation degree analyzers measure
phase modulation degree based on this principle, so does the zero ranging
transponder of the TT&C equipment). If the frequency demodulation is replaced
by the phase demodulation, phase difference is a constant 90° and the amplitude

increases %times. When w; is the FM subcarrier, 0, is a function of time. In this
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case, it is difficult to analyze and calculate an equivalent PM A®(¢) expression,
because it is difficult to calculate the integral of Expression (3.9). However, the
final objective for frequency demodulation is to obtain f(#), and AD(¥) is just an
intermediate variable, so it is not necessary to know its mathematical expression.
The f(t) can be obtained by sending A®D(¢) to the differentiator. In practical
engineering, it is easy to implement the differentiator. So it is of practical purpose
for engineering.

3.1.1.2 Frequency Spectrum of Phase Angle Modulation Wave

(1) Frequency spectrum in case of phase angle modulation of single frequency
signal

As said above, the uniform expression of A®(#) in phase angle modulation is:
AD(t) = KA, Sin @yt = f8in opt. (3.13)

For the PM wave, AD(¢) is a sinusoidal signal; K is the phase-shift constant Kpyy,
which represents a phase change per unit amplitude of the signal; f=A,,- Kpy is
phase-modulation index, also called angle-modulation index. For the FM wave,
AD(7) is a cosine signal; K is frequency-shift constant Kpy; f = A, - Kpm = %
refers to angle-modulation index, where Aw,., is peak frequency offset caused by
the modulated signal. Then, Expression (3.7) can be uniformly used to analyze the
frequency spectrum of single-frequency phase angle modulation. Here, the angle-
modulation wave expressed by f angle-modulation index can be uniformly
expressed as:

s(t) = Acos [@ct + B sin wy,t]. (3.14)

Expression (3.14) can be expressed by the Bessel function as the series,
namely,

s(r)=A i Jn(B) cos (we + nwpy )t. (3.15)

n=-—00

Expression (3.15) is the series expression of the angle-modulation wave. It can
be seen that the frequency spectrum of the angle-modulated signal contains an
infinite number of frequency components. The amplitude of carrier frequency
components is in direct proportion to Jy(f), and the amplitude of side frequency
components symmetric to both sides of o, is in direct proportion to J,,(f).

According to Expression (3.15), the frequency spectrum of angle-modulation
wave contains an infinite number of frequency components. However, in practical
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engineering, only finite bandwidth is used for the angle-modulation wave. In
general, there are four methods to take the bandwidth:

A max A maxy :
1) Carson bandwidth. Here, bandwidth B (considering f = Z 2 = ; ) is:
1
B =2Af .k <1 +ﬂ) =2(Af max +Fm) =2B+ 1)f s (3.16)

where Afax 1S maximum frequency offset.

According to Expression (3.16), bandwidth B is not more than (f + 1)-order
sideband. The calculation under Carson bandwidth shows that the amplitude of
out-of-band high-order components (i.e., >(f+ 1) order) is less than 15 % of
unmodulated carrier.

2) Bandwidth for narrowband phase angle modulation. Here, f < 1, therefore:
B ~2f,. (3.17)
It is also called first-order sideband bandwidth. For the modulation of single
sinusoidal signals, the sine baseband signals can be recovered only by taking out
the first-order sideband, so bandwidth 2f,, is often used. This often occurs for the
extraction of ranging tones and subcarriers in TT&C.
3) Bandwidth for wide-band phase angle modulation. Here, >> 1, therefore:
B =~ 2Af .- (3.18)
4) 1/100 limited bandwidth. Selection condition for order # is:

T.(B) > 0.01.

In this case, out-of-band sideband amplitude is less than 1 % of unmodulated
carrier, so most of the energy will fall in the in-band. Here the bandwidth is
2nw,,, which is related to the modulation index f. The calculation results are
listed in Table 3.1.

(2) Phase angle modulation of double-frequency and multi-frequency signals

For the double-frequency phase angle modulation,

FO) =f1() +f2(t) = Ap, sin @t + Ay, SID @y 1.

Table 3.1 Relationship between 1/100 limited bandwidth and S
p 0.1 0.3 0.5 1 2 5 10 20 30

2nw,, 2w,, 4w, 4w, 6w,, 8w,, 16w,, 28w,, 50w,, T0w,,
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Then the angle-modulation wave is;
s(t) = Acos [@ct + f sin oy, t + B sin @y, 1]

Expression (3.15) can be expressed by the Bessel function as the series, namely,

+o00 400

() =Res()] =AD" > Ta(B)Ii(Bs) cos (@ + na, + kawy,)t.  (3.19)

n=—00 k=—o00

It can be seen from Expression (3.19) that, in addition to (@, & nw,, ) and
(w. £ kw,,,) high-order components generated by the frequencies, the frequency
spectrum of double-frequency phase angle modulation also contains a combined
component (¢ + nwy, + ko) generated by ®,,, and w,,,, and both of them are
symmetrically distributed at both sides of the carrier frequency. Double-frequency
modulated spectrum is not only the superposition of each single-frequency modu-
lation, but also produces some new combined components. It shows non-linear
characteristics, so the phase angle modulation is a type of nonlinear modulation.

In case of multi-frequency phase angle modulation,

P
f) = ZA,- COS Wy, ! (3.20)
i=1
then,

s(t) = Acos

P
et + Zﬂi sin wmit] .
i=1

By similar mathematical derivations, one can obtain

+o00 400 +00

s(t)=A Z Z e Z Tn(B)Tk(Ba)- - T (B,) cos (@¢ + nwm, + kay, + -+ + jo, )1.

n=-—00 k=—00 Jj=—00

(3.21)
3.1.1.3 Nonlinear PM Characteristics

The above discussion is made under the condition that the phase modulator is
ideally linear. When the PM characteristic is nonlinear, the phase-shift constant K is
not equal to a constant, but a function of the modulating voltage u, namely, K(u).
Then the PM index is

m=K(u)A,,® = K(u)u.



3.1 Analog Transmission Technology in C&T 235

When u=Acosw,t and @ is a periodic function, the expression can be
expanded by the Fourier series

&(t) =ap + aju + ayu® + - - -

A? 42 3azA® A?
:azf—kao_k alA + @ COS Wyt + dzT CcoS 2wyt + - - -
then,
S(¢) = cos |wot + D(¢
(1) = cos wot + (1) 522)
= cos [wot + Dy + m COS @yt + My €S 2wyt + M3 €08 3wyt + - - ¢
where,
A2 42 3a3A3 A? A3
@0:7(12 2+ ao’ mlz(alA—i— @ >, m2:a22 ) m3:a32 .

Expression (3.22) shows that due to the impact of nonlinear modulation
characteristic, the phase modulation changes from single-frequency signal PM to
multi-frequency signal PM. According to Expression (3.22), the PM model with
nonlinear PM characteristic can be obtained (see Fig. 3.1).

In Fig. 3.1, the output end of the nonlinear network generates w,,, and its higher
harmonics. Therefore, one multi-frequency signal is added to the input end of the
ideal phase modulator. When the input baseband amplifier is of nonlinear charac-
teristics, one model the same as Fig. 3.1 can be obtained. So the analytical methods
for them are the same. Since higher harmonics is smaller, it is meaningful to discuss
the condition in which the second and third harmonics occur.

(1) In case of 2w,, distortion component,

+0oo0  +00

S(1) =AY Y Ju(m)Ji(m2) cos (o + newy, + 2kwp, ). (3.23)

—00 h=—00

Forn=+1,K=0and n=—1, K=+1, (wy + @y, ) component can be obtained,
namely,

[AT1(my) — ATy (my)J 1 (m2)] cos (wo + @, 1. (3.24)

——>| Nonlinear network Ideal phase modulator ——>

Fig. 3.1 Phase modulation model for phase modulator with nonlinear characteristics
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Forn=—1,K=0and n=+1, K=—1, (wp — w,, ) component can be obtained,
namely,

—[AT(my) — ATy (my)J 1 (m2)] cos (wo — @y, 2. (3.25)

Expression (3.24) and Expression (3.25) show that the asymmetric spectrum
occurs, which can be measured by the spectrum analyzer. When the spectrum is
asymmetric, it means that the modulation characteristic is nonlinear.

(2) In case of 3w,, distortion component, a similar analytical method can be used to
obtain (wy + wy,,) and (wy — w,,, ) spectrum components, namely,

A[J] <I711> +J2(M1)J1(l’)’l3) +J4(m1)11 (M3)] cos (CU() + a)ml)t
—A[Jl(ml) +J2(m1)J1(m3) —|—J4(m1)J1(m3)] CosS (w() - wml)t.

It is obvious that frequency spectrum is symmetric, but deviates from the
theoretical value under linear modulation characteristic.

3.1.2 Demodulation of Analog Signal

TT&C channel is a special transmission channel with the following characteristics:

(1) Signals are flooded by strong noise. In the TT&C system, the signal is very
weak due to a great distance between the satellite and the Earth, and C/N ratio is
small to —30 dB, or even lower.

(2) Coherent detection is used. Due to very low C/N ratio, coherent detection is
generally used.

(3) Narrow-band phase-locked loop (PLL) is used to realize tracking & filtering.
The reply signal from the spacecraft has Doppler frequency shift and C/N ratio
is very low, so PLL is used for tracking & filtering and to measure velocity and
to provide reference signals for coherent detection. Therefore PLL is the core
technology of the TT&C system and the short-term stability that will effect
velocity-measuring accuracy is a special issue for the TT&C.

(4) It has very high requirements for phase & amplitude stability of the ranging
tone. TT&C is a high-accuracy ranging system, so the phase instability of the
ranging tone will introduce ranging drift error, amplitude change will introduce
ranging error through amplitude/phase conversion, and the distortion of the
ranging signal will also cause ranging error.

(5) TT&C signals are usually multi-subcarrier PM signals and the PM and phase
demodulation are both nonlinear, so multi-subcarrier intermodulation is a
special issue.



3.1 Analog Transmission Technology in C&T 237

Noise
Input Output

signal signal

1
- Phase
. Baseband Phase : . Baseband | *
: amplifier [~ ™ |modulator T link Rx link il de:‘:(z(riul " amplifier | -
- | E ; 0 -

J

Fig. 3.2 Block diagram of TT&C channel

3.1.2.1 Demodulation of Noise Plus Signal Through an Ideal Multiplier

TT&C channel includes equipment from the baseband amplifier before the phase
modulator to the baseband amplifier after the demodulator, as shown in Fig. 3.2.

In Fig. 3.2, input signals are multi-subcarrier signals, and noise is thermal noise
produced at the receiver front-end and antenna feeder.

In the TT&C channel, phase angle modulation signal will be interfered with
during transmission. Generally, this interference is additive, namely, an additive
and ergodic stable white Gaussian noise. Since the bandwidth is always limited in
actual transmission channels, the noise with spectrum density being uniform within
certain passband and being zero out of the band is called band-limited white noise.
If this bandwidth is significantly lower than center frequency @y, this noise is called
smooth narrowband white Gaussian noise that is a sine wave with a random
variation in amplitude and phase. It can be expressed as:

n(t) = ry(2) sin [wo(7) + @, (1)], (3.26)
where r,(¢) is the randomly varing envelope; ®,(¢) is the randomly varying phase
within 7.

Expression (3.26) can also be expanded to be the difference between two
components whose phases are in quadrature, namely,

n(t) = ny(t) cos wot — ng sin wot, (3.27)

where,

n2 (1) + m(1) = ra(1);  arctg Zj((% = ®,(1),

where n;(t) and ng(f) are equivalent low-frequency noise components, which are
independent mutually and have the same statistic characteristics. n(f), n,(f) and ng(¢)
have the same variance, namely,

ri = aﬁ, = 0',219 =N, (3.28)

where N is the power of noise.
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One-dimensional probability density function of the random variable r,() is of
Rayleigh distribution and that of the random variable ®,,(¢) is of uniform distribu-
tion within =+z.

The power spectrum density (PSD) of the narrowband Gaussian noise is @, ().
Considering the spectrum folding before and after demodulation, the spectrum
density of components 7,(¢) and ng(?) is:

Dy (w) = Dy = Py + ) + Oy(w, — ). (3.29)

When ®,(w) is a constant in Aw band, namely,

Aw
(I)n ‘CU - wz:’ S A
@, (w) = 2 (3.30)
0  Other w
then,
Dy (@) = D) = 20, () =20, o] < Ao
2 (3.31)
@nl(w) =0,0=0 Other
An ideal product demodulator model is shown in Fig. 3.3.
U;(t) = A cos [w.t + Dy(2)], (3.32)

where Uy (f) is angle-modulation carrier signal; ®(#) is the phase modulation of
baseband signal.

ny(t) refers to the narrow-band Gaussian noise after bandpass filtering. According
to Expression (3.32), it can be expressed as:

n;(t) = ny(t) cos wot — ng(t) sin wot. (3.33)
ni(?)
ui(t)+ni(t) Ko
Ut) Bandpass Output filter Bol®)
filter % m(7) no(?)
—sinwgt

Fig. 3.3 Ideal product demodulator model
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The product demodulator performs (U(#) +n,(1)) x (—sin wyt). The gain is K,
and the output is

m(t) = —K y[sin wot][U;(t) + n;(1)]

3.34
= —K sinwot{A cos [wot + D(1)] + ny(t)cos wot — ng(t)sin wot}. (3:34)
Expand Expression (3.34) and take its low-frequency output item:
A . ny(1)
m(t) :KCDE sin @,(1) + Ko > = B, (1) + no(1), (3.35)

where B, (1) = Ko 4 sin®,(¢) is the signal component in the output from product

demodulator; n,(t) = Ko ""T@ is the noise component.

PSD of ny(t) is @y(w).

Ky Ky K
D,(w) = 1 (@) = Td),,g(a)) = 7@,1(0)), (3.36)

where @, (w) is PSD of input noise.
Instantaneous power of B(?) is:

Output SNR is:

S, A? sin?d(r)
2= 3.37
N, 2 oW ( )

Because

Ci/N; = 2/%:,—{(,2 (C; is the carrier power; 2W is equivalent intermediate frequency
bandwidth)

C/D,= A2/2<I>n (signal noise power spectrum density ratio of input carriers)

therefore,

S0y (1%) sin 2@, (7). (3.38)
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Output and input SNR is:

(So/No)

¢= (Ci/Ny)

= 2sin?d(1), (3.39)

where C;/N; is input carrier to noise ratio (CNR).
Under typical single sine wave (single tone) PM, there is:

D, (1) = fsinwy,t. (3.40)

where S is the phase-modulation index.
For small PM index, J(#)~ /2, J(f)~0(n>1). According to Expression
(3.15), it obtains:

Ui(t) = AoJo(B) cos mot + AgJ 1 () cos (wo + o)t
— ApJy (ﬂ) cos (w() — wm)t. (341)

According to Expressions (3.30) and (3.41), the single side frequency signal
noise spectrum density ratio of input tone can be written as:

Se\ _ Ai(P)
<E>i = ﬁ, (3.42)

where Sg; = AT% J12(p) is the single side frequency power of tone PM; @, is the input
noise spectrum density.

The signals at the output end of product demodulator depend on Expression
(3.35). For single tone PM, it can be expressed as:

A 00
Bot) = Ko'5 sin®y(r) = KoAY o 1(f)sin (2n — 1agt. (3.43)
n=1

For small PM index, it obtains:
By(t) = K;AJI (B) sinwp(2).

The power of output tone is:
A?
Spo = K5 —

4> J2(B). (3.44)

According to Expressions (3.44) and (3.36), the output signal noise spectrum
density ratio of the tone can be solved, namely,

Spo\  Spo 2 J1(B)
(q))o_q)O_A ) (3.45)
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According to Expressions (3.45) and (3.42), one can obtain:

7((?;;2; =2, (3.46)

where Sy, is power spectrum density of the output signal; Sg; is single-side power
spectrum density of the input signal. This expression implies the physical meaning
that: for the product demodulation, the noise power will double (because the noise
is uncorrelated) and signal power increases by four times (because the signal is
correlated) with the effect of frequency folding.

According to Expression (3.44), one can obtain:

2 2 2 . .
Sw\ _AT2RB) A1 (G (P (3.47)
®) 2 @, 2 @, @, @,

where C; = ATZ is carrier power; M =2J,%($) is modulation loss. The physical

meaning of modulation loss is to determine how many times (S/¢) value of output
modulated signal (tone) is lower than the total S/¢ value of input carrier in this
modulation mode.

Usually, TT&C channel does not have a limiter. Reasons are summarized as
follows.

(1) For low (C/N);, the change to (C/N); will cause the change of demodulation
output tone amplitude and then the change of tone amplitude will cause the
change of tone phase due to the effect of amplitude/phase conversion. This will
lead to the ranging error.

(2) Output SNR would worsen by 1.05 dB due to amplitude limiting.

(3) As a nonlinear device, the limiter requires an amplitude/group delay conver-
sion, thus causing the ranging error.

The above analysis is made for the ideal product demodulator. However, the
phase discriminator is often used for practical analog circuit, which is a non-ideal
product demodulator. Therefore, the analysis of phase discriminator must
be made.

3.1.2.2 Demodulation for Phase Discriminator with Non-ideal
Sinusoidal Characteristic

When an ideal multiplier is used, output signal is B, () = %22 sin [®,(¢)]. When the
product demodulator is implemented by the phase discriminator, its phase detection
characteristic often deviates from the sinusoidal feature of the above mentioned
expression (including the impact of nonlinear before the phase discriminator,
which will cause its product to multiply with the ideal sinusoidal characteristic
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K(u) - 1sin [®,(¢)] deviating from sinusoidal characteristic). One distorted sine
function can be expanded by Fourier series to be:

By(t) = K;A S Aysin[@,(0] = 3 Boy (1), (3.48)

y=1

For single frequency signal PM, ®(f)=msinw,t, and given that K A is a
constant. For the convenience of analysis, given K,A =1, one can obtain from
the above expression:

A A
Bo (1) = ?lsin [ sin w,t] = 7‘;.12”_1 (m) sin [(2n — 1)@pt]

A . . A .
Bo.(t) = ?sm (X, sin w,,t] = 7;./2,,_1 (Xp) sin [(2n — 1) w1 (3.49)

o0 o0 o0

Bo(1) =Y Bus() = 3 (5] oW (3, sin [(20 — D]
y=1

x=1 n=1

It can be seen that when the phase discrimination characteristics deviates from
sinusoidal characteristic, output signals of the phase discriminator only contains
odd harmonics, but their amplitude changes.

3.1.3 Two-Way Carrier Acquisition in C&T - ‘“Frequency
Sweep to Acquisition” and “Following Sweep Slope
Determination” [1]

Two-way carrier acquisition refers to the transponder on the flight vehicle that
acquires uplink carrier signals transmitted by ground station and the ground station
acquires downlink carrier signals forwarded by the transponder. “Two-Way” refers
to “uplink and downlink”. Two-way carrier acquisition is also called “TWCA” for
short, which is a very special and important operation in the C&T system. Orbit-
measurement and information transmission can be performed only after the “two-
way carrier acquisition” is completed. In a unified carrier system, the ground
transmitter typically uses frequency sweep to complete two-way carrier frequency
acquisition. When the ground transmitter sweeps to the frequency band within
acquisition zone of transponder PLL, the transponder will acquire and sweep
following the rule of frequency sweep of ground transmitter. When the transponder
sweeps to the frequency band within the acquisition zone of main carrier loop of the
ground receiver, the main carrier loop of the ground receiver will acquire and sweep
following it. Then uplink and downlink carriers are acquired and locked and the
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following sweep is achieved. This following sweep can be used to determine
whether uplink and downlink carriers are acquired and locked (called “Following
Sweep Determination’). Then the transmitter stops frequency sweep and returns to
zero. After the transmitter returns to its center frequency, the two-way carrier
acquisition process is completed. At this same, velocity measurement can be carried
out and the measured data are useful.

The following characteristics of TWCA can be used as the basis for TWCA
determination [2]:

(1) “Double lock” Determination

The most significant indication of the “two-way carrier acquisition” is
completion of transponder PLL lock and ground receiver carrier ring lock. If
both are “locked”, “two-way carrier acquisition” is achieved. For this method, the
advantage is very direct, and disadvantage is the lock indication of transponder
needs to go through satellite telemetering — downlink TT&C receiver — TT&C
telemetry terminal — monitoring subsystem for transmission which involves
many subsystems and leads to longer TWCA time and lower reliability.

(2) “Following Sweep” Determination

For uplink acquisition, the solution that the ground station transmits uplink
carrier for frequency sweep is usually used in order to simplify satellite-borne
equipment. Since uplink and downlink acquisitions are completed, the VCO in
the receiver will sweep frequency following the transmitter. This can be taken as
the basis for TWCA determination.

(3) “Loopback” Determination

After the TWCA has completed, uplink and downlink will form a loop. In this case,
at the output of the downlink demodulator, there shall be output corresponding to the
uplink modulation signals. So the loopback comparison between ‘“Modulation in” and
“Modulation out” can be used for TWCA determination. For example, when the high
tone of 100 kHz is modulated to the uplink, the downlink demodulator shall provide
100 kHz output (the lock indication of high tone PLL is also available). Its disadvantage
is that modulation signals should be added to the uplink and the downlink involves the
demodulator and 100 kHz filter. The advantage is a simple determination.

Based on the above analysis, the typical TWCA solution will use:

(1) Auto TWCA: Use “Following Sweep” decision and “Double Lock” dual-decision.

(2) Manual TWCA: In order to ensure reliability of two-way carrier acquisition, a
triple decision is used for manual TWCA, namely, “following sweep indicator”
decision, “double lock indicator” decision, or “following sweep electric indicator”
decision.

(3) TWCA keeping: it uses “Loopback” decision (because uplink modulation
signals have been available) or “double lock indication”.

Currently, a better solution is the digital, software-based “following sweep
slope” decision method. Its principle is described as the following:
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Since the TWCA is completed, uplink and downlink frequencies will conform to
following relationship:

fd = mfu’ (350)

where m is coherent retransmission ratio, a known quantity; f,, is rate of uplink
frequency sweep, a known quantity. When the digital sweep solution is used, f, has
very high accuracy and stability, and can be viewed as a known constant. fd is
change rate of downlink frequency.

When the ground receiver uses a second-order loop, VCO will perform the
frequency sweep without static error for linear sweep frequency, that is:

fvco =fa=mf . (3.51)

Right side of Expression (3.51) is a known constant. So when fpco meets
Expression (3.51), it determined the following sweep has been achieved. However,

in practice, there is the interference n(f) in the f bco» hamely,

Jfoco = mfu + n(2). (3.52)

The n(f) contains the following components: (1) the interference caused by
signal phase noise, expressed as ny(f); (2) the interference caused by receiver
thermal noise, expressed as ng(f); (3) digital quantized noise, expressed as np(?);
(4) effect of target Doppler frequency change rate, expressed as n,(f).

The S/N ratio in TWCA determination depends on the first item (signal) and the
second item (interference) at the right side of Expression (3.52). S is the slope of
frequency sweep signal; N is the frequency fluctuation noise. The higher S/N is, the
higher the acquisition probability and the lower false alarm probability. S/N is
related to frequency sweep slope fu and cho algorithm. The faster the frequency
sweep rate, the higher S/N.

(1) Following Sweep Slope Algorithm

The following sweep slope algorithm is shown in Fig. 3.4 for linear sweep
signal.

In Fig. 3.4, f(t) is triangular wave frequency sweep signal. The sweep rate of
f(t) is f. Since the sweep oscillator has been digitalized, very high linear accuracy
and stability for that can be achieved. C(¢) is sampling signal with sampling time
T,=T,=Ts...=T, which is continuous sampling. The measurement method is:

1) Measure the average frequency f,f».f3, - - -fu_1-f» in €ach sampling time T;
2) For linear sweep, the frequency sweep slope is:

o hh P _FaFua
fma="gm =T s =T (3.53)

(Fo—Fur)' = a'T? (3.54)
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Fig. 3.4 Linear frequency sweep and Allan variance calculation

For linear frequency sweep, <(fn —fn_])2> = (f, _fn_l)z = a*T?, where

(...) is the average value. Because Allan variance is:

2(1) = ;< (2 ffol)2> =5l 7)) 65)

Therefore <(}_‘n —]_”n_l)2> = Zf(%a% (T). To substitute Expression (3.54), one can

obtain:

a= ? Fo0ys(T). (3.56)

Expression (3.56) gives a meaningful result: the sweep slope of the linear

frequency sweep signal equals the product of Allan variance and # fo. Therefore,
once the Allan variance o,,(T") is measured, the sweep rate a can be obtained (7 and
fo are known). Advantages of this algorithm are:

1) The effect of Doppler frequency shift is eliminated. When the target moves at a
constant speed, given Doppler frequency shift f;, according to Expression (3.55),

oy (T) = %%< Fu(~fa) = (Faei _fd)]2> = %«f" _fn71)2>'

It can be seen that the value of Allan variance is unchanged. For slow
frequency components, most effects will be offset due to subtraction of adjacent
sampling values.

2) Among all frequency variances, Allan variance has the shortest measurement time.
So the above calculation can be finished within a short time, thus significantly
shortening the two-way carrier acquisition time.
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3) The effect of signal phase noise ny(f). This method associates the short-term
stability performance of the signal with (S/N) of the frequency sweep determi-
nation to facilitate the engineering design and measurement. The relation
derivation process is as follows: prior to initiation of the “two-way carrier
acquisition” process, the carrier PLL of the ground receiver locks the beacon
signal transmitted by the spacecraft. At this time, its short-term stability is
oy,7(T), which is one of the main reasons for false alarm and is used to develop
the determination threshold. After the two-way carrier acquisition process has
been initiated, the ground station transmits the frequency sweep signals to make
transponder and the ground receiver following sweep. Given the following
sweep signal aﬁs(T) then

S 2(T 272
2o (N _ S (3.57)
N o ynT(T) 2f(]aynT(T)

4) With respect to receiver noise ng(f), the frequency fluctuation noise realizes H
(w)= [sinz((uT/Z)]/((uT/Z) filtering and thus increases S/N of following sweep
determination signals. The characteristics of H(w) are shown in Fig. 3.5.

The phase noise spectrum density caused by the receiver noise (given additive
white Gaussian noise) is Se(@w) = Ny/P, where P /N, is the signal noise power
spectrum density ratio of the received signal. The Allan variance of the frequency
fluctuation noise is:

1 +ar N, op 4 T/2
oy (T) 7/ Sy(@)o” |H(w) [Pdo = 0 / sin* (T / )da)
0

:2750)% oy rwdp, (@T/2)
(3.58)
_ o [set 3 et ot
~ et | 4 sy sin” —— cos —
H(w)
|
|
| |
| T
| | | | —
>,
0 2 4

Fig. 3.5 Frequency fluctuation characteristics of Allan variance in frequency-domain
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where w; is PLL bandwidth. Then, S/N of the following sweep determination
signal is:

S o(T)  &T°
N o*ur(T)  2f %ngR(T)
3w, T 3 T T
= a27r3T5PS/N0 ajTL - Zsin o, T — sin? % cos % (3.39)

. . 2 2
Total noise power is (6y,,7 + 07,z

). However, in actual operation, 6,z >> 6y,r, and
digital quantized noise np(f) can be ignored. Either computer calculation or graphical
solution is suitable for Expression (3.59). In practical engineering, the said algorithm
can be simplified to further simplify the solution and reduce calculation time. Since
there are positive and negative sweep rate, <I/_‘n —fus |> is taken in calculation.
Considering 7(t), double thresholds H,, and H, must be used to reduce false alarm. As

shown in Fig. 3.6, with the following sweep determined according to I-f(; > (lal) > I-fo,
the narrower “double-threshold” spacing is, the lower error acquisition probability is
and the lower the corresponding acquisition probability. In order to ensure reliable
two-way carrier acquisition, error acquisition probability shall be reduced as much as
possible. The effect of n(f) should be taken into account for double-threshold spacing.
For the targets with higher acceleration, n, effect will be mainly considered, namely,

[a)

H 0o =at+n, Upper threshold
=a—n _L \
—_———e e Lower threshold

Noise (n, ng)

I t
fit) time
| t,- Main carrier loop lock
time

| fs- Acquisition frequency of
twoway acquisition
| t,- Sweep back time

I
I
|
I
I I to- Start time
I
I
I
I

Fig. 3.6 Double-threshold determination waveform
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H'(; ~a+ng H o~ a—ng where a = mf . 1s known. For the targets with small
acceleration, the effect of ng(f) will be mainly considered. Rectangular pulse in
Fig. 3.6 is the “following sweep” determination signal. After returned to zero, another
circuit will perform “two-way carrier acquisition holding”. The above calculation and
determination can be implemented using the software without hardware device, so it
can contribute to economic benefits.

(2) Two-way carrier acquisition procedure

Without regard to time delay of space transmission, two-way carrier acquisition
procedure is as shown in Fig. 3.7.
The meanings of symbols in Fig. 3.7 are as follows:

Langle guide — POINL to target time after angle guide;

Tbeacon acquisition — the time when the ground carrier loop acquires transponder beacon
after the ground antenna points to the target. FFT guide and PLL acquisition
time is Tr;

Tangle acquisition — the time of target acquisition & tracking by the angle tracking
system. Angle acquisition time is T4;

to — start time, which corresponds to the center frequency f, of transmitting
frequency of ground station;

t; — time acquired by carrier loop of ground station. Ty is acquisition time to
frequency sweep.

Tr=1n—1) = M +Tp, (360)

f

where f; — the center frequency of receiving frequency to transponder PLL, including
frequency instability and inaccuracy of transponder VCXO as well as target Doppler

frequency fd.].‘ is the sweep rate;

t, — finish time for following sweep determination. At this time, the frequency
sweep is stopped. Following sweep determination time Tp is Tp =1, — t;.

t; — start time for “zero return” sweep. Where, Tg=13 — t, is “pause” time for
frequency sweep, which is used to prevent each PLL losing lock due to the step
of frequency change rate when zero return sweep direction changes from
positive to negative.

t4 — “zero return” finish time. Ty, =t, — 3 is zero return time. In order to guarantee
normal tracking of the PLL, original sweep rate (the direction may be opposite)
shall be kept during Ty to return the zero position at a uniform speed. The
frequency hop can’t occur at the zero return point, otherwise it will result in
instantaneous lock lost. It can be seen from Fig. 3.7 that Ty =(, —t;)
+(t1 —ty)=Tp+T; and two-way carrier acquisition time Tpp is (f4— fo).
Tpp =2T+2Tp + Ts+ Theray + Tiransmissions Where Tqepay is the circuit delay
time, Tansmission 15 the wave propagation time.
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Fig. 3.7 “Two-way carrier acquisition” procedure chart

For above “two-way carrier acquisition” sweep pattern, the following measures
can be used in order to facilitate two-way carrier acquisition.

1) “Direction selection to start frequency sweep”: Before starting the sweep, select
the sweep direction toward f; value. If it moves in an opposite direction,
additional T/2 sweep is required.

2) “Shortest path uniform-speed zero return”: In order to shorten time, it should
drive the zero return direction toward f; value direction. This is the shortest path
for zero return at original speed.

DDS device can be used to provide frequency sweep, which is programmable
and can be implemented by software:

@ It should select the sweep direction upon preset Doppler frequency prior to
starting frequency sweeping; @ For “zero return”, the zero return direction will be
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selected according to whether the difference between the frequency at stop-sweep
time and center frequency fp. is positive or negative; (3) Pause 100 ms for “Stop-
Sweep” and then perorm “zero return” frequency sweep; (4) Because the DDS is of
very high short-term stability and long-term stability and can be used as a part of the
frequency source, “zero return” can be implemented by directly making DDS
frequency to the center frequency at a uniform speed. Moreover, the frequency
sweep with DDS has very high accuracy in sweep linearity and sweep slope and can
accurately control sweep start point, stop point, sweep rate, and scope in a pro-
grammable way. This can facilitate “calculation of following sweep slope” and fast
two-way carrier acquisition. It is obvious that the frequency sweep with DDS and
the digital carrier loop is the base for realizing this solution.

3.1.4 Combined Interference in the Unified Carrier C&T
System — “Modulation/Demodulation Integration
Characteristic Analysis Method” [3]

There are mainly two types of combined interference. One is multi-subcarrier
combined interference caused by nonlinearity of multiple subcarriers phase modula-
tion/phase demodulation, under which multiple subcarriers are a unified carrier with
constant envelope and the nonlinearity of the carrier channel has small impacts. The
other is multi-carrier combined interference caused by the nonlinearity of the carrier
channel when multi-carrier signals operate simultaneously, which is likely to affect
system performance. The former is a special topic in the unified carrier TT&C
system; the latter is a general topic universally existing in the channels.

(1) Multi-subcarrier combined interference

The core of the unified carrier system is to use the subcarrier frequency division
system to provide transmission of various types of information. Like other fre-
quency division system schemes, one special challenge of this system is combined
interference of multi-channel subcarrier signals. This is substantially a challenge
involving the integration of functions by the USB system.

So far, most papers and literatures gave an analysis of combined interference for
PM carrier S(f) frequency spectrum according to the expansion of the Bessel
function, as shown in Fig. 3.8.

Some studies think that the combined components in the modulated carrier S(¢)
transmitted by the phase modulator would cause interference and propose a boundary
condition for the signal design that combined components in S(#) should be low
enough to meet specific requirements. Even some take the view that the interference
among these subcarriers is inevitable and the combined interference may be reduced
only by controlling the number and modulation degree of the subcarriers.

In fact, from the perspective of system architecture, S(¢) is only an intermediate
signal in the transmission link and the system finally requires demodulated output B
(7). That is to say, in the signal transmission process, the carriers are only used as
carrying subcarriers to transmit signals to the receiving end. The requirements for
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Fig. 3.8 Phase modulation/demodulation transmission model of USB channels

distortion and interference during transmission are finally embodied on B(¢), instead
of carrier spectrum. Therefore, we should study the modulation/demodulation

characteristics of the entire channel and the effect of transmission network £/ (w)
on output signal B(#). The analysis results show that combined components in video
spectrum at the output end of the demodulator are much fewer than those in carrier
spectrum. So the limit on USB multi-channel capacity and maximum modulation
degree finally depends on non-overlapping of multi-channel modulated subcarrier
spectrum in the baseband under the condition of appropriate design.

1) Conditions for nondistortion and no combined interference

In Fig. 3.8, PM characteristic can be expressed as ¢, = K f(f); phase demodu-
lation characteristic can be expressed as:

B(t) = Kz¢,,, ifHw)=1,
B(t) = K\Ka f(1), (3.61)

where K| K, is modulation/demodulation integration characteristic. When K K, is
a constant, the distortion won’t occur to B(f) relative to f{(f). The transmission
waveform relationship is shown in Fig. 3.9.

It can be seen from Fig. 3.9 that when f{¢) is a sine wave, so is B(¢). It is obvious
that if f(f) contains multiple sine waves, B(f) will also contain corresponding sine
waves. No combined interference will occur between f(¢) and B(¢).

In practical circuits, it is very hard to meet the condition i (w) = 1. In general
the condition to be met is H(w) ~ a constant, ¢(w) ~ K3z =tw (phase-frequency
characteristic linearity, 7 is group delay). Then input signal S(#) and output signal
Aqp(?) of the transmission network as shown in Fig. 3.8 are:

P
wot + Z m; sin co,-t}

i=1

S(t) = Acos

+00 )4

=A i Z H[Jm»(m,-)]cos

- np=—o0 i=1

ot + zp: (Cl),'l)‘| . (362)
i=1
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Fig. 3.9 Modulation — demodulation diagram

After network transmission under the condition of H(w)=H constant and

P(w) =10

AHZ f ﬁ [T i (mi) coslwot—kr +Zw, +17)
nj=—o0 nj=—oo j=1 (363)

=AHcos |wy(t+7) + Zm,- sinw;(t + 7)
i=1

It can be seen that the subcarrier signal in A,(#) does not produce distortion, but
produces a time delay. The subcarrier signal output from A,,(7) which has performed
linear phase demodulation will not produce distortion or create combined interference,
but only produces a time delay z.

Therefore, in the transmission channel, the conditions for the subcarrier signal
not producing distortion and combined interference are:

¢ Modulation/demodulation characteristic is linear;
« Phase-frequency characteristic of the transmission network is linear;
¢ Amplitude-frequency characteristic of the transmission network is flat.

2) Effect of modulation-demodulation nonlinearity
Nonlinear characteristic of the phase modulator can be expressed as power

series:

© =g+ bix +bx* + b3+ -
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Nonlinear characteristic of the phase demodulator can be expressed as:

y=Co+Ci(p—pg) + Calp — 9)° + Cs(p — @) + -+~ (3.64)

Combined the above two expressions, one can obtain modulation-demodulation
integration characteristic:

y=Cot biCix+ (b2C1 + b12C2) o (b3Cy + 2b1b,Cs + b13C3)x3 ...
Assume
Co =a,, bicy =a, (szl +b12C2) = ay, (b3C1 +2b1hyCy + b13C3) —
Then
y=a, +aix +ax*+azx> + -,

where a;, a, and a3 contain nonlinear coefficient of modulation characteristic and
demodulation characteristic. Anyone of these nonlinearities will lead to integration
characteristic nonlinearity, but they may provide mutual compensation. When b,
Cy=a constant, (by Ci+b> Cr)=0, (bsC;+2by by Co+b> C3)=0, the
modulation-demodulation integration characteristic doesn’t have nonlinear distor-
tion. If nonlinearity exists, K; K, # a constant, but is a function of voltage U.

If the quadratic term of nonlinear distortion is only taken into account, B(#) can
be expressed as:

B(t) = K\K» f (1) = ao + a1 f(1) + ar f2(1). (3.65)

It is obvious that if a sine wave f(f) = AcosQt¢ is input, B(¢) will not be a sine
wave, but will produce a second harmonic item. It is well known that the second
harmonic distortion coefficient is:

a
ky=(=—]A
2 <2a1) ’

where k, is the ratio of second harmonic item to fundamental harmonic item. Due to
the nonlinear coefficient of the characteristic curve,

(12142 an

aiu  alA’



254 3 Information Transmission Technologies

When we assume that nonlinearity is half-and-half of & deviations, 1 = + (a»/2a;A),
then k, = 1.

It is obvious that if KK, is nonlinear, multi-subcarrier input will produce
combined interference. The quadratic term of nonlinear distortion is [4]:

> s (%) cos (w14 o)+ 0.+ 0]

+ Z Zaz <A,2a,) cos [(wi + a)j)t +6; — Hj]. (3.66)

where (w;+ ;) and (w; — ;) combined components are called second-order com-
bined components, the amplitude of that is a,(A,A;/2), and (ay/a;) (AA;2) is
second-order inter-modulation carrier inter-modulation ratio.

Similarly, n-order term of nonlinear characteristic will produce n-order com-
bined interference. It need not be repeated here. However, with the order increase,
combined frequency component will decrease. So it is not the main part of the
study. The abovementioned analysis method and conclusion are not only applicable
to nonlinear integration modulation-demodulation characteristic, but also to
nonlinear modulation characteristic and nonlinear demodulation characteristic.

3) Effect of product demodulator and amplitude/phase frequency characteristic

A product demodulator is often used in the TT&C. With the sinusoidal charac-
teristic, the product demodulator is a nonlinear phase demodulator. Its phase
modulation-demodulation model is as shown in Fig. 3.8.

In case of a subcarrier:

f(t) = Ay, sinwy,, t

S([) = A cos [a)ot =+ my Sina)mlt}‘

If H (w) = 1 it is the transmission without distortion. Here,
Aop(t) = S(1) = Acos [wot + my sin wy, 1].

The product demodulation will implement — sin ot X Aop(#). The multiplying
result is:

—A sin wot cos [wot + my Sin @y, 1.

The difference frequency term is low-frequency output signal B(?):

A o0
B(t) = 5 sin (my sin @y, 1) = AZ]gn,l(ml) sin (2n — 1)@y, t.

n=1
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The above expression shows the nonlinear effect of sinusoidal characteristic on
my Sin @y, t. In the output B(¢), there is only odd-order term, but no even-order term.
This spectrum is different from carrier S(¢) spectrum. S(¢) contains all the terms of
n=1~o00. Therefore, it can’t use the carrier frequency spectrum to assess the
combined interference.

In case of two subcarriers,

F(t) = Ap, Sin @t + Ay, SIN @Oy, t (3.67)
+o0o  +00
S(t)=A Z Z Jn(my)Je(my) « cos (wg + nwm, + kwm, )t. (3.68)

n=-—00 k=—00

According to the property of Bessel function:
Jon(m) = (=1)"T,(m), T (m) = (=1)"Ti(m).

It can be obtained from Expression (3.68) that S(#) spectrum has the following
characteristics: @ even-order amplitudes symmetric to @ are in the same direction;
@ the sidebands generated by the combination of even order and even order and
symmetric to @, are in the same direction; (3) the sidebands generated by the
combination of odd order and odd order and symmetric to g are in the same direction;
@ odd order symmetric to wy is in reverse direction; (5) the sidebands generated by the
combination of even order and odd order and symmetric to @, are in the reverse
direction. The physical meaning of product demodulation is to mix two quadrature
phase coherent carrier signals and make two symmetrical sidebands shift 90° in the
reverse direction respectively and then superpose, so that reverse-phase sidebands will
add by means of in-phase and in-phase sidebands will subtract by means of reverse
phase. Therefore, in theory, @, @ and (3) will be neutralized to zero and will not cause
interference, and (4) and (5) will be added to provide output (including fundamental
wave and other interference caused by sinusoidal demodulation characteristics).
However, it is not always applicable in practical situations, so the additional effect
of transmission network and product demodulator must be taken into account.
Because the second-order interference is of maximum component, we can discuss it
firstly and by analogy for the rest. There are two types of second-order interference:

@ Second-order high-order interference, namely, n = £2 or k = +2. In this case, it
is symmetrical same-direction sideband and amplitude is J,(m) =J _ »(m).

@ Second-order intermodulation interference, namely, n==+1 or k=21 com-
bined component. In this case, it is symmetrical same-direction sideband and
amplitude is J_ 1(myp)J(m) =J_ {(m;)J1(m;). For the said interference, Q, is
used uniformly to represent the interference frequency and An is used to
represent spectral line amplitude, so PM wave can be expressed as:

S(l) :]o(ml).]o(l’}’lz) coswot + J (ml) cos (0)0 + Q])l
—J1(my) cos (wg — Q1)t — A, cos (wo + @)t — A, cos (wp — Q). (3.69)
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Fig. 3.10 Amplitude-phase
frequency characteristic and
PM wave spectrum
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Through the amplitude-phase frequency response as shown in Fig. 3.10, the
output signals are:

Agp(t) = HoJo(m2)Jo(my) cos (wot + ) + H1J1(my) cos [(wo + Q1)1 + ¢y |
—H_Jq (l’m ) Ccos [(a)() —Q )t + ¢,1] + H,,A,cos [(0)0 + Q.n)l‘ + ¢+n]
— H_,A, cos [(wo — Q)+ ¢_,,].
(3.70)
In demodulation, reference signal C(¢) is reference signal coherent to and in

quadrature with the residual carrier HoJo(m)Jo(mo)cos(wot + ¢p) and locked by
PLL. If the non-orthogonal phase difference A® occurs, then:

C(t) = cos [a)ot—i- D, +g+ Ad>], (3.71)

where 7/2 is orthogonal requirement; A® is non-orthogonal phase difference.
Product demodulation will perform the product operation of Ag(f) X C(2)
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trigonometric function. If only Q; and Q,, components are considered, the By(f) can
be expressed as:

1 .
Bo(t) = | 5 | 1(m)H sy sin[Qut + (@1 — Do) — AP

Jim)H_sin [Qt + (Pg — D_1) + AD]

| =

(3.72)
AuH 1y sin [Q,t + (P, — @p) — AD]

N =

ApH_ysin [Qut + (©g — P_,,) + AD].

N =

Expression (3.72) shows that the demodulation produces two components to
frequency, i.e., the one has [(®,; — DPy) — AD] phase shift, and the other has
[(Dy — D_ )+ AD] phase shift. Similarly, for the two components of ,, frequency,
they have [(®,, — DPy) — AD] and [(Py— P_,)+ AP] phase shift, respectively.
The output Q; and Q, components are the vector sum of their two components,
respectively, as shown in Fig. 3.11 [5, 6]. One can obtain:

A, 1
B, = (3) {H?H’l + Hz_n —2H ,H _, cos [((I)O - q)*") - (q)JF” - (DO) + 2A(I)]}2

(3.73)
F 3
/x' (-1/2) AH 4o
g‘?—.ﬁ’ / £
@4:’.’_’ —\/ //.
’7\ // 401—.': = (4;0_”} - QQII) - .-"\QO
(p!.’
| / 0., =(p, ~9.,) +Ap
/ //
/ /
Fd
.'r.; f
V4 _-""B

(-1/2) AH.

Fig. 3.11 Product demodulation vector diagram
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Hopsin[(@g — @_p) + AP + 7] + Hypy sin [(Dyyy — @p) — AD]
H_,sin[(®y—®_,) + A® + 7] + H,, cos [(D,, — Dg) — AD| "
(3.74)

O, =1g"

It can be seen from Expression (3.73) that only when amplitude-frequency
characteristic is of even symmetry (i.e., H +n=H — n), phase-frequency charac-
teristic is of odd symmetry (i.e., (@, — Dg) = (D, — ® — 1)), and product demod-
ulation is in quadrature (i.e., A® =0), the second-order interference is zero, and
otherwise there will be some output. So the above mentioned performance shall be
controlled to reduce combined interference. This “symmetric” analysis method is a
special case under the above conditions for “nondistortion and no combined
interference”. The reason is that: for USB, the subcarriers are discrete and inde-
pendent, instead of distributed in the whole baseband.

(2) Effect of nonlinear channel in case of single angle-modulation carrier

A general expression of angle-modulation wave (including FM and PM) can be
written as:

fi(t) = A, cos [wot + @(¢)],

where ®(f) can be phase angle modulation of any mode (e.g., BPSK, QPSK,
OQPSK, MSK, and FM), and Ac is of constant envelope.

In order to analyze nonlinear effect, the expression of fy(¢) in time-domain can be
obtained by substituting f;(¢) into a nonlinear expression expressed in power series:

folt) = arf (1) + asf F (1) + aaf (1)
= a1Ac cos [wot + D(1)] + arAZ cos 2{wot + D(1)] + azAg. cos *[wot + D(t)].

(3.75)

With the formulas of trigonometric function: cos3|wot + T(t)] =
1+ cos2[wor + ®(1)]} and  cos*[wor + @()] = L cos 3[wot + @(1)] + 3 cos
[wot + @(¢)]}, the Expression (3.75) can be expanded as:

1 4
folt) = EazAz + | amAc + §a3A3C cos [wot + ()]
(3.76)

1 1
+ §a3Aé cos 2wt + 2®(1)] + Za3A3C cos Bwot + 3P(1)].

It can be seen that f((#) contains three angle-modulation waves with the center of
wo, 2w9, and 3w respectively. @y, components can be filtered by a filter. Then:

folt) = (aIAC + %@Aé) cos [wot + D(1)]. (3.77)
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According to analysis results of Expression (3.77), ®(¢) has no distortion in time
domain, and only carrier amplitude of wg is compressed (a3 is a minus sign) but is
still constant-envelope. This is one important characteristic of phase angle modu-
lation which can operate in nonlinear amplitude state. The physical meaning of that
is very clear, that is, the information is carried on the phase angle instead of
amplitude. However, because the information is carried on the phase angle, phase
nonlinearity has a very great impact. If the angle-modulation carrier is filtered out
the portion of signal spectrums by the band-limiting filter, then it becomes the
signals which are modulated in angle and amplitude. In this case, the AM/PM
conversion and AM/z(w) conversion will cause the modulated signals to distort.

The above analysis shows that the unified carrier system can operate in nonlinear
transmission state, because the carrier is constant-envelope. This is the significant
advantage for it.

(3) Multi-carrier combined interference

The USB system often operates simultaneously with other carrier signals. In this
case, the nonlinear amplitude will produce the new frequency components and the
interference caused by amplitude/phase conversion. When the multiple signals are
transmitted, the high-order components and combined frequency components will
be generated. These new frequency components will cause frequency interference.
Combined interference is the problem which involves overall system. The solution
for that includes two aspects: one is to design signal rationally to reduce harmful
interference and the other is to improve the performance of equipment linearity and
the anti-interference ability against combined interference.

If the combined frequency component is to become an effective interference,
two conditions must be met:

1) The combined frequency component falls within the useful signal bandwidth.
2) The amplitude of combined interference component is high enough to make
signal/interference lower than the threshold value.

Therefore, combined interference can be reduced by frequency selection and
amplitude suppression. This is a routine problem in channel design and there have
been many simulation methods.

3.2 Digital Signal Transmission Technology in C&T

3.2.1 Overview

Telemetry, command, and remote sensing constitute the main contents for infor-
mation transmission by flight vehicles, and the telemetry and command itself are
important parts of TT&C. Although the telemetry, command and remote sensing
operations transmit digital signals, they have different transmission features.
The remote sensing operation mainly transmits high speed digital transmission
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Fig. 3.12 Block diagram of typical digital information transmission system

signals, most of which have limited power and require high power efficiency. The
information source coding currently is a research focus. The command transmission
is low-speed data transmission, so it needs to improve the safety, reliability,
confidentiality, error control, encryption, and anti-interception. The telemetry oper-
ation transmits the intermediate-speed digital transmission signals and needs to
overcome the challenge of multi-channel communication. When the transmission
channels for telemetry are too much to limit bandwidth, some technical challenges
such as bandwidth efficiency and constant envelop modulation must be dealt with.

Typical digital information transmission system is as shown in Fig. 3.12.

Different from ground communication, space information transmission has
many unique features:

(1) High-dynamic. The target to be connected is a high-velocity flight vehicle. The
maximum velocity of satellites is about 7 km/s and the deep space explorer has
a higher velocity. So received signals have higher Doppler frequency and
Doppler frequency change rate.

(2) Strict restriction of size, weight, and power consumption and poor operating
environment to the devices on the flight vehicle. The payload (or known as
terminal station in information transmission system) is required to be lower in
volume, weight, and power.

(3) Long distance and large time delay. The distance to the geosynchronous
satellite is about 4 x 10* km, about 4 x 10° km to the moon, and farther to
deep space explorer. This will lead to higher path loss and higher performance
requirement of EIRP and G/T.

(4) Higher data transmission rate. More information acquiring by payload on the
flight vehicle are higher data transmission rate requirements.

(5) Power constraint system. Due to long distance, high data transmission rate, and
restriction of EIRP performance on the flight vehicle, the power of signals
received by ground station is lower. This is a bottleneck for space information
transmission.
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(6) The frequency band is generally unrestricted. Generally, the flight vehicle is
designed for special purposes. Its payload mostly operates in single carrier.
Moreover, it has higher operating frequency and wider available band. There-
fore, it generally is not band limited, nor shaping filtered. The carrier is constant
envelope, so the power amplifier can operate in a saturated mode, thus reducing
volume, weight, and power consumption.

(7) Close relationship between information transmission and TT&C. For this
“point-to-point” information transmission, since one transmission terminal is
on the flight vehicle, it is required to guarantee normal performance of it such as
EIRP and G/T through TT&C. Moreover, in order to acquire and track the
targets, the orbit data of vehicle obtained by TT&C should be used frequently.

The above mentioned special features lead many TT&C and information trans-
mission technologies to the frontier of the information transmission era, for exam-
ple, high-speed data transmission technology up to 1 Gb/s, cryogenic low-noise
receiving technology approximating absolute zero, error correction coding/
decoding technology close to the Shannon limit, super higher power transmitter
technology, giant antenna technology, millimeter wave & laser communication
technology, and high-accuracy ranging, velocity-measurement, and location
technology.

3.2.2 Optimum Transmission Response
of Digital Signal Transmission [7]

The optimum transmission response is discussed here under linear system condi-
tions. In actual channel, the system will be linear in the case of smaller signals and
gradually become nonlinear with increasing of signal input. For the nonlinear
system, we typically discuss it based on the existing linear system and then analyze
the additional deterioration caused by nonlinearity.

It is generally known that in terms of frequency domain, when the amplitude
frequency feature H(w) is constant (namely, H(w) = constant) and phase frequency
feature is linear (namely, ¢(w)=1,w, 7, is constant) for the frequency band in
question, the waveform distortion won’t occur for the signals going through this
frequency band. Otherwise, the waveform distortion will occur and thus cause inter-
symbol interference and SNR descending. Therefore, we analyze the impact of
linear distortion upon bit error rate that is equivalent to the impact of the system
amplitude/phase frequency features on bit error rate. Phase-frequency feature ¢(w)
can also be expressed by group time delay, namely, #(w) = dp(w)/dw. Since group
time delay intuitively expresses time delay of group signal (refer to the signals
containing a group of spectrum), and digital signals contain a lot of spectrum
components, therefore, in digital communication, group time delay is frequently
used to describe phase-frequency feature. If the time delay is the same (namely, ¢
(w) =19, tp being constant) and the amplitude remains unchanged for the spectrum



262 3 Information Transmission Technologies

component in digital signal passing the system, the output waveform generated
from the sum of spectrum components output by the system is not distorted and
only time delay ¢, is generated.

In ideal linear digital transmission system, the bit error rate is dependent upon
E,/Ny for a given modulation/demodulation mode. The ideal system in question
refers to match filtering and linear system without inter-symbol interference.
However, the actual system may not achieve “ideal” status due to various deteri-
oration factors influencing error code. Therefore, it requires higher E,/Ny to achieve
the same bit error rate, and the increased value is considered as deterioration
amount of E,/N, Since E,/N, increment equals to (C/N) increment, so it is usually
described by SNR deterioration. We define L, = [(C/N)actual — (C/N)theory]l as
equivalent C/N deterioration (dB in unit). In actual system, the impact of various
factors on bit error rate can be evaluated by equivalent C/N deterioration, and total
impacts of various factors is the sum of dB of each L,

Modulation/demodulation mode shall be determined in combination with the
following factors: (1) bit rate, allowable channel bandwidth, and corresponding
spectrum availability; (2) adaptability to transmission distortion (such as
nonlinearity); (3) complexity, reliability, and cost of equipment; (4) anti-
interference and anti-multipath capability.

3.2.2.1 Optimum Receiving of Binary Digital Signal

Optimum receiving refers to the best method to receive and decide “0” and “1”
against the background of AWGN, for which Nudist’s first criteria is usually used.
Such criteria is implemented as follows: the receiver demodulate “0” and “1”
signals which are subject to match filtering. The sample is performed at “0” and
“1” transition point and then the sample results will be compared with a certain
threshold value. It is “1” if higher than such threshold, or it is “0”. Therefore, the
filtering feature (namely, amplitude/phase transmission frequency response) and
threshold value must be carefully selected. The standard evaluating selection is
called “criteria”. The optimum criterion is established based on the aspect of
receiving quality evaluation. Different aspect of quality evaluation will result in

LLINY3

different optimum criteria, such as “maximum output SNR criteria”, “minimum
RMS error criteria”, “maximum posteriori probability”, and “minimum error prob-
ability criteria”, etc.

As described in reference [8]: to achieve “maximum SNR criterion”, it is
required to design a filter with transmission feature H(f) meeting the following

conjugacy equality relation, namely,

H(f) = [S(f)e]" = §*(f)elTs. (3.78)

Expression (3.78) shows that, for the filter with the maximum output SNR at
sampling point, its transfer function is conjugated with signal spectrum. Physical
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meanings of conjugacy: output noise power spectrum of the filter is coordinated
with power spectrum form of input signal. From the perspective of time domain,
impulse response of the filter is consistent with input signal waveform, so it is called
matching filter. Its impulse response is:

W) = FH(F)] = S(Ts o). (3.79)

Expression (3.79) shows that impulse response compatible with match filtering
design requirements shall be equal to waveform function of transmission receiving
signal S(¢) that is folded and delayed T.

These references also point out: “optimum receiver”, “minimum error probabil-

ity receiver”’, “maximum SNR receiver”, “matching filter” of binary signals con-
tains the same meaning. The system design should meet the following conditions:

(1) The amplitude-frequency transmission features of the system are conjugated
with signal spectrum.

(2) Phase-frequency feature of the system is linear.

(3) The threshold decision value is half of code pulse value, and the sampling point
is the momentum at which code cell is ended.

3.2.2.2 Optimum Receiving of “Non-bandlimited” Linear System

Definition of “non-bandlimited”: the bandwidth of channel is unlimited (or little
limitation) in relation to signal spectrum. For the perspective of reception, it means
that all spectrum of the signal won’t be limited by bandwidth of channel (band
limitation) and the signal can be passed through in whole or in substantial parts. Its
equivalent transmission mode is as shown in Fig. 3.13.

In Fig. 3.13, HH{(f) represents transmitting filter, Hgz(f) represents receiving
filter; modulation/demodulation is “non-bandlimited” and linear. S;(f) and S,(¢)
respectively are input and output baseband signals; matching filters achieves the
optimum receiving. S;(¢) is binary digital signal of “0” and “1”, and its code element
waveform is shown in Figs. 3.3, 3.4, 3.5, 3.8, 3.9, 3.10, 3.11, 3.12, 3.13, and 3.14:

The pulse code is ideal rectangular signal. When appearance probability of “0”
and “1” equals to 1/2, Fourier transformation of S;(¢) is as follows:

sin (zfT) o—infTs

S(f) = AT 2

(3.80)

SM Moduate H /) Ha f) H demo dulaxe}_» Matching filter i(i)

Hu(f)

n(t)

Fig. 3.13 Transmission model of “non-bandlimited” linear system
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According to the foresaid optimum receiving criteria, the transfer function of its
matching filter is determined upon expression (3.78), i.e.,

sin (zfTs) T
ﬂ'f TS

A in (2fTs) o .
HP) = S*(Fre-2Ts — AT SIS ar oty
(f) (fe A T e

$in (afTs) _jasr
. .

S*(f) = ATs

(3.81)

An impulse response of “integral-reset” filter is as shown in Fig. 3.15.
Its frequency response H,,(f) is Fourier transformation of 4,,(f), namely,

sin (zfTs) oifTs

Hu(f) = hoTs s (3.82)
It is shown that:
2A
H(f) = h_OHM(f) (3.83)

The two filters are the same in frequency response and the difference between
them are only a constant. Therefore, “integral-reset” filter is matching filter of
non-bandlimited binary non-reset rectangular pulse code signal. Due to the
non-bandlimited feature, there is no inter-symbol interference under Nudist’s first
criteria.

The principle diagram of “integral-reset” filter is shown in Fig. 3.16.
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Fig. 3.16 Principle {1 .
diagram of “integral-reset”
filter applicable to

rectangular pulse code Si(9) T So(?)
matching filter
£ =Ty
Transmitting filter channel receiving filter equivalent
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Fig. 3.17 Baseband transmission system model

In Fig. 3.16, the switch operates for reset and release. It closes at T, and
disconnects quickly.

In digital circuit, integral can be achieved through “accumulation” and release is
achieved at T by code clock reset.

It is noted that the foresaid matching filter is only applicable to non-bandlimited
and non-reset rectangular pulse code sequence. For other band-limitation conditions,
“integral-reset” filter cannot provide optimum receiving of match filtering.

3.2.2.3 Optimum Transmission Response of “Bandlimited”
Linear System

In Sect. 3.2.2.2, it is assumed that the channel bandwidth is unlimited. In fact,
band-pass filter typically is set in the channel and used to limit signal bandwidth.
The band-pass filter can provide the following functions:

(1) Increase number of channel for multi-path communication by improving
spectrum utilization within the frequency band. For example, the formation
filter with the raised cosine roll-off feature is used to reduce signal spectrum
while the Nyquist’s first criteria without inter-symbol interference will be met.

(2) Limit out-of-band power and harmonic at transmitting end to prevent harmonic
from interfering.

(3) Filter noise on the repeater to increase SNR.

In Categories I and II of space communication, the items (1) and (2) above are
not complied with seriously as in other communication modes.

Baseband transmission mode of digital transmission system is shown in Fig. 3.17.

Optimum transmission of “bandlimited” linear channel must meet the following
three requirements:

(1) Transmitting spectrum must be limited within certain bandwidth range. To
improve spectrum utilization and reduce interference between adjacent



266 3 Information Transmission Technologies

channels, the framework for transmission spectrum of carrier keying signal
can be set to limit the power spectrum within this framework. Definition of
transmission spectrum framework actually brings about requirements for
bandwidth and out-of-band attenuation of Hy(w), which can be implemented
through “formation network”.

(2) Receiving/transmitting synthesis frequency response shall meet the conjugate
match filtering conditions as discussed above, namely,

Hr(w) = BHg(w)e 7. (3.84)

(3) Receiving/transmitting synthesis response must satisfy Nyquist condition.
According to baseband transmission principle, the receiving/transmitting synthesis
response must meet the following condition in order to remove inter-symbol
interference at sampling point.

Hr(w)Hg(w) = CN(w)e 7", (3.85)

where C is constant, ¢, is delay time; N(w) is the response meeting Nyquist’s first
criteria.

According to paragraphs (2) and (3) above, H{®w) and Hz(®) must meet square
root Nyquist response, namely,

Hr(w) =C+/N(w)ejon

Hg(w) = C2y/N(w)e 7", (3.86)

where C, and C, are constant; #; and ¢, are delay time.
According to without inter-symbol interference criteria for sampling value decision,
i.e., Nyquist’s first criteria, the baseband transmission feature usually employs:
Amplitude-frequency feature:

1—
TS OSla)'S( T:Z)ﬂ'
Ty L Ts = (1—-a)rx (1+a)z

={¢ 221 2 = = — < <
N() > + sin 2\ Ts ® T o] < TS (3.87)
1
0 0] > (1+a)x
T

where N(w) = H{(w) - Ho() - Heq(w) - Hr(w) is total amplitude-frequency feature;
T, is width of code element; « is roll-off efficient.

Expression (3.87) is considered as raised cosine roll-off filter, and the waveform
output by such filter is called raised cosine roll-off wave waveform, with amplitude-
frequency response as shown in Fig. 3.18.
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Fig. 3.18 Nyquist response N(f)/N(0)
of raised cosine roll-off

0.5

In Fig. 3.18, a is roll-off efficient and can be taken between 0 and 1. The lower a
is, the narrower the bandwidth of N(f). fy=/f,/2 is called Nyquist bandwidth.
Whatever «a is, the amplitude-frequency feature at fy is 6 dB smaller than that at
fo. When a =0, f;b/s symbol rate can be transmitted within f;/2 Nyquist bandwidth.
Therefore, the first condition meeting the optimum transmission response actually
is equivalent to select appropriate roll-off coefficient to make the transmitting
spectrum meet the framework requirement. The transmitting frequency spectrum
with certain response requirement to formation can use both frequency domain and
time domain methods.

According to expression (3.86), there is square root relation between N(w),
H,(w) and Hy(w), so H, and H/(w) are also called root cosine roll-off filter.

3.2.3 Digital Modulation/Demodulation Technology

3.23.1 Requirements of Vehicle C&T and Information
Transmission System for Modulator/Demodulator

The basic function of modulator is to shift the frequency spectrum, i.e., shift the
baseband signal to the channel of corresponding frequency band for transmission.
Such function can be achieved by two steps: firstly, modulate the baseband signal
containing information onto appropriate carrier; secondly, shift that to RF band
applicable to channel transmission through up-conversion. These two steps can be
performed at the same time. The information transmission has the basic require-
ments to modulation/demodulation for frequency band utilization and power
utilization. The power efficiency and bandwidth efficiency for modulator design
are two very important performance specifications used to compare different
modulation modes.

(1) High power efficiency (also called power availability): refers to SNR (E,/Ny)
required by transmitting per bit information under certain bit error rate. It is also
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characterized by bit error rate function of E,/N, as independent variable,
namely, when E,/N, is given the smaller bit error rate, the higher the power
efficiency of the modulation mode becomes. The smaller the deterioration of
power amplification nonlinearity to bit error rate, the higher the power efficiency.
For information transmission, the flight vehicle is required to transmit power as
high as possible. However, because the space on the flight vehicle is very limited,
the transmitter on the vehicle is required to minimize the volume, weight, and
power consumption and provide high efficiency. Thus, such system on the
vehicle typically is power limitation system, whose power amplifier shall operate
at full saturation and signals approximate constant envelope status in order to
achieve high conversion efficiency. For the transmitter operating on nonlinearity
status, if the signal output by the modulator has fluctuated envelope, then the bit
error rate may increase due to (AM-PM) and (AM-AM), and the frequency
spectrum may be spread and thus violate the requirements of telecommunication
authorities (such as ITU) for signal spectrum. Therefore, it is essential to perform
constant envelope modulation.

(2) High bandwidth efficiency, also known as bandwidth utilization: refers to the
ratio of data rate to bandwidth ((b/s)/Hz), namely, it means the bit number
which is allowed to be transmitted within 1 Hz bandwidth under given bit error
rate. The information transmission system that has limited available frequency
band is a limited bandwidth system. To provide more channels (such as
telemetry) or higher bit rate (such as remote sensing) within limited frequency
band, the frequency band utilization shall be improved to increase bandwidth
efficiency, namely, the signals output by modulator are required for high
information rate ((b/s)/Hz) as possible within unit frequency band. This
means that the main lobe of power spectrum of modulated wave shall occupy
signal energy as much as possible, and the lobe shall be narrow and have rapid
roll-off characteristics, as shown in Fig. 3.19. Additionally, out-of-band
attenuation shall be strong and sidelobe shall be smaller, which will cause
smaller interference to other paths, as shown in Fig. 3.20.

\ G(f)

Small sidelobe

Fig. 3.19 Power spectrum 0
of modulation signals f
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Fig. 3.20 Typical spectrum bandwidth measurement methods. (a) half-power bandwidth;
(b) null-to-null value bandwidth; (c) equivalent noise bandwidth; (d) partial power capacity
bandwidth

For bandwidth definition, several methods are provided currently.

1) Half-power bandwidth: signal power spectrum is located within =3 dB bandwidth
with the center of peak.

2) Null-to-null bandwidth: the width of main frequency spectrum lobe

3) Bandwidth of equivalent noise B, it is expressed as:

S ISP

3.88
max/|S(f)|* 588)

where S(f) is power spectrum density (PSD).
4) Partial power capacity bandwidth: the bandwidth containing designated percentage
of signal power.

In addition to the foresaid two main performance specification requirements, the
modulator and demodulator are required to be simple and practicable, small
influence of undesired factors, low demodulation threshold, small volume, and
low price, etc.

For modulator design, there are modulators with high power efficiency (such as
constant envelope modulator) and modulators with high bandwidth efficiency (such
as Nyquist bandlimited modulator). However, power efficient usually conflicts with
bandwidth efficiency, so sometimes we can only make a compromise between
them. In this case, a quasi-constant envelope modulator is produced. Based on
this concept, we will discuss the digital modulation/demodulation technologies that
are frequently used in flight vehicle C&T and information transmission.
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3.2.3.2 Modulation Mode with the Highest Bandwidth
Efficiency-Nyquist Bandlimited Modulation

Block diagram of Nyquist bandlimited modulation is as shown in Fig. 3.21.

In Fig. 3.21, Nyquist formation filtering plays a role of bandwidth limitation
to improve bandwidth efficiency. Such modulator has the highest bandwidth
efficiency and modulation envelope fluctuation [9]. Ideal Nyquist bandlimited filter
is a rectangular baseband filter and can be expressed as:

S 0 ‘w’ >l
S(@)= {SoT Constant |w’ <z/T’ (3.89)

where T is width of code element; and S is gain constant.

This is the transfer function of ideal low-pass filter with phase feature constantly
being 0, and its impulse response shall be sinx/x waveform, as shown in Fig. 3.22.
Such waveform will not be 0 for r=0 and be 0 at other sampling times (+=KT,
K #0), which means that there is no inter-symbol interference when such wave-
form is used as receiving waveform. It is shown from Fig. 3.22 and expression
(3.89) that when the width of distortionless transmission code element is a sequence
of T, the required minimum bandwidth shall be 1/(2T) (angle frequency is z/T).
Generally, 1/(2T) is named as Nyquist bandwidth, and T as Nyquist time interval. If
the transmission rate of sample is 1/7T, the required frequency width is 1/(2T). The
frequency band utilization will be 2(b/s)/Hz, when impulse response of ideal
low-pass filter is used as receiving waveform and the sample sequence is binary
signal. If the sample sequence is n-element signal, the frequency band utilization

Binary code Nyquist
—]
formation
Fig. 3.21 Nyquist band-
limited modulation COSwc !
S(¢)
o ,/\\ y \ /\ /
MT_3T 2T T 0 2T I _AAT o

Fig. 3.22 1deal low-pass impulse response
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Fig. 3.23 Raised cosine
roll-off signals with S(IT)
different roll-off coefficient

shall be (21o0g,n)(b/s)Hz. It is the highest frequency band utilization achieved under
distortionless sample.

The distortionless transfer conditions of sample value expressed by expression
(3.89) and Fig. 3.22 only has physical meaning and cannot actually be achieved in,
because it requires the transfer function to have unlimited cliffy transition zone. In
practice, the waveform without crosstalk with the center of z/T and transition zone
of odd symmetry raised cosine shape is widely applied and generally called raised
cosine roll-off signals (note: here “roll-off” refers to spectrum transition features
but not waveform shape). The waveform is as shown in Fig. 3.23 in case of different
roll-off coefficients [9]; where, @ =0 is corresponding to Nyquist band-limitation
with the narrowest bandwidth.

Figure 3.23 shows normalized waveform. It can be seen from Fig. 3.23 that the
cross interference of raised cosine roll-off signal is always 0 before and after sample
point. Therefore, the distortionless transmission conditions of sample are satisfied.
The lower the roll-off coefficient is, the higher the waveform fluctuates, but the
transmission band will reduce; conversely, the higher a is, the lower the waveform
fluctuates, but frequency band increases. There are two extreme cases: when a =0,
namely, in case of Nyquist band-limitation with the narrowest band, there is no
crosstalk waveform; when a = 1, the occupied frequency band is the widest, being
two times of such band width when a = 0, therefore; the band utilization decreases
to 50 %, i.e., 1(b/s)/Hz (in case of binary sample sequence).

Considering that receiving waveform will be sampled again in regeneration
decision to obtain distortionless sample, but it is impossible to implement ideal
instantaneous sampling, namely, it is impossible to eliminate all error at the
sampling time and sampling pulse width will not be 0. Therefore, in order to reduce
influence caused by sampling timing pulse error, the roll-off coefficient a cannot
be too small and usually >0.2.
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3.2.3.3 Modulation Mode with High Power Efficiency

Constant envelop modulation is often used to obtain high power efficiency. The
constant envelope modulation methods include: frequency shift keying (including
BFSK, MFSK), phase shift keying PSK (including BPSK, DPSK, QPSK, OQPSK,
and DQPSK), continuous phase modulation (including MSK, GMSK, TFM, etc.).
Their spectrum bandwidth varies from each other. In case the band is not limited, the
envelopes of foregoing various angle modulation signals are constant, and their
envelop fluctuation are different after being bandlimited. In the section below, the
common constant envelope modulation mode frequently used in C&T communication
will be introduced.

(1) BPSK (binary phase shift keying)

BPSK modulation: code “0” and “1” are represented respectively with initial
phase of carrier 0° and 180°, and it is modulation of suppression carrier.
BPSK demodulator mainly includes: squared loop and Costas loop demodulator.

(2) DPSK (binary differential phase shift keying)

DPSK modulation: code “0” and “1” are expressed by relative change of carrier
phase. In common, the phase is unchanged when code is “0”, and the phase has a
180° change when code is “1”. It is also modulation of suppression carrier.

Since DPSK is to make comparison before and after the code, there is no phase
fuzzy. However, when noise before and after the code overlaps, increment in noise
will increase bit error rate. Therefore, bit error rate of DPSK will be 1 times higher
than BPSK.

(3) QPSK (quadrature phase shift keying)

M-ary phase shift keying means that carrier phase has M kinds of values. When
M =4, it is QPSK, and the phase value is 0, /2, 7 and 37z/4, respectively
corresponding to 11, 01, 00, and 10 after the input serial code stream undergoes
serial-parallel conversion. Since two-channel parallel sequences with a half rate is
formed after serial-parallel conversion, the occupied bandwidth is halved, therefore,
the bandwidth utilization of QPSK is two times that of BPSK, but power utilization
will not change.

Similarly, MPSK totally has M phase values quantized per (27/M). Compared
with BPSK, the standard gain of its bandwidth efficiency is log,M but the power
efficiency is unchanged. The rate reduces to log,M times.

Compared with BPSK, the shortage of QPSK is to solve four kinds of fuzzy.
Likewise, MPSK is also required to solve M-times fuzzy.

Another kind of QPSK modification is UQPSK (unbalanced quadrature phase
shift keying modulation), which modulate different symbol rates in I and Q
channels. Meanwhile, different power shall be distributed when I and Q are
integrated. Such modulation method is frequently used in synthesis of different
code rate information.
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(4) OQPSK (offset quadrature phase shift keying)

OQPSK modulation is formed through offsetting the data code of I and Q
channels in QPSK at a width T}, of input data bit.

Since the change status of two data stream does not appear simultaneously, polarity
hop of one-channel data stream appears among the interval of sign bit of another channel
data stream; thereby eliminating the possibility of S(#) phase 180° hop. The phase hop is
only limited within £90° and the integral points may change every T}, seconds.

(5) CPM (Continuous phase modulation)

CPM means that the phase of the modulated wave changes continuously, with
high bandwidth efficiency. Currently, the main modes are as follows:

1) Minimum shift keying modulation (MSK): Such mode changes the rectangular
modulation waveform of OQPSK to a half-sine pulse for modulating carrier, thus
forming MSK modulation. The mathematical expression of such modulation
wave is the same as that of frequency shift keying (FSK) signals with modulation
index being 0.5. The minimum modulation index that common FSK may achieve
is 1, which may be smaller if the aforesaid modulation method is adopted,
therefore, it is called the minimum frequency shift keying. The expression of
power spectrum density is:

S () = 16PcTy [

= (3.90)

cos 2z (f —fC)Tb]2
L= [(f =fOTw"|

where Ty, refers to width of code; f¢ is carrier frequency; P means carrier power.
Compared with OQPSK, the main lobe of its spectrum is wider and the side

lobe is lower.

Gauss MSK (GMSK) modulation: filter the OQPSK-modulated pulse with

Gauss-type low-pass filter and then modulate the carrier, thereby forming

GMSK modulation. Frequency response of Gauss low-pass filter is:

2

~

1 ’In2
G =57 exv[—fZan } (3.91)
b

where B,G(f) is 3 dB bandwidth of G(f).

Main lobe of GMSK spectrum is narrower than that of MASK, but its side
lobe is very low.
Multi-modulation index continuous phase modulation system (CPM modulation
system): CPM system is in material FM and alternatively uses each code with
several phase modulation index in order, therefore, the phase modulation indexes
are multiple, thereby realizing continuous phase modulation. Its frequency
spectrum is more concentrated and bandwidth efficiency is 1.5 times higher
than that of FQPSK system. It is clear that such modulation system witnesses
further improvement and has a prospective future.

3

~
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(6) BFSK (binary frequency shift keying)

FSK modulation was widely applied in TT&C and information transmission
system and currently is used in command system. Compared with PSK, it is
characterized by simple receiver without complicated phase-lock loop. For it,
only two band-pass filter and envelope detector are required to promptly recover
original baseband signal, without phase fuzzy problems arising out of PSK system.
Weak points of FSK system: power efficiency and bandwidth efficiency are poor.
Under the same BER condition, E,/N, is 3 dB higher than PSK, and the bandwidth
occupied by FSK is 1 times PSK.

(7) Bit error rate calculation of digital modulation systems

Calculation formula of bit error rate P, of several common digital modulation
systems and occupied bandwidth is as shown in Table 3.2 [10].

(8) Comparison among several constant envelope modulation

Constant envelope modulation modes consist of QPSK, OQPSK, MSK, and
GMSK. Frequency spectrum diagram of the four modulation modes is shown in
3.24, and the comparison information as listed in Table 3.3 [10].

After the four systems are band-limited, in the case of band-limitation
Bir=1.5/T,, the bit error performance caused by non-linear channel is shown in
Fig. 3.25 [10].

Table 3.3, Figs. 3.24 and 3.25 show that within the band-limited non-linear
system, the performance modulated by MSK and GMSK is superior to QPSK and
OQPSK, namely, in the case of band-limitation, the constant envelope characteristics
of the former is superior to the latter.

Table 3.2 P, calculation formula of common digital modulation systems and occupied bandwidth

Baseband Modulated carrier
Modulation mode P, bandwidth W | bandwidth B,.
_ 1
BPSK %erfc\/f/:f, Ry =1 2Ry,
_ 1
QPSK %erfc\/% Ry = 2T, Ry
0
_ 1
MSK %erfc\/f/:; Rb = Z_Tb lst
DPSK %e*Eb/No Ry = Tih Ry,
Coherent FSK %erfc\/f;" Ry =7 4R,
0
Non-coherent FSK %g*Eh/ 2No Ry = TL., 4Ry = le
Sampling detection of baseband signal lerfc \/g Ry, = TL., Ry
integral 2 No

Note: P, is bit error rate per each information bit, W is occupied bandwidth of baseband
digital signal (main lobe bandwidth, Hz), B, is occupied bandwidth of side carrier/carrier
modulated by baseband digital signal, R, is data rate of information bit (b/s), R is symbol
rate of channel (S/s), where, the numerator S represents symbolic number, denominator s
represents second
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Table 3.3 Comparison among QPSK, OQPSK, MSK, and GMSK

S/N | Item QPSK | OQPSK | MSK GMSK*
1. Power within Bz =1.5/T, 94 % 94 % 99.5% 1999 %
Envelope variation of bandlimited signal 100 % |30 % 0 0

3. BER performance loss of ideal QPSK relevant | 0 dB 0dB 0dB 0.1 dB
to linear channel

4. BER performance loss of ideal QPSK relevant | 1.1dB |1.0dB |03 dB |0.5dB
to non-linear channel

5. Sidelobe level generated after bandpass —15dB | -25dB | -30dB | -35dB
amplitude comparison
6. Whether RF filtering is required before linear | Yes Yes Yes No

power amplification is conducted?

7. Sensitivity of BER performance upon timing | Middle |Middle |Low Low
error

8. Hardware complexity 100 110 120 120
Note: * represents IF or RF filtering is not required for GMSK, only baseband filtering is needed;

corresponding to baseband bandwidth, the performance is By, = 0.5/T,; the other three systems
requires RF filtering

Normalized power spectrum

0 1.0 2.0 3.0
Normalized frequency (f-fc)To

Fig. 3.24 Power spectrum density distribution of the four modulated system signals

3.2.3.4 Quasi-constant Envelope Modulation

It is a compromise between constant envelope and non-constant envelope.

Due to the aforesaid negative influence caused by band-limitation and nonlinearity,
it is necessary to seek other modulation systems which shall ensure the envelope
amplitude is constant after the carrier passes through band-limitation, which is called
quasi-constant envelope modulation. Owing to small envelope fluctuation and AM,
therefore, the influence of AM/PM and AM/z(@) upon BER is very small.
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Fig. 3.25 Simulated curve 10°
of BER performance under
non-linear channel in case
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Fig. 3.26 Principle block diagram of FQPSK-B modulation

There are many quasi-constant envelope modulation modes, in which, the
quadrature phase shift keying (FQPSK) for which relevant patent is issued to
Feher as the prospective future. The principle block diagram is shown in Fig. 3.26.

In Fig. 3.26, Ts means symbol duration; Q-branch delayed Ts/2 implements
OQPSK modulation, and I and Q branches are coded to raised-cosine waveform
through IJF to achieve the purpose of no intra-pulse interference. If such waveform
is directly used to conduct I and Q modulation, its envelope will accept 3 dB
fluctuation. To achieve constant envelope, cross-relevant calculation is made for I
and Q channels. Such cross-relevant make the carrier amplitude constantly approx-
imate. According to the above, FQPSK can realize band-limited filtering without
inter-symbol interference and can make modulated carrier envelope constant.
Thereafter, a FQPSK-B system which adds post filter to cross calculation unit is
developed. Its constant envelope feature is not so sound but the frequency spectrum
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is concentrated. Currently, FQPSK-B has been listed into IRIG-106-2000 telemetry
standards and is evaluated as follows: “the standard transmission method of digital
signals is FQPSK-B when the more efficient bandwidth utilization is required.
FQPSK-B approximates constant envelope and is applicable to nonlinearity ampli-
fication channel, with very small spectrum expansion and mild detection perfor-
mance degradation.” According to this, in multi-channel signal transmission with
band-limited, FQPSK-B is a better system.

Reference [9] analyzes the power spectrum density distribution different
modulation made and average bit error rate characteristics of FQPSK. The results
shows that FOPSK-B is best from frequency spectrum measurement, and the others
are successively: FQPSK-B, GMSK (BT, =0.5), FOPSK, MSK, OQPSK. As an
example, if “OQPSK +0.5 roll-off filtering” is improved to be FQPSK-B, for
—30 dB inter-channel interference, the spectrum utilization increases by three
times, correspondingly, the bit rate can increase three times or the band-limited
bandwidth can be narrowed by three times; but when FOSK is adopted to decrease
bandwidth, it would cause loss to the error rate. For example, when E,/Ny = 9.5 dB,
the error rate of OQPSK is 107>, and the error rate of FOPSK network code is 10‘4,
OQPSK receptor of FOPSK is 107>,

3.2.3.5 Comparison of Various Modulation Modes [11, 12]

CCSDS developed a research through which frequently used high bandwidth
efficiency modulation modes are compared. The modulation modes include:
PCM/PM/NRZ, PCM/PM/biphase, QPSK, MSK, 8-PSK, BPSK/NRZ, BPSK/
biphase, OQPSK, GMSK, and FQPSK-B. Research results shows that [9]:

@® The bandwidth of FQPSK-B is the narrowest (the bandwidth efficiency is the
highest) and only has small E/N, loss compared with BPSK/NRZ;

@ The bandwidth efficiency of GMSK ranks as second place;

(3) When high bandwidth efficiency is required, grid coding and 8-PSK is a good
project.

@ When code rate is not very high, Turbo coding and BPSK/NRZ modulation
combining with coding efficiency being 1/3 s is a modulation method with high
power efficiency.

3.2.4 Channel Coding/Decoding Technology

3.2.4.1 Characteristics of Channel Coding/Decoding in Vehicle
C&T and Information Transmission System

In TT&C and information transmission system, channel coding technology is
widely applied to obtain coding gain, thereby reducing requirements for E,/Ny.
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Channel coding of vehicle CC&T has unique features. Adoption of channel
coding technology is attributed to the following five aspects (same physical meaning
but different requirements):

(1) Increase operating distance: preconditioned that the transmitting power and
ground receiving BER of the flight vehicle is not changed, the operating
distance is improved due to acquisition of coding gain. This is very important
to deep space TT&C.

(2) Reduce transmitting power of flight vehicle: under the conditions of unchanged
operating distance and bit error rate, transmitting power may be reduced, which
is important to the vehicle TT&C and information transmission system with
limited volume, weight, and power consumption.

(3) Increase communication capacity: with increase in transmission information
channels, the transmission code rate increases accordingly. After coding gain of
error-correction coding is obtained, the higher code rate can be transmitted
under the same BER and transmitting power in power-limited system.

(4) Anti-interference: it has anti-interference function against continuous random
error interference. RS coding has anti-interference function against burst
interference like flame interference. Interleave coding has anti-interference
function against the burst interference caused by multi-channel interference
such as deep fading.

(5) Anti-interception and encryption: establish a code library with different coding
modes, including plain code and secret code. In the case of application, these
codes shall be frequently changed to obtain confidential performance.

Figure 3.27 shows several typical channel coding performance curves in CCSDS
Standard [13]. According to such figure, in the case of 1077 BER, RS(225, 233)
+ CONV(7,1/3) can obtain coding gain of (9.6 —2.4)dB = 7.2 dB, with Turbo code
being 9.7 dB, which shows that the coding gain stays at a high level and close to
Shannon limit.

3.2.4.2 Basic Concept of “Shannon Limit” and Channel Coding

(1) Shannon’s Capacity Theorem

Channel coding can obtain coding gain which is limited. Its maximum is limited
by “Shannon’s Capacity Theorem”.

Shannon’s second law (error-correction coding theorem) proves that when the
information transmission rate R,, is lower than channel capacity C (also known as
error-free capacity), a coding proposal can be used to implement error-free transmission.
Channel capacity is a function of the channel features and, in additive white Gaussian
noise, can be expressed as:

C=B log,( 1+ (3.92)
o NoB)’ .
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Fig. 3.27 Channel coding performance recommended by CCSDS Standard

where C is channel capacity (bit/s); B represents transmission bandwidth (Hz);

P means power of receiving signals (W); Ny means power spectrum density of
single sideband noise (W/Hz).

After normalizing bandwidth B, the result is:

C Eb Rm
E—logz[l—klv(](B)] (3.93)

Because of P =EuR,,, (E,, denotes signal energy per bit at receiving end, R,,
denotes transmission bit rate per second); therefore, according to Shannon‘s second
theorem, let C in Expression (3.93) equal to R,,, (C =R, meaning that transmission
rate equals to channel capacity), we can obtain the relation curve between E/Ny and
R,/B, as shown in Fig. 3.28. The curve represents whether arbitrarily small error
probability can be realized when the system operates on a parameter point (Ey/Ny,
R,,/B), the boundary is Shannon Capacity Limit in general meaning and represents
the arbitrarily small error probability that can be realized through coding when the
system operates on the left of or over the curve. Therefore, there is a minimum Ey/

Ny for any R,,/B, the arbitrarily small error probability can be realized only when it
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equals or is larger than the minimum E/N,. It can be realized through error-
correction coding, for example, the arbitrarily small error probability can be
realized through adopting Turbo code or lengthen block length in block coding.
Figure 3.28 shows that for fixed R,,, when bandwidth B is very large, the required
Ew/Ny approximates to the minimum value —1.6 dB, also known as Shannon limit;
namely, the minimum limit realizing O bit error rate is —1.6 dB. If the minimum E}/
Ny cannot be satisfied, it is impossible to realize error-free transmission whatever
non-bandlimited channel or forward error correction is employed.

Approaching Shannon Capacity Limit is a goal pursued by error-correction
researchers for a long term and currently approximated by Turbo code and LDPC
code. However, appropriate matching of information source and channel shall be a
precondition for such realization; furthermore, some costs may be spent in terms of
bandwidth, time delay, and complexity.

(2) Basic Concept of Channel Coding

Add redundancy code into information code to be transmitted according to
proper rules to obtain reliability of information code in transmission. The code to
be transmitted by information source is called information code (corresponding
code rate is known as information rate), the added redundancy code is redundancy
check code, the code which is generated after being encoded is called symbol code
(corresponding code rate means symbol rate). The aim of channel coding is to
obtain the highest reliability in the expense of adding the least redundancy code,
thus obtaining coding gain. Definition of coding gain: the difference between SNR
(Ep/Nyp) required by realization of the same bit error rate in absence/presence of
coding. For Ey, Ny, E, means energy per information code before channel coding
is conducted not the energy of the channel symbol code, therefore, bandwidth
increment and E/Ny loss cannot be caused due to increase in symbol rate after
channel coding.
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According to the rule adding redundancy code, they can be divided into linearity
and nonlinearity and are respectively called linear code and non-linear code.
According to functions implemented by check point, they fall into error detection
code with function of finding error and error correction code with function of
automatic error correction.

In TT&C and information transmission, convolution code, convolution and RS
concatenated code, interleave coding, Turbo code and LDPC code are mainly used
and introduced below. Most of these encoders and decoders are available in
markets; therefore, their basic principles and circuits are not introduced but their
application will be emphasized below.

3.24.3 RS Encoding

RS code is also called Reed-Solomon code, and is a kind of special non-binary BCH
code.

(1) Basic parameters of RS code

1) Input information can be divided into a group of & multiplied by m bit(kem
bit), and each group has £ symbols, and each symbol is composed of m bit
not 1 bit in BCH code.

2) Code length: n= (2" — 1) symbols or m(2™ — 1) bit, namely, a symbol has
binary m bit.

Information section: k symbols; or & - m bits;
Check section: n — k=2t symbols; or m(n — k) = 2mt bit.
Minimum distance: d =2¢+ 1 symbols, or md = (2t+ 1) bit.

(2) Error-correction capability of RS code

1) RS code is capable of simultaneously correcting random and burst errors,
and the burst error-correction capability is higher.
2) The error pattern that can be corrected by RS code are as follows:

Single burst with total length by = (t — 1)m + 1 bit;
Two bursts with total length b, = (t — 3)m + 3 bit;

i bursts with total length b; = (t — 2i + 1)m +2i — 1 bit.

The coding gain obtained by RS code is as shown in Fig. 3.29. Such figure shows
the coding bit error probability curve of RS code with m respectively being 4, 5,
6, 7, and 8 and coding rate R approximating 3/4, it is a function of SNR Ey/N.
Figure 3.29 shows that in the case of BER P, =107, the coding gain of RS code
varies between 1.5 dB (when m=4) and 3.4 dB (m =38, corresponding to code
length =28 — 1 =255 symbols).
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Fig. 3.29 BER of RS code in case of R =3/4

For RS(255,223) code, its code length =255, the code length of information
section K =223, code rate R=k/n=223/255=0.875. The performance of RS
(255,233) code recommended in CCSDS is as shown in Fig. 3.27.

3.2.4.4 Error Detection Code

Cyclic code is suitable for error detection. It has strong error-detection capability
and easy operation and is commonly used in command information transmission.

(1) Error-detection function of cyclic redundancy check (CRC) code

1) Be able to find error with burst length less than n — k + 1;

2) Be able to find most errors with burst length equal to n — k+ 1, including
27=k=D error not detected;

3) Be able to find most errors with burst length equal to n — k+ 1, including
27"k arror not detected;

4) All errors with code distance from permissible code block less than or equal
to dmin - 1;

5) All odd-numbered errors.

(2) Common CRC code

Commonly CRC codes which have been listed as international standard
include the following four codes:

1) CRC-12: generated polynomial is g(x) = I +x+x> + x> +x'' +x'?
2) CRC-16: generated polynomial is g(x) =1 +x*+x' +x'°
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3) CRC-CCITT: generated polynomial is g(x) =1 + 0+ x4 410
4) CRC-32: generated polynomial is g(x) =1+x+x>+x* +x7 +x" +2% + x'°

3 3
a2 P2 P 4 %0 4 x

where CRC-12 is used when the character size is 6 bit, and the other three are
used when the character size is 8 bit.

3.24.5 BCH Coding

BCH code is mainly used in TT&C and information transmission system, such as
BCH code (63, 56) recommended in CCSDS command. BCH code is a kind of
important cyclic code and can correct several independent random errors in a block,
being binary linear cyclic code. It is named with the initial letter of three discov-
erers’ names and is widely used, featuring strong error-correction capability and
simply structured.

To generate polynomial of BCH code:

g(x) = LCM[my (x), m3(x), . .., ma—1(X)],

where ¢ represents the number of corrected errors; m;(¢) is irreducible polynomial,
LCM means the least common multiple.

The code generated thereby is called BCH code. The minimum distance of BCH
codes is d >dy=2t+1, where d, refers to the designed distance. It can correct
t independent random errors. BCH code can be divided into two categories:

(1) Factor of code length n=2" — 1, called primitive BCH code or narrow-sense
BCH code.

(2) Factor of code length n=2" — 1, called non-primitive BCH code or broad-
sense BCH code.

3.2.4.6 Convolution Code

(1) Convolution code

Convolution code was put forward by Elisa in 1955. The coding method can be
expressed by convolution calculation (hence its name).

Different from linear block code and cyclic code, convolution code is a kind of
non-block code. Convolution code is memory coding and has a memory system for
any designated time period, n output of its encoder is not only relevant to k input
within such period, but also in connection with the first m input stored in the
encoder. Convolution code usually is expressed as (n,k,m) code or also as (n,k,m)
or (N,R), with limitation length (memory length) being N =m + 1. m is the sections
registered in encoder, with code rate being R = k/n.
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Fig. 3.30 Principle diagram of convolution code decoder

Typical structure of convolution code is a limited-status memory system
consisting of k input terminals, n output terminals and shifting register with m
sections. It is commonly called time sequence network. As shown in Fig. 3.30.

(2) Viterbi decoding

Decoding of convolution code falls into algebraic and probability decoding. As
probability decoding, Viterbi decoding is a common decoding method and was
introduced by Viterbi in 1967. Forney pointed out that it is materially the maximum
likelihood for decoding.

(3) Soft decision decoder

To improve decoding performance, the decision is modified to be a soft decision.
Soft decision refers to multi-level decision, and hard decision means dual-level
decision. In case of strong noise, useful information may be lost in deciding. After
multi-level soft decision is employed, the performance may improve by 1.5-2 dB. In
practice, considering the complexity of multi-level realization, 4-8 levels is usually
applied. Coding gain obtained by convolution coding is as shown in Fig. 3.31. The
performance of convolution code recommended in CCSDS is shown in Fig. 3.27.

3.2.4.7 Concatenated Code

Concatenated code is a special effective method constructing long code with short
code. The long code so constructed is composed of two short codes (i.e., inner code
and outer code), without complicated coding circuit. Inner code may be designed to
be of common complexity and to obtain appropriate bit error rate (typical value
ranges between 107> and 10™%). Outer code shall be designed to correct most of
errors left after inner code error correction and thus obtain approximated error code
free performance. In principal, block code or convolution code can be adopted for
inner code or outer code. At present, the commonly used and optimum performance
mix is as follows: inner code is convolution code with short constraint length
adopting soft decision Viterbi decoding; outer code is RS code with powerful
error correction capability, and can correct intra-byte and inter-byte inner codes
but fails to correct all random and burst errors.
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Fig. 3.32 Block diagram of typical concatenated code

In 1984, NASA adopted concatenated code with (2,1,7) convolution code as
inner codes and (255,223) RS code as outer codes, and added an interleaver
between inner codes and outer codes, with interleaving depth about 2-8 outer
code blocks. Its performance can enable bit error rate: Py, < 107% in case of E/
No=2.53 dB. In 1987, CCSDS telemetry series standards were established based
on such code. The block diagram of typical standard concatenated code system is
shown in Fig. 3.32. Performance of such concatenated code is as shown in
Fig. 3.27.
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3.2.4.8 Interleave Coding

The coding methods introduced above are designed for random independent errors.
In case of burst error, a series of errors will be caused. RS code has strong error
correction capability for burst errors, but it is disabled for long burst errors more
than tens of bits.

Design idea of interleave code is different from that of error-correction code. All
error-correction codes are designed to adapt to error interference, namely,
corresponding error-correction code is used for relevant interference. In case of
random independent error interference, BCH code and convolution code can be
adopted; in case of burst error interference, fire code, RS code, and other block/
convolution codes specially correcting burst errors can be used. Interleave coding is
designed to change channel interference rather than adapting to the channel interfer-
ence. Through interleaving and de-interleaving, it modifies a memory burst error
channel into a random independent error channel without memory and then makes
error correction with error-correction code correcting random independent errors.

Block diagram of interleave code realization is shown in Fig. 3.33.

For example, for the code with block length being L =M x N, M — n rows of matrix
can be constructed. After entry of code sequence, the interleave matrix memory is
written in by row and read by column. After being sent to burst channel and entering
de-interleave matrix memory, it is written in by row and read by line. Conversion
between lines and rows can convert the burst channel into an equivalent independent
channel. Such block periodic inter-leaver includes the following features:

(1) In code sequence, any burst errors with length being L <M will, after being
interleaved, become single independent errors separated at least by N — 1 bit.

(2) In code sequence, any burst errors with length being L > M will, after being
de-interleaved, convert long burst error into short burst errors with length being
L, =[L/M].

(3) Under the conditions that interleaving and de-interleaving conversion is
completed and channel time delay not counted, the code sequence will generate
2MN symbols of time delay, half of which will be respectively located at
receiving terminal and transmitting terminals.

(4) Under special circumstance, k random independent error sequences with cycle
being M will, after being interleaved and de-interleaved, generate burst error
with length as L.

r k
; A, 4, I
N I
I
I
Input x | Interleave | X | Burst | ¥ |De-interleal x" I Output
Encoder r I‘ Decoder [
: memory channel ve memory |
I
|
|
|
| Independent memoryless channel JI
i s B o e 0 S o

Fig. 3.33 Block diagram of block interleaver realization
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According to the foregoing features of the block interleaver, it is an effective
method for overcoming deep fading bit error and has been widely used. Especially,
in case of low-elevation operation and much multi-path interference, it can effec-
tively reduce error codes. However, it will bring about additional 2MN symbols of
time delay, which will impose negative influence upon real-time communication,
and improve equipment complexity for realization.

3.2.49 Turbo Code

The feed iterative structure of parallel concatenated convolution code used by
the Turbo code decoder is similar to the principle of turbine motor, so it is
called Turbo code. Soft-in/soft-out (SISO) iterative algorithm is adopted as
decoding algorithm. Turbo code has sound performance approximating to Shannon
capacity limit.

(1) Strong points of Turbo code

1) The interleaver at transmitting terminal plays a role of random code weight
distribution, namely, random coding.

2) The interleaver at receiving terminal, together with corresponding multiple
iterative decoding, allows for random decoding and can convert the burst
error into random independent error for the attenuation channel with burst
eITors.

3) Long codes can be formed with short codes through concatenated coding
and decoding which is random due to randomness of interleaving.

4) Parallel concatenated structure and the optimum multiple iterative soft-in/
soft-out algorithm greatly improve the decoding performance.

(2) Weak points of Turbo code

1) Decoding equipment is very sophisticated. The improvement algorithm to
balance decoding performance and complexity shall be sought.

2) Decoding time delay is large, which imposes small influence in deep space
TT&C. However, such delay shall be considered duly in low or high-orbit
satellite TT&C applications.

3) Floor effect is generated in case of low bit error rate, which is mainly
attributed to small free distance of Turbo code.

The performance of Turbo code recommended by CCSDS is shown in Fig. 3.34,
the used interleaving length is 16,384 bit. In such figure, the representative Turbo
code in CCSDS is compared with the currently used concatenated code.

Different interleaving length is adopted for Turbo code, the error-correction
effect is different accordingly. Additionally, when decoding is made, different
iteration times will generate different error-correction effect. The more iteration
times there are, the better error-correction effect. However, large time delay will be
introduced and code length increased.
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Fig. 3.34 Bit error features of Turbo code recommended by CCSDS

3.2.4.10 Low Density Parity Check Code (LDPC Code)

Compared with Turbo code, LDPC decoder can be implemented in parallel, thereby
realizing high-speed decoding. Additionally, LDPC code employs more flexible
design mode. Furthermore, LDPC code, as a code with the strongest error-correction
capability in channel coding, also has the performance approaching Shannon capacity
limit. Its decoder has a simple structure and can obtain extremely high throughput
capacity at the expense of a little resource. It has been recommended by CCSDS for
engineering application. Its strong points include:

(1) It is close to the theoretical limit and can obtain more coding gain.

(2) The generation matrix of such code word is cyclic on a block basis, enjoying
low decoding complexity.

(3) Provide serialization features, namely, one encoder and one decoder can imple-
ment encoding and decoding with different code length and code rate.

Recommendation by CCSDS is as shown in Table 3.4, the recommended code
rates include 1/2, 2/3, and 4/5, and the information bit length is 1,024 bit, 4,096
bit, and 16,384 bit. In the recommended code word, the fixed information bit
length allow the code word user to focus on the generated data frame length not
code rate.

Figures 3.35, 3.36, and 3.37 [14] show the performance of LDPC code listed in
Table 3.4. According to these figures, the performance difference among 1/2, 2/3,
and 4/5 LDPC code is about 1 dB when information bit length is 1,024 bit and bit
error rate 10_7; the performance difference among 1,024 bit, 4,096 bit, and 16,384
bit codons is about 0.6 dB when code rate is 1/2 and bit error rate 10",
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Table 3.4 Code length and code rate of LDPC code recommended by CCSDS
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Power and bandwidth are important specifications weighting efficiency of commu-
nication systems. In modern digital communication system design and practice, the
mainstream purpose is to improve reliability of digital communication systems that
are preconditioned and whose transmission power is not increased and bandwidth
not occupied. Under the condition of limited power, small power is desired to
achieve system performance. For this, error-correction coding may be employed.
However, the modulation rate of the modulator will increase, thus enlarging the
transmission bandwidth. Under the condition of bandwidth constraint, high-order
modulation mode may be used to improve frequency utilization. However, if it is

Fig. 3.35 Performance of length k = 1,024 LDPC codes: rate 1/2, 2/3, 4/5 (left to right)

3.2.4.11 Unification of Error-Correction Coding and Modulation
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required to ensure the same bit error performance, signal power must be improved.
In conventional digital communication system, the error-correction coding and
modulation is designed separately, therefore, the requirements for power efficiency
and bandwidth efficiency cannot be met.

Trellis coded modulation (TCM) provide solutions to solve the conflict
between power efficiency and bandwidth efficiency. It maps each code segment
after convolution coding as one signal of a group with 2"*'(n+1 means code
length) modulation signal points for signal demodulation at receiving terminal,
and then it is transformed to be code sequence which will then be sent to decoder
via reverse mapping. Tests approve that TCM can obtain 3.6 dB coding gain under
the conditions that bandwidth is not increased and information transmission rate
not changed. Since both modulated signals and convolution code can be deemed
as Trellis code, it is called Trellis coded modulation. TCM can provide redun-
dancy required by encoding through expanding modulation signal, without
increasing signal frequency bandwidth. Therefore, for the bandlimited communi-
cation system, integrated coded modulation scheme can be used to improve power
efficiency and frequency band utilization. The system may employ convolution
code or block code. Convolution code is used in TCM, which is attributed to the
fact that convolution code is more easily realized than block code and the
performance improvement so acquired is similar. Different from a conventional
receiving system which implements demodulation and then decoding succes-
sively, TCM implements demodulation and decoding at the same time. Optimum
decoding (decoding) of TCM is based on the grid chart of signals; namely, correct
path will be found in the grid chart after the channel output terminal receives
receiving signal sequence. Correct path is found through Viterbi algorithm. The
actual quasi-optimum intercept Viterbi algorithm is frequently used in practice.
Since its inception, TCM has been widely researched and applied in theoretical
and practical fields.

3.2.5 Impacts of Noise on Data Transmission BER -
Amplitude Noise Equivalent Method

3.2.5.1 Relationships Between AWGN and PSK Signal BER

In data transmission system, the LNA noise, antenna noise, and feeder noise all are
additive white Gaussian noise (AWGN).

In the case of BPSK, the BER can be expressed as below if the system adopts
matched filter without inter-symbol interference (ISI):

) e

where Pg is the BER, erfc =1 — erf(u) is the complementary error function, 6 is
Gaussian integral, and E, = A°T is the code pulse energy.
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Table 3.5 Calculated values Py 104 107 106 107
of BER
Ey/Ng 8.43 9.61 10.54 11.3

Pg — Ey/Ny curve is shown in Fig. 3.38

Table 3.5 lists the calculated values of the BER:where,

E,  C
No  (Nobr)’

(3.95)

C/Ny is the ratio of carrier power and noise power spectral density, and b, is the code
rate.

3.2.5.2 Relationships of Signal Source Phase Noise and BER —
“Amplitude — Noise Equivalent Method” [15]

The signal source phase noise herein refers to the phase noises provided with all
frequency sources in the transmitting/receiving channel, which include the master
oscillator, receiving/transmitting local oscillator, atomic clock, and reference
sources at all frequencies. The phase noises produced by these sources may add
the phase modulation noise interference to the modulated signal before modulation,
thereby affecting the BER.

The phase noise spectral power density caused by the amplitude WGN aforesaid
is a plain white phase noise, with the phase noise power spectral density ¢, of its
single sideband to be:

N,
#no = o (unit : rad? /Hz, dB : dBc/Hz)

N
05} =2¢,Bn = 2(%) B, (unit : rad?), (3.96)
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where ai is the phase jitter RMS value caused by the amplitude noise, and B,, is the
baseband equivalent noise bandwidth of the output signal of the receiving system.
Normally, if BPSK works at the optimum bandwidth, i.e., B, =~ 0.5bh,, the phase
noise power spectral density curve is as shown in Fig. 3.39.

Substituting Expression (3.96) into Expression (3.95), then the equivalent Ey/N,
caused by white phase noise power spectral density ¢,o under BPSK is obtained,
that is:

N 1((pnobr)' (397)

The essence of PSK error introduced by amplitude noise is that the amplitude
noise triggers PSK phase jitter (with RMS value of aé) which disturbs the amplitude
of the digital demodulated signal, then the error is generated. Therefore, the impact
of phase noise against BER is equivalent to that of the same phase noise against
amplitude noise E/N,, hence the Ey/N, shown in Fig. 3.38 may be replaced with
1/(¢nob;) in Expression (3.97), to obtain the relationships of white phase noise and
BER, as shown in Fig. 3.40. Observed from the diagram, the phase noise has greater
impact on the BER under high speed data transmission (b,, greater value) and high
carrier frequency (®,, greater value):

Pno

Ny/C

Fig. 3.39 White phase
noise > f

1074 \

BPSK

1079 \

Fig. 3.40 Relationship 6 8 10 12 14 16

between white phase noise
and BER 1A @noby)
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If the phase noise is not white noise, an equivalent single-side white noise
spectral density ®,, with approximately constant value can be used to substitute
@no(f) and the BER can still be obtained through Fig. 3.40. Thus, the requirement
of BER on phase noise can be converted to the requirement on ®,,,. The condition
for @, to substitute ¢,.(f) is:

+B,
DB, = /0 (pno(f)df7 (398)

where @, is the single-side noise spectrum density.
Solution of ®,, with Expression (3.98) contains three methods below:

(1) If the measured value @,,(f) is known, then the integral is solved by computer.

(2) If the phase noise power law spectrum curve in Fig. 3.41 is known, the
Expression (3.98) is solved with graphing method, that is, let the area at both
sides of this expression be equivalent to substitute the integral of, @,o(f) as a
result, @, is obtained if A=B, and then ®,, is used to substitute ¢,q in
Fig. 3.40 and approximate the BER P, caused by phase noise. The testing
result is properly consistent with that obtained by the calculation method above.
As shown in Fig. 3.41, if b, is high, the main component of @,o(f) is the white
phase noise spectral density @, and ®,,~ ©,,.

It is worth pointing out that the assumption of constant ¢,,o(f) at high f end in
Fig. 3.41 is just a theoretical power-law spectrum model (normally phase noise
indexes are proposed based on this model). In fact, the phase noise of the actual
signal source is not always a constant value at high f end (due to the influence of
frequency responses of phased-locked loop and other circuits) and may be present
to have a cutoff region as shown with dotted line in Fig. 3.41. This will make the

equivalent @, be decreased to gono(b:,/b,.) (b, is the bandwidth of cutoff region),

®,,(f)
F

™ Py

- =k

A 4

Cutoff region

Fig. 3.41 Equivalent area method for white phase noise
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while correspondingly the equivalent En/Ny= l/(pnob; and consequently the @,
that fulfills the requirement of BER becomes:
Ny 1

Dy ~ —— 3.99
o~ o (399)

More importantly the curve in Fig. 3.41 shall be measured by spectrum analyzer, so
that @, is calculated with that curve, especially ¢,0(f) near b,, which may obtain a
different value from the specification and results in different @, solved by the
equivalent area method, therefore, such impact on BER correspondingly is different.
Currently, the phase noise with high frequency offset is not yet able to be measured
with spectrum analyzer, so it is difficult to verify the results above with testing method.

(3) If the condition of phase noise spectral density in Expression (2.32) is known, it
is substituted into Expression (3.98) for solving integral:

1 fs 1 1 h_y [ 1 1 ho, [ 1 1

Oy =— |2 —ff) +haln? 4 p | ——— | +=—5-5| +—=— | = —=

by 0 g (fs f4> 2\2 ) s \A A
(3.100)

Expression (3.100) is used to solve the characteristics of power law spectrum
shown in Figs. 3.42, 3.43 and 3.44, and the allowable Max. phase noise envelope
under all data transmission rates if Pr=10"":

Learned from the analyses above, if high-end f has greater phase noise which
worsens the BER, then the signal source adding filter can be used to reduce the
effects on phase noise at high-end f.

The deterioration value L, of equivalent carrier-to-noise ratio (corresponding to
the variation of E/Ny) caused by phase noise is analyzed as follows:

Using Expression (3.96) to calculate the phase jitter RMS O'é caused by ampli-

tude thermal noise:

6’ =2—B,. (3.101)

N, «=a-- Envelope of curve if phase noise in
SN : H . cutaft reaion in 40 MH
N Envelope of curve if phase noise in.
- . . . cutofl reion is 170 MHz
Nt S Envelope of curve il phase noise in

cutof! region is 1 2GHz

i F— i i i " i i i i Adkdoa & i i " Fa— fHz
IK 1 . M 10M 100M 1G 10G

Fig. 3.42 Maximum allowable phase noise envelopes at a code rate of 1.2 Gbps with Pz =107
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Fig. 3.44 Maximum allowable phase noise envelopes at a code rate of 300 Mbps with Pz =10""
The jitter RMS o-i caused by phase noise is:
0, = 2®yB,. (3.102)

Taking the sum of (o-i + 0(21,), then the phase jitter increment caused by addition
of phase noise is equivalent to the deterioration value L, of carrier-to-noise ratio:

2 2
[0 —l—aq,} 2
L=+" > _1+0—§’
o, o

Simultaneous calculating Expression (3.95), (3.99), (3.101), and (3.102) to
obtain:

Ey

L, =1
e +N0

by ®po (3.103)

B, =br, Le=1+5by.
The equivalent carrier-to-noise ratio deterioration value caused by equivalent
white phase noise ®,, is calculated with Expression (3.103) if the BER

(corresponding to E,/N) and code rate b, are specified.
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The Expression (3.103) is also used to solve the permitted phase jitter RMS o
caused by phase noise:

2(L,—1) B,
6o = \/2®pB, = 2L~ 1) —"(rad)

(Ev/No) b,b,
It is expressed with degree as:
2(L,—1) B,
oo =573 | —— — (). 3.104
® (Ev/No) b,b, (©) ( )

3.2.6 Impacts of Linear Distortion on Data
Transmission BER

The linear system may be described with amplitude/phase frequency characteris-
tics. The code type will be distorted in the case of improper design of such
characteristics and inter-symbol interference is produced, resulting in an increase
of BER. Data transmission system includes the following two types.

(1) Non-band-limited system: For an ideal non-band-limited system, the phase
frequency characteristic and amplitude frequency characteristic are constant,
but in fact, there always has various “weak band-limited” filters (normally
bandwidth is adopted to 1-1.5 of channel code rate) to filter all interferences
and noises. Most space data transmission systems use this system.

(2) Nyquist shaping filter that is designed strictly by Nyquist criterion.

3.2.6.1 Relationships of Phase Frequency Characteristic and BER

The curves of BRE vs Eu/Ny described in Sect. 3.2.5 are obtained under the
condition of a linear phase frequency characteristic (that is, a flat group delay
characteristic), but the group delay characteristic of an actual channel is often
bent rather than flat. This will cause different components in the signal frequency
spectrum to have different time delays, making their arrival times inconsistent
through the channel. Consequently such generated waveform distortion will result
in ISI due to the waveform tailing to the next code element (bits diffusion), which
brings serious impacts on BER, especially in high-speed data transmission
application.

Series of powers may be used to approach a bended group delay characteristic,
that is:

(@) = a0+ a1 (@ — w,) + az(w — w0)3 +az(w — a),,)3- ..

Normally it takes the first order term and the quadratic term to approximate.
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The first order term is:
D\(f) = a1(®w — w,).

The quadratic term is:

Dy(f) =a1(w— wo)z.

When the carrier is conducted PSK modulation with one rectangle phase
sequence, then the signal is expresses as:

= EOC: %cos (@y + nawy)t zoc: % — noy)t,

n=1

sin (nz/2)
nm/2

frequency, o, =2x/T;. Ty is the width of code element.

When S,(?) is obtained by z(f) of the group delay characteristic, each frequency
spectrum component (wg+ @,,) will generate corresponding phase shift ¢ +n, then
the output of channel is:

where the rectangle phase sequence is b, = w,=2xfy is the carrier

o0

00 bn bn
= Z?cos [(@wo + nay)t + @, ]+ Z?COS [(@o — nws)t + ¢,

n=1 n=1

= |x24y%cos | wor + arc tan? | (3.105)
x

where,
o0 b o0
x(r) = ZECOS (nwgt + @) Z cos (nwst — @_,)
n=1 n—1
) b 0 P
(1) = ZE’ZS n (nogt + ., Z sin (nwgt — ¢_,,)

n=1 n—=1

where x(#) and y(f) are the in-phase component and the quadrature component
respectively.

Observed from Expression (3.105), the code error is incurred by distortion of
output rectangle pulse sequence.

In actual application, it is difficult to analyze the impact of group delay variable
on BER under all modulation modes; on the contrary, it is much easier using the
simulation method. The simulation below is conducted to analyze the BER
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deterioration degree caused by all group delay characteristics (linear, parabola,
wave motion, etc.) under BPSK and QPSK. The linear group delay and parabolic
delay normally relate to the bandpass filter installed in the equipment. The sinusoi-
dal delay is usually caused by mismatched system impedance and multipath
reflection.

In simulation, the symbol rate bandwidth is equal to symbol rate. If there is no
group delay, then Ey/N, value is obtained while BER is 10~>. Then, the group delay
is changed to determine the added value of E/N in case of the same BER, where
the difference is the loss of Ey/Nj. It takes the product of symbol rate (b,) and group
delay (zp) as x-coordinate, and the loss Lp, of Ep/Ny as y-coordinate to indicate the
degradation of BER, where group delay value is the biggest variable under full
symbol rate bandwidths.

Reference [16] gives the fitted mathematical expression by simulation result curve,
which can be available for reference. For the various group delay characteristics, the
approximate relation of group delay value zp and L, can be expressed by the
following expressions:

(1) Linear group delay:

@® For BPSK: L, =0.1208(b, rD)2 +0.3537 (b, 7p)—0.0315. In the above expres-
sion, L, is the loss of E/N, b, is the symbol rate, 7 is the biggest variation
of the group delay in bandwidths of 1/b,, (b, 7p) is called normalization
group delay.

@ For QPSK: Lp = 1.0322(b, 7p)* + 1.1846(b, 7p)—0.1649.

(2) Parabola group delay:

® For BPSK: Lp, = 0.2708 (b, 7p)* +0.0284(b, 7p) +0.0016.
@ For QPSK: Lp = 0.0227(b, 7p)> +0.4471(b, 71,)—0.0449.

(3) Sine wave group delay:
@ For one cycle fluctuation, BPSK: Ly =5.5227 (b, TD)2+ 1.2265(b, tp)—

0.0349.

@ For one cycle fluctuation, QPSK: Lp=12.2102 (b, 7p)*—1.1859(b, 7p)
+0.088.

(@ For two cycle fluctuation, BPSK: Ly =1.7333 (b, TD)2+O.3O71(br Tp)—
0.0071.

@ For two cycle fluctuation, QPSK:

Lp = 2.6227(by7p)* — 0.1182(b,7p) + 0.0167. (3.106)

The test results are available for reference since they are close to the expressions
above.
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3.2.6.2 Relationships of Amplitude Frequency Characteristic and BER

(1) Non-band-limited system

As mentioned above, both distortion of waveform and inter-symbol interference
will appear if H(w)# constant, resulting in increased BER. In this case, power
series can be used to approximate the amplitude characteristics, that is:

H(f):b0+h1f+b2f2+b2f2+"',

where f'is the frequency deviation from f.
In engineering design, the condition can be satisfied by taking only the linear
term and the quadratic term.

1) Linear amplitude distortion term:
H(f) = b, +bif.

For convenient illustration, it can be normalized by by to obtain
A(f) =1+ 2.

Let Ay =b,f,/2b, and f, be code rate, then

A(f) = 1424, (j{) (3.107)

The C/N loss curve produced by the linear amplitude distortion is given in
Ref. [8], as shown in Fig. 3.45.

wn

/
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C/N deterioation/dB
2

| F Roll-off rate 0.5 -
BER=10"°
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Linear amplitude distortion A

Fig. 3.45 Equivalent C/N Linear amplitude distortion

deterioration amount caused A(N=1+24,(11,)
by the linear amplitude - code rat
Jp: code rate

distortion
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2) Quadratic amplitude distortion term:
2
H(f) = by — bof",

normalized by by to obtain A(f) = 1 — %f %

by, 44, , baf
Let = =—=,thatis A, = ——, th
e by f% atis Ap by en
2
A(f) =1 — 44, (J{—) . (3.108)

The C/N loss curve produced by the quadratic amplitude distortion is given in
Ref. [8], as shown in Fig. 3.46.

If the linear amplitude distortion term b,/b, for normalization is given,A; = L

2b,
can be used to solve A; and obtain the carrier-to-noise ratio loss L4 caused by the

linear amplitude distortion from Fig. 3.51.

In a similar way, if b,/by is given, A, =b, f§/4b0 is used to solve A, and obtain
the carrier-to-noise ratio loss L4, caused by the quadratic amplitude distortion from
Fig. 3.52.

If @), a, and by, by, b, are not given by the group delay characteristics curve and
amplitude frequency characteristics curve, the method described in Sect. 2.4.2 is
able to solve each distortion coefficient above.

5
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g
2 3t
<
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Q
o 2t
o
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) BER=10"
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Quadratic amplitude distortion A,

Fig. 3.46 Equivalent C/N Quadratic amplitude distortion
deterioration amount caused A(H)=1—4A(1/f.)?
by the quadratic amplitude 4 2017y

distortion Jp: clock frequency
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Fig. 3.47 Equivalence
model of actual
transmission function with
errors

— Ho(f) e(f) —

H(f)

(2) Nyquist band-limited system

According to the Nyquist’s first criterion and requirement of matched filtering,
the filter on the 7/R terminal shall satisfy the requirement of root cosine roll-off
filter. Normally, the filter is impossible to meet all these requirements, there are
always some errors, therefore, one transmission function H(f) with errors may be
combined with an ideal transmission function Hy(f) and error transmission function
e(f) for equivalence, as shown in Fig. 3.47.

H(f) = Ho(f) x e(f), (3.109)

where Hy(f) is the ideal characteristic, with a theoretic value of BER; e(f) is the
error characteristic deviated from the ideal characteristic, which will have an
additional impacts on the BER, that is the deterioration of theoretic value.

Therefore, e(f) shall be solved first, which is a curve not a straight line, and C/N
deterioration amount then is solved from Fig. 3.45 or Fig. 3.46 according to the
method of H(f) # constant.

There is another design method for the situation where the ideal characteristic of
a network and allowable frequency errors are given. In this case a certain form of
filter may be used to approximate such ideal characteristic within the specified error
range of frequency domain [17].

What’s the real boundary of frequency domain errors? Since the error of
frequency domain leads to the inter-symbol interference that causes BER, the
Smith error expression is used to determine their relationship. After derivation,
this expression is expressed as:

% <om, (3.110)
Yo

where y is the sampling value for input signal y; under inter-symbol interference,
@, is the RMS value of inter-symbol interference at the sampling point, and M is the
module value of the allowable Max. frequency domain error.

M is determined by amplitude frequency error € and phase frequency error x.
Under even distribution, & =k, M?=2¢*> =2k, derived from that, the relational
expression of amplitude frequency characteristic £(f) and phase frequency charac-
teristic error A@(f) shall be obtained:

e(f) < (3.111)

Sis
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M/V2
2\/1Co(F)I<[ICo(£)] + e(f)]

where Cy(f) is the required transmission function for the ideal filter.

The example below describes how to apply the Smith error expression for
integration with frequency domain method. For a baseband shaping network of
PSK system, it uses the RMS value of inter-symbol interference that is not greater
than 10 %; and according to the requirement of transmitting spectrum frame, if
roll-off factor a =0.25, and the input signal of transmitting terminal is non-zero
rectangle code pulse sequence, based on the previous analysis, the baseband
shaping filter at 7/R terminal shall have Nyquist’s root-raised cosine roll-off
characteristic, in order to eliminate inter-symbol interference and achieve T/R
conjugate matching.

As mentioned above, the amplitude error frame and phase frequency error frame
of the baseband shaping filter when a = 0.25, ®@;/yy < 10 % are given in Ref. [8], as
shown in Figs. 3.48 and 3.49. In Fig. 3.48, the transmitting filter and the receiving
filter have different amplitude frequency error frames, the reason is that the
derivation assumes the input code sequence is the impulse sequence and with
even frequency spectrum, but in fact, the code is non-zero square wave and its
frequency spectrum is sinc function, therefore, for satisfying the derivation condi-
tion above, one amplitude equalizer (mesh equalizer) shall be added on the trans-
mitting terminal for weighing the inverse sinc based on the response of amplitude
frequency transmitted by the filter. Figure 3.49 shows the error frame of phase
frequency characteristics of the whole channel from transmitting to receiving
section. With these frames, the network integration may be implemented with
frequency domain, thus to make the amplitude frequency or the phase frequency
is in the given frame. Obviously, different outcomes will be produced with different

Ap(f) < 2arc sin (3.112)

Error frame of [H(f)]

0dB

-5dB |+

a=0.25

~10dB gi/y,=10%

Fig. 3.48 Error frames of
amplitude frequency
characteristics 0 0.5 1.0

Sty
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Fig. 3.49 Error frames
of phase frequency
characteristics
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assumptions; nevertheless, this concept is valuable to use. Error frame is just an
expression way for frequency response.

3.2.6.3 Relationships of Coherent Carrier Phase Error and BER [18]

When the phase error Ag is found with extraneous signal in carrier recovery, the
output of coherent demodulation will be degraded.

(1) For BPSK signal

If static phase error is A¢, then the output amplitude of demodulation shall be
uy = (Acos Ap)/2p, where A is carrier amplitude, and for BPSK the BER is:

1 E
P.p :frfC(w/ITZcoszAga) (3.113)

The incurred carrier-to-noise ratio is:

Ly, = 20lg (3.114)

cos Ap’

If Ly, <1 dB is required, Ap <26° should be satisfied.
(2) For QPSK signal

QPSK is the quadrature sum of two-way BPSK signal. If Ap =0, the output of
coherent demodulation in each way is normalized to the amplitude of cos(xz/4); and
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when there is phase error Ag, the output signal power for coherent demodulation in
channel I and channel Q are COSZ((E/4)+A§0) and cosz((zr/4) — Ag) respectively,
then the BER of QPSK signal in case of static phase error Ag should be:

o 1 Eb T 1 Eb T
P = Zerfc [1 llvocos <Z + A(p)] + Zerfo {, /]VOCOS (Z — A(p):| . (3.115)

The incurred carrier-to-noise ratio is:

La, (3.116)

1
=201 .
g|cos Agp| — | sin Ag|

If Agp < 6°, the calculated result from Expression (3.116) is L, < 1 dB. Learned
from that, QPSK has greater BER than BPSK, because A¢ also causes cross
interference for channel I and the channel Q. The degree of sensitivity against A¢g
ranks from QPSK, OQPSK, MSK to BPSK.

If lower SNR of the carrier recovery ring leads to stronger jitter of phase, the
BER will be increased as well. Refer to Sect. 3.2.5.2.

3.2.6.4 Impacts of Phase Error of Phase Modulator on BER

Since signal loss and cross interference will be produced if the modulated value of
the phase modulator deviates from the theoretic value A, thus to bring out loss of
carrier-to-noise ratio. The relationships of phase error and loss of carrier-to-noise is
shown in Fig. 3.50 [18]. In addition, the parasitic amplitude modulation of the
modulator shall be controlled to prevent the effect for BER from conversion of
AM-PM.

BER=10°
/m
z 64QAM
g2
s
2
3
S 1
<
S
Fig. 3.50 Relationships of 0°

carrier phase error and
carrier-to-noise ratio Phase error
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3.2.6.5 Impacts of Deviation of Bit Timing Pulse on BER

Timing pulse is generated for bit synchronization. Its deviation or jitter will lead the
sampling values of code pulses to deviate from their maximum values (this can
appear in the contrary way, i.e., the code pulses jitter instead of sampling pulses),
causing the BER to be increased and the equivalent C/N deteriorated. The amount
of such deterioration is shown in Fig. 3.51 [19].

In Fig. 3.51, the X-coordinate is the phase deviation of timing pulse, and
y-coordinate is the equivalent C/N deterioration amount A.

3.2.6.6 Relationships of Judgment Threshold Level Changes and BER

The judgment threshold normally takes the medium value. When the threshold
changes (or imprecise), then the noise allowance of code 1 or 0 will be reduced, as
shown in Fig. 3.52 [19].

If the threshold level has changed, the noise allowance of code “1” is reduced to
(1/2+AX), but that of code “0” is increased to (1/2+AX), so that the increase of
BER caused by the former is greater than the reduction of BER caused for the latter.
Overall, the change leads to an increase of BER. Moreover, the level area that is
hardly judged, i.e., undetermined area, shall be considered in high-speed data
transmission. If the signal level is located in such area, it is equivalent that the
signal amplitude is reduced, and so BER is increased by both factors. Refer to
Fig. 3.53 for the equivalent C/N deterioration amount produced [19].

In Fig. 3.53, the x-coordinate refers to the percentage of threshold changes.
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3.2.6.7 Impacts of Standing Wave and Multipath Reflection on BER

Essentially, the standing wave, multipath reflection and group delay fluctuation of
the filter all are caused by the reflected signals. If any reflected signal is found in the
transmission system, then the amplitude frequency characteristic and the phase
frequency characteristic will be affected. Its analysis is described as follows:

For two-line model, the master signal is set as:

Up(t) = Eo cos wt. (3.117)
In the case of reflected wave, the reflected wave is set as:
U, (t) = rEy cos (ot — wrg) = rEy cos wt + rE sin wt( sin wry), (3.118)

where y is the modulus of reflection coefficient, and 7, is the time delay of the
reflecting wave relative to the master signal.
The composite signal of the master signal (direct wave) with echo wave is

U(t) =Up(t) + U.(t) = Epcos wt(1 + r cos wtg) + rEy sin wt sin oty

=EoH, (o) cos [t + ¢, (w)], (3.119)

where,

H,(w) = \/(1 +reoswrg)’ 4 (rsinwrg)? = /1 + 2rcoswrg + 12 (3.120)

7 sin w7y

¢,(w) = —arctan (3.121)

1 + rcos wty

_dp(w)  wr(r+ coswr)
T do 1424 2rcosery

7(w) (3.122)

Its maximum group delay is found at wzy = (2n+ 1)z, and the minimum value is
at nz.

From Expressions (3.120) and (3.121) we can see that when the main signal
wave Up(t) =E,coswt passes through a transmission channel with amplitude
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Fig. 3.54 Group delay fluctuation caused by reflection

frequency characteristic of H,(w) and phase frequency characteristic of ¢,(@), due
to superposition of echo waves, they will bring an impact on the BER in the way
described above. Therefore, the analysis method aforesaid may be cited here.

The reflection loss for each part normally will be specified, so during transmis-
sion process, if ¥ < 1, we can obtain that from Expressions (3.120) and (3.129):

H,(w) = /1 4+ rcoswry (3.123)

¢, (w) =~ —rsinwry (3.124)
d
7(w) = % = —I7) €S WT. (3.125)

Learned from that, the standing wave will affect the fluctuated amplitude
frequency characteristic, phase frequency characteristic as well as group delay
characteristic. Refer to Fig. 3.54 for group delay characteristic.

Multipath effect is also a kind of reflection. When the reflection coefficient is
small, it can be estimated similarly. For aerospace information transmission system,
since the target is movable, so 7y is not constant, as a result, the fluctuation
characteristic is varied. When the fluctuation characteristic is deteriorated to the
extent that the BER is increased as well, on the basis that the BER is increased with
increase of 7(w)/T., consequently, the multipath effect will greatly affect the BER at
high code-speed. In addition, the multipath effect will significantly worsen the
detectability of cross polarization, thereby causing serious interference between
the two quadrature polarized channels.

3.2.7 Impacts of Non-linear Distortion on Data
Transmission BER

3.2.7.1 Characteristics of Channel Nonlinearity

1. Definitions of nonlinearity indexes

The nonlinearity indexes mainly are described as follows: gain 1 dB compres-
sion point power, the third-order intermodulation coefficient, amplitude-phase
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conversion (AM-PM), amplitude-group delay conversion [AM/z(®)], amplitude
modulation - amplitude modulation conversion and the third-order interception
point, among which are expressed against the same nonlinearity with different
methods and are interchangeable. In data transmission system, the first four
terms are highly relevant, the first two of which describe the nonlinearity of
amplitude while the latter two are related to the nonlinearity of phase (under
nonlinearity status, the change of output phase is varied with the change of
input amplitude); for transmission of phase-modulated signal, the latter two are
more important.

2. Mathematic expressions of nonlinearity indexes [15]

Use an infinitely-many-term power series to approximate the non-linear curve,
that is:

folt) =ao + Za,,fi”(t), n is positive integral (3.126)
n=1

where fo(t) and fi(r) respectively are the output signal and input signal of the
channel, and a, is the coefficient of each order, which is a complex number
normally.

It assumes that the input signal is the sum of two sine signals at constant
amplitude, f;(t) = (A/V2) coswt + (A/V2) cos wyt, and the input power retains
the power that is at amplitude A of the single carrier signal: P, =( 1/2)A%, then
substitute the two signals into Expression (3.126) to develop many new frequency
components (the product of nonlinearity cross modulation). For slight nonlinearity
channel, taking account for filtering effect of the filter, only the fundamental wave
term and the third-order cross modulation term are usually found in the output
signal, that is:

A 9 3a3A3
Sl@ +§a3A2 (coswit + cos wst) +

82

+cos 2wy — @)t + cos (2w + wy)t + cos (2w, + w) )]

folt) =

[cos 2wy — w2)t (3.127)

According to Expression (3.127) and the definition of the third-order modulation
coefficient, we can obtain:

3a3A3 S 8 3a3A3
I = Sl —a3A St s 3.128
’ <8\/§)/[ﬁ(al g 2>} " 8ay + 93 (3128)
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Since a; and a, has opposite phase, then I,,,;; shall be a negative value. If the
input signal fi(r) is a SF sine signal, f;(f) = Acoswyt, and substitute it into
Expression (3.126) and develop the expression to obtain:

3 A? 1
folt) = (alA + Za3A3) cos wot + azT cos 2wt + é_ld3A3 cos3wor.  (3.129)

Learned from Expression (3.129), if the channel’s operating bandwidth is less
than one octave, only the fundamental wave appears in the output signal. Conse-
quently, the nonlinearity characteristic just affects the change of fundamental wave
gain, that is (a; + 3/4a3A2), and (a1 + %a3A3) is always less than the linear gain ay;
and the difference of them is varied with the increase of input power A%/2, which is
the gain compression effect of non-linear channel. The compression characteristic
defines the ratio of the amplitude post compression and prior to compression, it is
expressed as:

(alA +%03A3) 3Cl3 2
=t =1+-—A" 3.130
1 Cl]A +4612 ( )

Because a3 is opposite to a; (opposite phase), then g < 1, it is related to the input
signal A, when ¢=—1 dB, it means that the gain is compressed with 1 dB,
correspondingly, A%/2 is the 1 dB input power of the compression point.

If @, and a3 in Expression (3.129) are considered as complex numbers, take a;
for reference and let its phase be 0°, and a3 corresponds to @3, then the output
fundamental wave shall be:

3 .
folt) = {alA + Z|a3 ASe"”ﬂ cos wot = g(A) cos [wot + 0(A)], (3.131)
where,
3 2 o 272
g(A) = <a1A +ZA3|a3|cos (p3) + <4A3|a3| sin(p3> (3.132)

0(A) = —arctan (3.133)

%|a3 |A3 sin ¢
a1A +3|as|A® cos |

where 0(A) refers to amplitude-phase conversion (AM-PM), and g(A) refers to
AM-AM conversion.

The physical meaning of that is: when the carrier amplitude A changes, under
nonlinearity effect, it will lead to the variation of carrier phase 6(A) with amplitude
compression of g(A), as well as phase angular distortion, but if it is a constant
envelope signal (A retains the same), then 6(A) is also a constant value and no phase
angular distortion is produced. In addition, if there is no ¢3, let (A) =0, similarly,
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no phase angular distortion is found. That is to say, when the envelope is not
constant, only amplitude nonlinearity will not cause distortion of angle, but there is
angle distortion in the case of phase nonlinearity, which will affect the BER and the
change of frequency spectrum. Nevertheless, the amplitude nonlinearity always
accompanies phase nonlinearity.

Create simultaneous expression of Expression (3.128) and Expression (3.130),
there is:

q—1

I3 = 3.134
= (3.134)
Imr’& -1
= 3.135
1=3 1 ( )

Expression (3.135) shows the relationships of gain compression and the third-
order cross modulation. Since 1 dB compression point ¢=0.891 (201 g
0.891=1 dB) when inputting a single signal, it substitutes into Expression
(3.135) to obtain the third-order cross modulation at 1 dB compression point:

Inm3(1 dB) = —19.35 dB. (3.136)

Because fitting all kinds of nonlinearity through power series only obtains the
approximated value, the actual result will be different from the measured value
given by the expression above.

3.2.7.2 Impacts of AM-PM on Bit Error Rate

(1) In case of BPSK

Under AM-PM conversion, when the non-linear channel inputs an phase angle
modulation wave f;(f) = A cos[wot + @(?)], then fi(¢) is substituted into Expression
(3.131) and obtain:

Fo(t) = g(A) cos [wot + (t) + O(A)]. (3.137)

Learned from Expression (3.137), the change of carrier amplitude A will pro-
duce O(A) in carrier phase, which is an interference against ¢(7). If 8(A) is DC or
slowly changed interference, it can be offset by phase-lock coherent demodulation;
if 6(A) is the interference that rapidly changes and cannot be eliminated, then the
spectrum spread and the bit error rate will be increased and deviated from its
theoretic value.

Under ideal phase demodulation, the demodulated output signal just relates to
the carrier phase, not to amplitude, but if the modulator is not good enough it
produces a relationship of the demodulation output and carrier amplitude, then the
interference will appear in g(A), moreover, the bit error rate will be increased while
C/N is decreased due to compression of g(A).
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Fig. 3.55 Non-linear

distortion model of &(4)
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(2) In the case of QPSK

AM-PM conversion still affects the quadrature modulated signal. It is analyzed
that ¢(f) may not be considered during the research of quadrature interference, and
the Expression (3.137) is developed with trigonometric function to obtain:

fo(t) =g(A) cosO(A) cosw,t — g(A) sinO(A) sin w, ¢t
=g(A)cosO(A) cosw,t — g(A) sinO(A) cos | w,t + g (3.138)
=g;(A) cosw,t — gy(A) sinw,t.

Expression (3.138) is represented with distortion model, as shown in Fig. 3.55.

In Fig. 3.55, g{(A) = g(A)cosH(A),gq(A) = g(A)sind(A).

Learned from Fig. 3.55, when AM-PM conversion 6(A) occurs in the channel,
the quadrature channel will generate the quadrature component gg(A), if g(A) and
0(A) are variables and its spectrum is overlapped with the information spectrum,
then the bit error rate will be increased.

If (A) = 0, correspondingly, the interference of the quadrature channel go(A) =0,
and g;(A) = g(A) for in-phase channel. Similarly, the interferences to channel Q and
channel I are obtained from that, where the interference/signal ratio of the in-phase

channel is § = ZT(:; = zglg*“
spectrum spread, and the more deterioration the bit error rate of the two channels. As
mentioned above, for data transmission system using quadrature modulation, the
AM-PM conversion will cause to quadrature interference and lead to increase of the
bit error rate, but all these factors are decided by the change of signal amplitude,

therefore, the phase-modulation wave with constant envelope is needed.

. Consequently, the greater the ratio, the more severe the

3.2.7.3 Impacts of Band-Limited Non-constant Envelope on Bit
Error Rate

In fact, the band-pass filter normally is installed in the channel to limit the signal
bandwidth, which has the main functions as follows:

(1) Increase channels of multi-path communication by improving spectrum avail-
ability. For example, the shaping filter using raised cosine roll-off feature is
used to narrow signal spectrum and, at the same time, meet the Nyquist’s first
criteria for no inter-symbol interference.
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(2) Limit out-of-band power and harmonic at the transmitting parts to prevent
interference of signals.
(3) Filter noise on a repeater to increase SNR.

Paragraph (1) and (2) above in category I and category II space communication
are not restricted like others.

As mentioned above, in the ideal phase shift keying modes like BPSK, QPSK,
and OQPSK, the envelope of the phase-modulated wave is constant, but after band-
pass filter, part of spectrum has been filtered out, which leads to distortion of signal,
so that the envelope of the phase-modulated wave will be varied as well. Taking
BPSK as an example, during phase shift keying generating 0° — 180° phase step
point, its corresponding frequency spectrum is infinitely wide since the frequency is
the differential of the phase. If it passes through a band-pass filter, the waveform
will get distorted since not all the spectrum is passed. The resulted envelope drop
and fluctuation are shown in Fig. 3.56 [20].

Observed from Fig. 3.56c, the envelope waveform resumes to the waveform
before band-limiting after hard amplitude limiting (without phase nonlinearity) and
correspondingly the spectrum is also close to that before band-limiting. Therefore,
the functions mentioned in paragraph (1) and (2) above are meaningless. It is
pointed out in Ref. [10] that the fall of envelopes in BPSK and QPSK will reach
to 100 % under band-limiting (due to 0° — 180° phase step), and that in OQPSK is
up to 30 % (due to 0° — 90° phase step).

a Constant envelope
- - l/_ - PR - -
/\ Z\ /\V\ /\ Z\ Unfiltered QPSK
VAVARVAVERNES
b
Raising time of _|* ~ -~
envelope QPSK signal
- through strict
filtering
C

Constant
envelope ™.

7 4 VAN ANNAY QPSK signal
/\ [\ /V\ /\ Z\ through filtering
v \/ U U : and band-pass
I amplitude limiting

Fig. 3.56 Impact of band-limiting on envelope
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If the phase-modulated wave with fluctuated envelope output after band-
limiting is undergoing a nonlinear effect (AM/PM, AM/z(¢)), the phase of carrier
will be changed, which causes the phase modulated signal to be distorted, results
in spectrum spreading and inter-symbol interference, and increases the bit error
rate as well. Reference [18] reveals a study of impacts of QPSK signal on bit error
rate, that is, how the QPSK signal affects the bit error rate through power
amplification of traveling-wave tube by bring fluctuation in envelope via different
band-limiting conditions. The power amplifier of TWT operates in the non-linear
status that saturated output level rolls back 1 dB. The band-limited filter is the
four-section Chebyshev filter, where B; is 3 dB bandwidth and T is the symbol
width. In QPSK system, the relationships of it and total bit rate f,, are: Ts = 2/f,
B ITS =2B I/f S-

Learned from Fig. 3.57, under unlimited bandwidth (B,Ty=o0c0), the SNR
corresponding to the bit error rate P, = 10~ is close to the theoretic value because
of constant envelope. If the bandwidth is narrower, i.e., B;T,=1, since the
nonlinearity of TWT causes greater fluctuation of envelope that leads to greater
bit error rate, therefore, the SNR p has to raise to 17.5 dB to retain the same bit error
rate of 1077, that is, the equivalent SNR deterioration value is 5.5 dB, which is
considerable.

As mentioned above, because the band-limiting condition changes the carrier
amplitude of phase-modulated signal, then the change of amplitude generates the
inter-symbol interference through AM-PM nonlinearity effect so as to increase the
bit error rate, which constitutes the physical meaning of the impacts of nonlinearity
effect on bit error rate. If the amplitude is a constant envelope, then the bit error rate
won’t be changed, as a result, the modulation of constant envelope is a very
important technique.
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Fig. 3.58 Spectrum spreading analysis model

3.2.7.4 Frequency Spectrum Spreading Effect Caused
by Channel Nonlinearity

The frequency spreading effect means that the spectrum of a band-limited digital-
modulation signal is spread through a non-linear channel, which can be represented
with the spectrum spreading of a single frequency phase-modulated signal, its
analysis model is shown in Fig. 3.58.

In Fig. 3.58, f(t) =A,,sinQ¢ is the single frequency phase-modulated signal,
Acoswgt is the carrier signal, the phase modulated wave after phase modulation
S1(?) is the wideband signal containing @y =+ n€Q. For limiting its bandwidth, the
band-pass filter shall be set to only allow @, = Q passing through while filtering out
the signal beyond the bandwidth wy+ Q, where such signal is output S3(¢) after
linear amplification.

S1(#) can be expressed with Bessel function as:

S1(¢) = A cos (wot + msin Qr) = Z ) cos (wo + mQ)t- - (3.139)

n=-—00

where m is the phase-modulation index. As shown in Expression (3.139), S;(¢) is a
signal with wide spectrum, which can be output from @ =£ € band-pass filtering:

Sa(t) = AJo(m) cos wot + J1(m) cos (wot + Q)t — J1(m) cos (wot — Q)t. (3.140)

At that time, S,(¢) is a narrow-band signal that becomes a phase-modulated and
amplitude-modulated signal, that is, there is the fluctuation of envelope. After
passing through a nonlinear channel, S,(#) can be developed with a power series
to obtain S5(¢) (the third order approximation), that is:

S3(t) = a1sa2(t) + axs3(t) + azs3(t
= aJo(m) cos wot + J1(m) cos (wg + Q)t — J{(m) cos (wy — Q)¢
+ay|Jo(m) cos wot + J1 (m) cos (wo + Q)t — J, (m) cos (wy — Q)1]*
+a3Jo(m) cos wot + J 1 (m) cos (wo + Q)1 — J 1 (m) cos (wy — Q)1]’.
(3.141)

—~

Then it is developed with cos’A = 1/2(1 + cos 24), cos’A = 1/4(cos 3A — 3 cos A)
to obtain many combined frequency components, in which components near the
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®o fundamental wave include wq,(@wg+Q), (wo— Q), (Wo+2Q), (wy— 29Q),
(wo+3Q), and (w(-3Q), that means, the frequency spectrum has been spread.

It is a fact that more spectrum components produced in digital PM signal can be
derived from the concept of single frequency signal. The digital-modulation signal
will generate plenty of frequency components that cause the spectrum to spread
after band-limiting and nonlinearity effect, and such spread will interfere with the
neighboring channel. Therefore, the band-limiting is quite a critical issue for
multiplex digital microwave communication system, but rarely affects the digital
microwave communication for a single channel.

For a band-limited QPSK signal that is given in Ref. [18], the computer simulation
results of the equivalent baseband spectrum after TWT nonlinear amplification is
shown in Fig. 3.59.

As shown in Fig. 3.59, after nonlinear amplification, the side-lobe components
suppressed by band-limited filtering get raised up again. The degree of side-lobe
raising-up varies with that of nonlinearity.

3.2.7.5 Impacts of Nonlinearity on Frequency-Division Multiplex
(FDM) Performance

The following three issues shall be necessarily taken into considerations under
FDM operating conditions:

¢ Intermodulation noise: The nonlinearity effect will generate the new frequency
components when inputting multiple carriers, if these components fall into the
signal band, they will cause interfering noise. When generating the new frequency
components include two factors like nonlinearity of amplitude (AM-AM) and
nonlinearity of phase (AM-PM).

e Spectrum spreading.

¢ Compression of output power.
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To maximize the output efficiency of the power amplifier on a satellite, it shall
be operated close to the saturated points, nevertheless, the serious intermodulation
noise will appear when operating on multiple carriers.

(1) Intermodulation caused by amplitude nonlinearity

The amplitude nonlinearity of power amplifier can be represented with power
series. In a satellite transponder, since the bandwidth of carrier frequency is much
greater than frequency band of the transponder and the even terms of the power
series do not contain the fundamental wave components of a signal, the frequency
components fallen within the bandwidth of the transponder will not contain the
components combined with the even terms of power series and thus the nonlinearity
of the power amplifier can be simplified as:

Vo=aiVi+aV; +asVi +a;V] + - (3.142)

Since the value of a; or above is very small (taking TWTA of Ne IS-IV Satellite
as example, at the saturation point, a; = 1.65, a3 = —0.887, a5 =0.167), it can be
further approximated to:

Vo=aiVi+a3V; +asV;. (3.143)

After FDM of channel M, multiple carriers are approximated to replace the input
signals, that is:

k
Vi=>_ Accoswit+ (1)), k>m. (3.144)

i=1

Substitute Expression (3.144) into Expression (3.143) to obtain the third-order
and the fifth-order intermodulation component when input Kth sine wave, where the
number of intermodulation products are listed in Table 3.6.

The symbols A, B, C, D... in Table 3.6 respectively refer to each input
frequency, for example, A =f; and A # B, T5 and T5 refer to the main mode of the
third-order and the fifth-order intermodulation product respectively.

Table 3.6 Number of intermodulation products at each order under k sinusoidal inputs

Order Number of
Intermodulation | sequence | frequencies in Total number of intermodulation
mode (m) intermodulation (L) | products under this mode
2A—-B 3 2 K(K—-1)
—A+B-C 3 3 T3 =KK - 1)K —2)/2
3A—-B-C 5 3 KK —1)(K—2)2
A+2B-2C 5 3 KK —-1)(K-2)
—A+B+C—-E |5 5 Ts=K(K— 1)K —2)(K—3)(K —4)/12
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These intermodulation products are the interfering noises, wherein 73 and T5 are
main components. Reference [19] gives the approximate value of the intermodula-
tion noise power P,, at the m order.

1) Hard limiter.
P, /P~ 1/m*, (3.145)

where P,, is the total power of intermodulation noise, P is the limiting power of
hard limiter, and m is the intermodulation order.

Soft limiter. For //O nonlinearity, the soft limiting characteristics are assumed as
follows:

2

~

Vo = (2P)erf |Vi| (senV7), (3.146)

(X 1 % X [2
where erf (—) = | / exp| —=— | is a type of error function and under
c 2z) Jo 202

this condition then obtain

Pn 1

P (i)

where ¢ is the assigned parameter of the error function, and y refers to the scale
of nonlinearity. When the maximum limiting output power is P, then P/(1 +y*)
means the output power at the operating point (that is the power returned back
from the maximum limiting output power); if y =1, the power at the operating
point is P/2, that is the output power is returned back for 3 dB; if y =0, that is,
the hard limiting amplifier approximates the maximum saturated output.
Table 3.7 lists the ratio of intermodulation noise and total power respectively
under hard limiting and power returning of 3 dB conditions (power amplifier
with error function).

Table 3.7 Relative powers of hard-limiting amplifier and error function amplifier with 3 dB
output power return

Error function limiter with 3 dB power
Hard limiter return
Intermodulation Approximation value
order P,/P P, /P~ IIn’ P, /P=P,/P+2"
3 0.0980 0.1111 0.0123
5 0.0367 0.04 0.00115
7 0.0191 0.0204 0.000149
9 0.0117 0.0123 0.000023
11 0.0079 0.00826 -
13 0.00568 | 0.00592 -
15 0.00429 | 0.00444 -
Total 0.215 (7*/8 — 1)=0.2336 0.0136
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For comparison, the approximation value of hard limiter is also given in this
table, that is, P,,/P ~ Un?® , and the number of input signals K> 1. In Table 3.7, P,,
and P',, respectively are the intermodulation noise power under the two conditions.
Although the analyzed results above are approximate, it is clear that returning of
power reduces the intermodulation noises learned from the table.

(2) Intermodulation noise caused by AM-PM conversion

New frequency components will be generated through AM-PM conversion, this
is because the envelope is fluctuated while multiple carriers are input, thus use the
following to create an additional phase shift in every carrier through AM-PM
conversion, according to @ = dg/dt, so the new components are generated.

When the input V() represents the sum of multiple sine waves, it is expressed as:

Vi(t) = Ajcosmit = A;cos (wot + Qi), (3.147)
i=1 i=1

where oy is the sine wave at the lowest frequency and Q; = w; — .
In aggregation of multiple carriers, the envelope A(f) of V(f) and the phase ¢(7)
are varied, and the Expression (3.147) is expressed as:

Vi(r) = A(t) cos [wot + ¢y (2)] (3.148)

where,

2 2
AX(1) = (ZAi cos Q,«t) + <2Aisin9,~t>
i=1 i=1
ZA,‘ sin Q;¢
i=1

9o(1) =aretan | — =
ZAi cos Q;t
i=1

Put such V(¢) into a nonlinear system with AM-PM conversion, and then each
output carrier will add a phase shift 84(¢) caused by AM-PM conversion because of
amplification variation of A(¢), that is:

V()(t) = Xn:Al cosS [a)()t + 64 (l)}, (3149)
i=1

1

where 0,4(t) =0(A) - A(t) and 6(A) is the amplitude conversion coefficient with unit
of (°)/dB.
For the Kth carrier, there is:

Vor(t) = Ag cos [wrt 4 04(1)] = A; cos wpt — 04(t) sin wyt, (3.150)
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where the second term is the intermodulation noise on wy carrier through AM-PM
conversion.

The relationships of the intermodulation interfering noise P3 and the signal P
generated by the constant sine wave with three amplitudes that all are A is given in
R;:f. [18], under the circumstance of AM-PM conversion coefficient 8(A) = (k/2)
A (D):

Ps 1)

Since AM-PM conversion also exists in the linear section of the amplitude
characteristic but AM-AM observes small, therefore, for the linear section (small
signal), the intermodulation noise is mainly caused by AM-PM conversion; for
the nonlinear section, the intermodulation noise is caused by the amplitude
nonlinearity, and total noise is the sum of both. In Ref. [18], it is proved both
in theoretical and experimental investigation that the total intermodulation
noises caused by AM-AM and AM-PM may be calculated by multiplying the
intermodulation noise generated through AM-AM and any coefficient that is
greater than 1, and such coefficient only relates to the operating points of
power amplifier.

3.2.7.6 Measures for Reducing Nonlinearity Impacts

(1) Using power amplifier with good linearity

For example of replacing solid-state power amplifier with TWT power amplifier.
With the improvement of solid power amplifier tube and microwave integration
technologies, the linearity, size weight, service life, and reliability of the solid
power amplifier become much better than the traveling-wave tube. The linearity of
solid-state power amplifier is compared with TWT (Fig. 3.60) in Ref. [19], where
C/N deterioration value is the deterioration value obtained under band-limiting
condition.

As shown in Fig. 3.60, the solid line depicts the solid-state power amplifier while
the dotted line is the TWT power amplifier. Although this diagram has been
published for years, it is still used for reference. For example, some specifications
were given by a manufacturer as follows: the third order intermodulation of TWT is
—24 dBc (power returning: 7 dB), and AM-PM is 2.4°/dB (power returning 6 dB);
the third order intermodulation of solid-state power amplifier is —33 dBc (power
returning 7 dB), and AM-PM is 1.7°/dB (saturated power); as mentioned above, the
linearity of TWT power amplifier is poorer than that of the solid power amplifier,
and AM-PM is greater due to the slow-wave line effect of TWT, in addition, TWT
has another defect that its power voltage is higher and it is provided with a
complicated power supply system.
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Fig. 3.60 Comparison of solid power amplifier with traveling-wave tube

(2) Methods for nonlinearity compensation

1y

2)

3)

IF pre-distortion method. Inserting a network with an amplitude and phase
characteristics just opposite to the power amplifier before it for compensation
may make the overall characteristics remain linear.

The pre-distortion network may use the soft-amplitude-limiting linearizer
(LZ-LRZ) that is consisted of PIN or Scottky barrier tube or field-effect tube.
The microwave integration technology is adopted to minimize the volume of
LZ-LRZ.

Adaptive baseband distortion. The pre-distortion method cannot correct the
variation of nonlinear characteristics caused by change of environmental tem-
perature, aging of elements and components, change of DC bias, etc., but the
adaptive baseband distortion can solve this problem. It can be implemented in
digital baseband: firstly use the directional coupler at the output end of the power
amplifier to sample the output signal, such sampled signal is demodulated and
A/D converted and then sent to the linearizer in the baseband, where it is
compared with the digitalized IF excitation voltage to figure out the gain from
the IF excitation voltage to power amplifier; finally the gain deviation (if any)
from the predetermined linear gain is used to adjust the gain of the pre-distortion
network to maintain the overall linearity.

Feed-forward. Its difference from the adaptive baseband compensation is that it
uses open-loop control, that is, after comparison of input signal with output
signal to figure out the value AU of the output signal deviation from linear
amplification, a AU value sent from the other in-phase sub-channel shall be
applied to combine with output signal to generate the linear output.



322 3 Information Transmission Technologies

4) Negative feedback. It uses the nonlinear distortion signal output from power
amplifier to negatively feed back to the input end to offset part of linearity of the
power amplifier itself. The cost of this method is that the output power is lower
than that without feedback.

(3) No “band-limiting” or “weak band-limiting” prior to nonlinear power amplifier

One of the band-limiting functions is used for multiplex communication and
preventing inter-channel interference. Since most operations in remote sensing &
receiving, deep space communication and aerospace TT&C relate to a single
channel or single address, this method herein is applied. There is another method
where the band-limited filter is added after power amplifier, which is worth
discussing under the circumstances of single frequency and small power.

(4) Constant envelope modulation

The constant envelope modulation is used to maintain constant of the envelope
after band limitation so as to eliminate the impacts of nonlinearity. Currently, the
mature modulation methods like MSK, GMSK, FQPSK-B, CPM, etc. can be adopted.

(5) Using I/O power compensation to maintain linearity of power amplifier

The power back-off method is not a good way due to poor power efficiency
adding of volume, weight, and power consumption as well as the price, especially in
restrictions of these factors for spacecraft application.

(6) Using energy diffusion signal

The inter-modulation noise will be generated when using multiple input carriers
(for example, FDM). For the carrier with single frequency, its inter-modulation
interfering signals are seriously discrete; for wide-spectrum signal, it is less
impacted by the inter-modulation interference, therefore, the spreading modulation
method can be applied to minimize the inter-modulation interference.

3.3 Information Transmission Techniques for Telemetry,
Command and Remote Sensing

3.3.1 Information Transmission Techniques for Telemetry
3.3.1.1 Telemetry Overview

Telemetry is a measuring technique through which parameters (information) to be
tested on the flight vehicle are measured and the measuring results are transmitted
to the ground station for recording, displaying, and processing. The ground TT&C
station receives and processes telemetry signals downloaded from the telemetry
transmitter on the fight vehicle and restores telemetry data. These telemetry data
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reflect not only operating conditions of each system of the flight vehicle (systems of
attitude control, dynamics, and energy), which is called engineering telemetry, but
also the operating conditions of payloads, which is called mission payload telem-
etry. Engineering telemetry are generally the same with business telemetry in terms
of telemetry equipment. The only difference lies in the amount of data to be
processed by the terminal data processing computer. Typically, more parameters
need to be processed in engineering telemetry.

Telemetry is the only means by which the flight vehicle, after take-off, can
timely report its internal operating conditions to the TT&C station as well as the
only method for the ground station to decide whether intervention with the sub-
systems on the vehicle is necessary.

Telemetry is featured with various information sources. For different measured
objects, the frequency response in each channel can share a difference of 3—4 orders
of magnitude. For example, frequency responses to temperature, pressure, supply
voltage, and current in the instrument capsule are only 0.01-0.1 Hz, while those to
structure vibration can reach several thousands of Hz. Considering such large
amount of parameters to be processed, it is obviously impossible for each parameter
to occupy a carrier for transmission. Therefore, the first technical problem to be
solved in telemetry is how to combine hundreds of signals with such huge fre-
quency response difference to realize multi-channel transmission, which is a key
technique in telemetry. The development of telemetry multi-channel transmission
system has experienced the following four stages.

(1) Frequency division multiplexing (FDM) system: FDM technique was adopted
when aerospace telemetry started in the early 1950s, which uses multiple
subcarriers to conduct FDM transmission. This system is similar to the afore-
said USB system, which is an analogue transmission type.

(2) Time division multiplexing (TDM) system: Started in the mid-1950s, the
system is based on the sampling theorem raised by Claude Elwood Shannon.
It uses the time division mode (also called commutator) to make samples of
multiple-channel telemetry information to form discrete information, and to
arrange each channel of information into different time intervals for transmis-
sion. By using multi-level frame segmenting technique, this system solves the
difficulty of time division transmission of signals over thousands of channels in
certain bandwidth. However, as an analogue system, it still has disadvantages
of error accumulation and inconvenient processing.

(3) Digital Pulse-code Modulation (PCM) system: In the early 1960s, the PCM
telemetry system was formed as a result of integrating PAM, analogue to digital
conversion (A/D), digital to analogue conversion (D/A), and digital synchroniza-
tion techniques. The digitalized telemetry system has many advantages. Teleme-
try information can be stored for the convenience of calculation and automatic
data processing; error correction coding can be realized to digital coded signals;
redundant information can be removed and source coding can be done to realize
compression and information encryption; data reproduction is viable to avoid
error accumulation and other disadvantages as a result of multi-forwarding.
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(4) Packet telemetry system: From the mid-1980s to 1990s, the previously inefficient
frame structuring mode of tandem connection of multi-level time division sam-
pling switches is improved to the mode of packet switching in communication,
namely, each information source is sampled, digitalized, and made into data for
storage according to the requirements for frequency response and measuring.
Then multiple such data are made into a uniform data stream by uniform frame
structuring and packaging, and transmitted with the same uniform rate. This
method increases the sampling rate for each information source, and decreases
data redundancy, on the other hand, it also abandons the past transmission
method where various time division sampling switches, subcarriers, and carriers
are forced to be adopted just due to different frequency responses and data rates.

In analogue telemetry era, frequently used modulation systems are amplitude
modulation (AM), frequency modulation (FM), etc. After digitalization of teleme-
try baseband signals, digital modulation and demodulation modes like amplitude
shift keying (ASK), frequency shift keying (FSK), etc. are all adopted. At present,
phase shift keying (PSK) and its variant modulation and demodulation modes tend
to be used. Development tendency of the telemetry system at present is that PCM,
packet telemetry and modulation and demodulation systems with high “bandwidth
efficiency” are adopted.

How to produce digital telemetry data in TT&C system? At first, telemetry
information is made into data, and then modulated onto the downloading carrier
where data for downloading transmission are arranged to a certain format. Apart
from telemetry parameters, information to express the format also needs to be
transmitted, such as frame synchronous code, frame number, check bit, etc. At
ground receiving terminal, the receiver will demodulate data and complete frame
synchronization and code conversion, extract transmitted telemetry parameters
(called de-formatting), add time mark, and then send them to the telemetry data
processing computer. In practice, a very important part of telemetry system is the
inversion of telemetry data, which inverts telemetry data streams into the actual
physical parameters. In engineering, this part of work is generally performed in
TT&C center, hence not included in TT&C station. However, for timely learning of
situations, individual data are selected in TT&C station for inversion and
displaying, especially those in relation to satellite tracking. In a high-level inte-
grated management TT&C network, TT&C station transmission is transparent, and
inversion of telemetry data on the station can be skipped; however, on business
TT&C station, for the convenience of payload management, processing, displaying,
and recording of telemetry data are all conducted on the station. Information about
telemetry to be introduced herein mainly is based on engineering TT&C.

3.3.1.2 Basic Model of Telemetry Information Transmission System

There are various types of telemetry systems which fall into two categories
according to their channels: wireless and wired telemetry. Virtually all telemetry
systems adopt the wireless one. The functional block diagram of a typical wireless
telemetry system is shown in Fig. 3.61.
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Fig. 3.62 Transmission model of telemetry information

In the figure above, the transmission terminal on the flight vehicle uses multiple
sensors to turn into standardized signals suitable for transmission the multiple param-
eters to be measured, then after proper adjustment, it uses the multiplexing device to
combine multi-channel telemetry signals in a certain multiplexing mode for modula-
tion of the RF carrier. Then they are transmitted to the ground receiving station
through the transmitter and antenna. At the ground station, the telemetry carrier
signals, after received by the antenna, are sent into the telemetry receiver for carrier
demodulation. Then each channel of original signals are restored through the demul-
tiplexer, and recorded and displayed by the terminal equipment. After processed by
the data processing system, final variables, data or diagrams are formed according to
the user’s requirement, and sent to the user. This is the whole process of telemetry.

The information transmission model as shown in Fig. 3.62 can summarize each
kind of telemetry system.

Specific technical issues in each box in the figure above have been introduced in
Sect. 3.2, this section only describes their characteristics in telemetry application.
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(1) Information source

An information source is the source of transmitted telemetry information, where
the measured parameters are turned into electrical signals in sensors. While at the
receiving terminal, the telemetry signals are recorded, displayed, and processed by
terminal equipment.

(2) Source coding and decoding

The main task of information source coding is to realize digitalization of
analogue signals and improve effectiveness of digital signals. For example, if
certain accuracy is required, the task is to express signals with the least symbol
number and to improve information transmission efficiency by compressing fre-
quency band. Information source decoding at the receiving terminal is the inverse
transformation of information source coding.

(3) Multi-channel and demultiplexer

As mentioned above, only one channel is required for transmission of multi-
channel signals for the reason of higher transmission efficiency under the context of
multiple telemetry parameters. Multi-channel equipment is used to integrate each
channel of signals, and demultiplex equipment at receiving terminal is used to
disassemble integrated signals into each channel of signals.

The basic principle of signal transmission of radio telemetry systems is, in
reality, the same as that of the radio multi-channel communication. Multiplexing
modes applied extensively are FDM, TDM, and code division multiplexing (CDM),
which are still main methods in telemetry systems.

1) FDM

FDM modulates various signals to be transmitted onto different subcarriers.
When frequency intervals between each channel of modulated subcarriers are
large enough, frequency spectrum of these subcarriers will not overlap again.
After transmission on public channels, they can easily be separated by a set of
band-pass filters. Thus the purpose of multi-channel signals sharing the same one
channel is reached.

FDM uses second modulation where the modulation mode for subcarriers and
carriers can be any one of amplitude modulation (AM), frequency modulation
(FM), and phase modulation (PM). Different combinations of two modulations
can form telemetry systems of multiple types, such as FM/FM, PSK/PM, etc.
PSK/PM means: the first modulation is to subcarriers, the modulation system of
which is PSK; the second one is to carriers with PM modulation system.

2) TDM

TDM is a multi-channel communication system which uses one channel, in
chronological order, to transmit discrete information from multiple different chan-
nels. Its operating principle is that: The “time division switch” at transmission
terminal samples each channel of continuous signals and arranges them together in
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chronological order to form multi-channel signals (called time division
multiplexing). When the switch rotates (or operates) a cycle, it samples each
channel of signals in turn once, which means a frame of signals has been transmit-
ted. The “time division switch” at receiving terminal then separates the arranged
multi-channel signals (called time division demultiplexing). This requires both the
transmitting and receiving switches operate synchronously. Only by this can each
sampling signal be sent into corresponding channels. The method to realize syn-
chronization is that: Transmit a frame synchronization signal at transmission
terminal, after it has been received at receiving terminal, control rotation period
of the terminal’s time division switch to be the same with that of the synchroniza-
tion signal (namely frame synchronization). As the sequence of sampling signals is
the same with that of the transmission terminal after signal synchronization of this
frame, therefore, multi-channel signals can be separated. For convenience of
identification of this frame synchronization signal, it shall be made distinguishing
from the transmitted signals, for example, it can be attached to with a special mark,
like pulse amplitude difference or a specific coded signal.

3) CDM

CDM uses different code patterns (or waveforms) to differentiate multiple
(channels of) telemetry information. Code division multiple access (CDMA) telem-
etry is mainly applied in multi-target telemetry. For example, if all sequences of
each telemetry data acquired from multiple targets, after being processed by direct
sequence spread spectrum (DS) by using pseudorandom sequence (PN), can carry
out PSK on the same carrier frequency, then the ground station only need one
receiver to simultaneously receive telemetry signals transmitted by these targets.
Major advantages of this kind of telemetry: first, it costs less than FDMA and
TDMA systems, because there needs to be a receiver for each target using such two
systems; second, it occupies less bandwidth and saves more radio frequency
resources under the same technical requirements; third, it resists stronger interfer-
ence and is harder to be intercepted, which proves better confidentiality.

(4) Channel coding and decoding

Channel coding can bring coding gain for telemetry channels as well as certain
confidentiality and anti-interception and anti-jamming effects. For example, tech-
niques like R-S error correction coding can decrease bit error rate as a result of burst
interference caused by flame and stage separation in telemetry systems like missile
and spacecraft. Its theoretical value of coding gain is between 1.5 and 3.4 dB
(corresponding m =4~ 8). In the case of a severe burst interference, the coding
gain value gained in a test is about 2 dB.

Channel coding techniques have been widely adopted in fight vehicle telemetry.
Among them, convolutional coding/soft decision Viterbi decoding, Reed-Solomon
code (R-S code), concatenated code of convolutional code and RS code, Turbo
code, and LDPC code have been recommended by the CCSDS as the standards of
channel coding. According to relevant regulations, the above-mentioned R-S code
can be used independently for adaption of characteristics of rocket telemetry
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channels. Their detailed introduction is referred to in Sect. 3.2. Telemetry is just one
of their applications.

(5) Modulator and demodulator
FM and PM are frequently used in telemetry.

1) FM: FM means the deviation of the instantaneous frequency of the modulated
carrier from the center frequency varies linearly with the instantaneous value of
the modulated signal. FM enjoys extremely extensive application in telemetry,
featuring relatively stronger anti-jamming capability.

2) PM: FM means the deviation of the modulated carrier’s phase from the reference
phase (or initial phase) varies linearly with the instantaneous value of the
modulated signal. The PM demodulator generally uses the coherent detector
the threshold of which is very low. Therefore, PM is frequently adopted in deep
space exploration.

3) Pulse modulation: Pulse modulation means the amplitude or width or phase of
the modulated pulse sequence varies linearly with the instantaneous value of the
modulated signal.

Apart from the above-mentioned carrier modulation modes, there is a processing
process during telemetry information transmission which samples and quantifies
continuous information, the name of which is pulse modulation. In this case, the
modulated signal is a pulse sequence. When the amplitude, width, and repetition
frequency of the pulse varies linearly along with the modulated signal, they are
separately called pulse amplitude modulation (PAM), pulse duration modulation
(PDM) and pulse position modulation (PPM). All three of these belong to analogue
modulation and the corresponding telemetry system is analogue telemetry system.
When pulse amplitude (namely, sampled point value of the modulated signal) of
PAM signal is expressed by a set of binary codes, this is called pulse coding
modulation (PCM).

The foresaid modulation techniques have been introduced in many books;
therefore, they are not repeatedly described in this book. The following special
problems exist in telemetry systems of flight vehicle telemetry.

1) Constant envelope modulation: Under certain output power requirement, the last
stage power amplifier generally operates in amplitude limiting and non-linear
status to reduce volume, weight, and consumption of the flight vehicle telemetry
transmitter and to improve output power and efficiency of the same kind of
power amplifier tube. The modulated carrier is required to be free from PM
(namely, constant envelope) and to take constant envelope modulation because
during non-linear operation, conversion from amplitude modulation to phase
modulation (AM-PM) will cause inter-symbol interference and higher bit error
rate for digital transmission.

2) Bandwidth limitation: As telemetry is required to transmit increasingly more
channels and bit rate is getting larger and larger, transmission bandwidth,
accordingly, shall be wider and wider. However, available frequency band is
limited, and the system is bandwidth-limited. Therefore, adoption of high
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“bandwidth efficiency” modulation mode can help compress signal spectrum
width and improve high frequency band efficiency. In this modulation mode,
bandwidth of the modulated signal is required to be narrow (frequency spectrum
main lobe shall be narrow), out-of-band interference is required to be small
(frequency spectrum sidelobe shall be small), and its envelope shall be constant
or quasi-constant. These requirements make it possible for last stage power
amplifier to operate in high power and efficient non-linear status. These modu-
lation systems have been specifically introduced in Sect. 3.2.

Considering the above factors, constant envelope modulation systems like
QPSK, OQPSK, MSK, and GMSK are recommended for telemetry, which are
also standard spacecraft telemetry modulation systems suggested by the CCSDS.
Besides, FQPSK modulation featuring narrow band and quasi-constant envelope
has developed progressively-. FQPSK — B has become a part of IRIG - 106 -2000
telemetry standard.

(6) Telemetry terminal equipment

Telemetry terminal equipment is at the output end of telemetry receiving and
demodulation equipment, with main functions as follows: @ recording of measured
data; @) real-time monitoring; (3) data processing; (4) alarming: alarm signals are
given when measuring parameters exceed pre-determined limit.

Category of telemetry terminal equipment is various. Common terminal equip-
ment can be classified into the following types.

1) Telemetry data recording:

Telemetry data recording equipment can be a magnetic tape unit or computer
hard disk and optical disk, etc. Advantages of this equipment: Data rate of infor-
mation recording is high; magnetic tape can be used repeatedly, and its exchanging
is convenient, more convenient and reliable in the case of cassette tape.

Telemetry data recording has two forms: analogue recording before inspection
and digital recording after inspection. Usually both methods are combined to use,
each as the other’s supplement, to make sure of higher reliability. Analogue
recording before inspection is to directly record on the analogue recorder the high
frequency signals, the frequency of which has been converted but which has not
been demodulated by receiver carriers. The advantage of this recording: recorded
signals include original information which has not been demodulated and can be
played back to improve data acquisition reliability. Digital recording after inspec-
tion records data that have been demodulated and whose frame and code have been
synchronized. Recording medium can be hard disk, optical disk, magnetic disk, etc.
For the convenience of recording medium exchange, cassette units are still common
at present. Besides there is quick-look recording equipment which during spacecraft
flight real-time processes and displays curves and values of telemetry data for
real-time monitoring. It can demonstrate variation trends of each parameter,
featuring simplicity, intuition, convenient interpretation, etc. Common quick-look
recorders have two types: (1). electrostatic printer-plotter; (2). Thermo-sensitive
recorder.
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2) Telemetry data processing and displaying equipment

Telemetry equipment are usually capable of immediate processing for rapid
provision of telemetry data processing results and equipped with necessary display
workstation to process and display parameters necessary to be monitored. Com-
mercially available business computers are often taken as processing and displaying
equipment to reduce costs and improve openness.

3.3.1.3 Deep Space Telemetry Technique

(1) Characteristics of deep space telemetry

Data for deep space transmission includes that from command, telemetry, and
detection. As transmission range is remote, generally, only a relatively low data
transmission rate can be achieved. Therefore, detection data transmission in deep
space TT&C is usually brought into telemetry.

As a target in deep space detection is extremely far from the earth, signals
returning back to earth are intensely weak and time delay of received signals are
quite large, therefore, deep space telemetry has featured the following characteristics.

1) Deep space data transmission is a power-limited system. Remote operating range
results into extraordinarily weak received signals. The principal contradiction,
here, is that limited power leads to low transmission bit rate and narrow frequency
band; Therefore, it is a “power-limited” system rather than a “bandwidth-limited”
system. Thus the design starting point of data transmission communication
at present is how to improve “power availability”, while “frequency band
availability” is an issue to be considered for future development.

2) Receiving of low carrier-noise ratio: As signals arriving at antenna are very
weak, the received carrier-to-noise (C/N) ratio is accordingly quite low. How to
effectively utilize such valuable C/N ratio is the utmost important issue in deep
space data transmission and receiving.

3) Error correction coding with high coding gain: Adoption of signal error
correction coding can acquire coding gain, which is an important measure in
low C/N receiving. However, as high coding gain is obtained, this makes
operating C/N ratio meeting certain bit error rate become lower (corresponding
to Ey/Ny), demodulation threshold problems like square loss are now become
quite prominent.

4) Lower bit rate of data transmission: As range of deep space detection gets
increasingly further, realizable bit transmission rate becomes gradually lower.
This is the reason why receiving of extremely low bit rate is a special issue in
deep space data transmission.

5) Residual carrier and suppressed carrier modulation modes: At present, the
above-mentioned two modulation/demodulation modes both are frequently applied
to deep space telemetry for the purpose of achieving better power efficiency
respectively in low and medium/high bit rate and fitting different ranging systems.
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6) Large Doppler frequency: Doppler frequency is larger than that of earth orbit
spacecraft, because deep space detector may have very large velocity relative
to the earth and can operate on higher frequency Ka/X- band.

7) Long acquisition time: Acquisition time is very long, even to about 1000 s, as
Doppler frequency offset is large, C/N ratio is low and bandwidth of phase-
locked loop is narrow.

8) Non-real-time transmission: The ground station can record firstly and then
process transmitted data by using storage and forwarding method on deep
space transponder, as time delay of transmission is very long (e.g., over
22 min from Mars to the earth) (data transmission under such condition is
not real-time) and the time for observation is comparatively long.

9) Compression of information source data: Data compression is an important
measure in deep space data transmission for the purpose of improving operat-
ing range by decreasing transmission rate.

10) High power transmitter: For the purpose of maximizing the receiver C/N value,
the ground station shall use extra high-power transmitter and deep space
transponder with large transmitting power but small volume, weight, and
power consumption shall be equipped on deep space detector.

11) Adoption of “duplex” and “non-duplex” channels: During “duplex” operating,
insertion loss of the duplexer will decrease system G/T value, which impacts
huge influence on deep space station where noise is extremely low. Therefore,
some deep space stations are supplemented with “non-duplex” channels.
Namely, the duplexer is turned off to improve system G/T value in operating
mode where only detection data is received.

(2) Signal waveform of deep space telemetry
1) Modulation mode

Residual carrier and suppressed carrier modulation modes are two main modu-
lation modes adopted in deep space telemetry.

* Residual carrier modulation mode: The most frequently used modulation mode
in deep space telemetry is that square wave subcarriers are used to carry out
BPSK modulation on residual carriers. Apart from historical reasons, this prac-
tice also has the following advantages: @ residual carriers modulation scheme
can share the same downlink power in performing multifunction, like two-way
ranging and A difference one-way ranging (ADOR); @ unmodulated spacecraft
carrier is very useful to radio science study; (3) before cycle slipping appears,
relatively low carrier loop SNR is allowed in residual carrier tracking, it will not
be damaged by relatively more half-cycle slipping, which is exactly a shortcom-
ing of suppressed carrier tracking; (4) subcarriers are capable of making data side
band far from residual carriers in frequency domain, therefore, carrier tracking
can be conducted without interference. Though subcarrier adoption takes more
frequency spectrum than direct carrier modulation, it occupies less bandwidth in
low data rate telemetry.
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Sine wave subcarriers are used in class A (near earth) tasks; high order harmonic
of sine wave subcarrier descends quickly, making occupied bandwidth less than
that of square wave subcarrier which has the same frequency. The disadvantage of
sine wave subcarrier is that the receiver can only restore fundamental wave energy
while data energy transmitted in high order harmonics is lost.

Contrary to sine subcarrier, square wave subcarrier is able to restore all data
energy in receiver bandwidth, which makes it achieve extensive application in deep
space TT&C.

The mode of direct carrier modulation is comparatively better scheme in
medium and high speed data telemetry. Occupied frequency spectrum bandwidth
in this modulation mode is less than half of that of a similar square wave subcarrier
system.

¢ Suppressed carrier modulation mode
This mode includes:

@ Suppressed carrier BPSK: Its performance under high data rate condition is
almost as good as that of the residual subcarrier BPSK and it performs even
better under medium data rate condition. Its bandwidth occupation is the same
with that of the residual carrier BPSK which has no subcarriers. The fact that it
cannot be used at the same time with ranging or ADOR is the shortcoming of
suppressed carrier BPSK.

@ Bandwidth efficiency of QPSK and OQPSK surpasses that of BPSK. For
designated binary symbol rate, bandwidth occupation of QPSK or OQPSK
carrier is only half of that of the BPSK modulation carrier (without subcarrier).
However, QPSK and OQPSK share the disadvantage with suppressed carrier
BPSK: They cannot be used at the same time with ranging or ADOR. One
possible solution is to adopt UQPSK, uploading data in its one channel and
transmitting ranging codes at the other channel.

Basic telemetry performance of QPSK and OQPSK is the same with that of the
suppressed carrier BPSK under high data rate condition. Under condition of
adoption of data signals of shaped filter, OQPSK has some advantages over
QPSK in frequency spectrum width, popularizing it in satellite communication;
but for data signals of unshaped filter, both of them are the same in performance and
frequency spectrum occupation.

» Contrast between residual carrier and suppressed carrier: The contrast of these
two kinds of carriers is mainly associated with bit rate. When frame error rate
(FER) and bit rate are designated, the smaller P1/N, requirement will be the
criterion of better telemetry performance. Contrast conclusion: Usually residual
carrier performs better in telemetry when the bit rate is extremely low, in
particular, when bit rate is low and carrier loop bandwidth is comparatively
larger (in the case that phase noise is large or Doppler dynamic is not compen-
sated). Under medium bit rate condition, telemetry performance of suppressed
carrier is far better than that of residual carrier. Under high bit rate condition,
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telemetry performance of suppressed carrier is 0.1 dB better. Of the two mod-
ulation modes, which is to be chosen by the ground station is sometimes not
based only on telemetry performance. For example, residual carriers are required
sometimes in radio science tests, or in some other applications, it is all-important
to minimize capture time. Under these conditions, criterion to select residual
carrier or suppressed carrier is based on faster capture speed.

The reason why residual carrier under low bit rate condition performs better than
suppressed carrier is that residual carrier loop has no half cycle slipping. However,
suppressed carrier loop will slip half cycle, this is why higher carrier loop SNR is
needed to prevent such slipping which will cause error codes (though residual
carrier loop will slip a full cycle, the chance for this is smaller than half cycle
slipping, hence smaller error code).

Modulation index shall be designed to be optimal or at least near to obtain best
residual carrier performance.

2) Coding mode:

Choice of coding mode is independent of modulation mode, which shall be
considered based on four conditions which are coding gain, bandwidth, delay time,
and error floor. In general, coding gain increases along with bandwidth and delay
time. A deep space station has the following coding modes:

¢ No coding

Data free from coding require the least bandwidth and delay time. It mainly
applies to the conditions where link margin is enough and bandwidth is restricted,
leading to the circumstance that coding cannot be used.

¢ RS code

RS codes (255,223) used in deep space networks have good error correcting
capability for burst errors. It can correct up to 16 symbol errors in each 255 symbols.
It is corresponding to 16/255 = 6.2 x 10~ bit error rate (BER) at the decoder input
end, and if input BER is lower than this value, it means wrong decoding. In this
case, the corresponding Ey/Ny is about 3 dB.

Its contribution to bandwidth expansion is not large. When E/N,, is larger than
3 dB, its error correcting effect becomes small along with decreasing number of
error symbols. This is the reason why it has only limited application under high Ey/
Ny condition.

¢ Convolutional code with short constraint length and 1/2 code rate

Convolutional code with short constraint length (k=7) and 1/2 code rate is a
kind of low delay time code which requires two times the bandwidth of uncoded
data, but coding gain will be produced no matter what SNR is input. The real-time
performance of its low delay time is more important than the method of using high
delay time code to acquire high coding gain, which makes it a good choice in low
rate emergency communication.
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« Concatenated code of RS code and 1/2 code rate convolutional code

When 1/2 code rate convolutional coding is carried out on spacecraft RS coded
data before transmission, the composed code bandwidth expansion is a slightly
large, but under various SNR conditions, its performance is much better than that of
any one of these two coding. This is because when it is close to threshold value, the
convolutional decoder produces burst error due to losing lock, but the subsequent
RS decoder can effectively correct such error. Error pulse produced when
convolutional decoder is near threshold domain maybe go beyond error correcting
capability of RS decoder. In this case “interleaving” technique can be used to
relieve this problem by exchanging more delay time for better performance.

¢ Convolutional code with long constraint length and high code rate

Each deep space station can process long constraint length convolutional code
with up to 1/6 code rate on 1 link each time. These codes are improved much more
than codes with k=1 and r = 1/2, but the cost is that bandwidth expands to 6 from
3. Like short constraint length codes, they can be cascaded with RS coding, to
obtain better performance. Limited support from deep space ground station is the
reason that they are not preferable for application.

e Turbo code and LDPC coding

Turbo and LDPC codes boast performance that is close to Shannon limit. The
bandwidth expansion of Turbo code is from (slightly larger than) 2 to (slightly
larger than) 6. Suggested code block sizes are 1,784, 3,568, 7,136 and 8,920
characters. Small block is for low data rate, but when data rate becomes larger
and coding overhead gets smaller, big block is used. Their shortcomings:
Processing throughput that has to be completed in decoding is large, and when
frame bit error rate is about 10°, error floor will happen. Decoding complexity
causes longer delay time, limiting frames that can be processed in a certain time
interval and the code rate determined by processing time of each frame. LDPC code
is mainly applicable to conditions with higher code rate. Its structure is simple and
can be expressed by graphics, bringing many advantages to decoding. It has been
recommended by CCSDS for application in deep space TT&C communication.

3.3.2 Command Information Transmission Technology
3.3.2.1 Overview of Command

Command is an abbreviation of remote control and also called Command
Telecontrol. It refers to the process to send control commands through a transmis-
sion channel of a control station to a controlled object at a distance (i.e., remote) so
as to make it generate a predetermined action. It can be classified into analog
command system and digital coded command system in accordance with the
different forms of command signals. The analog command system, with signals
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in the form of continuous wave, is suitable for control of continuously changed
states. For example, the control of air jet duration of an engine’s nozzle by pulse
width belongs to analog command. The coded command system uses discrete code
bits or symbols to represent the content and address of commands and is mainly
adopted by command systems of current flight vehicles.

According to different applications, command is divided into missile (rocket)
safety command and flight vehicle command. The task of safety command is to
protect the safety of launching site and flight area, and to control and destroy the
failure missile or rocket in flight. The features of safety command are of high safety
and reliability, strong real-time, small number of commands, short time of task
execution, and strong capability of anti-flame. Considering its high demand for safe
reliability, special independent safety command systems with wide beam antenna
are adopted for air and ground designs. The main task of flight vehicle command is
to control flight vehicle’s orbit, attitude, engine ignition, separation of all levels,
astronaut escape, payload, etc. and to inject data into flight vehicle, such as the
required flight orbit parameters, dynamical parameters, work procedures, com-
puter programs, clock correction, and delay switching commands, etc. It is
featured in a big number of commands, long time of task execution, and far
working distance. Spacecraft’s command is usually integrated with the TT&C
and communication system with unified carrier. For orbital spacecraft there is
less remote control and command is rather simple (such as command on orbital
satellite); but for combat weapon the requirement of remote control on their
maneuvering is pretty high (such as UAV control, missile weapon command), so
it plays an important role and has been a key part of command and control system
in military information system.

Command has three features compared with telemetry: Firstly, command signal
is discontinuously transmitted and is issued only when needed to take measures on
spacecraft’s orbit, attitude, and working states of its internal subsystems; Secondly,
each command signal is transmitted in one complete command, different from
traditional telemetry where signal is transmitted in unit of each sampling point;
Thirdly, reliability of transmitting command signal is much higher than that for
telemetry since any malfunction may cause disastrous effect.

For the expression method of baseband signal of command, initially, the com-
mand is represented by different combinations of n oscillators in different fre-
quency. When there is a large number of commands, the hardware for such
command coding method will become very complicated and difficult to add
auxiliary information other than commands. Different combinations of “0”, “1”
binary sequence are used to represent command after digital technology matured in
the 1960s. It is similar to telemetry in both modulation and demodulation; but it is
different from telemetry in transmission mode besides discontinuous transmission
and has a bit error rate lower than telemetry in 2 orders of magnitude. As the frame
length of command is short, in order to ensure no mistake appears, sometimes
special channel encoding mode or ARQ is used where the commands received by
spacecraft are returned to ground station through telemetering channel or special
feed-back channel and then executed after proving to be correct by comparison.
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CCSDS command standard was formulated in the 1980s, which expands the
function of command composition, employs the frame format structure similar to
telemetering signal source package, and improves the detection and error correction
capability.

Some command systems do not have the capability of tracking spacecraft and
need to use angular position data from radar or other equipment to drive and align
antenna to spacecraft for operation.

3.3.2.2 Composition and Work Process

The basic composition of a command system is as shown in Fig. 3.63.
Operational contents of a command system can be summarized into three points:
command’s formation, transmission, and execution. Comparing Fig. 3.61 with
Fig. 3.63, it can be seen that, viewing from information transmission, command
system is basically the same as telemetry system, with the differences being: discon-
tinuous transmission, block coding low code rate, short command frame, high real-
time, high reliability requirement, and multiple protection measures to be taken.

(1) Formation of command and data

Command has two operational modes: command control and data injection.
According to command plan, real-time flight state and work state information of
controlled object provided by tracking and telemetry system, computer of
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command and control center automatically calculates and generates command
program, information, and data to be injected (formed under the participation of
control personnel), which are then sent to console of command system. Command
information shall be converted into digital command signal by convertor before
being sent to encoder. There are two encoding modes in the encoder, i.e., static
coding and dynamic coding. For the static coding, it prepares command number for
the preselected command code according to stipulated data format and stores it in
the encoder, then outputs the command through lookup table according to con-
trolled target and command number. It is simple and reliable, but needs big storage
capacity and is difficult for change. For the dynamic coding, it respectively stores
each part of command code and combines each part of command code when
transmitting the command. Its advantages and disadvantages are contrary to those
of static coding. When there is long command, big number, limited memory or
some part of command code shall be often changed, static coding shall be used. The
generated command code shall be sent to encryption unit for encryption, code
pattern conversion and channel coding, and then to modulator for modulation;
while the injected data can be directly sent to modulator after code pattern
conversion.

The control command generated by encoder cannot be transmitted until there is no
error after verification judgment. Verification method includes video closed-loop BIT
(self-loop), RF ringlet BIT, big loop verification (through equipment located on flight
vehicle closed-loop). In case of RF closed-loop BIT, coupling output of high power
amplifier forms wired closed-loop to test the correctness of control command and
uplink transmission. If it is not correct, close control gate and switch off transmitter to
stop issuing wrong command. In case of big loop verification, it is necessary to
demodulate command code or inject data on the flight vehicle, which is transmitted
back to ground station through downlink telemetry channel for bit-by-bit comparison
of R/T command codes to form uplink/downlink big loop verification. Console of
command system, in addition to issuing the operation and control commands (also
can be operated and controlled by measurement and control center), conducts
integrated control and monitoring on its own equipment.

(2) Transmission of control command and data information

Transmission system is a radio digital information transmission system, whose
functions include command information coding, channel coding for carrier signal
modulation, up-conversion, power amplification and RF signal radiation from
ground antenna to flight vehicle, then received by receiving antenna of flight
vehicle, the signal passes through command receiver, demodulator, channel
decoding and is output to detection equipment, which includes decoder, command
judgment device and control gate. Decoder conducts decoding identification on
output of demodulator, detects command and data, sends to command judgment
device for anti-interference judgment and confidential judgment. It pre-stores
ground transmitting command into command judgment device and compares with
actual received command, opens the control gate after no error judgment, to send
correct command signal to execution device or send correct data to computer on the
flight vehicle.
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(3) Execution of control command

There are two cases for execution of control command: One case is without
stringent accuracy requirement on execution time; another case is having strict
requirement on execution time, such as command control of spin stable GEO
satellite, which is called synchronous control since there is a strict synchronization
requirement on control signal with satellite spin speed.

3.3.2.3 Command System

Command can be classified into the following systems according to its signal mode,
error control, equipment scheme, etc.

(1) Modulation system

A triple modulation system is in common use for aircraft command system, i.e.,
pulse code modulation (PCM), secondary modulation and N carrier modulation.

1) Pulse code modulation (PCM). All command information is firstly under pulse
code modulation (PCM), which is processed in binary code.

2) Secondary modulation. Secondary modulation is conducted on command com-
mands and data codes before carrier modulation to improve confidentiality and
anti-interference of command. There are three types of secondary modulation:
®. subcarrier modulation; @). direct sequence spread spectrum modulation
(DS-SS); (3. high alphabet modulation.

3) Carrier modulation. The carrier modulation is often applied to flight vehicle’s
command system, it includes FM and PM. Subcarrier and high alphabet sec-
ondary modulation signals can be combined with these kinds of carrier modu-
lation, while DS-SS commands usually adopts carrier PM system.

(2) Multi-channel transmission system

The essence of multi-command transmission of command system is multi-
channel communication. Code division multiplex system is used for command
system of most flight vehicles.

(3) Equipment scheme

According to equipment comprehensive utilization, ground command system is
classified into independent system and unified comprehensive system, with the
latter using uplink integrated channel and integrated baseband of command and
orbit measuring system.

(4) Error control system

Error may occur in command signal transmission due to interference and noise.
Once a command error occurs, it may cause irreparable loss and so error possibility
of command must be required to be very low. Generally, possibility of missing
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command shall be less than 10_6, possibility of false command shall be less than
10®, while for safety command the requirements may be higher.

Error possibility of command can be reduced through two aspects: (1) decrease
bit error rate; (2) take measures in encoding, receiving, and judgment rules and use
corresponding error control technology to decrease possibility of error command. It
is hard to meet the requirements by taking only first and the second method should
be combined. In general, the first method can decrease bit error rate to 107°-107°
and the second method can decrease error command possibility to arbitrarily small
(theoretically) at the cost of increasing command time and equipment complexity.

(5) Station distribution scheme

For flight vehicle remote control, sometimes one station is enough but in most
cases multiple stations collaborative work is needed. So ground command system
can be classified into single station system and multiple station system.

Safety command is to control the active segment of flight target with a small
airspace to be covered. So one ground command station is enough to meet require-
ments and single station system is often used. However, a multiple station system
may be better for improving reliability and anti-flame attenuation, etc.

For vehicles flying at medium and low orbit, one ground command station can
only provide limited orbit coverage, so a multiple station system should be used for
its control.

3.3.2.4 Basic Model of Command Information Transmission System

Command information transmission is a key part of command system. The ordinary
information transmission modes include analog transmission and digital transmis-
sion. Compared with analog transmission, digital transmission has stronger anti-
interference, higher flexibility, easier encryption, higher reliability, etc., and so it is
widely used for command system. The analog transmission mode is only used in
certain situations where higher requirements for real-time is required and the analog
quantities are more suitable for representing the control parameters. This book
mainly introduces the digital transmission mode of command system.

The model of command information transmission system is shown in Fig. 3.64.

(1) Command generation

It is the information source of command information system. The command
information includes command and injection data. Computer or operator uses
command generation equipment to generate command signal according to compar-
ison of pre-designed state with actual state data of commanded object. The output
command signal is generally a group of binary coded digital signal, which is also
called command code. Each group of command code is matched with a
corresponding command number. Either command code or command symbol can
be used for transmission from telemetry center to command station, but only
command code can be used for transmitting command information to flight vehicle.
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Fig. 3.64 Model of command information transmission system

Such command information source is typically intermittent and there is no need for
continuous transmission. The time of each transmission is called command work
period. The subsequent transmission system is digital information transmission
system.

(2) Source encoding and decoding

Source encoding in command information transmission system has its special
features, including functions of command encoding encryption and format forma-
tion, etc. Corresponding command decoder includes command decoding, decryp-
tion, de-formatting, etc.

1) Command encoding and decoding

Commands are compiled into code groups at transmission end to differentiate
different commands and improve the reliability, anti-interference, and confidenti-
ality of command signal. Combined coding is often used to increase the capacity of
remote controlling command. Commonly used combined coding includes fre-
quency combined coding and pulse combined coding. Pulse combined coding is
mostly used for missile and spacecraft command. It edits command signal into code
group and forms code command. Its advantages include high capacity, strong anti-
interference, good confidentiality, and convenience for implementation with digital
logical circuit and computer, etc.

At receiving end, the demodulated encoding command signal is converted to
original command signal. The main components of command decoder are the
decoding matrix composed of switches and staggered input and output lines. The
number of input lines is the number of the binary bits of a command. For example,
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for a command composed of 8-bit binary number, the number of input lines of
decoder is 8. The number of output lines is the number of commands. For example,
8-bit binary number can compose 256 commands and the number of decoder output
line is 256. The corresponding command encoder is its inverse process. Command
decoder has now been made into integrated module in a small volume and can be
realized through computer. Encoding method includes static coding (pre-prepared)
and dynamic coding (arithmetic coded according to preset coding rules before
issuing).

2) Encryption and decryption

The above mentioned code information command is still poor in confidentiality.
Command system plays a very important role for implementing flight vehicle
control. With the development of space technology, command information trans-
mission channel changes from the single channel transmission from domestic
ground station to spacecraft to multi-channel transmission for foreign ground
station and relay satellite retransmission. Therefore, spacecraft command safety
becomes very important. With the development of electronic reconnaissance and
countermeasures, the requirement on data protection technology becomes higher
and higher. Encryption method is required to protect command information safety.
Transmission of command information is performed through space link, which
makes a command system with an open feature. In the case of command on flight
vehicle, the enemy can intercept the transmitted command signal, analyze and steal
command information content, forge command information, which forms a serious
threat to our flight vehicle.

Data encryption and encryption authentication are commonly used for command
information safety protection.

3) Formation of command and data format

The format of remote controlling command and data is usually composed of
boot, address synchronization character, command code/data, and end character, as
shown in Fig. 3.65.

The function of boot is to establish bit synchronization for demodulation and
decoding process of command receiving equipment. Some receiving equipment
does not need setup time for demodulation and pre-built bit synchronization is not
required for decoding. For such equipment, leading boot is not needed.

The address synchronization character is used for either address differentiation
or information synchronization. It only accomplishes information synchronization
in single target control. The function of information synchronization is to indicate
start bit of command code character or data in the binary data stream to the decoder
to ensure correct decoding. It is also used as address code in multi-target command.

Address synchronization

Command code/data End character
character

Boot

Fig. 3.65 General format of remote controlling command data
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The command code/data is the substantive control information to be transmitted
through command channel.

The end character indicates that such frame information has been transmitted,
can output decoding results and close decoder. End character cannot be used for
command system with fixed length of command and data.

The time during which command channel is operated once is called command
work period. The beginning of each command work period has a boot sequence,
which makes the demodulator of carrier and sub-carrier of flight vehicle enter stable
and bit synchronization state. If certain command frames or a sequence of com-
mand frame are intermittently transmitted in one command work period, idle
sequences shall be used to fill the intervals to maintain synchronization.

(3) Channel encoding/decoding

The function of channel encoding in command information transmission system
is the same as that of typical digital information transmission system, which is used
to reduce channel bit error rate with certain role of encryption as well. As command
has a high reliability requirement, channel encoding technology is not enough to
reduce bit error rate and multiple protection measures shall be taken, but encoding/
decoding scheme should be selected in accordance with command characteristics.
As command has features of “spurt” and “intermittent”, block code is mostly used
when the time for transmitting command is short. Linear block code specified in
CCSDS proposal is: information length k =32, 40, 48 or 56, monitoring bit length
7, e.g., (63. 56) BCH block code is used; CRC code is often inserted into the serial
injection data frame for error detection. Convolutional encoding/Viterbi decoding
is used in case of long command or continuous transmission. RS coding can be used
in case of serious error burst out. Such BCH coding, CRC coding, convolutional
encoding, and RS encoding have already been introduced in the section of channel
encoding/decoding of the book and so no more details need to be repeated here.

(4) Modulation/demodulation

Command information transmission system is a power-constrained system,
featuring low code rate, little prominence in multiplex transmission and limited
band but high requirements on reliability and anti-interference.

Due to the low code rate, command system often uses secondary modulation,
such as PSK, FSK, ASK keying modes for primary subcarrier modulation and PM,
FM, AM modes for secondary RF modulation. ASK — AM system asks for simple
equipment but has poor anti-interference; FSK — FM system requires complex
equipment but has better anti-interference; PSK — PM system requires more com-
plex equipment and has best anti-interference. For modulation systems, there is
corresponding stipulation in relevant standards, e.g., PSK — PM system is adopted
for low-altitude spacecraft and FSK — PM/FM system is adopted for synchronous
satellite. Under the same conditions of BER and code rate, the signal power
efficiency and bandwidth use efficiency of FSK are not as good as PSK, but FSK
does not need phase-locked loop in demodulation and so has a good anti-burst
interference.
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For secondary modulation system where command data is firstly modulated on
the subcarrier, the subcarrier frequency f;. shall be selected as integral times of Ry,
with f,./R;, between 4 and 64. CCSDS stipulates f;. shall be chosen between I and
8 kHz. The subcarrier frequency stability of command shall be better than: long-
term stability +5 x 107724 h; short-term stability £1 X 1075/5; in the case of PSK,
the phase of subcarrier makes 180° stepped with the level of input data changed
between “0” and “1”. For “1” bit, the front edge of bit corresponds to the positive
zero crossing point of subcarrier PSK waveform. For “0” bit, the front edge of bit
corresponds to the negative zero crossing point of subcarrier PSK waveform.
During the engineering, the phase stepped tolerance is limited within 10° of
subcarrier sinusoidal signal crossing zero point. Command information is transmit-
ted intermittently. To avoid missing command information before subcarrier
demodulation, 15 leading boot codes of “0” and “1” shall be transmitted before
transmitting address and synchronization character of primary command frame, to
ensure bit synchronization of demodulator. Sometimes leading boot code can be
selected between 0 and 128 b and alternate codes of “0” and “1” can be used for
leading boot code. In addition, a string of alternate codes of “0” and “1” can be sent
to modulate subcarrier and maintain normal operation of bit synchronizer, so as to
keep ground-air bit synchronization during the idle period when primary command
frame has been transmitted and the next group of command frame is not yet
transmitted.

High alphabet modulation and spread spectrum modulation are also used as
modulation modes for command information, where spread spectrum modulation
has advantages such as high confidentiality, anti-interference, anti-interception, etc.
and has been widely used, for details of which please refer to Chap. 4.

(5) Linearity of power amplifier and low-noise amplifier

As command information transmission system is a power constrained system
rather than a band limited system, band-limited filtering is not used in the trans-
mission system, while PM, FM, and other angle modulation are the most used
modulation modes. Signal’s envelops are constant since they do not pass band-
limited filters and there is little impact from channel nonlinearity. Besides, the
transmission power is required to be as high as possible to increase its reliability, so
the power amplifier often works in saturation state. It also works at burst state to
increase its confidentiality. These are the embodiment of command particularity.

3.3.2.5 Command Error Control Techniques

In flight vehicle command system, the error command probability of command
transmission P, (or command frame receiving error probability Pg) is required to
be less than 107°-107%, and the missing command probability Ppiging
(or command frame rejection probability P,) less than 10~ —10~°. Obviously, the
performances of channel bit error rate of a general information transmission system
cannot meet the requirements of such error command probability. Therefore, in
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order to meet the above required Ppising and Peror, command error control mea-
sures must be adopted for the transmission channel. During selecting error control
system, the requirement on false command probability (Pg,.) is to be met and the
complexity of equipment and real-time of command are also to be considered.

There are several classification methods for flight vehicle error control. Gener-
ally, it is divided into two kinds: space-ground link feedback verification method
and forward error correction method which includes retransmission accumulation
decision system, forward error correction system, forward error detection system
and error detection & retransmission system. Space-ground link feedback verifica-
tion method uses the telemetry equipment in the flight vehicle to feed back the
command information received by the telemetry receiver in the space to the ground
station for comparison, check and retransmission in case of any error. Forward error
prevention means the forward command code group transmitted to the flight vehicle
by the ground station has some error prevention capability. This code group
performs error prevention encoding on the ground and there is a corresponding
decoder on the flight vehicle. In order to improve command reliability and simplify
the command equipment on the flight vehicle, space-ground loop is generally
adopted by the command system of geostationary satellite. Forward error preven-
tion system is generally adopted by near-earth flight vehicle and missile safety
control system, where retransmission accumulation decision system, forward error
correction system, and error detection & retransmission system are often used.
Next, we will focus on the above-mentioned systems.

(1) Feedback check command system for space-ground loop

This system is characterized by taking the contents to be controlled as “prepa-
ratory command” and the actions to be executed as “action command”. The basic
process is that the ground command station sends command preparatory command
code to the flight vehicle, which will save but not execute it for the moment after
reception and then return the original code of “preparatory command” to the ground
through telemetry. The ground command station will compare it with the original
one, and send the “cancel” command and repeat the above process in case any error
is found. It will not send “action command” pulse until the link comparison is
correct. After the flight vehicle receives the “action command” pulse, it will
produce the prescribed actions according to the contents of stored “preparatory
command” code. The advantage of this system is the ability to obtain a low error
probability by using a simple coding method and to achieve synchronous control
function by controlling the phase accuracy of “action command” since it is a pulse
signal. The disadvantage of this system is the long time of feedback verification, so
the control speed is rather slow. It is hard to be applied on the flight vehicles flying
at medium and low earth orbit with a short controllable time, but for stationary
satellite it is not a problem.

The characteristics of this system are:

1) Both command channel and feedback channel (generally completed by telem-
etry) are required.
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2) Under the same error control performance, compared with forward error cor-
rection system, encoding and decoding equipment of this system are simple,
especially the decoding equipment.

3) The theoretical expected value of the error control probability of the system is:

1—PN+!(retransmission)
P 1T —P. - Ve
im(error) = Po(error) 1—Po(retransmission)

P, (error), where P, (error), the error command probability of command code,
depends on basic code design; and N is the number of retransmission.

4) Error detection depends on feedback verification.

5) Error correction is implemented through retransmission.

6) Itis easy to control the time of command action and its duration as well as action
repetition times. It is applicable to complete proportional control, synchronous
control and on-off control with high time accuracy, which cannot be easily
realized by forward error correction system.

7) Compared with forward error correction system, the time to be spent is much longer.

, and it is impossible to be better than

Due to the above characteristics of the space-ground loop, it is hard to be applied
to those targets with a short time passing through the ground TT&C station.
However, this error control system is, without exception, widely applied to syn-
chronous orbit satellites with a long controllable time.

(2) Forward error correction command system

Forward error correction command system is characterized by the combining of
“preparatory command” and “action command”, i.e., the identifiable command will be
immediately executed once it is received by the flight vehicle. Due to the error caused
by distortion and interference during transmission, the command received by the flight
vehicle may be the one transmitted by the ground station (the correct command) or
may not be the one transmitted by the ground station (the error command). It may even
be the one generated by interference when the ground station does not transmit any
command (the false command). It may also be such situation where a command
transmitted by the ground station is not received by the flight vehicle (the missing
command). Thus, some error actions may be generated. In order to reduce probabilities
of such errors, it is required to work hard on coding techniques, which may definitely
make the coding and decoding more complicated, the command length longer, and the
accurate control of executed action phase more difficult as well. However, although
the command code is a bit longer, the transmission time, compared with the aforesaid
feedback verification system, is much shorter. This advantage is very precious to the
medium and low earth orbit flight vehicles with a short controllable time. Therefore,
forward error correction system now is widely applied to the command systems for the
medium and low earth orbit flight vehicles both abroad and at home.

For a channel error correction coding system, the calculation of its bit error rate
has been described in Sect. 3.2. If the bit error rate without error correction coding is

P. at certain C/N, and it decreases to P’e when error correction coding is used, the
missing command probability for a command code with a length of n is

/

Pmissing = nPe-
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Missing command is quite harmful to flight vehicle command. For example, for
UAV command, there are three kinds of commands to flight trajectory, i.e.,
climbing command (command code is simply set as 01), diving command (set as
10), and centering command (set as 00). Centering command refers to a situation of
no command when the elevating rudder will return to the position parallel to the
tailplane. Generally the output command will be coded as 00 once missing com-
mand occurs, resulting in a “centering” action. If a missing command suddenly
appears (it may be caused by error code, PLL losing lock or signal fadeout
interruption) when sending a series of climbing signals to UAV, the elevating
rudder will suddenly return to the horizontal position from nose-up trim. This is
equivalent to apply a downward diving force to the climbing flight vehicle to
change the flight path. If the flight vehicle is landing at this moment, this diving
force will make the flight vehicle hit the ground and cause damage. It happens when
multi-path interference is most serious and the multi-path fading will easily cause
missing command during landing. Therefore, it is very important to overcome
missing command for UAV command. Compared with error command and false
command, missing command can appear if there is one error bit in an n-bit
command, while error command and false command will be generated only when
each bit in the n bits is the same as the command code in command table, so the
probabilities of the latter two are much lower. There are two measures in solving
missing error: one is to reduce missing command probability and the other is to
reduce its effect on command executor once missing command has occurred, such
as taking command “memory”’ measures.

(3) Error detection & retransmission system

If one command is transmitted but by judgment it is not received or correctly
received by the command receiver, the ground command system will retransmit it
several times, and the command receiver will execute the command as long as it
receives the command for only one time. This is error detection & retransmission
system. It is a kind of error control system generally used in flight vehicle com-
mand, especially in medium and low earth orbit flight vehicle command. In order to
ensure the execution of telecontrol command, another system called “continuous
retransmission system” is evolved from this system, i.e., it will continue to
retransmit without error detection judgment to ensure the execution of command.
It is used in “safety control” detonation command.

(4) Comparison of these systems

For an engineering special case, error probabilities of the following error control
modes are calculated as shown in Table 3.8.
From Table 3.8 it can be seen that:

1) Error detection code can only reduce error command probability, but cannot
decrease the missing command and the error command probability and false
command probability generated by itself.
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Table 3.8 Table of error probability comparison of error control modes

Item Missing command Error command False command
Control mode probability P .. probability P, . probability P,
Without error control 32 x 1073 32 x 1073 7% 1078
Error detection code 32 % 1073 3.6 x 10712 7.8 x 1078
Error correction code 4.96 x 107 4.96 x 107 23 %107
Three times of
retransmission
One time of 33x 107 1.08 x 107! 7% 107
Retransmission decision
accumulation Three times of
';ZZ“::::':: 3.07 x 107 3.9 x 1072 4.9 x 107
decision
Link verification 3.2 x 107 3.6 x 107 0

2) Error correction code can obviously decrease the missing command and error
command, but it will increase the false command probability.

3) Repeated retransmission and repeated accumulation decision mode can obviously
decrease the missing, error, and false command probability.

4) Loop feedback verification command system can obviously decrease these three
kinds of error probability and it can absolutely prevent its own false command
probability and error command probability.

3.3.3 Remote Sensing Information Transmission Technique
3.3.3.1 Remote Sensing Overview

Remote sensing refers to using special instruments or equipment through remote
sensing method (other than contact method) at long distance to receive and record
the electromagnetic information transmitted or reflected by the target, and then
detecting and identifying the target nature through transmitting, processing, ana-
lyzing, and interpreting the information. Remote sensing has a more generalized
definition, in which physical detection, mechanical detection, and seismic wave
detection are included, but remote sensing does not include the general signal
reconnaissance. However, as for the signal forms of the information transmission
most of them are digital signal, so the technical problem is the same.

The main differences among remote sensing, telemetry, and command are:
remote sensing using non-contact detection and special instruments and equipment
(also called remote sensor); while telemetry often uses contact sensor, which is the
information source of telemetry information system, and command often uses
contact executor, which is the information destination of command information
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system. Generally, remote sensing, command and telemetry are integrated in one
TT&C system. Only in remote sensing system, the TT&C is generally served for
business TT&C and dynamic orbit determination method is generally used to
determine the orbit of an orbit flight vehicle. The information transmission systems
of remote sensing, command and telemetry are similar in that they are all digital
information transmission systems in contemporary digitized information age. This
book aims at explaining their different and special issues based on this unified
theory.

According to its sensing information, remote sensing can be classified into
image remote sensing and non-image remote sensing. Image remote sensing is
the main sensing information at present, and it can be classified into active remote
sensing (e.g., radar) and passive remote sensing (e.g., optical photography and
electronic and photoelectric scanning imaging). Results of non-image remote
sensing are curve, measured data, etc. Remote sensing can also be classified into
space remote sensing, aerial remote sensing, etc. according to its carrier.

Remote sensing has a wide range of application. For civil use, it can be applied
to resource survey, ground mapping, disaster monitoring and reporting, crop
estimation, forest fire monitoring, pest monitoring, production management, etc.
It is very important to national economy. For military use, it can be widely used in
military reconnaissance, camouflage identification, guided attack, etc.

For remote sensing imaging observation, the flight vehicle is required to fly in
an orbit at an altitude of 200-1,000 km to improve the ground resolution, no
matter what it is applied to, land, ocean, national defense or scientific research.
Multispectral visible light remote sensor and infrared remote sensor are required
to take pictures of earth’s surface. Ground object imaging picture is a still image,
whether it is square or rectangle picture. High resolution remote sensor data will
be transmitted in a large-capacity and at a high speed, while telemetry and
command data are generally transmitted at a low speed. This is the biggest
difference between remote sensing data transmission and telemetry, command
data transmission.

For an optical remote sensor, its data rate is:

_ WV,n,B,

S , 3.152

where: S, is the data rate of the original video signal of the remote sensor; W is
swath width; V, is sub-satellite point velocity; ny, is quantized bit number of each
sample (pixel); B, is the number of spectral channel; R, is the resolution of ground
pixel.

For a 1 m panchromatic/4 m 3-channel panchromatic/multispectral CCD camera
at an altitude of 700 km, its original data rate can be up to 2 Gb/s under 8b quantized
bit number and 30 km swath width. For a 0.1 m resolution panchromatic CCD
camera, its original data rate will exceed 50 Gb/s under 8b quantized bit number and
10 km swath width.
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For satellite-borne SAR, its data rate of original video signal is

ks
Sp = 2Bnpk, = 0% (3.153)

IS

where: p, is range resolution; ¢ is light velocity; n;, is quantized bit number of
samples; k is oversampling coefficient, generally k=~ 1.2; B is the bandwidth of
radar transmission waveform.

It can be calculated that its original data rate can be up to 3 Gb/s under single
polarization, 1 m resolution, 8 b quantized bit. If the resolution is improved to
0.3 m, its original data rate can exceed 9 Gby/s.

Fine remote sensing is required to meet the requirements of fine detection,
precise calibration, and accurate positioning. High resolution measurement is
required for fine detection. Generally, compared with conventional detection, fine
detection will generate more data information to be transmitted. It can be roughly
deemed that the data transmission rate of data transmission system is directly
proportional to the number of ground imaging unit, quantized bit number of
video output, and spectral number (or band, polarization number).

At present, high resolution earth observation is a hot spot for remote sensing
development, ultra high-speed data transmission (bit rate up to 2 Gb/s) is definitely
the development trend and the Ka-band exploitation is its development direction.

Main factors for data transmission are considered: @ bit rate requirement for
satellite-earth transmission; @) bit error rate requirement; (3) minimizing ratio of bit
energy required to noise power spectrum density; (4) minimizing system bandwidth
to be required; (5) realizing strong anti-interference performance; (6) reducing
system complexity, calculation amount and cost.

3.3.3.2 Basic Model and Main Technical Issues of Remote Sensing
Information Transmission

The model of remote sensing information transmission is shown in Fig. 3.66.

The contents of each block in Fig. 3.66, have been introduced in Sect. 3.2 in
details. In this section, only the special issues concerning remote sensing informa-
tion transmission will be introduced.

(1) Information source

At present, remote sensing information are mainly image information and
generally they are digital signals coming from camera, synthetic aperture radar,
cloud picture imager, optical sensor, infrared sensor, optical mechanical scanning
imager, push-broom scanning imager, CCD camera, etc.

(2) Source coding and decoding

Information source coding is to convert the input information into the digital
sequence required by the next loop. In order to reduce the bit rate of the digital
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Fig. 3.66 Model of remote sensing information transmission system

sequence to reduce bandwidth, save power and storage capacity, one of the
important tasks of information source coding is data compression. Through the
processing by data compression coder, the correlation between symbols is
removed to make data statistics independent. It decreases the redundancy in the
information to make it have the largest information amount so as to realize the bit
rate compression. While at the port for information source decoding, it is
required to restore the original information correctly or with a certain loss
tolerance.

For such remote sensing tasks as monitoring and reconnaissance, it is required to
obtain high resolution 2D or 3D image. With the rapid development of digital
image technology, image resolution is continuously improving, data size is growing
and the data rate to be transmitted by image information transmission system is
higher and higher. All these exert great pressure upon information transmission
system. Therefore, it is required to compress images, obtain a high compression
ratio, and compress images without any loss. If it is difficult to realize lossless
compression due to large information amount, lossy compression with a little
distortion is allowed. The basic conditions for image compression is there are
redundancies among original image data, including the correlation between adja-
cent pixels in the image (spatial redundancy), the correlation among successive
frames of image signals (time redundancy). According to the features of human’s
insensitive vision to rapidly changing edge which has frequency redundancy due to
its high frequency component, poor distinguishing capability to colors and sensitivity
to brightness, conduct image compression to make the quality after decompression
have a good subjective assessment quality.

There are many methods for image compression, e.g., discrete cosine transformation
(DCT), dynamic quantization, DPCM and run-length coding, Huffman coding,
inter-frame prediction, motion compensation, wavelet transformation, etc. Readers
can refer to relevant books. In engineering application, a series of coding standards
for image compression have been developed.
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(3) Channel coding/decoding techniques

Because the power in remote sensing information transmission system is limited
and extremely low bit error rate is required for some special data services, it is
required to select an error control method with strong error correction capability,
and at the same time take the realization complexity of the selected error correction
coding into consideration, especially the realizability of high-speed coding/
decoding at high bit rate.

For a satellite remote sensing high-speed data transmission system with a limited
bandwidth, the method of combining multi-system modulation and low complexity
coding can be used to realize the error control under limited power and band (e.g.,
TCM/8PSK, or TCM for short).

(4) Modulation/demodulation mode

As viewed from characteristics of the remote sensing information transmission
system of flight vehicles, the modem must have high power utilization rate, strong
anti-nonlinear capability, easy synchronization and networking performance, low
power consumption, and small volume. For satellite remote sensing system, gen-
erally its power is limited but the frequency band is non-limited, so modulators with
constant envelope are used. Modulation modes which can make the satellite power
amplifier operate in saturation conditions at a high power and high efficiency
mainly are QPSK, OQPSK, MSK, TCM adopting 8PSK, etc. As the case stands,
most remote sensing satellites and data communication satellites use QPSK mod-
ulation/demodulation technology for data transmission.

Besides, TCM modulation system integrates the advantages of both frequency
band utilization and power utilization and it is a proper modulation system for
satellite remote sensing data transmission. This modulation technology combining
modulation and channel coding is a developing direction of satellite communica-
tion modulation/demodulation technology.

With the further improvement of transmission bit rate, multi-system modulation
also has been improved. MPSK is widely used due to its advantage of high
frequency band utilization, while, MDPSK is more widely used than MPSK
because it is free of phase ambiguity in demodulation. For remote sensing satellites
launched into space, their data transmission systems are generally 4DPSK. Com-
pared with QPSK, 8PSK is more advantageous in frequency band utilization, so it is
full of application potentiality in ultra high-speed data transmission system. In
summary, multi-phase system has the following features:

1) When channel symbol rate is the same, the bandwidth of a multi-phase system is
the same as that of two-phase system, but the information rate of the multi-phase
system is log,M times that of two-phase system.

2) Bit error rate of multi-phase system is higher than that of two-phase system, and
it will increase with the increase of M.

3) Multi-phase system belongs to constant envelope modulation and can make full
use of the transmitter power.
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There are also some new methods:

1) QAM: quadrature carrier amplitude phase keying, is a double controlled digital
modulation of both amplitude and phase. Four-level QAM (4QAM) uses quad-
rature carrier modulation technology to transmit amplitude shift keying (ASK)
signal, which can improve the frequency band utilization by 1 time, up to 2(b/s)/
Hz. If combined with the multi-system (16APSK/16QAM etc.), the frequency
band utilization can be further improved. Its disadvantage is that the envelope is
not constant.

2) Single-carrier frequency domain equalization: it still uses QPSK, OQPSK, etc.,
but it uses frequency domain equalization technology to reduce the influence of
channel group delay on bit error rate.

3) MSK: continuous phase binary frequency shift keying with 0.5 shifting ratio.
MSK modulated signal has a constant envelope, frequency shift of signal is
strictly equal to +1/4T}, and the corresponding modulation index is 0.5. One
symbol period of the signal should be integral multiple of 1/4 carrier cycle, and
the phase of the signal should be linearly change accurate +z/2 in reference to
carrier phase. At the moment of symbol conversion, signal phase is successive
and signal waveform is free of hop. MSK signal has higher spectrum utilization
and stronger anti-noise performance than that of 2PSK.

4) z/4ADQPSK: relative phase shift modulation of limited phase hop, with the
following features:

e There are eight phases, namely 0, z/4, 2z/4, 37/4, 4x/4, Sx/4, 6x/4 and Tx/4;

» Adjacent phases are free of 180° hop, and envelope fluctuation is small,
which is favorable to reduce out-of-band radiation.

+ Adjacent phase shift can only be z/4, 37/4, 5x/4, Tn/4, therefore, after 2b
information is input, the phase of output signal will certainly hop between
odd number group and even number group and cannot always be in odd
number group or even number group.

z/4 DQPSK demodulation can adopt coherent demodulation, noncoherent
demodulation and frequency discrimination demodulation. The latter two demod-
ulations have simple hardware circuit and good anti-interference capability to
random frequency modulation caused by fading channel.

The bit error rate formulas of common multi-system modulations are listed in
Table 3.9.

E; is the average signal energy of unit code element and E,, is the average signal
energy of unit bit. For M system, there is:

E, = Eg/log,M,

when M =4, E, = Es/2; when M =8, E, = Es/3; when M = 16, E, = Es/4.
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Table 3.9 E,/Ny comparison of digital modulation modes commonly used in ultra-high-speed
transmission system with bit error rate of 107>

Digital modulation/ Ey/ Calculation formula of symbol error rate Ps and bit
demodulation mode No(dB) | error rate Py

8PSK coherent demodulation 13.2

16QAM coherent 13.5
. Ey
demodulation Ps =150(2 |—
No
P
PE

y
y
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Fig. 3.67 Model of band-limited remote sensing information transmission system

(5) Shaping filter, matched filter and equalized network

At present, remote sensing information transmission includes non-band-limited
transmission and band-limited transmission, corresponding to power limited and
bandwidth limited respectively. The transmission channel model of band-limited
transmission in which only band-limited filter is included is shown in Fig. 3.67.

Transmitting filter and receiving filter together constitute the shaping filter of
raised cosine roll-off filtering. When |IHr(f)| = |H1(f)I, they will complete matched
filtering and be called root cosine roll-off filter. Hr(f) and Ht(f) make digital
information transmission system complete matched filtering and Nyquist filtering.
H.4(W) is equalized filter and its function is to equalize and calibrate the amplitude/
phase characteristics introduced by other factors in the channel so as to make them
have flat amplitude-frequency characteristics and group delay characteristics.
Because the bit rate of remote sensing information is high and the bit error rate
caused in transmission is directly proportional to data transmission rate multiplied
by group delay fluctuating value, the equalization is very important to high-speed
data transmission of remote sensing. It is very difficult to implement the wideband
equalized network due to the wide bandwidth. This is a special problem in remote
sensing information transmission. Adaptive equalization shall be adopted for
obtaining good performance due to the poor operating condition on flight vehicle,
great changes of channel frequency characteristics and signal amplitude and phase
changes caused by multi-path fading (if any). Adaptive equalization is to
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Fig. 3.68 Model of non-band-limited remote sensing information transmission system

automatically adjust parameters of the equalizer according to changes of channels
and signals. This technology is more and more widely applied in remote sensing
high-speed data transmission.

The transmission system model of remote sensing information transmission
system operated in non-band-limited state is shown in Fig. 3.68.

Channel frequency characteristics include the amplitude/phase frequency char-
acteristics introduced by other non-ideal factors. Equalized filter is used to equalize
and calibrate Hc(f) to make it have flat amplitude-frequency characteristics and
group delay characteristics in information bandwidth, so non-bandwidth-limited
code pulse signal doesn’t generate inter-symbol interference. Integral-reset filter is
used to minimize the bit error rate of matched filter under the function of white
Gaussian noise.

(6) Operating band selection

At present, most domestic and foreign remote sensing satellite data transmission
systems operate at X-band. However, according to the regulations on frequency
utilization and distribution of International Telecommunication Union, the avail-
able bandwidth in X-band is less than 400 MHz.

The common modulation mode in X-band is DQPSK. For DQPSK, the mini-
mum allowable value in 1 dB bandwidth is 0.8 times of channel data rate at present.
For dual-channel, the guard interval between the two channels shall be reserved.
There are two ways to improve frequency band utilization: @ dual-channel
+8PSK; @ dual-channel + polarization multiplexing + QPSK, however such
improvement is limited. The only way to realize a higher data rate is to improve
the operating frequency of data transmission system. In Ka-band, the available
bandwidth is 3 GHz. 2.4 Gb/s or higher rate can be achieved by adopting DQPSK
modulation, dual-channel, and polarization multiplexing. For parabolic antennas
having the same aperture, when the operating band is improved to Ka-band, antenna
gain will increase, but the aperture loss transmitted by Ka-band will increase too.
The two just cancel out each other, so band increase can’t strengthen the receiving
signal. However, if directional parabolic antenna is also used on the satellite, the
antenna gain will increase with the increase of frequency band, and the signal will
be strengthened. When channel data rate is low, fixed earth-matched beam form is
generally selected by satellite data transmission. Beam coverage can be up to 130°
and the gain at the maximum direction is about 7 dB only. In ultra high-speed data
transmission system, high gain antenna must be selected. There are two forms of
common high gain antenna: electric scanning phased array antenna and mechanical
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scanning antenna. The former has no movement and no disturbance to satellite
attitude, and the latter, relying on dual axial driving mechanism, has a larger
pointing range than that of the phased array antenna.

If a transmission rate higher than that of MW band is planned to be realized,
optical communication is the only choice.

(7) Quasi real-time transmission

When data rate is too high to conduct real-time transmission, the fast write-in
and slow read-out method through a buffer memory can be used to decrease the
transmission speed of data transmission. This operating mode of data transmission
system shall match the application mode, i.e., substituting the intermittent strip
imaging mode for the traditional continuous strip imaging mode to make a detailed
survey of the region of interest.

In summary, the main technical issues of remote sensing information transmis-
sion are:

1) Satellite remote sensing data compression technology, including visible light,
SAR, hyperspectral remote sensing data compression technology.

2) New technical studies on high bit rate coding and modem, including the studies
on increasing operating bands (e.g., Ka-band) and modulation mode (e.g.,
QPSK/8PSK/TCM/160 AM etc.).

3) Intelligent processing technology of satellite remote sensing images, including
image pre-processing, automatic target detection, automatic target classifica-
tion, adaptive data processing, adaptive compression, automatic formation of
data frame, satellite region of interest (ROI) detection, and compression
technology.

4) Anti-interference technology for data transmission system.

5) Adaptive modulation and coding technology, LDPC coding technology.

6) Single-carrier frequency domain equalization and multi-carrier OFDM high-speed
data transmission technology.

7) Pointing controllable high gain phased array antenna technology.

3.3.3.3 High-Speed Data Modulation/Demodulation

High bit rate data transmission of flight vehicle is mainly used to directly or by the
relay satellite transmit the high resolution remote sensing data to the ground. It is
the key technology in remote sensing information transmission, and its technical
difficulties include two aspects. One is the realization of high-speed circuit for high-
speed data transmission modem. The other is the transmission characteristics have
great impact on bit error rate of data transmission. In high-speed data transmission,
the impacts on amplitude/phase frequency characteristics, group delay equalization
and phase noise are greater than that in low-speed data transmission and the
technical difficulties are greater too. All these issues are included in high-speed
demodulator and high-speed data transmission channel.
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The principle circuit block diagram of high-speed modem is the same as that of
low-speed modem. The difference is how to achieve high-speed in specific circuit.
The measures generally used are:

(1) High-speed data frequency domain parallel processing. According to the current
devices and technical level, it is of great difficulty in technology when processing
speed is up to 1 Gb/s. A common method is using multi-channel parallel
processing to reduce the processing speed of each channel.

(2) Fast algorithm and solution selection for digital signal processing.

(3) High-speed A/D sampling.

A/D sampling is a bottleneck for the demodulator implementing all kinds of
algorithm. The quality of A/D sampling, especially A/D sampling accuracy and
A/D output SNR, directly affects the demodulation quality. Meanwhile, it is
also important to make sure that there is no crosstalk between high-speed output
data. Dual-channel 8b and ultra high-speed A/D device with extremely high
sampling speed are generally used.

(4) Strict PCB design. Advanced high-speed PCB design software is used for PCB
wiring and layout. The PCB design software is required to strictly design
impedance matching, time delay, crosstalk, EMI, etc. based on strict simulation.

(5) Modular design, equipping each module with a shielding box and other measures
can be used to improve the high frequency performance of the circuit and reduce
the influence of distribution parameter and high frequency interference.

The difficulties in high-speed data transmission design are to solve the technical
challenges under an environment where the received signals have a large Doppler
shift (up to 2,400 kHz), such as the tracking demodulation receiver technique for
non-steady-state phase error data transmission signals in high-speed satellites or
other platforms, the parallel demodulation algorithm for high-speed modulation
signals, and the high-speed error correction and decoding algorithm with continu-
ously variable rate. There is great difficulty in the development of demodulator due
to the high demodulation rate and high IF frequency. Firstly, low SNR stable
operation problem must be solved, i.e., the locking threshold of the demodulator
must be decreased to Ey/Ny =5 dB or below. Second, the carrier-to-noise ratio loss
caused by the imperfection of the demodulator itself must be reduced. The funda-
mental way of improving the performance of the demodulator is to further decrease
the amount of carrier-to-noise ratio deterioration introduced by each unit or com-
ponent of the demodulator. The following measures are included: IF transmission
channel, IF filter and baseband receiving filter of the demodulator shall have flat and
good amplitude-frequency response and group delay characteristics; the input
saturation level, input/output impedances and return loss should be reasonably
designed; local reference source and frequency synthesizer should have low
phase noise and stray; both the carrier and clock recovery circuit should use digital
PLL to ensure low operating threshold and minimum RMS phase jitter error.
Besides, a good isolation is required for high-speed data conversion outputs and
interfaces to avoid introducing crosstalk and causing bit error.
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Fig. 3.69 Model of remote sensing system

3.3.3.4 Function and Composition of Remote Sensing
Information Receiving System

The model of a remote sensing system is as shown in Fig. 3.75.

In Fig. 3.69, the input remote sensing information will be forward transformed
into digital data, transmitted to the receiving station through data transmission
system, and then inverse transformed into remote sensing information. Data trans-
mission system includes the transmitting system on the platform and its important
part ground receiving system.

(1) Main functions
The main functions of remote sensing satellite information receiving system are:

1) Tracking the X-band or Ka-band broadcast type remote sensing satellite or
authorized transmission type remote sensing satellite, and receiving the remote
sensing data transmitted by the receiving satellite at the same time.

2) Function of S-band telemetry.

3) S/Ka (or S/X) dual-band auto-tracking and auto-switching capability, X-band
single dot frequency double rotation and multiple dot frequency single rotation
auto-tracking capability; whole hemisphere tracking and receiving capability,
ensuring no target loss in vertex tracking.

4) Receiving, generating and recording remote sensing image signal, recording
original data, formatted data and quick-look image data of the whole transit
period, generating data for browse and auxiliary data, capability of real-time
recording, post playback, and processing of original data.

5) Capability of quick-look display of visible light image data.

6) Automatically receiving the tasks, plans, orbit information, etc. from departments,
conducting conflict detection of multi-satellite receiving plan according to a
variety of rules, automatically organizing the implementation of tasks and
plans, automatically generating local tasks and plans.

7) Capability of timing and time keeping.

8) Capability of automatic monitoring and management, to put all monitorable
equipment of the whole system under the centralized monitoring and
management.

9) Function of system closed-loop detection, equipment condition monitoring,
unit fault location, etc.

10) Having certain scalability and upgradeability.
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Fig. 3.70 System composition

(2) Composition of remote sensing information receiving system

As shown in Fig. 3.70, the system is generally composed of antenna servo feeder
subsystem, tracking & receiving channel subsystem, receiving & processing
subsystem, data recording and quick-look subsystem, monitoring and management
subsystem, calibration and test subsystem, time-frequency subsystem, data
processing subsystem and technical support subsystem. It is mainly used to receive,
record and archive the downstream remote sensing data of low earth orbit remote
sensing satellite and complete the quick-look display of optical remote sensing
image data.

1) Antenna servo feeder subsystem is composed of antenna feeder subsystem,
mechanical structure subsystem, antenna control subsystem, monitoring
subsystem, and accessory equipment.

2) Tracking & receiving channel subsystem is composed of Ka-band data receiving
channel, S-band telemetry/tracking channel, Ka-band tracking channel, Ka-band
upstream test channel, and IF equalization matrix.

3) Receiving & processing subsystem is composed of high-speed data demodulator
(including test modulator), low-speed demodulator, two sets of integrated
baseband, tracking signal switch, data distribution unit, and decryption equip-
ment. It mainly completes the receiving, demodulation, decoding, decryption,
and formatting of the data for transmission, receiving of S-band telemetry
signals, data receiving of Ka-band, and implementation of functions of angle
tracking receivers of S-band and Ka-band

4) Data recording and quick-look subsystem is composed of data recording equip-
ment, optical quick-look equipment and magnetic tape unit. It mainly completes
the receiving, recording, achieve, quick-look display and playback of satellite
downstream remote sensing data.
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5)

6)

7

Monitoring and management subsystem is composed of task management equip-
ment, system monitoring equipment, integrated information display equipment,
database management equipment, etc. It mainly completes the management of
system task implementation, real-time monitoring of the operating state of each
subsystem, calculation and prediction of satellite orbit, and the management of
service data.

Calibration and test subsystem is composed of test modulator, Ka-band test
up-converter, beacon, etc. It mainly completes system calibration and test and
provides the system with BIT and performance test means and methods to keep
the system in a good operating state for a long time.

The main task of time-frequency subsystem is providing the system with
standard time and standard frequency of high accuracy and high stability.

8) Data processing subsystem is composed of image product generating equip-
ment, product storage and management equipment, etc. It mainly completes the
production of optical image products of all levels (0-3 level), product storage
and management, etc.

9) Technical support subsystem is composed of power supply equipment, environ-
ment protection equipment, lightning protection equipment, earthing device,
etc. Its main task is providing supports to each system task.
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Chapter 4
Spread Spectrum TT&C

4.1 General

Spread spectrum is an information transmission technology. The spread spectrum
TT&C system is a system which realizes TT&C and information transmission using
direct sequence (DS) spread spectrum, frequency hopping (FH) spread spectrum,
time hopping (TH) spread spectrum or any combination of them. PN codes are
the typical spread spectrum signals. For example, PN codes in a DS TT&C system
are used for spread spectrum of telemetry & telecommand information and for
integration of ranging signals and information. With respect to the orbit-measuring
function, the system also uses PN codes for ranging and carriers for Doppler
velocity-measuring, and then conducts angle tracking for the carrier signals after
spread spectrum by PN codes.
The meaning of spread spectrum:

(1) The bandwidth of a signal after spectrum spreading must be larger (generally
much larger) than that of the information. Moreover, the spread spectrum code
and information code are mutually independent. Information codes are used to
modulate the spread spectrum codes (e.g., modulo-2 addition) to realize spread
spectrum.

(2) Relevant de-spreading process must be performed during receiving and
demodulation, that is, using native codes to conduct correlation operation of
transmitted spread spectrum codes. In general, native codes are obtained
through the code loop.

Although some modulation systems can make the bandwidth of modulated
waves larger than information bandwidth, they cannot be deemed as spread
spectrum because they do not meet the above-mentioned conditions. For example,
either FM or BPSK is not spread spectrum even though they can generate
wideband carrier.
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362 4 Spread Spectrum TT&C

Through the spread spectrum technique, the system can obtain higher
performance. Such increment in performance is called the processing gain of the
spread spectrum system, which approximates the ratio of spread bandwidth to
original information bandwidth. It describes the differences of system performance
with and without the spread spectrum system.

4.2 Features of Spread Spectrum TT&C

The core issue of spread spectrum TT&C is the introduction of PN code in spread
spectrum (chaotic code may be introduced for further development). Due to the
wideband (high code rate) and randomness of the PN code, the spread spectrum
TT&C system is characterized by low power spectrum density, anti-interception,
anti-interference, privacy, multiple access communication, ranging and covert
TT&C. The model of PN code direct sequence spread spectrum TT&C system is
shown in Fig. 4.1.

As shown in Fig. 4.1, the code loop is often used to give synchronous local
PN codes and complete ranging; the carrier recovery loop is used to give velocity-
measuring signals.

The block diagram of spread spectrum modulation channel is shown in Fig. 4.2.

In Fig. 4.2:

(1) Data rate: uncoded data bits per second before channel coding and after
packing & framing.

(2) Post-coding symbol rate: binary rate after forward error correction (FEC)
coding.

(3) Channel symbol rate: binary rate after the distribution of channel symbols in
multi-channel system, namely, the actual code rate transmitted in the channel.
Shown in the figure is a QPSK modulation mode.

(4) Information rate: generally refers to the rate before an information source
encoder in the information source.
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recovery output

Information —
(1 nd, ! | Angleerror = Angle error signal
telemetry etc.) | Channel Carrier detection output

=|sS mod. | Crmier L _fChannel || | Dess
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I T (Channel decoder Information output

= Ranging output

Transmitted PN Local PN code
code generator generator

Fig. 4.1 PN code direct sequence spread spectrum TT&C system model
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Fig. 4.3 Only PN code TT&C system model

Before the appearance of spread spectrum TT&C system, an only PN code
ranging has been used in the TT&C system, whose model is shown in Fig. 4.3.
For the sake of facilitating discussion, the said system is called only PN code TT&C
system. Its input information is modulated to the carrier through multiple
subcarriers or UQPSK. Through comparison of Fig. 4.2 with Fig. 4.3, it can be
seen that the two systems are basically the same in the orbit-measuring part, except
parts of information spectrum spreading and de-spreading. The introduction of PN
code in spread spectrum brings characteristics of PN code for the spread spectrum
signal, so the orbit-measuring parts of these two systems have similar input signals.
Their bandwidths are determined by the PN code and their signals have the
characteristics of PN codes such as randomness, multiple access capability, and
low power spectrum density.

Similarities of PN code spread spectrum TT&C system and only PN code TT&C
system include:

(1) Both systems have very wide bandwidth of modulated carrier, which are
determined by PN code rate.

(2) Their transmitted signals have very low power spectrum density and can be
used to realize covert TT&C, counter-reconnaissance, anti-interception, and
for reducing the interference to other electronic equipment as well.
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(3) They can use the coherence of their PN codes for counter-interference or
interference suppression, except for Gaussian white noise.

(4) They can use various PN code patterns to achieve confidentiality.

(5) They can use various PN code patterns to realize multi-target TT&C.

(6) Their wide PN code spectrum has anti-multipath capability and can realize
multipath diversity reception.

(7) They both use PN codes for ranging.

(8) They both use the carrier recovery loop to measure the velocity.

(9) While extracting angle-measuring error signals in a low S/N, they both use
PN code coherent reception to decrease bandwidth and increase the S/N.
(10) They both have shortcomings such as high occupancy of bandwidth and

complicated system implementation.

Differences between PN code spread spectrum TT&C system and only PN code
TT&C system include:

(1) The PN code spread spectrum TT&C system is to conduct spread spectrum of
telecommand and telemetry information to provide a series of advantages of
spread spectrum communication, while the only PN code TT&C system does
not conduct spectrum spreading of information.

(2) The PN code spread spectrum TT&C system integrates ranging signals and
information and unites various types of information with a unified data flow to
realize unified TT&C in time domain, while the only PN code TT&C system
fails in such integration and unification.

(3) Due to square loss in receiving spread spectrum signals, receiver acquisition
sensitivity, and orbit-measuring accuracy in a low S/N both are decreased.
This is a very important issue in low C/N receiving.

(4) De-spreading may cause circuit complexity and de-spreading loss.

To sum up, spread spectrum TT&C provides advantages of spread spectrum for
telecommand and telemetry and can realize the unification of ranging and telecom-
mand and telemetry signals, but has square loss, circuit complexity, and other
disadvantages in tracking & orbit-measuring, compared with the PN code TT&C.

Spread spectrum TT&C differs from spread spectrum communication.
Their differences are:

(1) The spread spectrum TT&C system should use PN codes to conduct high-
accuracy ranging. In order to meet ambiguity-resolving requirements, the PN
code should have a longer length. However, this may lead to some technical
issues such as difficulty in long-code acquisition in a high Doppler frequency
and a low S/N. Phase drift error of the code loop should be decreased in order to
reduce ranging system error. This requires the minimal distortion of the PN
code and a higher amplitude/phase frequency characteristic of the system.
In order to reduce random ranging error, the code clock frequency of the PN
code should be as high as possible and the bandwidth of the code loop should be
as narrow as possible.
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(2) The spread spectrum TT&C system should use the carrier after de-spreading
and carrier recovery to conduct a high-dynamic and high-accuracy Doppler
velocity measurement. Then, velocity-measuring error caused by the short-term
instability and effects of de-spreading and carrier recovery loop on the velocity-
measuring accuracy should be considered.

(3) The spread spectrum TT&C system should use the carrier after de-spreading
and carrier recovery to conduct a high-accuracy angle measurement. Input S/N
is very low due to the use of spread spectrum signals. Angle tracking may be a
key technique in such a low S/N. While the mono-pulse angle-measuring
system is employed, the sum channel and difference channel should be
de-spread. The S/N of the difference channel is lower and the technology is
more difficult.

(4) Compared with the communication system, the TT&C system has a longer
operating range, so its S/N is very low. Various losses must be reduced as much
as possible, of which square loss is a major issue, in such case, in TT&C at a
very long distance, the application of spread spectrum TT&C system may be
limited (e.g., deep-space TT&C).

In summary, the difference between spread spectrum TT&C and spread
spectrum communication is orbit-measuring, and the orbit-measuring involves a
special key issue, namely, accuracy measurement.

4.3 Basic Methods for Spread Spectrum TT&C

SS, short for the spread spectrum, is a technique used to spread the bandwidth of the
signal spectrum, whose main feature is that the bandwidth of the spread spectrum
code sequence after spectrum spreading becomes much wider than that of infor-
mation code element before spreading. It realizes anti-interference and encryption
by introducing redundancy and increasing randomness in the deterministic signals
and can transmit signals with a low power spectrum density to realize concealment.
According to the Shannon Equation:

S
C=WI 14+—1.
0g2< +N>

If the channel capacity C remains unchanged, increasing bandwidth W can make
the signal to noise ratio (S/N) decrease. If the signal spectrum is spread, signal
power per unit band will decrease, that is, the power spectrum density of the signal
will decrease to even lower than that of the noise and thus make it difficult for the
enemy to detect signals in the background noise. Therefore, spread spectrum
technique is widely used in military TT&C.

Spread spectrum techniques include direct sequence spread spectrum (DSSS),
frequency hopping spread spectrum (FHSS), and time hopping spread spectrum
(THSS) [2].
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The most typical method to generate spread spectrum signals is to conduct
second modulation of the modulated carrier by a spread signal with a wide
bandwidth. Spread spectrum modulation may be phase modulation, quick
change of carrier frequency or any combination of them and other techniques.
If the phase modulation is used for spectrum spreading, resulting signals are
called DSSS signals; if quickly changing carrier frequency is used for spectrum
spreading, resulting signals are called FHSS signals; if both DSSS and FHSS are
used, resulting signals are called hybrid DS-FH spread spectrum signals. Spread
spectrum signals selected for spectrum spreading should have some features in
order to enable expected receivers to demodulate the transmitted signal conve-
niently and make unexpected receivers difficult to demodulate it as much as
possible. These features also allow expected receivers to separate communication
signals from interference signals. If the bandwidth of a spread spectrum signal is
larger than data bandwidth, the transmission bandwidth for spread spectrum will be
determined by such spread spectrum signal, almost independent of the data signal.

4.3.1 Direct Sequence Spread Spectrum (DSSS)

4.3.1.1 Binary Phase Shift Keying (BPSK) DSSS

BPSK modulation is the basis of other DSSS modulation modes, so a detailed
introduction to this modulation mode is made here first. A constant-envelope

modulated carrier with power P, angle frequency @y, and phase modulation 6,(f)
can be expressed as [2]:

Sd(l) = V2P cos [a)ol + Hd(t)] (41)
BPSK spectrum spreading is to be implemented by multiplying S,(¢) by a c(?), a

function representing spread spectrum waveform. As shown in Fig. 4.4, the trans-
mitted signal is:

S,(1) = V2Pc(r) cos [wot + O4(1)). (4.2)

2P cos[ wot+04(1)] 2P (1) cos[ wot+04(1)]

Binary data Phase modualtor
A[2P cos[ wott+(7)] c(t)
Carrier ea spectrum
generation c de generation

Fig. 4.4 BPSK DSSS transmitter with spectrum spread modulated carrier
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Fig. 4.6 Schematic diagram of DSSS with BPSK used for both spread spectrum and carrier
modulation

After undistorted transmission for a transmission delay Ty, the signal S,(¢) will be
received together with some types of interference or Gaussian noise. Demodulation
is completed through correlation or counter modulation of spread spectrum
codes with a proper time delay, as shown in Fig. 4.5. This counter modulation or
correlation of received signals by delayed spread spectrum waveform is called
de-spreading which is the core issue of the spread spectrum system. Signal com-
ponent output by de-spreading is:

V2Pc(t — Tq)c(T — T4) cos (oot + 04(t — Ta) + @), (4.3)

where T is the optimal estimation of transmission delay by the receiver.
IfT4 = Ty, i.e., the spread spectrum codes at the receiving end synchronize with
those at the transmitting end due to ¢(f) ==+1, the product c(r — Td)c(t — Td)

equals 1. Therefore, after correct synchronization, signal component from the
de-spreader equals S,(#), except for random phase ¢. S,(f) can be demodulated by
a coherent phase demodulator.

The data modulation above is not necessarily BPSK. The forms of 8,(¢) are
unlimited. BPSK modulation process of spread spectrum can also be implemented
through modulo-2 addition and BPSK modulation to carrier by data and spread
spectrum codes, as shown in Fig. 4.6.
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As shown in the figure above, d() refers to symbol sequence; C'(¢) refers to spread
spectrum sequence. Spread spectrum is to realize modulo-2 addition in mathematics,
equivalent to the multiplication in physics. Therefore, the spread signal is:

Sss(t) = ¢(2)d(t) cos (wct + @), (4.4)

where the bandwidth of S;(f) is W; the bandwidth of d(¢)cos (w.t+¢) is B;
Wss > B after being spread with c(#).

If at the receiving end, spread spectrum code ¢/() reproduced by the code loop is
the same as the spread spectrum code ¢(?) at the transmitting end, i.e., ¢'(£) = c(?),
the de-spread signal obtained from multiplication is:

S1(r) = d(z) cos (wct + @), (4.5)

where d(t) =1, because (+1) and (—l)2 both equal 1, and the effects of c(?) is
eliminated.

Original data signal can be recovered through demodulation. Received signals
unmatched with the spread spectrum code will be filtered through cross-correlation
operation. For example, a signal to be received which is accompanied by very
strong narrowband interference will have broadband interference i, after
de-spreading (i.e., spread spectrum by c(#)), then after narrowband filtering, it
will have only a small portion of residual interference iy, as shown in Fig. 4.7.

Suppose the single-side power spectrum density of the interference after
de-spread is Ny, the power of residual interference after filtering by a filter with
bandwidth B is:

P(iys) = NoB.

Interference

Fig. 4.7 Diagram of DSSS for resisting narrowband interference
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The bandwidth of the spread spectrum signal is W, therefore the whole power
of unfiltered interference signal is:

P(iwr) - NOWssa
and

B . I ..
g Pliv) = GP (i), (4.6)

P(iw) =
where G refers to spread spectrum gain or processing gain, which is a very
important parameter in the spread spectrum system.

Spread spectrum gain refers to the gain of anti-interference capability obtained
by spreading the bandwidth of transmitted signals. Here, spread spectrum gain is:

:Wsszﬂ:&
B T. f,

(4.7)

Expression (4.7) indicates that the spread spectrum gain refers to the ratio of
signal bandwidth W after spectrum spreading to the bandwidth B before spreading,
and that the gain, in time domain, represents the number of chips of PN code
sequence contained per information bit, and in frequency, represents the ratio of PN
code rate to information rate.

4.3.1.2 Quadrature Phase Shift Keying (QPSK) DSSS

One advantage of using QPSK is spectrum saving. However, in the spread spectrum
system, an overriding consideration is not bandwidth efficiency but resistance to
interference. The advantages of spread spectrum quadrature modulation are that
modulated signals could neither be easily reconnoitered nor affected by some types
of interference signals. Various techniques can be used to add spread spectrum
modulation to the quadrature carrier.

(1) The information uses BPSK, while the spread spectrum code uses QPSK.
When a system [2] as shown in Fig. 4.8 is used for QPSK spread spectrum
modulation, a carrier modulation scheme with information BPSK/spread spectrum
QPSK is provided. In Fig. 4.9, binary information data first carries out BPSK
modulation to the carrier at frequency wq (6,4(f) may be random phase modulation).
At any branch of the quadrature hybrid circuit, output power is a half of input
power. Then spread spectrum code carries out QPSK modulation to the carrier.
C,(¢) and C,(¢) are spread spectrum codes, which take a value of 1. Two codes are
independent of each other. In design, their code rates are the same, synchronous and
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coherent, but 6,(¢) and C(r) may be incoherent, then the output of spread spectrum
QPSK modulator is:

s(t) = V/Pc| (1) cos [wot + 04(1)] (4.8)
=\/Pcy(t) sin [wot + 04(1)] = a(t) + b(1).
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It can be seen from Expression (4.8) and Expression (4.2) that, except for
different amplitudes and a potential phase shift, items included in the QPSK spread
spectrum signal expression and the BPSK spread spectrum signal expression are
the same, and two signals are quadrature, so the power spectrum of the sum signal is
equal to the algebraic sum of two added BPSK powers. Its power spectrum form is
the same as BPSK.

The receiver for transmitted signals in Expression (4.8) is shown in Fig. 4.9.
If the phases of spread spectrum codes reproduced by the receiver code loop are
synchronized, the output is:

Z(l‘) = \/ﬁ Ccos [a)lpl — Hd(l‘)] (49)

In the above derivations, the receiver is supposed to track well the phase of the
incoming carrier. According to Expression (4.9), data modulation carrier has been
fully recovered. That is to say, QPSK spread spectrum modulations added at the
transmitting end have been fully removed by the de-spreading at the receiving end.

(2) Information and spread spectrum code both use QPSK, UQPSK, or OQPSK

Another exceptional case of QPSK spread spectrum modem is shown in
Fig. 4.10. Information data and spread spectrum code both use QPSK, in which
case, data modulation signal and spread spectrum modulation signal in in-phase
channel and quadrature channel may either be different or the same. When
these two channels have the same power, data rate, and spread spectrum code
rate, the modulation is called balanced QPSK spread spectrum modulation,
or dual-channel QPSK. Transmission waveform of dual-channel QPSK is:

s(t) = V/Pd,(t)c1 (1) cos ot + V/Pdy(1)cy (1) sin wot. (4.10)

Its total power is P. The receiver of this waveform is shown in Fig. 4.10b.
A small but important change to the signal as shown in Expression (4.10) will
obtain UQPSK spread spectrum. In-phase channel and quadrature channel of the
signal have different power, so the signal is called unbalanced QPSK (UQPSK)
spread spectrum signal. Then the transmitted signal becomes:

s(t) = 23/Prd (t)c1 (t) cos wot + /Poda (t)c2 (1) sin wot. (4.11)

In the QPSK spread spectrum modem, a delay of spread spectrum code at I and Q
for half a code element can realize OQPSK spread spectrum.

QPSK spread spectrum modems discussed above are major ones actually used at
present. There are many schemes through some changes, especially in implemen-
tation details. The performance may be better in some specific conditions.
For example, MSK spread spectrum can be obtained by half sine weighting cosine
weighting of chips at the upper and lower branches, respectively, as shown in
Fig. 4.10.
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Fig. 4.10 Balanced QPSK DSSS Modem. (a) Transmitter; (b) receiver

4.3.2 Frequency Hopping Spread Spectrum (FHSS)

With respect to FHSS, the total band is divided into n non-overlapping sub-bands,
of which one or more are selected by the spread spectrum code during signal
transmission, in order to make the carrier randomly jump to another according to
some rules. Figure 4.11 shows the basic principle of frequency hopping.

In one instant of transmitting a signal in a selected subband, the signal bandwidth
B is determined. If total frequency hopping bandwidth and instantaneous signal
bandwidth are W and B, respectively, the processing gain of the frequency-
hopping system is:

G=-2 (4.12)
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Fig. 4.11 FHSS modem. (a) Transmitter; (b) receiver

The frequency-hopping system also has strong anti-interference capability.
Suppose all users hop at different carrier frequencies synchronously, if there are n
subbands, the probability of interference in the subband of the target user is 1/n.
If there are i mutually interfering users, the probability of occurrence of at least one
interference in the subband of the target user is:

i .
P1—(1—1> .
n n

In this sense, the bigger the number n of frequency hopping points, the higher
the anti-interference capability.
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According to the relationship between information bit rate and frequency
hopping rate, fast frequency-hopping (FFH) and slow frequency-hopping (SFH)
are included. If more than one frequency hopping occurs within one information bit
width, the frequency hopping is called FFH; if one or more information bits are
transmitted in a time interval of frequency hopping, the frequency hopping is called
SFH. In practice, the frequency hopping at over 1,000 hops per second is sometimes
called FFH.

Since it is very difficult to keep phase coherence of the carrier frequency due
to its phase discontinuity in hopping, FHSS signals are often incoherently
demodulated. The modulation modes include FSK and ASK. Coherent Doppler
information could not be extracted due to incoherence, so it will be a challenge to
carry out coherent carrier Doppler velocity measurement by using FHSS signals.

In frequency hopping, each carrier frequency is usually generated by a frequency
synthesizer containing 2* frequencies and the interval between frequencies in this
frequency set approximates data modulation spectrum width, however, the said two
conditions are not absolute. In such case, spread spectrum codes are used to control
the hopping of the carrier frequency to form a frequency sequence. Because the
frequency spectrum is spread due to the jumping of a transmitted signal from one
frequency to another, this type of spread spectrum is called frequency hopping
spread spectrum (FHSS). At the receiving end, frequency hopping will be removed
by mixing (down-conversion) the received signal and the local oscillator signal
synchronously hopping with the received signal. Block diagram of the transmitter
and the receiver is shown in Fig. 4.11.

Since it is very difficult to establish a really coherent frequency synthesizer, most
FHSS systems use incoherent or differentially coherent data modulation method.
So the receiver does not need to conduct accurate recovery of the phase of the
modulated carrier.

In SFH spread spectrum, a received signal is down-converted through a local
oscillator (LO), and then the down-converter outputs a single-frequency sequence.
In fact, there is an offset f;r between LO frequency and the transmitting frequency,
so the dehopping output is in the frequency fig. Then, the signal can be demodulated
in the incoherent demodulation method.

In FFH spread spectrum, hopping frequencies in each symbol would change
many times. The biggest benefit of using FFH is that frequency diversity gain can
be obtained in each bit symbol, which is especially useful for an environment with
some frequency bands under interference.

In the case of FFH, multiple frequencies are used to transmit one bit of infor-
mation. Then if one frequency is under interference but most of the frequencies
are not, a majority decision can also be used to reduce bit error rate and improve
resistance to interference. The system can operate in different signal processing
modes. One is a mode in which one decision is made upon receipt of a frequency
hopping chip and data output is estimated based on the decisions of all K chips
(the decision criterion may be a simple majority decision); the other is a mode in
which each data output symbol is taken as a function of all received signals on
K chips to calculate the likelihood probability and select the biggest value.
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With regard to a given E,/Ny, it is required to calculate that the receiver of each
symbol transmission likelihood probability is the best receiver in a sense of
minimum error probability. Both the performance and complexity of each possible
processing mode are different. A processing mode which can best solve all involved
issues must be selected. An FFH system is very useful under a signal fading
environment or an environment with some frequency bands under interference,
and can be conveniently used together with the error-correcting encoder.

4.3.3 Hybrid Spread Spectrum of DSSS and FHSS

The best method for FHSS is combined use of DSSS and FHSS to integrate their
advantages in one system. This method is used in the military spread spectrum
system. There are many methods to combine DSSS and FHSS. The following
describes a simple hybrid system.

Figure 4.12 gives the principle block diagram of combined DS/FH spread
spectrum modulation-demodulation in differential binary PSK data modulation.
Due to the use of incoherent frequency hopping, data modulation must be incoher-
ent or differentially coherent. Due to DPSK modulation, differential data coding
should be completed before carrier modulation. DPSK-modulated carrier is first
multiplied by DS spreading waveform c(?) for direct sequence spread spectrum, and
then carries out frequency hopping through FH upper-conversion.

A series of reverse conversion is completed at the receiving end, as shown in
Fig. 4.12b. However, two types of spread spectrum control code words must be
acquired and tracked, which can be mutually correlative.

Its processing gain is the product of processing gains of DSSS and FHSS.

4.3.4 Time Hopping Spread Spectrum

The time hopping spread spectrum system divides the time into many time slots of
which one is selected in a pseudorandom way by the information symbol sequence
for transmission. A symbol sequence with a length of T is compressed and trans-
mitted within a time slot of z, so the symbol width becomes narrowed. In frequency
domain, that is to say the spectrum has been spread by 7/z times. Because it is
worked in a burst way, the system is better at anti-reconnaissance and anti-
interception. Its processing gain is related to the duty ratio of the burst (¢/T).
The expression is:

G==. (4.13)
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Fig. 4.12 Hybrid DSSS/FHSS modem. (a) Transmitter; (b) receiver

4.3.5 Code Hopping

The abovementioned DS, FH, and TH cannot stand away from spread spectrum
codes. Therefore, in order to further improve the performance of the spread spectrum
system, the design of spread spectrum codes will be a core issue. The introduction to
“code hopping” here is to provide better confidentiality for the spread spectrum codes
and thus to further improve ‘“anti-interception”, ‘‘anti-reconnaissance”, and
“anti-interference” capabilities of the spread spectrum system.

4.3.5.1 Concept of “Code Hopping”

Code hopping refers to a random hopping selection of a code group set (“code set”)
under the control of code hopping graphics to produce a new digital coding
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sequence which is hopping among various types of code patterns (‘“‘code hopping
sequence’). Code patterns include chaotic code, pseudorandom code, Walsh code,
Barker code, and so on. The chaotic code hopping is the most attractive technique,
so the following introduction takes chaotic code hopping as an example.

Due to difficulty in synchronization of infinite chaotic codes, truncated-cycle
chaotic codes are used. However, such use may damage the unpredictability
of chaotic codes. The use of “chaotic code hopping” will significantly increase
the number, type, and permutation patterns of “sequence”, thereby greatly improv-
ing sequence security, privacy, and anti-interception to recover the loss of the said
unpredictability.

Chaotic code hopping sequence can be composed of the following types of
chaotic codes:

(1) All kinds of chaotic codes are generated by various iterative formulas, such as
by the following mapping:

Tent-Map, Chebyshev, Logistic-Map, modified Logistic-Map, SB, VB, IB,
combined, embedded, cascade, and various PN codes.

(2) A great number of chaotic codes generated by different initial values and
parameters of various iterative formulas.

(3) (n!) different chaotic code hopping sequences through full permutation of n
chaotic codes under the control of code hopping graphics.

(4) Each chaotic code has a different code length to form a very long code sequence
period which may be difficult to be intercepted. From the other point of view,
when the code sequence period meets certain requirements (e.g., unambiguous
distance), the width of code element may be decreased to obtain a higher spread
spectrum gain and provide stronger anti-interference performance.

When the number of chaotic code patterns keeps increasing and the period
of chaotic code hopping sequence increases, an infinite chaotic sequence will
approach, making it difficult to predict in engineering application. Although in
theory, only infinite chaotic sequence is unpredictable, in engineering, any failure
in detecting and intercepting the chaotic code hopping sequence within a required
detection time can be deemed undetectable in engineering application, unnecessar-
ily using the infinite chaotic sequence. For example, the period of 20 different
truncated chaotic codes after full permutation can reach 107 years which may be
“infinite” relative to the life cycle of one decoder.

4.3.5.2 Generation of Code Hopping Sequence

One feasible method is to store n code patterns of codes in n storage units and take
out n codes in the designed hopping sequence, under the control of code hopping
graphics, to form a continuous code hopping sequence. Taking chaotic codes as an
example, its block diagram is shown in Fig. 4.13.

The main principle of this scheme is to treat the storage unit as a chaotic code
generator. The length of chaotic code hopping sequence generated by the storage
unit shall be limited by the scale of the storage unit.
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Fig. 4.13 Principle of chaotic code hopping sequence generation

Since chaotic code hopping can use shorter truncated chaotic codes, changes to
chaotic codes brought about by the change of initial values and parameters in each
operation with iterative formula could not be reflected in a short time period.
Therefore, DSP may be used to generate chaotic frequency hopping sequences.
Simplifying the circuit and unlimited by the scale of the storage unit, this scheme
will generate infinite and nonperiodic chaotic code hopping sequences and provide
better privacy and anti-interception capabilities.

4.3.5.3 Synchronization of Code Hopping Sequence

Basic principles for synchronization implementation:

(1) Use a periodic and non-hopping leader sequence to realize acquisition and
carry out code hopping.

(2) Take a specific feature code immediately followed by the leader sequence as
“hopping starting marker”, which is known and can be solved by the correlation
receiver.
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(3) The transmitting end controls the start of code hopping. The receiving end starts
code hopping at the receiving end once the “hopping starting marker” is
received, with its code hopping rules being the same as that at the transmitting
end so as to realize synchronization after code hopping.

(4) The code hopping generator at the receiving end is driven by clock frequency
with Doppler at the receiving end.

Structure of a code hopping sequence is shown in Fig. 4.14.

Principle block diagram of synchronization of code hopping sequences is
shown in Fig. 4.15.

Delay T is to give an identification time 7 to identify a hopping code. At the time
end of starting hop recognition code, the receiving end starts local code hopping in
order to synchronize received and transmitted code hopping sequences.

4.3.5.4 High-Order Full-Permutation Code

If based on the abovementioned n code hopping sequences, a full permutation is
given to these n sequence codes, a new full-permutation code sequence can be
obtained, with total number up to [(n!)!]. This sequence can be called second-order
full-permutation code. Then by similar derivations, higher-order sequence code can
be obtained to improve privacy and anti-interception performance.

The code hopping sequence produced in the said method can be used as the
control code of “DSSS”, “FHSS” or “THSS” to provide better anti-interception and
anti-interference for the spread spectrum system.
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4.4 Acquiring and Tracking of Spread Spectrum
TT&C Signals

4.4.1 Acquiring and Tracking of DSSS Signals

For de-spreading of DSSS signals, synchronization must be established between the
spread spectrum codes at transmitting end and those at the receiving end. In case of
out-of-synchronization, de-spreading loss will be caused even if only one code chip
exists. In this case, the signal energy arriving at the information code demodulator
will be drastically reduced and PN code ranging error will be increased. Synchro-
nization of PN codes between transmitting and receiving end is generally achieved
at the receiving end through a code loop. The synchronization includes two steps:
the first step is code acquisition, which is done by using the available pilot
information to determine initial phase of PN code; the second step is code tracking,
that is to maintain continuous synchronization tracking of PN code after initial
phase of PN code is obtained. Acquiring and tracking of spread spectrum signals is
a 2D signal duplication process (duplicating both code and carrier frequency),
where the duplicated code is used for ranging and de-spreading and the duplicated
carrier frequency is used for measuring velocity and demodulation.

Commonly used methods for acquiring PN code include:

(1) Serial search method: to search all phases and frequencies of the code until
acquiring synchronization. Decision shall be made in respect to the signals output
by de-spreading receiver to determine whether de-spreading happens for each
time a reference phase/frequency is selected. If both selected phase and frequency
are correct, de-spreading is achieved, the signal spectrum is narrowed and the
narrowband filter will output signals, which shall be decided as correct acquiring.
If the phase and frequency of the code are incorrect, the received signals cannot be
de-spread and the output of the narrowband filter is very small; in this case, it is
required to adjust the reference spread spectrum signal generator at receiving end to
a new phase/frequency for the next decision. The simplified block diagram of this
system is shown in Fig. 4.16.

According to Fig. 4.16, if the reference spread spectrum signal is almost aligned
with the received code (namely, the difference is no more than + 1/2 code chip),
sufficient signal energy can pass through the filter after de-spreading, and the
decision results will stop searching.

Receiving Wideband Narrowband Signal isi
signal | filer [ | Despread filter detection Dection
Reference spread w, Control
spectrum signal logic
generator
04

Fig. 4.16 The simplified block diagram of serial search
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Reference [1] points out that when step serial search is used, if there is an initial
uncertainty of C code chips, the average searching time is

(4.14)

T, = (C — I)Tda<ﬂ> Ti

2Pq Py’

where T; is integral time of each unit; Py is the detection probability when the

correct unit is evaluated; Ty, = T; + Ps, T+, is the average residence time on incorrect

phase unit; Py, is false alarm probability (the probability of an incorrect unit being

judged as correct); Ty, is the time necessary to refuse occurring incorrect unit.
The variance of searching time approximates to

1 1 1
2 2 A2
=T,C|=—+=).C>»1; Pyg=1; Pp 1. 4.15
or da <12 Py P;‘;) > d fa <K ( )

One goal of spread spectrum system design is to minimize the average searching
time of system synchronization. Expression (4.14) shows that the average synchro-
nization time is a function of Py, Ps,, T;, T, and C. The designer may appropriately
control these variables including C. According to system requirements, the areas
with uncertain phase (unit: s) is fixed, but these areas may still be divided into any
quantities of units. The remaining four variables are not independent of each other,
which brings some challenge to design. Large P4 and small Py, reveal that T; is
relatively large. Therefore, there should be an optimum combination of Py, Pg,, T},
Tt, which may minimize the average searching time. The minimum average
searching time can be obtained when P3=1. However, it is difficult to detect
correct unit at the first scanning and so several times of uncertain scanning is
required. Nevertheless, an appropriate P4 can make 7; far less than the value
when Py is large, thus reducing the average value of T. For analysis and design
of acquiring spread spectrum system codes, you can see relative reference.

(2) Matched filter method: matched filter can output a pulse and corresponding
sequence phase when receiving specific code symbol sequence. Once the pulse is
received, the code generator at the receiving end will come to operate with the same
initial phase as the received code stream, thus acquisition process is completed.
Such solution requires a matched filter with very large time-bandwidth product.
In the section below, a matched filter method (also called delay correlation
matching acquisition method) [1], as shown in Fig. 4.17, is taken as an example
for explaining their principle.

Assume the demodulated baseband signal is

o(t) = Ad(t — Tq)c(t — Tq) + 2N(t) cos (2afot + ¢p), (4.16)

where A.(f — Ty) is the received spread spectrum code sequence signal (assuming
the data signal d(f) =1 during observation period), which is sent to M-stage shift
register for registering. Local reference spread spectrum sequence is saved into
another M-stage register according to certain phase state. Then the data in
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Fig. 4.17 Block diagram of baseband matched filtering method

corresponding bits of the two registers is used to calculate the correlation function
value of the two sequences (conduct model-2 summation then add together).
The low correlation value will be obtained if the phase states of the two code
sequences are inconsistent.

At the moment, delayed shift shall be conducted to the received spread spectrum
code sequence in M-stage shift register, thereby solving the correlation value
under such phase state. In this way, delayed shift evaluation shall be made to the
sequence phase and then correlation summation shall be conducted until
the correlation summation value output is the maximum (in case of M units), the
phase of receiving spread spectrum sequence is consistent with the phase state of
local reference spread spectrum register, thereby implementing acquisition of
spread spectrum code sequence. Its acquiring time is analyzed as follows.

It takes MT, from receiving spread spectrum signal to loading M code elements of
spread spectrum sequence into M-stage shift register, where T is the time during
which each stage delay shift register loads a code element. A register saves a code
element, so Ty = T,. Therefore, the minimum synchronization acquisition time of the
spread spectrum code sequence is the loading time of M-stage shift register; namely

TAc,min = MT.. (4.17)

When the width of code element is T, and the number of correlators is N, the
maximum synchronization acquisition time is

Tac,max = MT. + (N — 1)T.. (4.18)

The average synchronization acquisition time is

_ N-1
Tac=MTe+ =T (4.19)
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The average synchronization acquisition time obtained by such method is longer
than that obtained by 2N correlators but the quantities of equipment decrease
greatly. In addition, the average synchronization acquisition time obtained by
such method is shorter than that obtained by phase search acquisition method but
the quantities of equipment increase mildly.

The quantities of code phase and frequency to be searched during acquisition is
directly proportional to uncertainty of transmission delay and relevant to the
relative dynamic features of transmitting/receiving end. The transmission delay
corresponds to the number of code chips, and the time width of code chips is
reversely proportional to bit rate; therefore, the acquisition time is proportional to
the clock frequency of spread spectrum code because the clock rate used by
frequency hopping spread spectrum system is far fewer than transmission band-
width. Therefore, the synchronization time of frequency hopping system is far
fewer than the direct sequence spread spectrum with the same transmission band-
width. This is the reason why some spread spectrum systems select frequency
hopping. For frequency hopping spread spectrum, the initial synchronization
technology is the same as the DSSS system.

The acquisition process can generally make the phase of receiving spread
spectrum code accurate to £1/2~=+1/4 of the code chip. When the tracking
loop of the code is closed, the tracking loop will eliminate the +1/2 code chip’s
phase error.

The main difference between the phase-locked loop for carrier tracking and
the phase-locked loop for code tracking (“code loop” in short) lies in the imple-
mentation of the error discriminators. For carrier tracking, the phase discriminator
can be used as a simple multiplier. However, for code tracking loop, several
multipliers, filters and envelope detectors are required to discriminate time differ-
ence, and thus it is also called a delay locked loop. Since the code loop is also a
phase-locked loop, the way for analyzing spread spectrum code tracking system is
usually by establishing different code tracking loop models similar to the conven-
tional phase-locked model, and thus many existing phase-locking loop conclusions
can be utilized.

Code tracking loop of spread spectrum system can be classified in several ways,
such as video correlated loop, IF envelop correlated loop, coherent loop, and
non-coherent loop. Coherent loop utilizes phase information of receiving carrier
but non-coherent loop does not. Typical code tracking loop will utilize receiving
signals and two spread spectrum waveforms (lead-lag) with different delays gen-
erated locally for correlation processing. Two independent branches are employed
for two types of correlation calculation. Such calculation also can be conducted by
time-sharing branch. The tracking loop utilizing two independent correlators is
known as full time lead-lag tracking loop, and the tracking loop sharing a single
tracking loop is called 7 jittering lead-lag tracking loop. In the section below, two
main loops are introduced.

(1) Video correlated loop: principle block diagram of full time lead-lag tracking
loop achieved by video correlated loop in video is shown in Fig. 4.18 [2]. It conducts
code loop tracking to carrier demodulated video signals. The principle diagram is
the same as that of PN code tracking loop of pseudo-noise code ranging system.
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Fig. 4.19 Error characteristic relationship between DC output signal V, of delay locked discrim-
inator and time difference & of received/transmitted codes at different A values

Figure 4.19 shows the relationship of DC output component of delay locked
discriminator with the time difference & between transmitted and received codes
when delay difference 7 between leading code and lagging code on two branches
are taken as different values (represented by A = z/T. when the code chip width T
is taken as the unit of T,). § is the time difference with width of code element as the
unit of 7., namely, 6 =1t/T., VA(d) is the ratio of the difference between the two
relative multipliers’ outputs to the received code amplitude (namely, normalized).
Two multipliers use leading codes and lagging codes respectively. In the case of
baseband, the widest linear characteristics will be in A =2T.. Output of time
discriminator is voltage supplied to the voltage-controlled oscillator to facilitate
lock of local spread spectrum code generator. Therefore, it is important to employ
liner tracking range as wide as possible.

The difference between 1 jittering lead-lag tracking loop and full time lead-lag
tracking loop is that the former only uses a correlator and operates on time-sharing
basis. Square wave switch signals are used to control the distribution correlator to
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operate on local lead codes or lag codes. For lagging codes, the output of the
correlator should be NOT, and difference value between leading and lagging
correlation shall be taken as the same as full-time loop. Frequency of square
wave switch signal shall be low so that the transient effect occurring on conversion
can be eliminated. Such conversion will cause 3 dB loss against difference signals,
but the threshold of carrier loop is higher (generally 3 dB more than threshold of
code loop), so the arising influence is weak. At present, various DLL discriminators
are given by relevant documents and can be selected through demonstration when
the equipment is developed. For example, “dot product power discriminator”
utilizes three correlators, which optimizes performance and reduces operation.
The advantage of 7 jittering loop is that both leading signals and lagging signals
use the same correlator. In this way, the loop tracking performance will not
deteriorate due to unbalance between two correlated branches of leading/lagging
reference codes. According to Fig. 4.19, when changes in amplitude, shape, and
time delay of two branches are caused by various factors (including circuit param-
eters difference, temperature fluctuation), the null point and error slope output by
the delay lock discriminator will change, thus generating ranging system error and
causing de-spreading loss and degraded DLL performance. Therefore, ranging error
and de-spreading loss can be reduced through employing 7 jittering DLL.

Disadvantages of video correlation loop method: (1) it requires to demodulate
video signals, bringing a challenge of coherent demodulation in case of low C/N.
(2) Video signals include information signals, which will influence operation of
delay lock loop. This problem can be solved by conducting delay lock tracking to
IF signal (or zero IF signal) prior to demodulation. At this time, the local reference
signal participating in correlated multiplying is a LO signal spread by the local
spread spectrum code. The output signals after it multiplies the input signal will
contain error components required by delay locking, which can be extracted
through envelope detection (or square circuit) to implement delay lock tracking.

(2) Envelope correlated loop: The IF modulated signal after correlation
processing contains delay error signal. In order to obtain delay error signal, it
shall be processed by envelope detection to remove the carrier. So the loop shall
include an envelope detector located at the output end of the multiplier in delay lock
discriminator, making leading/lagging correlation processing only conducted to the
envelope of the modulation signal. Therefore, such a loop is also called envelope
correlation synchronization tracking loop.

Pre-detection integral shall be conducted before envelope detector. The recip-
rocal of the integral time shall not be less than the rate of information code. If the
pre-detection integral time is extremely large, the envelope detector cannot detect
amplitude of information code (or suffer loss). However, its amplitude will carry
correlation value of locally duplicated code and input spread spectrum code.
Loss of correlation value will influence performance of code loop. However, during
the acquisition course before code synchronization is completed, the starting and
ending time of pre-detection integral is not aligned with the leading and lagging
edge of the information code, which will cause loss of correlation value. Therefore,
the loss caused by such “alignment failure” shall be considered.
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The rate of the information code limits increase in pre-detection integral time.
Integral is added after envelope detection to ensure that the whole code loop
achieves long integral time. There is a non-linear envelope detector between the
integrator before/after envelope detection. When input SNR is low, it will deteri-
orate the output SNR. The relationship of input/output SNR meets square-law
relation in case of low SNR, which is called square loss. The carrier tracking loop
also suffers a similar loss. The method of reducing square loss is to improve SNR
before code loop discriminator and carrier loop discriminator, namely, to increase
pre-detection integral time. However, such integral time is limited by rate of
information code. If there is no information code (namely, it is only PN code but
not spread spectrum information code), the pre-detection integral time may be very
long (its dynamic feature shall be considered during actual design), thereby
decreasing square loss, which is considered as only PN code loop and PLL carrier
loop. For this, an operating mode that can remove information codes can be
designed, under such mode, the pre-detection integral time can be reduced, thus
decreasing square loss and improving tracking threshold. In terms of acquisition
tracking sensitivity, tracking threshold and orbit measuring accuracy, only PN code
TT&C is better than spread spectrum TT&C, which is a disadvantage of spread
spectrum TT&C compared with only PN code TT&C.

4.4.2 Acquiring and Tracking of Frequency Hopping
Spread Spectrum Signals

It includes two parts: first, de-hopping of carrier frequency, namely, achieving
synchronization of frequency synthesizers between receiving and transmitting
ends; secondly, achieving synchronization of frequency hopping control codes.

The frequency hopping synchronization tracking loop of frequency hopping
system is similar to the synchronization tracking loop of direct sequence system.
The frequency hopping synchronization tracking loop is formed by replacing DSSS
demodulator with frequency synthesizer in envelop correlation synchronization
tracking loop. It is shown in Fig. 4.20 [1]. A frequency synthesizer and delay line
are used to generate the local reference signal of leading and lagging correlation
branches.

Due to discontinuity of carrier signal phase caused by frequency hopping, the
code loop employs incoherent delay lock loop (also called envelop-correlated
delay lock loop). The input signals are not baseband signals but direct sequence
modulation signal not subject to de-spreading and demodulation; therefore, it is not
required to generate coherent carrier before implementing synchronization track-
ing. Furthermore, the discriminator used in the loop is an energy detector which
is not sensitive to the phase of information modulation and carrier; therefore,
the phase discontinuity caused by frequency hopping will not bring about any
influence.
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Fig. 4.21 Acquisition system of frequency hopping code

There are many acquisition methods for the frequency hopping system.
See Fig. 4.21 for an acquisition method.

In Fig. 4.21, the receiving code clock is taken as the reference of frequency
synthesizer. Since it has been carried with Doppler frequency shift, there is always
an intermediate frequency difference between the frequency of the output signal of
the frequency synthesizer and that of receiving signal and a maximum IF output
after mixing as well.

If the phase of local frequency hopping pattern is not consistent with that of
the received frequency hopping pattern (namely, the hopping times of frequency
hopping are inconsistent), the signal after mixing will deviate from IF, such that the
bigger or maximum IF output will not be generated and the output after squaring
and integration will be very small, which controls the clock circuit to make the
frequency hopping code sequence hopping by a phase of 1/2 code element, making
the search continue till achieving consistence with the frequency hopping pattern
of the received signals.
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For flight vehicle TT&C and communication, there is a big Doppler frequency
shift in the received carrier. To decrease the frequency de-hopping error arising,
the code clock component in receiving signal will be used to conduct Doppler
compensation to the frequency hopping frequency synthesizer at receiving end.

In frequency hopping TT&C system, the carrier phase discontinuity caused by
frequency hopping will bring impact on the carrier Doppler velocity measuring and
phase modulation signal, which is an unsolved technical problem.

4.4.3 Velocity Measuring of Frequency Hopping Spread
Spectrum—Two-Step Method” Frequency
Hopping Velocity Measuring

The meanings of “two-step method”:

Step 1: implement incoherent de-hopping. For frequency hopping technique, it is
generally difficult to implement full-coherent de-hopping. The current mature
method is conducting non-coherent frequency hopping synchronization.
Although after achieving non-coherent carrier synchronization, the synchro-
nized “frequency hopping instruction code”, “code clock Doppler frequency”
and ranging data can be obtained at the receiving end, the coherent carrier
Doppler velocity measuring is still unavailable.

Step 2: implement “residual carrier velocity measuring”. Employ “frequency
hopping instruction code” and “code clock Doppler” obtained by the first step
at the receiving end to control “frequency hopping synthesizer at the receiving
end” to make it “quasi-synchronized” with the frequency of the received
frequency hopping signal, thereby implementing non-coherent de-hopping.
Since the remaining synchronization error is very small, the de-hopped IF signal
is equivalent to a NFSK signal with noncontinuous phase and small modulation
degree. However, there is a residual carrier in its spectrum, which can be used for
velocity measuring by mature residual carrier loop.

After non-coherent de-hopping, the resulting residual carrier signal and its
spectrum are as shown in Fig. 4.22.

Figure 4.22a shows the time-varying law of frequency hopping signal at
transmitting end and its spectrum, where W represents frequency hopping band-
width, f, represents the central frequency in the frequency hopping bandwidth, used
as reference frequency for carrier Doppler velocity measuring; 7. is the frequency
hopping time interval, serving as the code element width of the frequency hopping
control code output by the frequency hopping pattern generator. Figure 4.22b shows
the time-varying law of IF signal after non-coherent de-hopping at receiving end
and IF spectrum when the Doppler frequency shift is zero. Due to non-coherent
de-hopping, frequency residual error exists, which has maximum value W/2,
far less than W/2 before de-hopping. In the figure, wy= W /K, where K is
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Fig. 4.22 Principle diagram of residual carrier formation. (a) Time-varying law of frequency
hopping carrier at transmitting terminal and its carrier spectrum. (b) Time-varying law of IF
signals after de-hopping at receiving terminal in case of f3 =0 and its spectrum. (¢) Time-varying
law of IF signals after de-hopping at receiving terminal in case of f}, and its spectrum

the de-hopping coefficient of frequency hopping. For different non-coherent
synchronization schemes, W /2 is different but always meets wy K Wy, Wo/2 is
very small, the IF signal subject to de-hopping is a non-coherent FSK modulation
signal (NFSK) with small modulation degree, with corresponding spectrum as
shown in the right figure in Fig. 4.22b. Due to a residual catrrier, its size is dependent
upon the size of remaining frequency difference W/2 after non-coherent
de-hopping. The smaller W/2 is, the bigger the residual carrier value. The follow-
ing method can be used to analyze the size of residual carrier: based on Fourier
transform, NFSK modulation signals can be divided into a sum of n harmonics
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Fig. 4.23 Principle block diagram of “two-step method” frequency hopping velocity measuring

and one DC component. The effect of sub-harmonics is actually multi-frequency
angle modulation to the carrier signals. According to the angle modulation theory
described in Chap. 2, the residual carrier of multi-frequency angle modulation is
AO = []O(ﬂl) 'Jo(/))z) * .. .jo(ﬂn)], where JO(,BI)’JO(/))Z) .. ‘JO(ﬁn) are zeroth-order
Bessel functions; f1,p,...0, are angle modulation indicators of each
sub-harmonics, which is in proportion to wg/2. The smaller wgy/2 is, the bigger
zeroth-order Bessel functions are, and the bigger the residual carrier Ay is too.
Figure 4.22¢ shows the situation under which Doppler frequency shift f;, exists.
At this time, the residual carrier also shifts to (fo+f3). (fo+f4) can be measured
through phase-locked loop tracking filter, and f can be measured with the phase-
locked loop at f;, = 0; therefore, f4, can be obtained by figuring out the difference
between the two.

The principle block diagram of frequency hopping velocity measuring by
“two-step method” is shown in Fig. 4.23.

In Fig. 4.23, assuming that the central frequency of frequency hopping band-
width at transmitting end is f, under the control of frequency hopping pattern with
code clock of f., the carrier frequency is hopped by nF" at both sides of f,, where F
is any one of the frequency intervals designed for frequency hopping, thus to
implement FH spread spectrum. If the hopped frequency is fy, and the reference
frequency for velocity measuring is chosen as fj, the design shall make the average
frequency of all hopping points as close to fj; as possible so as to reduce the system
error. Namely, the better the hopping frequency balance is, the smaller the system
error will be. After frequency hopping non-coherent synchronization is
implemented by “step-1”, under an ideal de-hopping, the output IF shall be a single
carrier IF corresponding to f;, which then can be used to carry out typical carrier
Doppler velocity measuring. In fact, since it is a “quasi synchronization”, the
following issues exist:

(1) Synchronization error will generate NFSK modulated wave; but it has a small
modulation degree, so there is a residual wave which can be used to for residual
carrier Doppler velocity measuring.

(2) De-hopping loss: it will reduce the amplitude A of residual carrier.
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In this case, a narrowband filter can be used to filter out the residual carrier.
The narrowband filter cannot only filter out the sideband spectrum of the residual
carrier but also improve C/N,, thereby improving velocity measuring accuracy.
This residual carrier can be used for velocity measuring either with PLL or by
typical “whole-circle measuring with fixed time” method.

Meanwhile, non-coherent synchronization also obtains code clock (F+fyc),
which can be used to conduct code clock Doppler velocity measuring, but its
random error is rather big. The extreme narrowband code clock loop can be used
to improve the SNR. In order to reduce the dynamic error introduced by the
narrowband, third-order loop should be used. The measured value f3. can be used

for coarse velocity measuring or (%f dc) , which can be used for Doppler compen-

sation of frequency synthesizer frequency standard at receiving end, thereby further
reducing the frequency synchronization error of frequency synthesizer at receiving
end caused by Doppler effect.

The quasi-synchronous frequency error stated above is mainly caused by the
synchronization error between “frequency hopping synthesizer at transmitting end”
and “frequency hopping synthesizer at receiving end”. To reduce the error, the two
synthesizers shall:

1) Employ the same reference frequency source with good short-term frequency
stability to reduce velocity measuring error and conduct Doppler compensation
in the frequency synthesizer at receiving end.

2) Employ the same frequency synthesizer solution.

3) Have high frequency control accuracy and short control transition time.

After adopting this scheme, the random velocity measuring error is dependent
upon C/N, and phase-locked loop of residual carrier. The velocity measuring
system error may be deducted through calibration on ground station; namely,
make the frequency of the synthesizer at transmitting end deviate by AF,, and
measure the frequency shift AF 4, of the residual carrier at receiving end, then the
system error (AF 4y — AF) is deducted.

4.5 Measuring Accuracy and Tracking Threshold
for Direct Spread Spectrum TT&C

Measuring error and tracking threshold is caused by the same factor. The receiver
will be out of lock when measuring error exceeds the specified limitation, thus
forming tracking threshold. The code loop and carrier tracking loop is linear,
especially near the threshold area. Therefore, the true tracking performance can
be determined only when simulation is made under dynamic and SNR. However,
the error formula is usually used for predication in engineering. There are many
measuring error sources in each type of tracking loop. For predicating tracking
threshold, it is only required to analyze the main error source [3].
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4.5.1 Phase Error in Carrier Loop of Spread
Spectrum Receiver

The main phase error source of the receiver PLL is phase jitter and dynamic error.
According to the engineering design experience, the tracking threshold of PLL can
be calculated according to the formula below:

30pLL = 36j + 6, < 45°, (420)

where o; is r.m.s value of phase jitter caused by all other sources other than dynamic
error; 6. is dynamic error of PLL tracking loop.

It can be seen from Expression (4.20) that the dynamic error is added to 3o;
phase jitter. Phase jitter is square root of the square sum of incoherent error sources
which mainly include thermal noise and phase noise of the oscillator (also can be
described by Allan variance). It is revealed from Expression (4.20) that 16 PLL
tracking threshold is 15° in terms of engineering. When the power ratio of carrier to
noise C/N, decreases, the error output characteristic of PLL discriminator becomes
flat and smooth when input phase error exceeds 45°. 1o engineering threshold of

PLL tracking loop is
2 2 06 o
PLL = O'lPLL+9A+?§15 R (4.21)

where o,p1 1 1S 1opr . thermal noise phase error (°); @, is the phase jitter of oscillator
caused by phase noise of the oscillator itself (°).

The other phase jitter sources may be transient or omitted, so thermal noise is
usually taken as the only carrier tracking error source. Thermal noise phase error of
PLL can be calculated according to the expression below:

360° B, 1 360°
OiPLL = 1+ =

- /B,
27 \| C/No 2TC/N, o VEru()

(4.22)
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where B,, is noise bandwidth of carrier loop (Hz); C/N, is the ratio of carrier power

No (1 + ﬁ)
Cc
spectral density with consideration of square loss; T is pre-detection integral

time (s); 4 is wavelength of operating carrier (m).
Expressions (4.21) and (4.22) are independent of the loop filter order. The phase
error in thermal noise is not directly independent upon the loop order but having

to noise power spectral density (times); = @, is phase noise power
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indirect relations, which is attributed to the fact that different orders of loops have
different dynamic characteristics (1-order loop is sensitive to velocity, 2-order loop
sensitive to acceleration; 3-order loop sensitive to jerk). Generally speaking,
increase in loop order will improve dynamic characteristics. Therefore, the band-
width can be reduced by increasing loop orders. For the same minimum C/Nj, the
phase error in thermal noise will decrease, and the dynamic characteristics will not
get worse. When the error is expressed in degree, Expression (4.22) has nothing to
do with carrier frequency. The phase error in thermal noise of carrier is tightly
related to C/Ny, noise bandwidth and pre-detection integral time. In case of increase
in C/N, the phase error in thermal noise will decrease. Additionally, decrease
in noise bandwidth will reduce phase error in thermal noise. In Expression (4.22),

Ls = [1 + M} is the foresaid square loss. In case of low SNR, squaring will

cause SNR loss, which is the difference between “spread spectrum TT&C” and
“non-spread spectrum TT&C”. Apart from this, calculating other measuring errors
is similar. Pre-detection integral time T is designed based on the bandwidth of
information to be transmitted. T < 1/Ry,; where R}, is information code rate. The
higher the information code rate is, the smaller T becomes. The bigger the value of
thermal noise phase error of code loop, the bigger the square loss Ls. If information
codes are not transmitted; namely, 