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Foreword

In this era of rapid and sweeping advancement, we see the old world struggling to 
guide and restrain the process of advancement into the new (next?) world. Recording 
companies howl bloody murder in the old courts about people “stealing their liveli-
hood” by making and distributing pirate copies of their intellectual properties. 
Yesterday’s telephone companies become today’s facilitators of information and 
entertainment access. World governments gnash their teeth at the possibility of new 
technologies sparking sweeping economic change and the dashing of the old world’s 
entrenched economic power structures. Change will happen according to the will 
and abilities of the masses, regardless of the old world sensibilities. Rockpiler, 
TECHNOLIFE forum participant.

The politics of emerging science and technology are truly complex, meaning that 
there is a multiplicity of legitimate perspectives on the issues relating to what they 
are, what they should be, and by whom and for whom they should be made or, more 
accurately perhaps, allowed to come into being as ways of life. In the politics of 
science and technology, many things are happening at the same time, comprising a 
multitude of interests, power plays and debates, temporalities, decision processes, 
actors and institutions in government, private enterprise and civil society. Part of 
what is going on can be grasped by tracing the multiple actors’ interests, say, to 
understand the intervention of certain industrial corporations into political debates. 
However, conventional interest-based explanations – explaining acts and decisions 
in terms of the supposed interests of the actors – are of limited value when we enter 
the politics and governance of contemporary, or future, science and technology. 
This is so for at least two reasons. First, the perception of the ambiguous character 
of some of the developments – the thrill and the terror, as it were – is shared by 
many actors, also scientists, engineers and policymakers. Hence, allegedly rational 
projects coexist happily with people’s most basic hopes and aspirations, wants and 
needs. Second, and related, what we are dealing with here are largely things that do 
not exist other than as plans, hopes, visions and imaginations. The contemporary 
techno-political innovation scapes and agendas, in all their breathless fluidity and 
ferment, are still poorly understood as political and social phenomena. However, 
one general point is clear: these discourses of promise and even of anxious demand 
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from the coming future have increasingly colonized the future as what should have 
been an imagined open landscape of collective possibility and collective will.

The opening quote above is taken from the TECHNOLIFE project’s deliberative 
forum on converging technologies and the future of the human body. The participant 
is grappling with and articulating many of the issues that also concern policymak-
ers, scientists and scholars of science and society: Which are the new sociotechnical 
structures emerging in this ‘era of sweeping and rapid advancement’? What’s going 
on in current techno-driven economies? What should be going on? Is there any 
place left for at least some vestiges of democratic politics? Or should the institutions 
of old simply be swept away, as corrupt purveyors of illusion and empty posturing? 
The project was conducted against a backdrop of policy processes in Europe and the 
European institutions that increasingly appeared to be out of touch with ‘European 
publics and citizens’. This was problematic for a number of reasons, significantly 
since the very same citizens were also routinely invoked as the main sources for 
legitimating the introduction of these technosciences, including as their correspond-
ingly needy users and consumers. The problem indeed looked similar to the con-
temporary landscape of economic policies, strongly driven by supply-side economics 
of credit and consumption, with only poor or non-existent consideration given to the 
demand side (let alone need or distributional sides) of the equation. Hence, there 
was a perceived gap, or lack, in public understanding, according to which the pub-
lics, citizens and prospective users must be brought into innovation lest Europe 
‘lose out in the global competition’. However, the question remains as to what 
extent we really understand these (non-)relations of the elites and their imagined 
publics with actual publics and users.

The argument could be made that these imagined publics of European elites and 
their private public relations consultants never really existed outside of this more-
than-normally politically insulated EU policy elite’s imaginations, including those 
select few entrepreneurs and visionaries enlisted to feed into the policymakers’ 
innovation agendas. Indeed, research into public understandings has demonstrated 
again and again how the typical ‘public’ has never trusted ‘science’ in any unquali-
fied and universal manner; publics have always exercised a pragmatic and realistic 
sense of science’s fallibility and its proneness to exaggerate what it knows and can 
control. Thus, there appears never to have been the golden age from which came the 
fall into generic public mistrust. Rather, the growth of the apparent overall range 
and energy of public dissent from dominant policy and scientific commitments on 
particular issues (and not generically but discriminatingly) may have much more to 
do with the huge intensification of the number, pervasiveness and intensity of the 
normative demands which are being made by such technoscientific and commercial 
innovation concerns, for more and more public subordination to those demands, 
which have rarely if ever been allowed to become matters of public debate and vote, 
in a timely manner. This blind-spot corresponds with the tendency for conventional 
thinking and practice in ‘public engagement with science’ to problematize the pub-
lics who may be involved, but not the usually ill-defined ‘science’ and technoscien-
tific agendas with which those publics are meant to engage.

Foreword
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In this sense and others, Rockpiler and other participants confirmed to us that the 
problem was not so much with ‘science’ as with the institutions and power relations 
within which science was given its dominant meanings. An important further part of 
this ‘public’ problem both for the policy institutions and actors (including so-called 
‘independent’ scientists and commercial interests and ‘authorities’) is just this resis-
tance to recognizing that what is invoked as ‘science’ by this EU (and leading 
member-states) policy culture , as if it were a singular coherent agent of public 
authority, is in reality a shallow and incoherent, even self-contradictory ragbag of 
opportunistic reactive references, in an ultimately self-harmful attempt to shore up 
European (and member-state) government viability, vis-à-vis their publics. 
Approaching a quarter century ago now, I referred to this (Wynne 1993) as a need 
for institutional reflexivity when it comes to the problems arising in increasing pol-
icy uses of science for purposes of attempted public persuasion and authority. Those 
needs still exist – but with only marginal improvements, so too unfortunately do the 
institutional self-delusions. It is a matter for discussion as to the extent to which 
these deep blind-spots are sustained more by scientific institutional anxieties and 
habits, or by political (and science media) ones, and how these mutually reinforce 
one another.

Thus, while one typical public participant, Rockpiler, as above, explicitly identi-
fied those institutional blind-spots, it remains doubtful whether his views could ever 
be taken seriously by those institutions that were allegedly asking for his opinions. 
The diagnosis that the problem is just as much with the institutions and meanings as 
with the ‘science’ itself (whatever precisely was meant by this reference) was indeed 
an old insight, which can be traced back to the early days of science and society 
scholarship. However, as implied by Rockpiler as well as the diverse contributions 
to this book, that insight may come with some twists of its own in this age of tech-
noscientifically pervasive digital media. In the remainder of this book, we elaborate 
on this intuition of the TECHNOLIFE project, as it appears across different fields of 
technoscientific innovation, and as it appears to different scholars, mainly working 
within the fields of science and technology studies and ethics. It remains a troubling 
and frustrating experience that while we encounter individuals amongst the prevail-
ing institutional policy culture who are well able to articulate these observations, 
despite their diffuse recognition in this world, and despite their prime importance, 
they never appear as public record issues for policy and its commercial patrons and 
beneficiaries to address, in an accountable way.

The initial idea for this book originated in a meeting of the TECHNOLIFE proj-
ect that took place in Barcelona in 2010. TECHNOLIFE was a European 
Commission–funded project whose goal was to develop novel methods of engage-
ment of selected publics to produce ‘alternative ethical’ frameworks for emergent 
technologies. By emergent technologies we had in mind a new kind of technology 
from the ‘charismatic megafauna’ technologies of classical controversy studies, 
which could be defined and identified in well-focused ways – and which also argu-
ably allowed the exaggerated expert belief that their risks and impacts could also be 
predicted. By emergent technology we meant an increasingly prominent if varied 
kind of technology: mainly and perhaps always now informed by digital technolo-

Foreword
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gies; more difficult to locate; thus, less clearly bounded; more decentred; more ver-
satile and flexible; and also more amenable to diverse user innovation and 
adaptation.

Although like most STS scholars we would insist that all technologies, even rela-
tively fixed and centralized ones such as that ultimate of charismatic megafauna, 
nuclear power, are both quintessentially social, and emergent or indeterminate in 
significant degree, these more pervasive and prominent forms of emergent technol-
ogy of more recent provenance can be distinguished by these foregoing general 
characteristics.

The TECHNOLIFE project included studies of, and deliberations about, a large 
range of such emerging technologies, as described and analysed in the following 
chapters. When first discussing this book, the idea of the members of the project 
consortium was that it should provide an overview of these technologies in a way 
that would be accessible for a broad audience, including Master students in subjects 
such as STS and ethics, but also (we hoped) interested/concerned citizens, NGOs, 
policy actors and so on. This eventually influenced the style in which the book is 
written, combining a moderate academic registry or idiom with rich empirical 
descriptions. This general style of the book corresponds with the spirit of the 
TECHNOLIFE project, which aimed at engaging in broad and critical dialogue on 
a set of such emerging technologies. Our goal then was not to uncover and identify 
representative voices among the citizenry, but rather to provide a room for those 
voices that are commonly less represented but who might have valuable insights 
about the broader predicaments of our ‘knowledge societies’. As we affirmed 
through this avowedly experimental collective attempt, this more ambitious and 
more complex goal also required a quite fundamental shift in prevailing understand-
ing of the technical, and the social, and of their interrelations and mutualities. This 
also implies a different politics, as yet to be defined.

Lancaster University� Brian Wynne 
Lancaster, UK

Foreword
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Introduction: Technoscientific Governance – 
The Ethics and Citizenship of New and 
Emerging Technologies

The reader of this book will be familiar with, and perhaps even dazed by, recent 
‘technoscientific events’. Some of these events have an air of science fiction, things 
we could have only imagined 10 years ago. In 2013, Facebook exceeded 1 billion 
active users. Facebook is a global platform for exchanging information and connect-
ing people, a ‘social network’. It is also a reservoir of data, a collection of individual 
biographies and a type of collective digital memory. When users die, their Facebook 
identities remain as ghostly memorials. Like other social networks, Facebook has 
installed itself into the everyday lives of citizens. However, the intimate aspect of 
this technology mixes disturbingly with its global ambitions: When Facebook tried 
to go public in the stock market, what was truly being sold? Facebook, Twitter and 
similar online platforms have created doubt regarding what is public and what is 
private. These platforms have also served as channels with which to share concerns 
and enable movements to grow, such as the Arab Spring and the 15 M Movement in 
Spain. Somewhere between science and fiction, Wikileaks’ Edward Snowden wan-
ders in airports around the world and iris scanners track people, indications that 
something may be changing. In tangible manners, such emerging technologies 
enable new forms and relations between body and mind, the manner in which we 
experience one another, our governments and even the spaces we inhabit. Digital 
maps are used by governments to control the masses in the event of natural catastro-
phes; however, such maps can also be used by citizens to design the spaces in which 
they want to live. This book suggests that there is something special, perhaps unique, 
about these types of emerging technologies as to the ways in which they interfere 
with politics. The book addresses technoscience as it enters the domains of the 
human body, the movement of citizens and space by providing descriptions at the 
intersection of technology, politics and ethics.

In their analysis of current technological changes, some authors have suggested 
a type of shift from modern science to current technoscientific research and innova-
tion (Carrier and Nordmann 2010; Bensaude-Vincent et  al. 2011). Although 
acknowledging that scientific enterprise has always been technological (Haraway 
1991; Rheinberger 1997; Latour 1999) and oriented towards industrial production, 
Carrier and Nordmann emphasized that in the age of technoscience, research is 
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increasingly driven by the ambition to radically transform nature and society. As 
Latour and other STS (Science and Technology Studies) scholars noticed some time 
ago (Latour 1993; Shapin and Schaffer 1985), modernity as an epoch counted on a 
number of devices and mechanisms to create the illusion that science and politics 
could work separately. Science would produce pure facts that are not polluted by 
values and interests. Whereas modern science and technology have been legitimized 
by claims of truth and progress, emerging technosciences such as nanotechnology 
and geo-engineering are predicated on the promise of novel and wonderful designs 
that will radically change people’s lives: nanorobots that, inserted into the body, will 
help to fight disease and an atmosphere that will behave according to designed 
plans. Perhaps more explicitly than ever before, nature and society have become the 
objects to be transformed by technological interventions in the pursuit of a desired 
future. Innovation works on the limits of what can be imagined. With the focus on 
novelty and transformation, scientific insistence on pure fact has become somewhat 
relaxed (Delgado 2016; Rommetveit and Wynne forthcoming).

Instead of portraying our times as a break with modernity and modern styles of 
governing science, this book identifies an increasing tendency towards an innovation-
driven manner of conducting research that can be traced back to the period follow-
ing World War II. Since that time, scientific research has become more explicitly 
targeted towards economic growth (see Chap. 1). The governing of science has fol-
lowed those developments, specifically with increasing public investments in large-
scale research programmes that are technology-driven. Largely, the spreading of 
digital infrastructures, platforms and tools enables a new ‘engineering’ mode of 
research that has ‘design’ as a core practice. In many ways, the digital era enables 
new types of technoscientific objects that exist somewhere between the technical 
and political intervention. ‘Privacy by design’ in the emerging field of biometrics 
and the visualization of future natural catastrophes related to climate change are but 
two examples of such emerging technoscientific objects. In Europe, the faith in 
technological solutions to control and transform nature and society informs the 
Horizon 2020 programme. Technological innovation is portrayed as the key to cop-
ing with European ‘grand challenges’ such as an ageing population, energy inde-
pendence and climate change (JIIP 2012). Because scientific policies are (perhaps 
more than ever) invested with the hope that desired futures can be created, scientific 
research is oriented towards specific ‘contexts of application’ (Carrier and Nordmann 
2010).

This book focuses on three sets of emerging technosciences: human enhance-
ment technologies, biometrics and GIS (Geographical Information Systems). By 
including each of these themes as a thematic section, the book provides some 
insights into how the human body, space and the atmosphere reappear as territories 
to be reexplored and recomposed in the pursuit of promising technological interven-
tions and transformations. With a primary focus on governance, the book provides 
insights into institutional developments as well as the public responses that accom-
pany particular processes of technological emergence. Governance, as the encom-
passing theme of the book, favours a particular perspective of how technologies 
might enter people’s worlds to produce change. The book addresses processes of 
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technological emergence and provides empirical descriptions of how transforma-
tions of citizens’ lives are already occurring as part of such occurrences. This per-
spective will enable a resituating of technological emergence and its governance in 
the present in an attempt to balance a policy tendency to orient the analysis of sci-
entific governance towards the future. Finally, the book provides a particular 
approach to governance by combining STS and ethics. The life-world of citizens as 
intervened by technology is considered from this double approach to remind the 
reader that issues of institutional power, inclusion and exclusion simultaneously 
reveal ethical dilemmas and tensions.

�Technoscientific Governance: Ethics and the Life World 
of Citizens in a Digital Society

The notion of governance that this volume proposes is introduced in Strand and 
Funtowicz’s chapter (Chap. 1). These authors revisit some key historical moments 
in the movement from the foundations of modern science to current technoscientific 
governance. According to Strand and Funtowicz, in a European context, govern-
ment evolved into governance in science policy as an intuitional attempt to regain 
legitimacy in the face of an increasing public distrust of governments and expert 
institutions (see also Wynne 2006; EC 2010). In such a context of crisis in represen-
tative politics, governance was proposed as a programme of ‘broadening and 
improving government’ by more public participation (see p. 6). Whereas account-
ability, transparency and inclusion have been presented as elements of good gover-
nance, ideals have not always matched realities (Delgado and Strand 2009). After 
the mid-1990s and the beginning of the 2000s, Europe experienced a participatory 
‘boom’ (Delgado et al. 2011); however, the ‘new politics of talk’ (Irwin 2006) was 
created with the goal of producing consensus although dissenting voices were often 
misrepresented. Somewhat paradoxically, a crisis of political representation was 
meant to be addressed by constructing a representative public (Lezaun and Soneryd 
2007).

During all those years of political discussion, institutional representations of the 
public have coexisted with non-invited or spontaneous public reactions and devel-
opments (Wynne 2007). Environmental movements flourished in connection with 
nuclear and GM (Genetically Modified) technologies, raising important concerns 
that were misrepresented by governments. Arguably, through activists’ campaigns 
and other forms of collective action, such movements have endeavoured to be visi-
ble and have their views and values included in the democratic politics of represen-
tation. However, the spreading of digital infrastructures and related emerging 
technologies across society may be creating a different experience of what it means 
to live with technology (see Chap. 2) and perhaps new manners of articulating polit-
ical action and citizenship (Rommetveit and Wynne, forthcoming). Arguably, for-
mations such as DIY (Do It Yourself) medicine, the open hardware movement or the 
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citizens’ groups that use GIS technologies act as users and as producers, appropriat-
ing and modifying the technologies themselves. These groups are a type of public 
who are perhaps less insistent on realizing their claims to institutions (as ‘old’ social 
movements) and who articulate their concerns by ‘doing’. In this light, citizens as 
users of technologies, and particularly digital technologies, can be perceived as pub-
lic articulations of another type. They do not necessarily expect that their concerns 
and claims should be addressed by institutions (in a Deweyan sense).1 Rather, these 
citizens perform more direct forms of action, becoming involved with the technolo-
gies in novel manners. Immediate realities such as the human body or the local 
space are the concerning issues to be directly addressed, beyond institutional 
arrangements and constraints. These sort of interventions pose new challenges to 
classical expert-lay divisions. In neoliberal politics, large state infrastructures tend 
to dissolve while representative politics weakens. Technology as applied to health 
(for example, in personalized medicine) and other realms of everyday life increas-
ingly becomes a private matter, a matter of individual choice. A key question is how 
and to what extent the new formations of the public are challenging such techno-
logical individualization, proposing new forms of collective action and citizenship.

On the side of governments, new forms of constructing publics are emerging 
along with the spreading of digital tools and infrastructures. Digital platforms and 
design software are crucial technical developments enabling the proliferation of a 
new institutional talk regarding ‘social innovation’. In the Horizon 2020 framework, 
the public should be actively involved in technological development, as co-designer 
or end user; public values should be integrated in the early stages of scientific 
research; and responsibility for the production of desired technological trajectories 
should ideally be shared (Owen et al. 2012). In a new politico-technical constella-
tion that is innovation-driven, the governance of science has been configured in 
terms of distributed responsibility. A relevant question is to what extent the ‘social 
contract’ and ‘technological citizenship’ (Frankenfeld 1992) might enable an 
empowerment of the citizenry or rather a liberation of the states from previously 
demandable liabilities.

Emerging technologies such as geo-engineering, biometrics and converging 
technologies for human enhancement are oriented towards changing realities in the 
pursuit of desirable futures. At a governance level, this orientation towards the 
future results in a paradoxical situation that has been designated the Collingridge 
dilemma: ‘The social consequences of a technology cannot be predicted early in the 
life of the technology. By the time undesirable consequences are discovered, how-
ever, the technology is often so much a part of the entire economic and social fabric 
that its control is extremely difficult. This is the dilemma of control. When change 
is easy, the need for it cannot be foreseen; when the need for change is apparent, 
change has become expensive, difficult and time-consuming’ (Collingridge 
1980:11 in Nordmann 2010). At the base of this dilemma is the radical uncertainty 
that is inherent in scientific research (Strand 2002). Whereas scientific practice has 
attempted to suppress uncertainty by a number of black-boxing epistemic strategies 

1 (Dewey 1927).
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(Latour 1987), emerging technosciences attempt to control natural and social 
uncertainty by design strategies (Nordmann 2007). At a governance level, a manner 
in which to address the paradoxical situation noticed by Collingridge is developing 
strategies to build social capacity so that better decisions are made in the present 
and better technological trajectories are developed (Guston 2014). In the face of 
uncertainty, ethics have been introduced to the governance of technoscience. Both 
in Europe and the US, research on the ethical aspects of emerging and ICT-based 
technologies2 is becoming mandatory in funding research programmes. Another 
crucial reason why ethics is emphasized as an important element of technoscientific 
governance is because emerging technologies are perceived as potentially having a 
direct effect on the life of citizens, transforming them in substantial manners. Such 
technologies may have a double nature: being promising but also intimately 
intrusive.

In the FP7 and in the framework of the Science-in-Society programme, the 
European Commission launched a call to develop ‘new ethical frameworks’ for new 
and emerging technologies. One of the research projects resulting from that call was 
TECHNOLIFE.3 From 2009 to 2012, the authors of this book collaborated to 
develop that project. Using audiovisual material, TECHNOLIFE provided an online 
forum for discussion of three technological domains: digital maps, technologies of 
body enhancement and biometrics (corresponding to three sections of this book). 
Citizens who were concerned or whose lives could be affected by those technolo-
gies were invited to discuss the social, ethical and technological implications of 
those technologies. The project was designed to allow dissent rather than produce a 
‘representative’ public opinion. A final movie provides a summation of the forum’s 
discussions and concludes, ‘It is not easy to sum up our experience. Many responses 
were highly imaginative and elaborate, and only a few examples could be presented 
here. Many emphasized that we are living in times of great change. No clear ideolo-
gies or political platforms could be singled out. Many saw politics and bureaucra-
cies as outdated institutions. Many were critical of the monopolies of the mass 
media and large corporations. Some saw free software, open sources and an open 
Internet as indicating more sustainable futures’.4 As Strand and Funtowicz empha-
size in their chapter, a diagnosed problem was that ‘The potential is particularly 
large when the speed of science-based innovation is not matched by the speed of 
institutions’ and people’s capacity to cope with the change. The result is a particu-
larly poorly governed (as government and governance) process of innovation pos-
sessing characteristic difficulties as a fast-moving, unpredictable, uncontrollable 
and sometimes invisible target’. Such criticism was communicated to the 
Commission, comprising (or so we thought) a reflective and positive experience of 
inclusive governance.

2 As the ‘Science-in-Society’ programme becomes integrated into scientific programmes in the FP7 
of the European Commission.
3 TECHNOLIFE stands for ‘Transdisciplinary Approach to the Emerging Challenges of Novel 
Technologies: Lifeworld and Imaginaries in Foresight and Ethics’.
4 www.technolife.no
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�Governing Citizens’ Bodies, Movements and Space(s): 
The Chapters of the Book

In different manners, the chapters of this book address technological change, focus-
ing on how technologies insert themselves into the lives of citizens, transforming 
people and creating new political and ethical configurations and problems. The con-
tents of the book are organized into four thematic sections. The first section intro-
duces the notions of governance, ethics, publics and technological change that 
structure the book. The first chapter has an introductory character with a general 
focus on the governance of emerging technologies. In this chapter, Roger Strand 
and Silvio Funtowicz focus on the ethical and political complexity inherent in 
emerging technologies by introducing some key issues and by situating such tech-
nologies in a historical perspective. Complexity largely arises from the emerging 
and radically uncertain nature of these new technologies. The technologies are ethi-
cally ambiguous; however, they may produce great transformations. In addition, 
these technologies largely exist only in ‘plans, hopes and visions’. A multiplicity of 
legitimate perspectives may be included in decisions regarding technological devel-
opments; however, decisions are inevitably made as technologies are emerging, at 
which time interests themselves are developing as the technologies emerge. A ques-
tion that orients this paper is why researchers (such as the authors themselves) 
should be interested in proposing new ethical frameworks for the governance of 
emerging technologies. Researchers in the fields of science and technology studies 
and ethics, the authors argue, are active partners in the processes of sociotechnical 
change and should reflectively consider their roles.

Chapter 2 is authored by Kim Jepsen, Ana Delgado and Margareta Bertilsson and 
addresses technological change, focusing on how publics may come into being in 
contexts of technological emergence. Public concerns regarding technologies emerge 
as people attempt to accommodate ‘stranger’ technologies in their everyday lives. 
The chapter analyses how those concerns emerge as communal and they are articu-
lated by collective action. The chapter emphasizes that ‘issues unfold and are articu-
lated in multiple and contested ways, on the grounds of shared concerns. Some 
concerns and issue articulations might remain at the margins of representation, evok-
ing a public spectre’ (p. 28). In this manner, the chapter focuses on the political 
nature of the public and anticipates a notion of citizenship that is grounded in the idea 
of the ‘common’ (and the community). This motif reappears throughout the book.

The second section of the book investigates how emerging technologies might 
transform the materiality and meaning of the human body and mind. The focus of 
the section is technologies of ‘enhancement’, that is, technologies of body modifica-
tion that are targeted to enhance performance and life conditions. From cosmetic 
surgery to bionic implants and software for enhancing the activity of the brain, 
technologies of body enhancement are quite heterogeneous. However, body 
enhancement technologies share at least three important features. First, these tech-
nologies assume and challenge a certain notion of ‘normality’. Second, as objects of 
enhancement, the human body and mind ambiguously appear as both malleable and 
limiting. Ironically, in their limitations, the mind and body offer unlimited possibili-
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ties for technological transformation. Third, as the technologies themselves, such 
transformations of bodies and minds remain emergent, and in most cases, these 
technologies remain no more than visions and hopes. Although technologies of 
body modification have existed since ancient times, the ambition to transcend the 
limitations of the human mind and body (as in transhumanists’ visions) remains 
largely within the realm of fiction (Delgado et al. 2012). Thus, this section includes 
a final chapter on science fiction narratives of body enhancement. In this chapter, 
Miquel Barceló and Louis Lemkow draw on a rich collection of stories, presenting 
an account of the diversity of human enhancement technologies and the diversity of 
ethical and political dilemmas that may arise with them. Science fiction narratives 
are presented as a medium with which to explore technologies that remain in devel-
opment (or are simply imagined) and whose implications cannot be grasped in any 
manner other than the speculative imagination. By presenting imagined technologi-
cal landscapes, science fiction narratives address classic ethical and political ques-
tions such as: ‘What does it mean to be human? Who should have control over 
technology? How are people affected by science and technology?’ (p. 68). The 
chapter attends to a number of controversial enhancement technologies such as 
genetic enhancements and introduces a special focus on the implications of digital 
technologies. An identified classic theme in science fiction narratives is the uncou-
pling of the body and mind. Such uncoupling would, for example, enable the cre-
ation of a multiplicity of copies of the same person or allow people’s minds to be 
uploaded to computer memories. Issues of identity and immortality occupy a central 
position within science fiction narratives in addition to questions of how the techno-
logical enhancement of individuals may trigger issues of representative democracy 
and ‘human rights’ and ultimately produce social inequality and injustice.

Similar themes reappear in Chap. 4 in relation to the academic literature. 
Authored by Søren Holm, this chapter outlines the primary ethical controversies 
related to body modification and enhancement and identifies the factors that create 
such controversies. An initial controversy addresses the limits of the human body 
and its normative status. Against such limits, transhumanist claims to the right of 
‘morphological freedom’ are emerging. These claims raise ethical and political 
questions regarding whether freedom should be the master value of democratic 
societies. A related controversy regards the possible implications of unequally dis-
tributed body modifications and enhancements. In terms of social justice, ‘freedom 
of morphology’ may result in increasing the divide between the rich and the poor. 
Finally, this chapter discusses ethical problems related to extreme transhumanist 
visions that foresee immortality and the overcoming of all human limits by techno-
logical convergence. Chapter 4 focuses on what it means to be ‘normal’ and on the 
dynamics of inclusion and exclusion that may emerge with the development of body 
enhancement technologies. Chapter 3 returns the focus to politics and governance, 
relating this chapter to the previous section. In this chapter, Kim Jepsen introduces 
the notion of citizenship, situating the concept in a context of technological emer-
gence. This chapter provides sociological analysis of how deaf people have 
experienced radical changes in their lives after acquiring a bionic implant. In a 
sense, such implant recipients have become cyborgs. With a body that has been 
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technologically enhanced, these people remain strangers to socially accepted 
notions of what is to be a human being. Drawing on ethnographic materials, this 
chapter explores ‘unresolved issues of what it means to live as citizens with techno-
logical innovation’ (p. 36). The chapter examines how the human body as the 
domain of technological interventions becomes an object of science, government 
and industry. In their everyday experience and attempts to live with their bionic 
implants, such citizens redefine their social identities. Inserted into the everyday 
lives of citizens, technology influences both the emergence of new communities 
(with a renewed sense of belonging) and new forms of social exclusion. The notion 
of citizenship that this chapter proposes addresses the political dynamics of inclu-
sion and exclusion, suggesting manners in which to address technologically medi-
ated diversity.

The third section of the book addresses the emergence and implementation of 
technologies for tracking and controlling citizens’ movements. This section focuses 
on how biometric technologies are being used by governments in the European 
Union (EU), creating a new area of ‘security’ while, many argue, placing basic ele-
ments of what composes citizenship in liberal democracies at risk. The chapters in 
this section emphasize how after 9/11 and for the sake of security and efficiency, 
ICT platforms and surveillance devices have been expanding all over Europe. The 
citizenry itself has become an object of digital engineering: movements are tracked, 
data regarding individuals are stored and matched, and profiles are produced in the 
search for ‘suspicious behaviour’. The citizenry has become an object of technosci-
entific intervention and an object of distrust. Citizens are suspected by default. 
Nevertheless, this section suggests that it is difficult to perceive what the real ‘threat’ 
is that justifies the deployment of such technological machinery. Paradoxically, by 
deploying technological means to ‘secure’ us, the state becomes the primary threat 
to citizenship. In Chap. 7, Katrin Laas-Mikko and Margit Sutrop address such prob-
lems through ethical analysis and discussion. This chapter argues that although pub-
lic security is touted as the preeminent value, foundational values of liberal 
democracies such as privacy and autonomy are being violated. These arguments are 
grounded in the analysis of the implementation of ‘second-generation biometrics’ in 
Europe. Software-based technologies and digital platforms are used with the ulti-
mate goal of anticipating actions, particularly malign actions. According to Kristrún 
Gunnarsdottir in Chap. 6, these are market-driven technologies tailored to recreate 
people’s intentions and anticipate their choices. With a focus on mobility, security 
and markets, this chapter provides a detailed sociological account of how the ideal 
of European political integration and social cohesion has led to a reality in which 
citizens’ movements are increasingly under surveillance. The EU integration has 
first and foremost pursued ‘market integration’ (and liberalization), which required 
the free movement of goods, labour force and capital. The regulation of people’s 
mobility, particularly of non-European citizens, is key for this purpose. This chapter 
also provides insights into how ICT industry is positioning itself as a key actor in 
the governing of biometric technologies and the production of ‘knowledge’ 
regarding citizens. ICT experts have a central role in these developments; however, 
these experts generally do not appear fully aware of the ethical and political impli-
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cations of the implementation of this emerging technological field. This chapter 
concludes that there is no evidence that the implementation of these technologies of 
surveillance is helping to keep us ‘safe’, although there is evidence of the market 
opportunities and benefits that these technological developments are enabling.

In Chap. 7, Kjetil Rommetveit echoes and emphasizes these arguments. By pro-
viding a comprehensive analysis of key policy documents, the chapter provides a 
chronological overview of how ideals of integration have been realized in the EU, 
increasingly rendering Europe a ‘security envelope’. The control of borders is cru-
cial to these endeavours. Two types of imagined technologies are intrinsic to these 
developments: the imaginary of the ‘body as information’ and the imaginary of 
‘systems interoperability’. Each imaginary has entered into the making of a com-
prehensive legal framework, and combined, they project a certain ‘biometrics 
vision’ of European societies. First, information regarding the physical features of 
citizens is digitalized. Digital identities are contained in identity documents (such as 
the European biometrics passport). Such travel documents allow tracking the move-
ments of citizens at any time. Second, data regarding people’s identities and move-
ments are stored in interoperable systems across European borders. The ‘biometrics 
vision’ is realized on two complementary levels: ‘promoting the tightened relation 
between the body and travel documents’ and ‘the tightened integration of systems 
and government agencies as given through the concept of interoperability’ (p. 118). 
As this chapter indicates, several problems with data protection, privacy and funda-
mental rights as well as with the social exclusion of vulnerable groups pertain to the 
development of the security envelope. The primary argument of this chapter, how-
ever, is that these problems are components of a broader set of problems likely to be 
encountered within large-scale information systems as those systems enter the real 
world and that the biometrics visions do not truly consider these issues.

If the previous sections of the book have focused on the transformations of citi-
zens’ bodies and mobility as those transformations occur in technoscientific govern-
ing and governance, the final section introduces a focus on how space is being 
redefined by technological interventions. This section addresses the emergence of 
two geo-technologies: geo-engineering and digital maps as developed within GIS 
(Geographical Information Systems). Both sets of technologies reconfigure order-
ings and scales. For instance, the implementation of geo-engineering technologies 
is justified as a way to tackle the global problem of climate change by acting locally 
(by, for example, manipulating air particles in a particular spot), geo-engineering 
turns the Earth itself into a technoscientific object whose transformations entail 
changes on a global scale. With this global scope, geo-engineering is often taken for 
granted as a field in which citizens’ expertise may not have much to contribute. 
Rather, citizens are to be included as stakeholders. Digital maps, on the other hand, 
are becoming mundane objects of people’s everyday lives. As they operate in mobile 
phones, iPads GPSs, etc., citizens’ lives are becoming increasingly geo-referenced. 
Citizens are often included as users, co-designers or co-producers in the develop-
ment of geo-referenced data, software development, digital interfaces and visualiza-
tions. However, as the first chapter of this section argues, it is crucial to question 
how citizens are being included in processes of technological innovation. 
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Particularly, in the context of digital maps, what type of access to the technology are 
citizens truly given? What types of agencies are in play? And how might the inclu-
sion of citizens in these processes ultimately empower the people? Because both 
geo-engineering and digital maps are technologies that have the potential to trans-
form people’s lives (in both dramatic and mundane manners), it is important to criti-
cally question the working dynamics of the expert-lay interplay. All chapters in this 
section do so by addressing different aspects of these dynamics. In Chap. 9, Kjetil 
Rommetveit, Ângela Pereira and Tiago Pedrosa explore how people imagine them-
selves, others and space through digital maps. This chapter addresses the everyday 
‘use’ of GIS by attending to three types of action: overlaying, interpreting and inter-
acting. The crucial question is whether GIS technologies allow citizens to take an 
active role within those modalities of action. Descriptions emphasize how ‘overlay-
ing’ became a prominent tool and skill for depicting and imagining space in the 
digital age. Overlaying comprises combining several thematic maps (layers) into a 
single input. Overlaying reveals new sets of relations, data matches and meanings. 
However, the chapter argues, overlaying is far from a naïve and neutral manner of 
redefining space (and the relations that inhabit and configure it). Rather, overlaying 
is informed by interests and values. By the same token, one can ask what type of 
‘interactivity’ digital technologies and, in particular, GIS is enabling. If, for exam-
ple, the contents of the maps can only be modified and updated by the technology’s 
provider as users provide data (as with Google Earth), the ‘interactivity’ has ulti-
mately a one-way direction. Alternatively, open source initiatives may allow people 
to modify not only the content of those maps but, more radically, also the way in 
which the technology works as well as its use. Thus, the question is what type of 
new connections these technologies are enabling and the extent to which the tech-
nologies enable new forms of collective action and possibly citizenship. For exam-
ple, private companies may be using GIS technologies to produce geo-referenced 
data on consumer choices, producing geo-referenced products that are tailored to 
individual preferences and producing certain social orders by classifying people in 
certain manners (as on the basis of who lives where). However, new communities of 
experts are emerging such as ‘communities of volunteer virtual cartographers’ 
(p.  136) with specific manners of overlaying and of configuring the relations 
between the public and the private. It is experience and concern, this chapter argues, 
that make people care for and create common spaces. Maps created by amateur 
geographers may not stress accuracy and precision; however, those maps may 
reflect other concerns based on life experiences, often shared life experiences. The 
new spaces (and spacing) that GIS technologies afford can mediate new forms of 
common spaces and collective action as well as privatization and 
individualization.

In Chap. 10, Fanny Verrax focuses on experts and expertise. The chapter ques-
tions the ethical adequacy of GIS professional ethics by analysing a code of conduct 
that was created by a primary association of GIS professionals. A question is 
whether general issues of ICT ethics such as privacy are sufficient to ethically 
address and regulate GIS or whether the technological and social complexity of the 
technology requires an ethical approach that takes specific issues into account. The 
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chapter suggests that specific ethical frameworks are required that will evaluate 
issues that emerge with the technology itself, such as the social and political impli-
cations of producing massive amounts of digital data on individuals. The expert-lay 
divide, the chapter claims, should be redefined in accordance with such issues.

In the final chapter of the book (Chap. 11), Paula de Curvelo and Ângela Pereira 
provide an overview of scientific controversies on geo-engineering. Geo-engineering 
encompasses a number of technologies and techniques to modify the climate in 
desired manners. Geo-engineering has emerged (and is politically justified) in rela-
tion to climate change, often presented as a technological solution to the non-
intended problems that come with highly uncertain changes in atmospheric 
conditions. It is this technoscientific ambition to control uncertain entities and mod-
ify them at will that renders geo-engineering both promising and controversial. 
Controversy surrounding geo-engineering, this chapter argues, ultimately refers to 
a rather old issue, namely, ‘What is our place in nature?’ As with climate change, the 
dissenters are, on the one hand, those who believe that humans have always modi-
fied the climate and that geo-engineering is nothing substantially new or different 
and, on the other hand, are those who believe that geo-engineering entails a techno-
logical manner of intervening in nature with the potential to produce disastrous 
natural disorders (the proposed solutions to climate change producing more natural 
and social uncertainty). This disagreement is partially based on the heterogeneous 
nature of the technology itself. From reforestation for CO2 capturing to the use of 
chemicals for whitening the clouds to reduce Earth’s absorption of solar radiation, 
a great variety of methods and practices fall within the purview of geo-engineering. 
Nevertheless, different practices entail different controlling strategies and uncer-
tainties and different implications for governance. Turning the focus towards gover-
nance, the chapter identifies three primary narratives informing current debates on 
geo-engineering. The paper concludes by arguing that debates on geo-engineering 
can be situated within dominant narratives on science, technology and society such 
as the set of justifications put forward in European policy strategies that propose 
technological innovation as the key element for facing challenges, solving problems 
and triggering social change.

In different manners and in different technological domains, the chapters of this 
book address changes and transformations that are occurring within science, gover-
nance and citizenship. Furthermore, they show how ‘transformation’ itself is emerg-
ing as the object of technoscientific research: the Earth, the human body and mind, 
and the movement of citizens are becoming objects of design and technological 
intervention. Finally, ‘transformation’ is the ultimate concern of technoscientific 
governance. In the discourse of innovation, social change appears as something that 
is desirable and can be intentionally shaped by technological intervention. A certain 
sense of urgency emanates from this narrative, a sense that something must be 
changed quickly to avoid imminent catastrophe in terms of, for example, environ-
mental disasters, terrorist attacks and demographic collapse. However, the institu-
tional narrative of innovation magically turns problems into challenges to produce a 
feeling that these are also times of opportunity and excitement. Politics drives 
science, and science drives politics, in novel manners. As presented by institutions, 
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the need for change comes with the imperative that ‘we’, as European citizens, must 
take an active role in ensuring our future. Moving towards a sort of ‘technological 
citizenship’, citizens are required to be responsible and active in innovation. 
However, what does the strong desire for change and transformation say about the 
state of Europe and European politics? What does the desire for change say about 
European civilization’s ambitions? That technology and innovation will enable 
Europe to be a leading power in a globalized world, as European authorities hope, 
remains a vision. Providing some conceptual and empirical materials to start situat-
ing such civilizatory ambitions and hopes has been the main concern of this book.
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Chapter 1
Democracy, Ethics and the Governance 
of Emerging Science and Technology

Roger Strand and Silvio Funtowicz

Abstract  The governance of emerging science and technologies is becoming an 
important policy issue. We elucidate the meanings of emerging science and tech-
nologies from a multidisciplinary perspective, and we discuss the ethical and politi-
cal consequences of their introduction in the context of the European Union. We 
illustrate the relation between science technologies and economic development with 
some historical post-war examples, concentrating on the limited outcomes of their 
deployment in relation to the announced promises. Our analysis concludes that the 
current narrative on science-based innovation and economic growth and employ-
ment must be challenged and devolved to an inclusive democratic process. We share 
our experience from some experimental approaches to the governance of science 
and technology designed to capture and unfold a progressive political engagement

Keywords  Condorcet • Eisenhower • Ethics • Governance • Responsible research 
and innovation

1.1  �The Governance of Science and Technology

The purpose of this essay is to explore how we, as humans and societies, may and 
ought to live and deal with technological development. This will be done from a 
trans-disciplinary perspective, in order to understand the emerging challenges of 
novel technologies. We will discuss some of these “emerging challenges” as we 
believe they are perceived by societal actors and institutions, such as the European 
Union.

A specific scheme of the Seventh Framework Programme (FP7; 2007–2013) of 
the European Commission (EC) called for the development of “ethical frameworks 
of new and emerging fields of science and technology”. The phrasing is ambiguous, 
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as it is not immediately clear which “fields” are being referred to, what is meant by 
“ethical frameworks”, why research funding calls are put forth for developing such 
frameworks, or why researchers should find it attractive to respond to such funding 
calls.

In this chapter we will sketch some possible answers to these questions and out-
line an understanding of the current challenges to governance from a critical per-
spective to mainstream research and innovation policy. We will outline how both 
questions and answers are complex, as they are enmeshed into current intellectual 
and political struggles over language and meanings, as well as visions and ideologi-
cal perspectives of the present and the future. As an illustration, we start by asking 
a seemingly innocent question: What is meant by “new and emerging fields of sci-
ence and technology”? Many would answer that this is related to nanotechnology 
and the developments of, for instance, new types of nano-structured materials to be 
used in industrial applications. Others would evoke images of robotics or geo-
engineering. We might usefully recall that after the Second World War, the new and 
emerging fields of science and technology were computing, nuclear power and 
space travel.

This puzzling expression – “new and emerging fields of science and technol-
ogy” – was introduced by the EC in its Sixth Framework Programme (FP6; 2002–
2006). At that time, the EC mentioned examples such as synthetic biology, which 
entailed a scientific attempt at designing new living forms. Among the more curious 
ideas that came up was neuro-economics; the attempt to apply quantitative natural 
science in order to understand the neurological basis of consumer behaviour. 
However, a number of quite ordinary-sounding scientific fields have also been 
called new and emerging, such as applied mathematics, computational science, 
materials science, and so on and so forth. Moreover, behind a new name such as 
nanotechnology there is sometimes a quite old and well-known activity: Chemistry, 
physics, molecular biology or some combination of the three. What is “new and 
emerging” about it, is not merely a scientific, methodological, technological or tem-
poral issue.

We can sum up the above considerations as follows: First, “emerging science and 
technology” is not a straight-forward expression. To understand what it means, one 
has to know and be aware of the context in which the expression was introduced, 
how it is being used, and how it is transformed as priorities and fashions change. In 
short, one has to know something about the cultural, institutional and political envi-
ronment in which this expression is embedded. Second, the illustrations we have 
presented enable us to assume some of the features of this background: On the one 
hand, there is an underlying belief in human progress through the accumulation of 
scientific knowledge, the deployment of technological applications, and the hope 
(and promise) that science-based innovation will contribute decisively to the 
achievement of political visions and goals. Above all economic growth and com-
petitiveness. This is now enshrined in the EU’s 2020 strategy, which states that the 
“Innovation Union” (as the European Union is nicknamed) is essential for a “smart, 
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sustainable and inclusive growth”.1 On the other hand, there is increased awareness, 
based on recent experience, that science-based innovation is not always welcomed 
and that it may be actively rejected by citizens and organizations (one example 
being genetically modified crops or fracking). The costs associated with the promo-
tion and deployment of such innovations is sometimes described and managed in 
terms of “risks” or “ethical” concerns. Both could be well illustrated by simple 
questions, such as: Is it a good idea to synthesize new forms of life? Is it desirable 
to be able to use neurobiology to predict consumer behaviour?

Indeed, what we might call the politics of emerging science and technology is 
complex, meaning that there is not only a multiplicity of actors and processes but 
also of legitimate perspectives on the issue. Conventional power- and interest-based 
explanations are of limited value in this field for at least two reasons. Firstly, the 
perception of the ambiguous character of some of the developments – the thrill and 
the terror, as it were – is shared by many actors, also within society, science and 
technology. Secondly, and importantly, what we are dealing with here are to a large 
extent things that only exist as hypotheticals or, in the more precise words of 
Jasanoff and Kim (2009), as sociotechnical imaginaries: collective visions of desir-
able scientific, technological and social orders.

Unlike many other fields, the actors’ interests and passions are not to be taken for 
granted as something solid and explanatory. Rather, the interests themselves are 
also in the making and in need of analysis and explanation. The objects of the poli-
tics of emerging science and technology are akin to those of magic: They are visions 
based on imagination, on the way to become reality for some. We mean this in a 
very literal sense and not as a vivid metaphor. For instance, the EC defined the over-
all objective of its FP6 NEST (New and Emerging Science and Technology) research 
funding programme as “improving European anticipation of future scientific and 
technological needs”.

Adding to the complexity, the politics of emerging science and technology has 
increasingly been framed as an issue of “governance”, a concept that also comes 
with a multitude of meanings. The concept entered the Euro-language quite recently, 
as a result of what was perceived as a crisis of trust, ironically generated by failures 
in the emerging science and technology of the time.

From the perspective of authoritative institutions, including Academia, gover-
nance has emerged as an essential part of government. We can define governance as 
“the sum of the many ways individuals and institutions, public and private, manage 
their common affairs. It is a continuing process through which conflicting or diverse 
interests may be accommodated and co-operative action may be taken. It includes 
formal institutions and regimes empowered to enforce compliance, as well as infor-
mal arrangements that people and institutions either have agreed to or perceive to be 
in their interest.” (Our Global Neighbourhood 1995)

1 The term “Innovation Union” is now rapidly adopted in EU politico-administrative discourse, 
both as a concept for its S&T policy, but also in a broader sense, as a new defining principle of the 
identity of the European Union. See the official EU website for the Innovation Union http://ec.
europa.eu/research/innovation-union/index_en.cfm
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In the EU context, the word can carry a political or perhaps ethical programme 
of “broadening and improving government” by more public participation and a 
larger degree of accountability and transparency, enabling informed participation by 
the citizens. The undercurrents of concerns represented by “ethics” and “risks” can 
be detected in the many ambiguities of governance narratives at all levels. In the 
European Commission’s (EC) White Paper on Governance, the despair is visible 
already in the opening sentence:

Today, political leaders throughout Europe are facing a real paradox. On the one hand, 
Europeans want them to find solutions to the major problems confronting our societies. On 
the other hand, people increasingly distrust institutions and politics or are simply not inter-
ested in them (CEC COM 2001: 3).

We interpret this statement as a complaint about a spoiled and ungrateful citi-
zenry. If they (the citizens) could only have been more knowledgeable (in the vir-
tues of science and technology), more interested (in spite of the growing alienation 
of government institutions) and more trusting (in the power of expertise)! Some (or 
even many) might disagree with our interpretation. Indeed, this disagreement is a 
central one in the governance of emerging science and technology.

The issue is not only what kind of scientific and technological processes and 
products should be allowed, encouraged and publicly or privately funded. It is also 
a question of the visions, hopes and aspirations for the future development of our 
societies and civilization, and of fairness, and how power is allocated, distributed 
and exerted in these societies (Jasanoff and Kim 2009). In von Schomberg’s (2011) 
words, it is a question of “the (ethical) acceptability, sustainability and societal 
desirability of the innovation process”. Some might argue that all this is at stake in 
all politics. As scholars who do research on science and technology we would 
respond that science and technology make up a sector of society that holds a special 
potential for change; a change which is not only of Nature but also of us. The poten-
tial is particularly large when the speed of science-based innovation is not matched 
by the speed of institutions’ or people’s capacity to cope with the change. The result 
is a particularly poorly governed (as government and governance) process of inno-
vation possessing characteristic difficulties as a fast-moving, unpredictable, uncon-
trollable and sometimes invisible target. Invisible also because it has often been 
surrounded by an ideology in which technological progress is always intrinsically 
good and which at the same time follows the predetermined path set by Nature as 
she gradually reveals her truths to Science.

On the optimistic side, one can also see the complexities of the coproduction of 
science, technology and society as a reservoir for the development of new political 
engagement. Whatever radical or progressive political engagement could mean in 
our time, we believe it must include and is served by including a critical perspective 
upon current scientific and technological innovation.

It would take a whole book rather than a chapter to substantiate the claims of 
previous paragraphs. We will now move on to a few snapshots from the context 
(historical, scientific-technological, cultural, institutional, economic, and political), 
to indicate some issues and developments showing the path-dependent trajectory 
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from modern to industrial science, from curiosity-generated science to entrepre-
neurial techno-science and innovation, and from the creation of public knowledge 
to the production of corporate know-how.

1.2  �Historical Snapshots on the Path to the Innovation 
Union2

The classic formulation of the usefulness and benefits of science is usually ascribed 
to Francis Bacon (1561–1626), who in The New Atlantis describes a Utopia of 
wealth and happiness based on scientific advancements:

We have also engine-houses, where are prepared engines and instruments for all sorts of 
motions. There we imitate and practise to make swifter motions than any you have, either 
out of your muskets or any engine that you have; and to make them and multiply them more 
easily, and with smaller force, by wheels and other means: and to make them stronger, and 
more violent than yours are; exceeding your greatest cannons and basilisks. (Bacon 
1628/1996, 485–486)

His unfinished manuscript ended with a visionary list of “wonders of nature, in 
particular with respect to human use”. Here are a few examples:

The prolongation of life.
The retardation of age.
The curing of diseases counted incurable.
The altering of complexions, and fatness and leanness.
Versions of bodies into other bodies.
Making of new species.
Instruments of destruction, as of war and poison.
Drawing of new foods out of substances not now in use.
Deception of the senses.

Bacon anticipated that all this could be achieved by the use of the “new tool” of 
experimental and inductive science. Useful knowledge for Bacon is knowledge 
about cause-effect relationships that allows us to avoid or bring about the causes of 
what harms and benefits us, respectively (Novum Organum 1620). Knowledge is 
always better than ignorance because it provides us with more power, that is, more 
possibilities to avoid harm and achieve good. This argument has been reiterated in 
science education and science policy ever since. Still, the argument is simplistic in 
at least two respects. First, Bacon presupposes a consensual “we” who decides what 
is beneficial and what is harmful: “we” can for instance acquire “instruments of 
destruction” to achieve more power (over our enemies) and in that way increase our 
wealth and happiness.

2 This section closely follows the exposition in Rommetveit, Fjelland. Funtowicz and Strand 2013; 
“What can history teach us about the  prospects of  a  European Research Area?” (pp.  38–41, 
pp. 53–55), from which several of the passages below have been taken.
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Secondly, Bacon’s examples are of one cause that leads to one effect. In real-
world cases, however, there is always only partial knowledge, which is knowledge 
of some causal relationships. When such knowledge is applied, there is the possibil-
ity of unforeseen and undesirable higher-order effects; indeed one may identify 
many environmental problems as the result of such unforeseen and undesired effects 
of technological intervention into the natural world. In practical terms, even if dis-
putes over what is good and what is harmful are resolved, it remains an open ques-
tion whether a particular piece of knowledge or technology in fact has created more 
benefit than harm. The empirical nature of that question is largely ignored in the 
governance of science and technology.

A particularly explicit formulation of Bacon’s Utopia was made by the French 
philosopher, mathematician and political scientist Marie Jean Antoine Nicolas de 
Caritat (1743–1794), known as Marquis de Condorcet.

Condorcet identifies himself with the intellectual tradition of Bacon, sustaining 
that increased scientific knowledge will offer an increase in wealth (Strand 2013: 
115–6). Condorcet also believed that an increase in wealth would result in increased 
equality. For him, inequality is the result of tyranny, violence and prejudice. With 
Science producing more wealth there will be therefore less motivation to exploit 
others. However, Science will also propagate Enlightenment and Reason, resulting 
in less prejudice and violence. Specifically, Condorcet sees the free market – “unre-
stricted commerce” – as one such mechanism for the propagation of Reason and 
equality. A few years later, Thomas Malthus published his pessimist view on the 
future of a growing human population on a finite Earth. Condorcet’s reply was the 
opposite to Malthus’

[…] if we consider, that prior to this period the progress of reason will have walked hand in 
hand with that of the sciences; that the absurd prejudices of superstition will have ceased to 
infuse into morality a harshness that corrupts and degrades, instead of purifying and exalt-
ing it; that men will then know, that the duties they may be under relative to propagation 
will consist not in the question of giving existence to a greater number of being, but happi-
ness; […] and not the puerile idea of encumbering the earth with useless and wretched 
mortals. (p. 273)

We may find in Condorcet most of the ingredients in contemporary political 
thought: increased wealth and welfare through scientific and technological develop-
ment and a free market; improved politics and morality through education and 
social, economic and political science; a theory about mature societies that are sus-
tainable because their rational and morally sophisticated citizens value happiness, 
reduce their number of offspring and therefore consciously arrive at zero population 
growth. If we add the belief in the miniaturisation of technology, the information 
society and the resulting dematerialisation of the economy, Condorcet’s programme 
is essentially identical with those of Western governments since the end of WWII.

Moving another 150 years ahead in time, the well-known report Science: the 
Endless Frontier (1945) written by Vannevar Bush echoes Bacon’s and Condorcet’s 
beliefs in science as a provider of practical benefit, now draped in the twentieth 
century so-called linear model of innovation. Although Bush never spells out the 
model, he insists that the strengthening of basic research is a necessary precondition 

R. Strand and S. Funtowicz



9

for the creation of jobs and the improvement of social welfare. With striking candid-
ness, the report combines Bacon’s belief in science, Condorcet’s belief in the free 
market and the fact of post-war consumerist society:

One of our hopes is that after the war there will be full employment. To reach that goal the 
full creative and productive energies of the American people must be released. To create 
more jobs we must make new and better and cheaper products. We want plenty of new, 
vigorous enterprises. But new products and processes are not born full-grown. They are 
founded on new principles and new conceptions which in turn result from basic scientific 
research. Basic scientific research is scientific capital. Moreover, we cannot any longer 
depend upon Europe as a major source of this scientific capital. Clearly, more and better 
scientific research is one essential to the achievement of our goal of full employment. (Bush 
1945)

For Bush, economic growth is necessary, and it requires that consumers are con-
stantly enticed by new products. The white spots in the world map being filled in 
and colonial goods already consumed, the West having been conquered, and Europe 
in ruins and in need of American aid after the War, the United States have to rely on 
themselves. And hence the title of the report: as all other frontiers are conquered, 
science is the one that allows for indefinite progress and expansion:

It has been basic United States policy that Government should foster the opening of new 
frontiers. It opened the seas to clipper ships and furnished land for pioneers. Although these 
frontiers have more or less disappeared, the frontier of science remains. (Bush 1945)

The political implication that Bush drew, was the need for a strong public sup-
port of basic research. Indeed, his work was influential for the establishment of the 
National Science Foundation in 1950.

In 1954, The New York Times (September 17) reports of a speech given the day 
before by the Chairman of the US Atomic Energy Commission, Lewis Strauss to the 
National Association of Science Writers. Strauss’s message resonates with Bacon’s 
New Atlantis:

Our children will enjoy in their homes electrical energy too cheap to meter … will travel 
effortlessly over the seas and under them and through the air with a minimum of danger and 
at great speeds, and will experience a lifespan far longer than ours, as disease yields and 
man comes to understand what causes him to age.

The promises of nuclear power are nevertheless ambiguous because its intimate 
relation with the Bomb. Successive generations of new and emergent technologies 
had to struggle with the ambiguity: the promises of everything for nothing balanced 
with the terror of the original sin.

There is no going back and we can trace the growing importance of science and 
science-based technology in the restructuring of the economy and the extension of 
free trade. In the European integration process, modernity (represented by coal and 
steel) gives way, slowly first but securely, to the embryonic Knowledge Economy 
with its own sets of grand promises: human liberation from physical work, natural 
resource scarcity conquered by technology and cultural substitution and no more 
“limits of growth”. The European coal-miners and steel-workers, fundamental 
actors of the original Treaty, can now be affluently obsolesced, as modern industries 
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relocate and new jobs require new skills: handling data, developing algorithms and 
computer models, and continuous innovation of processes and systems.

Witnessing the recurrent economic, financial and political crises, we might well 
ask if we missed something in our narrative. Perhaps the new, late Modern, phase of 
co-evolution of knowledge and power has its own pathologies which could have 
been anticipated. And it was, in unexpected places.

In 1961, Dwight Eisenhower, President of the US, delivered his Farewell 
Address. The speech is well-known and widely discussed for his reference to the 
military-industrial complex:

[…] we must guard against the acquisition of unwarranted influence, whether sought or 
unsought, by the military-industrial complex. The potential for the disastrous rise of mis-
placed power exists and will persist. We must never let the weight of this combination 
endanger our liberties or democratic processes. We should take nothing for granted.

However, another part of the speech is what we are looking for:

Akin, and largely responsible for the sweeping changes in our industrial-military posture, 
has been the technological revolution during recent decades. In this revolution, research has 
become central; it also becomes more formalized, complex, and costly. A steadily increas-
ing share is conducted for, by, or at the direction of, the Federal government. Today, the 
solitary inventor, tinkering in his shop, has been overshadowed by task forces of scientists 
in laboratories and testing fields. In the same fashion, the free university, historically the 
fountainhead of new ideas and scientific discovery has experienced a revolution in the con-
duct of research. Partly because of the great costs involved, a government contract becomes, 
virtually, a substitute for intellectual curiosity. For every old blackboard there are now hun-
dreds of new electronic computers. The prospect of domination of the nation’s scholars by 
Federal employment, project allocations, and the power of money is ever present – and is 
gravely to be regarded. Yet, in holding scientific research and discovery in respect, as we 
should, we must also be alert to the equal and opposite danger that public policy could itself 
become the captive of a scientific-technological elite.

Eisenhower describes in simple terms the transformations in the organization, 
political economy and methodology of science, which have been the subject of 
increasing academic research during the last decades, and with the traditional disci-
plines of history and philosophy of science now becoming hybridized with the 
growing interest in the social studies of science.

Industrialized science (Ravetz 1971) and fungible Mode 2 science (Gibbons 
et al. 1994) are two among many ways to describe and prescribe new forms of sci-
ence. The tension between research (more prestigious) and teaching universities 
reflects the growing pressure to produce economic value through patents and other 
intellectual property instruments. The result is the privatization of knowledge and 
relegating the public knowledge production to the category of endangered species. 
Eisenhower’s warning about “public policy” becoming the captive of a “scientific-
technological elite” illustrates the ironic nature of the process; when the entangle-
ment of techno-science with power enters a collision course with the humanistic 
character of the scientific project.

The changes in our understanding of science and the scientific enterprise are 
important in order to assess the European policies on research and the institutional 
arrangements put into place to promote research. However, this endogenous view is 
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not enough. We have also to see the effects on humankind and society, and in par-
ticular, the consequences on the process of European institutional self-understanding, 
aspirations and goals. In this context, there is no doubt that modern science and even 
industrialized science have now become techno-scientific research and innovation, 
fully at the service of making Europe the most competitive economic block in the 
world. Techno-scientific research and innovation is funded and promoted with the 
explicit aim to create jobs, to build a sustainable growth society and to improve the 
quality of life of the European consumer-citizen in the global market. The opera-
tional mechanisms are to remove the obstacles to innovation, to blur the boundaries 
of the public and private, of business and Academia, to adapt education and training 
in order to fulfil the goal of making Europe a world-class science performer.

In the 50 years that followed Eisenhower’s speech, the process of transformation 
of science has accelerated, together with the process of economic restructuring, to 
the point where innovation in the knowledge economy seems to be the only hope of 
unfettered growth.

What if the reliance on techno-science, co-evolving with emerging structures of 
power, has put us in a path-dependent cul de sac, where to do more of the same, but 
faster and more efficiently, becomes the only problem-solving strategy possible, 
increasing the democratic deficit and neo-authoritarian temptations? Eisenhower 
has a recommendation that we might well consider:

We must never let the weight of this combination endanger our liberties or democratic pro-
cesses. We should take nothing for granted. Only an alert and knowledgeable citizenry can 
compel the proper meshing of the huge industrial and military machinery of defense with 
our peaceful methods and goals, so that security and liberty may prosper together.

The elements of the “combination” and the relevant actors involved might be 
different (are they?) but the advice is still valid, only an alert, knowledgeable and 
committed European citizenry can govern the transcendental processes of innova-
tion taking place; in order to make them consistent with the Humanistic values of 
tolerance, humbleness, and universality in specificity.

1.3  �Contemporary Challenges

Still the transformation of science did not occur in a vacuum; societies were also on 
the move and changing accordingly. With Rachel Carson’s 1962 Silent Spring, the 
Western world discovered the Environment and the downside of technological 
progress, beginning a process that took us to the 1992 United Nations Conference 
on the Environment in Rio de Janeiro. The under-currents of concern and awareness 
grew slowly but steadily, with risks and ethics now publicly discussed and somehow 
channelled through emerging narratives of participation, precaution and 
sustainability.

Other important aspects of this process are worth citing. The first relates to the 
discovery that only occasionally the hopes and expectations justifying new and 
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emerging fields of science and technology were realised, and that this kind of prog-
ress not only had a downside but that it was even difficult to grasp its upside. The 
second dimension refers to accumulation of failures and disasters (De Marchi 2015), 
putting a question mark on the wisdom of relying blindly in an expertise that 
promises everything at the cost of nothing. Controversial new and emerging science 
and technology in the fields of food and health add a new focus of concern, and 
being so close to human identity and life-styles, generate new questions about risks 
and ethics.

Finally, there has been an expansion of the world media and the Internet, enabling 
real-time and decentralised communication. We should not underestimate the power 
of images showing the effects of accidents and disasters, and of experts disagreeing 
publicly. Esoteric debates are now ventilated in the open, and the citizens can see 
that, firstly, science does not speak with one voice, and secondly, that scientists are 
not in control of the artefacts of their creation. Nuclear power, from Three Mile 
Island to Fukushima, is the paradigmatic example.

We argued about the ambiguity (and complexity) of expressions like “emerging 
fields of science and technology” and “ethical frameworks” and we mentioned the 
under-currents of concern expressed in terms of risks or ethics which were mainly 
devolved to science (for risk assessment) or to bureaucracy (for ethical checklists 
and committees). This mechanism seems not to work anymore, and this is espe-
cially true now, when the transition from modern science to goal-oriented interest-
based techno-science is almost complete, and this is perceived and acknowledged 
and contested by a large part of the citizenry. The search for new frameworks – 
whether we call them ethical, political or of governance – therefore needs to be free 
to consider new pathways that depart from the usual institutional arrangements. 
This is the answer to the initial question of this chapter: why researchers should find 
it attractive to respond to funding calls for the development of “ethical frameworks 
of new and emerging fields of science and technology”.

The methodological implications of such a vision are in themselves radical. First, 
there can be no absolute distinction between research and the political processes in 
which the research is undertaken. In more general words; between knowledge and 
action. As researchers we are engaged; any other idea is illusory, and even undesir-
able. Secondly, this means that there is no absolute distinction between researcher 
and citizen. Finally, above we have indicated how attention to narratives and imagi-
naries is required to understand the development of emerging science and technol-
ogy as well as its governance. Indeed, the Innovation Union is an attempt at creating 
a powerful imaginary. This importance and the primacy of imaginaries and narra-
tives over ethical argument and risk calculus is recognised, we believe, everywhere 
else in society than in the particular science- and ethics-based institutions of gover-
nance. Their deficiency in this sense seems to be closely related to their being dys-
functional with respect to the under-currents of concern. Being both scholars and 
engaged citizens in the co-construction of alternative pathways for governance, 
however, our understanding is that we need to engage in the creation of imaginaries 
and narratives, and not only study them.

R. Strand and S. Funtowicz



13

As might be well known to many readers of this book, there are many examples 
of experimental projects and approaches that intend (or purport to intend) to open 
up the governance of emerging science and technology to broader issues and con-
cerns; democratize it by bringing other stakeholders and citizens into processes of 
agenda-setting and “engagement”; and acknowledge and work better with aspects 
of imagination and the potential for narratives and creativity. Furthermore, many of 
these efforts have been taking place within or with funding or other endorsement by 
public research and research-funding institutions, under umbrellas such as “public 
participation”, “public engagement”, “science and/in/with-and-for Society” (EU), 
“anticipatory governance” (the US) and lately “responsible research and innova-
tion” (EU and several European countries). Indeed, it is often in these contexts that 
the term “governance” is explicitly used in R&I policy; in the close to hegemonic 
processes of business-as-usual policies of “innovation for growth” the term gover-
nance is never central if used at all.

The term “hegemonic” is of course value-laden; it entails the evaluation by which 
something is considered to dominate. It entails the evaluation of the experimental 
efforts as marginal. In economic and administrative terms they indeed are. The 
securing of the Science-with-and-for-Society programme within the eight frame-
work programme of the EU (Horizon 2020) is noted as a remarkable achievement; 
it holds 0.6 % of the total budget of Horizon 2020, which again disposes of a few 
percent even of public research funds within the European Research Area.

Still, many of the authors of this book have devoted considerable energy and 
engagement into these experimental projects. For instance, the authors of this chap-
ter worked within the FP7 Science-in-Society projects TECHNOLIFE and EPINET.3 
TECHNOLIFE was a response to the EU call already mentioned above, on the need 
for “new ethical frameworks” for emerging science and technology. EPINET, in a 
similar fashion, responded to an EU call on the need for new frameworks for inte-
grating different methodologies for assessing (non-monetary) societal impacts of 
emerging science and technology.

Like in many other such research projects, TECHNOLIFE and EPINET resulted 
in a lot of activity that made it possible for us as project coordinators to conclude 
with success by our own criteria. We developed methods and published results. In 
TECHNOLIFE, we created, explored and tested new internet-based tools for citi-
zens and other stakeholders to share and discuss sociotechnical imaginaries and 
ways of analysing such discussions that could enrich the scope of ethics debates 
within the institutions (ethical reviews etc). In EPINET, we created, explored and 
tested new ways of bringing S&T researchers and innovators in close contact and 
dialogue with ethicists, STS scholars and other types of technology “assessors”. 
Although such claims are hard to document, we think we are justified to believe that 
many of the people involved in the two projects broadened their vision of gover-
nance of science and technology and were left with an enriching learning 
experience.

3 Documentation, working papers and open access publications can be found at http://www.techno-
life.no and http://www.epinet.no
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Still, the impact on the overall governance of science and technology of these 
two or indeed the whole suite of such projects is hardly visible from the bird’s eye 
perspective. In any case we do not believe that strong political engagement is moti-
vated and initiated by calculation of the expected outcome. Rather, it may be part of 
the problem of technological hubris to think that a “good” governance of science 
and technology, be it in terms of sustainability, social justice, the humanistic tradi-
tion or other fundamental rights and values, is something that can be obtained by 
clever social engineering (Nordmann 2010). Accordingly, we have previously 
argued for a motivation of such experimental projects and endeavours as a question 
of commitment (Funtowicz and Strand 2011; Strand 2013), a commitment that 
should not let itself be too easily disappointed by the lack of “hard” evidence as 
judged by criteria that themselves are part of an instrumentalist type of 
governance.

We remarked above that the acknowledgement of complexity and uncertainty 
also may provide hope: Positive developments may take place, contrary to predic-
tion, expectation and analysis. Part of the reflexive role of us as scholars of science, 
technology and society is therefore also to optimistically note that we may be wrong 
about the hegemony and pervasiveness of the innovation discourse and the margin-
ality of our own efforts. Another part of the reflexive role is to point towards the 
needs and opportunities for other actors than ourselves. The political initiative 
required cannot be ignorant of and in perfect isolation from current institutions, but 
neither can it be mobilised from within the institutions, of which we are hardly 
independent (Strand 2013). Our highest hope is therefore that this chapter and this 
book will be read by ordinary people beyond the usual circles of research and inno-
vation policy-makers and scholars studying them, and that it will inspire them to 
take up the challenge of governance of science and technology as one of the most 
important political issues of the twenty-first century.
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Abstract  This paper is concerned with how forms of publics come into being in 
situations of technological innovation and change. The paper attends to sudden 
social formations which arise as responses to what is perceived of as threatening 
socio-technical inventions into the routine of everyday social life. We revisit the 
Dewey-Lippmann debate, and we look at spontaneous citizens’ reactions towards 
emerging technologies such as Google Street View as well as we discuss some insti-
tutionally organized events of public engagement with science. As we explore the 
formation of publics inside and outside various institutional contexts, we suggest a 
concept of mobilizing unexpected agencies that we call the public spectre. Crowds 
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2.1  �Confronting Technology: Accommodating  
to Threatening Events

In 2010, citizens in the city of Berlin opposed the introduction of Google Street 
View in their city spaces. Der Spiegel, a main German weekly, reported that more 
than 250,000 German citizens asked Google to block the images of their houses. 
These citizens experienced Google Street View as a technology that allows them to 
watch and to be watched. ‘Privacy’ was made an issue of citizen concern and their 
manifestation of a public confrontation. German government subsequently asked 
Google to impose restrictions on the use of the application in those cities where 
public response emerged. Berlin artists also contributed to channelling public 
response: in 2011 the ‘Free Art and Technology’ group produced a fake Google 
Street View car. Using GPS technology they tracked how the car ‘conquered’ the 
streets of Berlin, thus, ironically ‘watching the watcher’. Similar concerns with pri-
vacy have lately been expressed by sectors of the citizenry in a number of European 
cities regarding the ways in which data about their health, housing or movements is 
stored. In 2012, the European Commission proposed a revision of the EU Data 
Protection Directive in Europe in the shape of a Regulation that impose restrictions 
to technology not found in the US or Asia. This proposal has proved highly prob-
lematic not the least because of corporate interest; up to date the new Regulation is 
still being negotiated. But how do European citizens experience the technological 
invasion of their privacy?

The three authors of this paper participated in a project called Technolife, in 
which such developments as to technological invasions of privacy were the focus.1 
Using media materials, the researchers in the project invited affected European citi-
zen’s to discuss how they experience technologies such as biometrics and 
Geographical Imaging Systems (GIS, see Rommetveit et al. this issue). The forum 
aimed at visibilizing those voices that often fall out of normal representative poli-
tics. But as the debate developed, the researchers coordinating the forum had to 
redefine some of the initial suppositions. For instance, the conversations in the 
forum revealed that privacy is not necessarily a matter of being ‘reserved’ or only an 
attribute of individuals. Rather, in those online debates major concerns were 
expressed over technologies that would enable the classification and eventually the 
discrimination of certain groups. A summary of the results from this discussion 
forum stated how: “What counts as privacy appears notoriously difficult for partici-
pants to clarify except in reference to either breach or control” (Gunnasdóttir et al. 
2011: 10). In this forum, concerns were raised as to how massive amounts of data 
on people’s bodies, daily behaviours and choices could be stored in centralized 
ways, and who would eventually have control over that data. Concerns were also 
raised as to the potential implications of sorting individuals in groups as ‘types’. 
Both corporations and states were seen as sources of distrust. This imaginary of 
information control and distrust was echoed in the protests against Google Street 

1 Technolife: Transdisciplinary Approach to the Emerging Challenges of Novel Technologies: 
LifeWorld and Imaginaries in Foresight and Ethics. FP7.
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view in Berlin. Possibly such imaginary is connected to past stories of technologies 
of war, spies and information control as experienced by the population of Berlin. 
Nevertheless, the Technolife debates and, especially, the ways in which issues 
developed in the course of such debates, suggest that issues and publics 
simultaneously develop grounded in collective and daily experiences2 of techno-
logical change. Often experienced in a way or another as being ‘out of control’, 
technologies disrupt in the everyday life of citizens as disturbing elements that need 
to be somewhat ‘accommodated’ (Image 2.1).

2 We do agree that if ‘experience’ is to be used as an element to explain the emergence of publics 
and public issues, it should be historicized rather than too simplistically be used as an explanatory 
device. As feminist historian Joan Scott argues, ‘experience’ should not be used as “the origin of 
our explanation, not the authoritative (because seen or felt) evidence that grounds what is known, 
but rather that which we seek to explain, that about which knowledge is produced” (Scott 1991: 
780). Used as given, ‘experience’ would prevent us from looking into the conditions that made 
different experiences possible. As it is, this essay lacks a systematic empirical investigation of citi-
zen’s differing experiences with technological development. Furthermore, we focus on particular 
types of technological systems that are imposed and arrive at people’s life as disruption, paying 
less attention to the liberating and empowering experiences that people can have to certain type of 
‘open’ technologies (see for instance all the new ‘’DIY’ wave in Europe in Nascimento et al. 2014. 
See also Murphy 2004). All this can be seen as shortcomings. Yet, the aim of the essay is simply to 
characterise a political figure, the public spectre, that readers can evoke and question when reading 
the following chapters of this volume.

Image 2.1  Description of the “Google Street Car” project as presented in the website of the “Free 
Art and Technology” group website. http://fffff.at/google-streetcar-berlin/
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The story of public confrontations with Street View in Berlin is one of the many 
stories illustrating how, in an age characterized by rapid technological development, 
citizens actively engage with issues of accommodating unfamiliar and uncertain 
implications of science and technologies. As technological innovation and change 
disrupt and interfere with social communities and shared lifeworlds, citizens are 
increasingly confronted with technologically invoked issues of how to accommo-
date to strange and imposing environments. As the story above suggests, citizens 
felt uneasy as to the prospects of the new technology entering their lives: in reject-
ing a technology that might threaten their privacy, their citizenship was invoked.

In this paper we explore and conceptualize how emerging science and technolo-
gies are currently enabling new forms of public mobilization and engagement. In 
modern societies citizens have to engage with science and technology in diverse 
ways: Sometimes, as in the story presented above, citizens identify with an issue of 
common concern (i.e. privacy) and they organise themselves around this issue; 
sometimes they are invited to participate in public hearings and other institutional 
forms of public participation. Across such differences of engagement within and 
outside institutional policy-settings, we suggest that democratic politics is taking 
form as a challenge to accommodate unsettling socio-technical issues, eventually, 
sparking conflicting kinds of public formation into being. As we pursue such demo-
cratic challenges inside and outside various institutional settings, we propose a con-
cept of unexpected and contesting agencies that we call the public spectre.

We will briefly present a context of social life, where the representation and 
estrangement of public life has been subject to debate. We focus on how the role of 
policy institutions, with their multiple public engagement exercises around different 
European countries, impinge on the prospects of democratic life. This issue – how 
science and technologies are institutionalized and governed – has not least been 
critically explored by science studies of the manner public concerns are often sub-
ordinated to expert cultures and epistemic knowledge claims that disavows their 
normative and political commitments (e.g. Jasanoff 2012; Welsh and Wynne 2013; 
Wynne 2006). Targeting how people’s concern with technological change are 
restricted by pre-structured frameworks and roles in policy-making, we move 
towards more constructive analysis of alternative public formations. We reinterpret 
the notion of phantom public (Lippmann 1925; Marres 2005a) and propose an aux-
iliary notion of the public spectre: (1) communal concerns and social formations 
engaged with science and technologies are emerging outside political representa-
tion; (2) such alternative formations are significant agencies for articulating and 
accommodating the social implications of science and technologies. In the follow-
ing section, we elaborate on these points in order to formulate a widened notion of 
public politics in high-tech societies.

K.S. Jepsen et al.
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2.2  �Techno-politics: Trust, Risk and the Crisis 
of Representation

In high-tech societies, a problem is the persistent lack of inventive democratic poli-
tics capable of accommodating the rapid growth of unfamiliar and uncertain issues 
of science and technology. STS scholars have thus argued that we live in a society 
characterized by a dual speed of uncertain techno-politics. This duality is played out 
between (1) the many unfamiliar socio-technical inventions that disrupt our life-
world; and (2) an increasing inability of representative governments to offer durable 
political accommodation to the issues at stake in people’s lives. There seems to be a 
mismatch between the rapid transformation of social everyday life and the institu-
tional mechanisms of slow representative democracies. In an attempt to deal with 
this crisis of representation, a ‘participatory boom’ has emerged within the last 
decades. However, such ‘speeding up politics’ through more institutionalized 
opinion-making, might simply supersede more profound public concerns with tech-
nology. To tackle this predicament we will engage with the crisis of representative 
democracy in relation to the advance of techno-science.

2.2.1  �The Crisis of Representative Democracy: Exercising 
and Experiencing Public Life

The crisis of representative democracy has recently crystallized in government and 
policy-regulations that show concern with an apparent lack of public trust in current 
expert institutions. This was very clearly expressed by the European Commission 
White Paper on Governance in 2001. This document expresses worries with the 
growing distance between public interests and the state of scientific expert knowl-
edge. This is portrayed as the main reason for an increasing lack of representation 
and public distrust (EC 2001: 1, 7, 12, 19).

In an attempt to cope with the crisis of representative democracy in the last years, 
and especially in Europe, there has been a proliferation of public consultations and 
institutional events of public engagement with science and technology. As Allan 
Irwin has called attention to the way science and technology policies sweeping across 
the political landscape of Europe currently coalesce in a ‘frequent talk of dialogue’ 
and democratic inclusion of public concerns: ‘blend modernistic assumptions of 
sound science, institutional control and administrative rationality with a language of 
two-way dialogue and taking citizen concerns seriously’ (Irwin 2006: 304). In this 
respect, repeated institutional calls for more public engagement is an important dem-
ocratic gesture that must not least be valued in terms of what kind of actual possibili-
ties for public engagement with science and technology it allows for.3 Thus, what are 

3 This theme is widely addressed. For some recent science studies of the obstacles to public engage-
ment in democracy see e.g. Leach et al (2005).
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the political and ethical implications for democratic life, when technological change 
is addressed inside institutional structures that seek to govern public opinion?

In practice consultation exercises like citizen juries and consensus conferences, 
enact a procedural approach to technological change in democracy. Representatives 
of different kinds of expert institutions stand trail to a small select committee of citi-
zens that perform an interrogation and evaluation of relevant technological issues. A 
public viewpoint can thus emerge and assent may be given to issues that need more 
careful attention by experts before a consensus. In this sense the political ideal is 
that democratization of technology occurs through public opinion-making. Although 
such institutional venues are important for securing democratic engagements, the 
following example demonstrates how such procedural approaches may also entail 
unintended public criticism of the democratic representation involved.

In a revealing study (2005) of the Danish Board of Technology and its consensus-
building conference on the future of Danish Electronic Patient Recording (EPR),4 
Casper Bruun Jensen experienced how a strictly orchestrated political setting was 
suddenly reversed. A few ‘disinterested citizens’ had been selected to deliberate and 
envision the usefulness of EPR before implementation could commence. Experts 
had manufactured a catalogue of issues for deliberation. This catalogue was based 
on the idea that EPR was more efficient and entailed better information acquisition 
of patient data. Thus, Jensen observed the catalogue rather proved to orchestrate the 
spectrum of salient issues, making other issues redundant. The issues discussed 
remained largely stable during the process of citizen’s queries; a sign of the way 
citizens were mainly informed and guided towards certain expert understandings 
rather than interfering with their own viewpoint.

However, on two accounts citizens managed to voice more critical issues about 
EPR that also affected the nature of the procedure. Firstly, citizens raised an issue 
with how to secure better data access seen from a future ‘user perspective’ rather 
than the present ‘expert perspective’ Secondly, at the public presentation of the con-
sensus rapport citizens voiced an inability to represent the target group of the tech-
nology: those too weak or ill to mobilize a public voice (Jensen 2005: 228; 232). 
However, notwithstanding the emergence of such public concerns the procedure 
was cast in terms of a consensus.

This is an example of how current institutionalized democracy seeks transparency 
in consensus-building while, paradoxically, re-enforcing structures of unacknowl-
edged normative powers that restrict the spectrum of concerns to be raised.5 Similar 
to Jensen’s observations the public deliberation on the problems of gene modifying 
technology in the UK 2006 (GM Nation? debate), was modelled on the assumption 

4 The particular conference was modelled after ‘development space’ that differs somewhat from 
consensus-conferences. The former is a more open process by being a more open process of delib-
eration. However, both procedures relay heavily on technical expert knowledge as key force in 
informing citizen’s opinion. The aim is often identically to generate consensus and the writing of 
a final rapport with political recommendations to the government (on this issue see Blok 2007)
5 Jensen stresses that consensus conferences are rather to be seen as experimental public encounters 
e.g. between expert/lay cultures of normative reasoning.
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that the ‘ordinary citizen’ equals the ‘disinterested’, and ‘uninformed’ person know-
ing little about new technologies and related issues to be deliberated (Irwin 2006). 
Hence, ‘partisans’, those with a recognizable normative concern, were dismissed 
from participation in the public deliberation exercise (Lezaun and Soneryd 2007). 
Yet, the deliberative procedures of EPR and GM Nation? engaged an important polit-
ical momentum. Although both exercises were consensus-driven, citizens in the EPR 
managed to voice a concern with lacking representation of the ‘absent others’. 
Likewise, the managers of the GM nation? recognized how ‘partisan’ citizens associ-
ated and voiced culturally entranced and often negative concerns with GM technol-
ogy at local meetings and official websites ‘in the wild’ (Lezaun and Soneryd 2007). 
In both cases, the exercises entailed unforeseen public formations that questioned the 
representative powers at work. How might we conceive of such public formations?

Within the last decades, one can observe an increasing tendency to include citizens 
in roles as ‘users’ or ‘consumers’ in exercises of public engagement with science and 
technology (i.e. citizens as consumers of new nanotech products). This can be seen in 
connection with an emphasis on innovation presented as a user-driven process. When 
the representation of citizens is staged in such reductionist manners, valuable experi-
ences and perspectives of how citizens see themselves affected by technological 
change are in danger of being ruled out of democratic politics (Wickson et al. 2010). 
Peoples’ perspectives seem to be useful to the extent that they may help to justify 
expert reasons and wider institutional needs of generating certain policy-outcome (i.e. 
economic growth). At the bottom line, such orchestrated policy settings imply that 
people investing creative visions can primarily provide the means to raise sales num-
bers of developing technologies. Under such conditions current talk of ‘empowered 
consumers’ becomes a political oxymoron. The talk conceals new forms of techno-
logical domination as citizens involved are effectively relegated to the margins of 
representational political powers. Metaphorically speaking: in the role of the ‘valuable 
stakeholder’ or ‘consumer’ citizens’ political concerns with technology easily become 
significant artillery to be used by different expert institutions in view of their own 
objectives. The institutionalised ‘participatory boom’ that we have been experiencing 
in Europe since the late 1990s is an important attempt to regain public trust.6 But in 
practice, participatory exercises are also a way of producing domesticated publics, 
when parts of the citizenry are selected in accordance with pre-given criteria, while 
citizens not fitting such criteria are excluded from participation.

We suggest that a critical appraisal is needed of how policy-institutions are 
orchestrating publics into being and the ways in which alternative democratic poli-
tics may be emerging. As Sheila Jasanoff has argued democratic society is in need 
of democratic politics that addresses ethical issues of how people living at the mar-
gins of political power are affected by science and technology (Jasanoff 2003, 
2005). What we need is new ways of recognizing public concerns in the effort to 
democratize science and technologies.

6 “On one hand, Europeans want [politicians] to find solutions to the major problems confronting 
our societies. On the other hand, people increasingly distrust institutions and politics or are simply 
not interested in them.” (EC 2001: 3).
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2.3  �Sparking Publics into Being: The Dynamics 
of Formation

In this section we address the dynamics of public formation conceptually. We intro-
duce and reinterpret Noortje Marres’ notion of the ‘phantom public’. Building fur-
ther upon her interpretation of the enigmatic concept of a public life struggling with 
technological change outside representational power, we suggest the need of an 
widening notion that emphasizes the contesting nature of public responses in rela-
tion to intruding technology, and that we call the ‘the public spectre’. The public 
spectre is a social figure that reflects concerns with neglected and estranged issues 
outside diverse orchestrated frames of public participation. Hence, a public spectre 
marks an instance of communal re-emergence and political actuality in the context 
of accommodating uncertain implications of science and technologies. ‘To offer 
accommodation’ is crucially about a concern with doing justice to neglected experi-
ence and histories of technologically affected people. Hence, the public spectre 
refers to the articulation of neglected concerns that may provide important alterna-
tive understandings of how science and technologies matter.

2.3.1  �The Politics of the Phantom Public

In the following we will discuss in more detail Noortje Marres’ notion of the phan-
tom public as it relates to alternative forms of public formations and the notion of 
public spectre. Marres has thus proposed that publics emerge as an association of 
many ‘political outsiders’ around specific challenges of settling issues that remain 
invisible for governments and expert agencies: ‘When issues risk to be deserted by 
the agencies that should take care of them, the public steps in as the caretaker of 
these affairs’ (Marres 2005a: 48).7 Building on a particular interpretation of the 
Walter Lippmann (1925) and John Dewey’s (1927) debate on the nature of publics 
and the public sphere, she suggests that publics emerge as they get involved with 
specific issues that the authorities do not know how to handle, or even what these 
are all about (Marres 2007). As Marres proclaims, the disserted issue ‘sparks public 
involvement in politics’ into being (Marres 2005a: 66).

Citizens that come together in a public formation are not necessarily character-
ized by commonalities. On the contrary, citizens come together in the face of issues 
that cannot be handled by a community: ‘…what the members of a public share is 
that they are all affected by a particular affair, but they do not already belong to the 
same community: This is why they must form a political community, if the issue that 
affect them is to be dealt with’ (Marres 2005b: 214). Public formations emerge in 
response to the way technological change disrupts established orders of social life 

7 ‘The public must become involved in politics, if its (potentially) harmful effects are to be 
addressed’ (Marres 2005a: 51).
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by its. Similar to the notion of sub-politics (Beck 1992), publics emerge as an asso-
ciation of political ‘outsiders’ that struggle over the right to deal with uncertain 
consequences of indeterminate technological change that affect their social life dif-
ferently: ‘the emergence of a public affair can be characterised as an occasion on 
which a specific irreconcilability between modes of living comes to be articulated, 
as opposed to the many divergences among that are often easy to observe, but rarely 
translate into focused disagreement’ (Marres 2005a: 59).

The suggestion is thus that democratic politics concerns the articulation of a 
controversial issues that in turn becomes the object of a public mobilization : ‘In the 
situations in which political forms cannot contain the effects of change, what I call 
issues appear as an organizing principle of the public’ (Marres 2007: 769). Hence, 
publics fluidly appear and disappear depending on how the struggles over issue 
formation occur in daily life. In a suggestive gesture Marres has called this state of 
uncertain experimental politics a phantom public.8 Publics appear as inherently 
uncertain (and heterogeneous) experimental spaces outside and invisible to the con-
trol of institutionalized forms of representative powers. As an example Marres 
argues that European vegetarians and Kansas agricultural business that ‘decide to 
splice a pig’s gene into their tomatoes’ will properly have completely divergent 
lifestyles and values but be mutually entangled in an issue of genetically modified 
(GM) food, thus becoming a public (some might see this as a multiple and con-
fronted public though). In such situations both parties are placed in need of taking 
into consideration ‘what effects it has on others’ and reach an agreement in order to 
successfully carry on their way of life: ‘In order for successfully ‘GM-ify’ agricul-
ture in Kansas some sort of settlement must be found for the resistance of European 
vegetarians’ (Marres 2005a: 59).

Marres’ notion of the phantom public brings about an important recognition of a 
ghostly feature of current democratic politics: publics appear and disappear as inde-
terminate and unfamiliar issues interfere with citizens’ ordinary life. Phantom pub-
lics appear in the presence of issues that are institutionally invisible and politically 
unsettled. Furthermore, such issues invoke publics that are heterogeneous and 
socially distributed. And yet, how is the collective invoked? How are issues invoked 
and articulated? Let us return to the story of the Google car in Berlin: ‘privacy’ in 
relation to Street View emerges as a public issue insofar as there is a group of people 
that is concerned about ‘being watched’. There was already an existing concern 
based on a shared life world and experience (perhaps a constellation of stories of 
surveillance during the Nazi/Stasi Regimes) that spurred people’s reaction to Google 
Street View as a threat to privacy. In the case of GMOs, arguably, the issue is not 
one, but it unfolds and is articulated as multiple. Health, genetic contamination, 

8 Marres reinterprets Walter Lippmann’s concept of the Phantom Public (1925). Lippmann argues 
that public opinion only has democratic value when it assent with the most rationally fit representa-
tive agency that can govern in the event of extra-ordinary crisis. Any notion of a common political 
purpose or will to government is an illusion or phantom, because citizens normally remain igno-
rant ‘outsiders’ to the complex expert issues and regulations that must guide social order 
(Lippmann, p. 68, 125). Marres reverts Lippmann’s argument and suggests a positive affirmation 
of politics outside representative powers: a phantom public.
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economic growth or farmers’ rights and global justice were emphasized by sectors 
of the public differently revealing a variety of disputed concerns. With this exam-
ples in mind, we can reinterpret Marres’ notion of the phantom public: Yes there are 
issues that are misrepresented or simply ignored by institutions; Yes, these may 
become political phantoms, sparking publics into being; but this is only possible 
insofar as there are people around who share common concerns, however diffuse 
and ways of being in the world. Putting other differences aside people made com-
mon cause in demonstrating a concern with rights to representative power in the 
face of technological advances. Thus, Google Street View marketed itself with a 
promise of offering freedom to ‘let you explore places around the world’.9 But a 
configuration of past experiences with fears and grievances might have re-emerged 
in a counter-memory that made Google technology into an instant public issue. In 
our view, publics become ‘issue-related’ within a context of existential concerns; 
issues are bound to shared emotions and ways of experiencing the life world (rather 
than only to a pool of shared individual interests as Marres ultimately suggests).10

The notion of the public-spectre is a ‘social figure’ that reflects potentially nor-
mative concerns with justice and rights to representative power (dis)entangled in 
technological change. As our stories suggest the public spectre connotes the com-
munal aspirations re-emerging in citizen’s confrontations with technology. Hence, 
reflecting on Google Cars Street View of the social world and the salience of issues 
entangled in EPR-technology and the GM Nation Debate, we suggest that a com-
mon pattern is the public formation around common experience gaining unforeseen 
political momentum. In the extent to which such communal concerns take form 
outside the orchestrated frames of representation they emerge as the unexpected and 
neglected form of a public spectra: sudden social formations emerging from the 
margins in the form of contestation and eventually capable of setting new political 
orders.

9 https://www.google.com/maps/views/home?hl=en&gl=no
10 At the present, in the Summer of 2013, another ‘public spectre’ is potentially forming at diverse 
places in the world, in Brazil, Germany, Scandinavia and Britain, with the revelation that US run 
agencies are in possession of worldwide surveillance programs. A ‘public spectre’ threatens to 
erupt against uncontrolled US power, a prospect that apparently worries also President Obama. A 
worldwide petition is now circulating suggesting that Eric Snowden, now a refugee in Russia, 
receives the Peace Nobel Prize so as to balance the previous Nobel Prize given to President Obama 
2009. A ‘public spectre’ needs not always be physical, but can as well be mediated by texts and 
images triggering the concerns and emotions of people who are physically apart.
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2.4  �The Notion of the Public Spectre: Towards Pragmatic 
Grounds

Marres’ proposition of the phantom public is important for understanding the poten-
tial antagonistic nature of democratic politics, the role of non-human agencies and 
uncertain issues for democratic mobilizations.11 Yet, we propose that an alternative 
strand of public engagements with science and technologies revolve around the 
manner in which people with shared or else diverse common concerns are affected 
by uncertainties of science and technologies but which are neglected in the current 
forms of political representation. What the public spectre comprises is thus the pos-
sibility of genuine democratic rupture through which dominant forms of representa-
tion are contested and reclaimed on the ground of the subordination of marginal 
voices and ‘othering’.12 Crucial to such formation is thus also persistent social 
issues of rights to representative power in voicing collective concerns.

Thus, in the case of EPR-technology we saw how a public concern with issues of 
social justice and representative capabilities, paradoxically, emerged through a dou-
ble loss of representative power. The inabilities of participants to represent echoed 
the compassion for those who were marginal and outside any political representa-
tion; those made absent but embodying a valuable experience as the possible ‘future 
users’. In the GM Nation? we saw how politically motivated citizens mobilized 
outside institutional settings to voice unforeseen resistance to the representative 
politics of GMOs. People in Europe aligned with peasants in Latin America and 
other parts of the world confronting Monsanto while articulating the issue of GMO 
through claims for health, sustainability and justice. In the case of Technolife, par-
ticipants voiced unforeseen concerns with the social control by the state and corpo-
rations and in Berlin, Google Street View become object to a social formation of 
commonly concerned citizens. In all examples, it was arguably a communal concern 
that suddenly gained political momentum and changed the course of events: a new 
affiliation of political identities emerged by also offering accommodation to uncer-
tain technological issues of science and technologies, thus, also enacting a common 
need for a widening technological citizenship. In the extent to which such commu-
nal concerns take form outside the orchestrated frames of representation they 
emerge as the unexpected and neglected form of public spectra, sudden social for-
mations eventually capable of uprooting the present and setting new political orders.

11 On the subject of how the phantom public is concerned with settling controversial issues and 
non-human agencies see also Bruno Latour’s notion of Ding-politik (2005).
12 The role of the subordinated or the subaltern in theorizing the social is also a much discussed 
issue in anthropology, see e.g. Spivak 1988.
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2.5  �Conclusion: Invoking the Crowds

By invoking the ‘public spectre’ as the sudden rise of the unforeseen and eruptions 
of collective action, like Marres we suggest the need to revitalize the concepts of 
public and democracy once in the centre of John Dewey’s moral and political phi-
losophy (1927). But we argue instead that public formations in their concerns with 
issues occur from communal aspirations and concerns, however diffuse and unfore-
seeable, with felt social (in)justice, fear and anxieties and with rights of 
representation.

In this sense, we suggest to view the formation of publics as a process in time and 
in space, sometimes compressed and immediate, while at other times diluted, pro-
longed and diverted. The citizen action which we started out with is an instance of 
a sudden mass activity uniting individual fears and the terrible reminiscences of the 
past among inhabitants of Berlin. The public spectre becomes manifest in the erup-
tions of street action; in the second instance of the EPR the public spectre took form 
as a common concern with those made absent: the future end-users. To recapitulate, 
such empirical formations, the figure of the ‘public spectre’ as a prospect in social 
life evoke the image of a non-identical other or non-presence. When extraordinary 
events suddenly erupt and the unforeseen happens, the logic of negation threatens 
technological domination.

In this sense, we imagine the ‘public spectre’ in the same sense as the notion of 
the ‘crowd’ in the history of sociology was once captured (Borch 2012; Rudé 1964). 
In classic European thought from Gustave le Bon to Sigmund Freud, the crowd was 
essentially negative and a threat to public order. But with the evolution of sociologi-
cal thought from Theodor Geiger to Herbert Blumer, the crowd assumed a positive 
image as it enabled isolated individuals to come together and express a collective 
voice regardless of social hierarchies. From this point of view, the crowd is a neces-
sary, albeit not sufficient, step in the formation of the public in mobilizing senti-
ments and energizing collectivities. Marres suggests that publics are formed around 
neglected issues, we emphasize that issues unfold and are articulated in multiple 
and contested ways, on the grounds of shared concerns. Some concerns and issue 
articulations might remain at the margins of representation, evoking a public 
spectre.

John Dewey’s legendary view of the ‘public and its problems’ wields much of the 
same sentiments as he fears ‘organized politics’ (with its orchestrated publics) to 
drain collective life in modern society of its energy. Crowds emerge spontaneously, 
and assume the figure of a ‘public spectre’ that resides in the unforeseen. When 
repeated as collective events, crowds stabilize and assume the figure of publics, i.e. 
physical inter-actions are mediatized around ‘issues’, with the eventual results that 
a more organized politics can emerge in terms of dialogues and compromises. But 
the public spectre – or the spectre of the crowd – will always haunt organized poli-
tics as its endemic ‘other’; that the ‘people’ again will take action. The ‘revolution-
ary crowd’ was once an extreme spectre of the reign of chaos, while its modern 
successor as the many and diffusely erupting ‘multitudes’ help energizing the reified 
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political present in promising people a public voice (Hardt and Negri 2000). So 
what we are proposing as ‘the public spectre’ haunting modern technological societ-
ies is the promise of ‘radical democracy’: that people can take action either as mani-
fest or else as latent crowds. Such actions eventually threaten the prevailing order 
with chaos, and thus viewed as negative disruptions; nevertheless such disruptions 
also promise the rise of concerns, and thus issues, which in the absence of chaos 
would not otherwise arise. Whether realized or not, the spectre is always present as 
a (negative) potential that things can also go terribly wrong (as revealed by the 
Fukushima nuclear disaster). The promise inherent in technological change desper-
ately needs a counter-figure; the public spectre (like the crowd in history) offers 
such a figure. The constructive purpose of such a (negative) figure resides in its pos-
sibilities to widen and enhance public engagement.
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Abstract  Around the globe more than 350,000 citizens live with a sophisticated 
hearing aid device called Cochlear Implant. In many countries CI is an institutional-
ized medical procedure for restoring deafened with a technological sense of hearing 
but the social challenges for users is a largely unexplored issue. Addressing this 
social dimension, the article explores how Cochlear Implant works as a boundary 
object between social worlds and how it carries designs on citizenship. Designs on 
citizenship is not only an issue of unexpected forms of Deaf resistance. On a more 
substantial level, designs on citizenship concerns the way Cochlear Implant inter-
sects with different social worlds. In specific, the articles explores the world of 
medical knowledge in conjunction with the social world of users. As new forms of 
living with technoscience is actively negotiated in the social world of usage, we may 
understand technoscience to carry designs on citizenship by opening up new places 
of belonging.
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3.1  �Introduction: Cochlear Implantation as a Social 
Technology

 

You are looking at the inner ear of a wired human being. The image depicts parts of a sophisticated 
medical technology called a Cochlear Implant. It is a device made to rehabilitate hearing disabled 
and deaf. A Cochlear Implant “(bionic ear) restores useful hearing in severely to profoundly deaf 
people. It bypasses the inner ear and provides information to the hearing centers through direct 
stimulation of the hearing nerve” (Clark 2003: xxxi)

Today many hearing impaired and deafened adults and children in Europe and the 
US have been implanted with a hearing aid device called Cochlear Implant (CI). 
The device was developed in the early 1970s at a stage of uncertain experimentation 
and it was subject to much scepticism among medical experts as to its feasibility of 
working and biological safety (Blume 2010). However, a few research communities 
did believe it was possible to restore a technological sense of hearing in deaf citi-
zens. Notably in the US, UK and Australia research communities of medical experts, 
engineers, and designers began experimentations in the 1970s in order to bring 
‘Sounds from Silence’ (Clark 2000).

In 1978 the first Australian implantation of an individual was a success. With the 
support of capital investments in the following years, the CI device established itself 
as a symbol of the powerful capabilities of emerging bionic technologies to modify 
the nature of disabilities. Today implantation is an ordinary institutionalized medi-
cal procedure in many countries with more than 350,000 implanted citizens around 
the globe. In the words of medical experts, CI is ‘one of the most successful, life-
transforming and expensive clinical interventions in modern medicine’ (Tarabichi 
et al. 2008: 3).

Although CI is widely recognized as a life-transforming and commercial suc-
cess, its institutionalization occasioned public controversies. In many countries deaf 
communities turned against the technology in the 1980s and 1990s. The life of deaf 
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communities in hearing society has been well documented as a history of exclusion, 
which has enforced a strong cultural identity of a marginalized group (Harris 1995). 
Similar to how black struggles formed against oppression and turned stigma on its 
head by taking pride in being Black, Deaf people have organized around a shared 
culture. The statement in 1993 from the US National Association of the Deaf (NAD) 
regarding pediatric implantation exemplifies how issues of citizenship were 
invoked:“Ortologists, speech and hearing scientists, manufacturers, parents, and 
members of the FDA staff were all consulted formally by the FDA in arriving at its 
decision. FDA’s FAILURE to consult deaf spokespersons represents, if an oversight, 
GROSS IGNORANCE concerning growing up in deaf America, or, if willful, an 
offensive against fundamental American values of individual liberties, cultural 
diversity and consumer rights’ (NAD 1993). As STS scholar Stuart Blume has 
argued, such oppositions concerned the misrecognition of distinct cultural groups of 
citizens. CI became an object of resistance not least because it was commercialized 
under the signifier of a ‘bionic ear’ that promised liberation from a disability (Blume 
1997).

At the core of such matters, Blume’s case study of the nature of justice and poli-
tics entangled in the institutionalization of CI for children in the Netherlands is 
illuminating. Representing the Federation of Associations of Parents of Deaf 
Children (FODOK) on the subject of Cochlear Implantation in the 1990s, Blume 
was familiar with public resistance in countries like France, Britain and the 
US. Using his knowledge of how technoscientific interventions often carry uncer-
tain social consequences and often involve disparate social worlds, Blume partici-
pated in organizing inclusive citizen forums. Such forums would make a political 
space possible in “which dialogue between the principal interest groups would be 
institutionalized.” (Blume 2000: 160). Ethically, such forums would serve to consti-
tute an ‘ethical mean’ through which differing social worlds of citizens could par-
ticipate and be equally represented (Blume 2000: 145; 162).

Deaf people, medical experts, government representatives, social scientists, 
FODOK and interested others were brought together in the hope of reaching a pol-
icy crafted in consensus. Medical experts needed to apply for funding from the 
Health Insurance Counsel (HIC) to proceed and they wanted to avoid public con-
frontation. They were open to make a position statement taking other interested 
groups into consideration. A common statement was crafted. Medical experts 
emphasised the good and safe auditory improvements of implanted individuals. 
Deaf communities emphasised the recognition of their culture and that the use of 
sign language should be recognized, when informing future users of implantation. 
FODOK underlined that the unknown sociological and psychological consequences 
of implantation needed more and better assessment before institutionalizing 
Cochlear Implantation on a full scale. Contrariwise to this democratically informed 
recommendation that was send to HIC, the subsequent policy statement only recog-
nized medical reasons. Indeed, the policy qualified this bias by arguing that it was a 
product of consensus. It did not recognize the different interests at stake. 
Subsequently, the citizen forums dissolved as the medical profession received its 
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support to proceed on its own terms. As Blume underlined, the politics of CI strongly 
curtailed social justice because consensus became a resource that was used 
instrumentally.

This short story of CI exemplifies how the development of science and technol-
ogy intersects with issues of social belonging and citizenship. CI concerned the 
technological rehabilitation of damaged regions in the inner ear but the technology 
became entangled in political disputes between different groups on a societal level. 
This points towards an important social dimension that has also been aptly formu-
lated by the European Group on Ethics: “The technological drive to promote 
cochlear implants raises ethical questions and concerns with how this drive impacts 
on the individual and on the deaf community…It does not pay sufficient attention to 
the psychological, linguistic and sociological issues. Above all it promotes a par-
ticular view of “normality” (EGE 2005: 33).

The current article explores some of the above issues as it looks closer at how CI 
carries designs on citizenship. The theoretical proposition is that CI is not ade-
quately grasped as a medical technology for disabled individuals. Rather, CI 
involves different social worlds and unresolved issues of what it means to live as a 
citizen with a radical technological innovation. I, thus, propose that we understand 
CI as a boundary object that intersects with different social worlds: ‘…an object 
which lives in multiple social worlds and which has different identities in them’ 
(Star and Griesemer 1989: 409). Originally, this concept signified how different 
epistemic worlds of science are brought together in practices of translating and 
making an object work in distinct environments. More generally, boundary objects 
refer to junctures between different social worlds organized by collective practices, 
shared ‘universes of meaning’, and social interactions that demarcate the boundar-
ies of a social world. This definition allows us to explore how a thing like a technol-
ogy is made to matter in social worlds and how controversies between social worlds 
unfold in an arena of differently entangled actors, translations, representations and 
social interactions (Clarke and Star 2008).

Looking at CI as a boundary object, Blume’s study exemplified how controver-
sial social worlds and issues of citizenship were entangled. Understanding CI in 
such terms also underlines that boundary objects may not be restricted to collabora-
tions between scientific worlds. As we shall see, the manner technology travels into 
social life and impacts on the life of users is an important lever for fashioning an 
understanding of other social worlds.

First, this article pursues a theoretical understanding of how CI carries designs 
on citizenship. With this latter notion I suggest that different social worlds are part 
of making CI matter and that certain ways of belonging to a social world are tied to 
technoscientific objects. The suggestion is, thus, that citizenship should not be 
restricted to obligations and legal, social and political rights of individuals within 
the nation state. Besides such crucial characteristics, new notions of citizenship are 
needed (Siim 2013) and I look at citizenship as a matter of belonging to social 
worlds entangled in technoscience. Second, the latter understanding is, especially, 
explored in the junctures between the social world of medical expertise and the 
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social world of users. On this basis, the political and ethical nature of CI as a case 
of technoscience will be discussed.

3.2  �The World of Technoscience: Designs on Citizenship

As technoscience increasingly interferes with our social existence, present us with 
technological possibilities for changing our life, alternative meanings of citizen-
ships are emerging. A radical suggestion was, thus, made by cultural theorist Donna 
Haraway: ‘We are all chimeras, theorized and fabricated hybrids of machine and 
organism; in short, we are cyborgs. The cyborg is our ontology; it gives us our poli-
tics.” (Haraway 1991a: 150) Haraway suggested the provocative image of the 
cyborg to connote the problematic ways that the human is increasingly recast as an 
object of science, industry and state power. The trope of the cyborg was a rejection 
of the often widespread modernist belief in the teleological progress of science and 
technologies to simply identify and solve social problems. Contrariwise, the advent 
of technoscience was theorized to imply new ways of understanding, categorizing 
and objectifying what it means to be human. In turn, this understanding called for 
exploring the ways technoscience is situated in deeply cultural, political and social 
practices of engineering and transforming ways of living and belonging (Haraway 
1991a). Taking into account that science carries cultural commitments and that citi-
zens are differently affected, the methodological focus should be on uncovering 
‘situated knowledge’: “…a collective subject position that promises a vision of the 
means of ongoing finite embodiment, of living within limits and contradictions, i.e. 
of views from somewhere.” (Haraway 1991b: 196)

Haraway’s proposal helps to situate citizens’ life in the context of technoscien-
tific change. In this respect, Science and Technology Studies (STS) have done 
much to uncover how natural science and forms of knowing are performatively 
ordering social life. As suggested by the framework of ‘co-production’, scientific 
expert knowledge materialized in technologies carry cultural assumptions and 
orders of representational politics in the form of social identities, discourses and 
institutional effects on social life (Jasanoff 2004). In conjunction, an important 
strand of STS has demonstrated how technological change is ordinarily framed by 
expert understandings and discourses that impact on the nature of civic life. To 
understand technoscientific change, we should not only look at how technical 
knowledge and skills are inscribed in a material object but also at how cultural 
assumptions constrain the ways in which ‘citizens’ and ‘publics’ can be concerned 
and adapt to technological innovation and change (Welsh and Wynne 2013; Wynne 
2006). Following such analyses, we must look at the ways in which technologies 
are shaped, standardized and made to matter in social life by also opening up and 
producing boundaries on manners of belonging to social worlds. So, how might 
designs on citizenship look like?
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An interesting proposition is that life science and technologies are changing the 
nature of disabilities and creating new forms of biological citizenship (Rose and 
Novas 2008). As new life sciences are changing disabilities, the subjectively expe-
rienced body is affected. On the one hand, new forms of citizenship are thus tied to 
new techniques and expert knowledge for curing bodily disabilities. On the other 
hand, new ‘collective subject positions’ may emerge in so far citizens identify with 
their technologically affected ‘disabilities’ in novel ways. Hence, technoscience 
may involve designs on citizenship in terms of how bodies are affected and new 
places of belonging are emerging (as also exemplified with the case of Cochlear 
Implantation).

In addition, anthropological inquiries into the globalization of the nation state 
have further uncovered new ways in which social identities, cultures and citizenship 
are emerging (Gupta and Sharma 2006; Li 2005; Sheppard 2002; Trouillet 2001). 
Such inquiries have looked at the ways in which transnational institutions and 
cross-national flows of culture primarily embodied in the globalization of capital 
and goods intersect with places of belonging. As aptly suggested by Trouillet 
(2001), citizenship may thus also be changing: “…in the many practices through 
which citizens encounter not only government but also a myriad of other statelike 
institutions and processes that interpellate them as individuals and as members of 
various communities” (Trouillet 2001: 133). This does not mean that citizenship is 
no longer tied to nation states and the particular identities, rights and obligations 
associated with national belonging. But as also suggested by the notion of biologi-
cal citizenship, state-like effects in terms of new communal belonging to social 
worlds may also be emerging at novel sites of technoscience.

The above conception brackets ordinary state governed notions of citizenship in 
order to emphasize the social ways of belonging that are tied to technoscience and 
the changing nature of disabilities. State-like effects are tied the how forms of sci-
entific expert knowledge shape a particular technology by also implanting social 
orders. Yet, the way citizens occupy ‘a collective subject position’ may, arguably, 
also depend on the active adoption of technological innovations. Whereas the notion 
of interpellation suggests an automatic subjugation to a certain social order (the 
althusserian proposition), the statelike effects in terms of social order and places of 
belonging should not lead us to neglect the active practices of adopting technologi-
cal changes.

In respect to the above, CI is a global technological innovation that interferes 
deeply with bodily disabilities through ‘the application’ of a social order, identities, 
representations and places of belonging1 (Image 3.1):

1 The following images are from the published annual reports (editorial) and can be accessed on the 
homepage of Cochlear Limited: http://www.cochlear.com/wps/wcm/connect/intl/about/investor/
annual-reports/annual-reports. From top left: Annual Report 2013, Annual Report 2012; Annual 
Report 2011; Annual Report 2010. From Bottom Left: Annual Report 2009; Annual Report 2008; 
Annual Report 2007; Annual Report 2006.
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Image 3.1  As the images exemplify, the meaning of the current globalization of CI in the version 
of Nucleus Freedom is represented by the good life (The reader is referred to the website and to 
annual report for more information on corporate globalization). But rather than taken these pros-
pects for granted, the next chapter addresses the social worlds entangled in the designs on 
citizenship

3.3  �A World of Medical Expert Knowledge

 

“The cochlea with 21⁄2–23⁄4 turns spiralling around the modiolus (M). The fluid-filled canals in 
the turns are: SV, scala vestibuli; SM, scala media; ST, scala tympani. Inset: the organ of Corti 
(OC) rests on the basilar membrane (BM). The OC has outer (OHC) and inner (IHC) hair cells 
connected to auditory nerve fibres (AN)” (Clark 2006: 792)
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As explained, the social interventions of technoscience intersect with new ways of 
ordering and representing humanness and society. Hence, intersecting with the 
global trends of CI there is a growth in international medical assessments of life 
quality. But what is the character of expert knowledge as a social world? Answering 
this question, I will look closer at the medical assessments of adult CI-users in a 
Danish context. These medical assessments use common statistical approaches and 
refer to general findings in international medical journals.

When researching the international database pubmed, 78 articles concern the 
quality of life for adult CI-users and 4 are qualitatively grounded.2 Danish clinical 
results are in consensus with international assessments that show a significantly 
good improvement in the quality of life. As exemplarily stated in an assessment of 
ten post-lingual deaf patients using their implant 16 h every day: ‘The patients 
answered questionnaires dealing with communication abilities and quality of life, 
including 100 mm visual analogue scales, 1 year or more after receiving their CI’ 
(Faber and Grøntved 2000: 151). In consensus with international trends, the statisti-
cal results are based on the categorization of specific social situations in order to 
evaluate the experience of CI users (Fig. 3.1).

As the figure shows, the results are significantly drawn towards ‘easy’ in the situ-
ations of evaluation. By the same token, it is clear that the quantitative evaluation is 
largely open to interpretation, e.g. it is unknown why some users value the post-
implantation experience to 5 and precisely how many are below average (50) com-
pared to users that evaluate the experience as high, e.g. 95. In effect, we do not know 
what kind of social challenges that might be involved in such variations. The meth-
odological form of abstraction places the experience of users in a certain order of 
knowledge (Fig. 3.2).

The situation ‘at home’ also range from ‘good’ to ‘easy’ whereas ‘amongst oth-
ers’ and being in a situation ‘with background noise’ reflect more variation and least 
satisfaction. Although the results indicate variation in CI-users experience, then an 
overall improvement is clearly present: ‘CI dramatically changed the quality of life 
for all patients’ (Faber and Grøntved 2000: 151). Such assessments exemplify a 
growing international consensus about the improvement of quality of life, which 
was formulated like this in a typical statistical assessment: “The Glasgow Benefit 

2 Only two of these are comprehensive inquiries into the experience of using CI: One uses an open-
ended questionnaire, the other assessment makes use of grounded theory (Hallberg et al. 2004). 
Both assessments assert that CI has a good impact on the quality of life.

Table I. Discrimination ability before and after implantation (from impossible = 0 to easy = 100) and frequency
of conversation with others before and after implantation. Median value (2.5% and 97.5% percentiles)

Discrimination ability

Discriminate a voice from background noise
Discriminate between a male and female voice
Understand normal speech without lip reading
How often did you talk to other people

Before

5 (0-70)
5 (0-10)
5 (0-40)

65 (5-95) 95 (5-100)
50 (5-100)
65 (5-95)

85 (15-95) <0.01
<0.01
<0.01
<0.02

After p-value

Fig. 3.1  Faber and Grøntved 2000: 151
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Inventory revealed a positive effect in 93 % of patients. The use of a cochlear 
implant significantly enhanced discrimination ability, telephone use and self-
confidence. A high degree of satisfaction was achieved in all situations except with 
background noise. Ninety-six percent of patients would recommend the operation to 
a friend. A dramatic improvement in quality of life following cochlear implantation 
is revealed by a great majority of patients. The results cannot only be explained by 
enhancements to auditory perception.” (Lassaletta et al. 2006: 267).

As indicated above, the dominant form of representing CI-users experience is by 
means of statistical assessments.3 While such medical assessments must be seen as 
a good start for closing the aforementioned ‘knowledge gap’ voiced by the European 
Group on Ethics (EGE 2005), they are largely based on statistical and positivist 
conceptions of how to measure life quality. In distinction, the notion of designs on 
citizenship leads us to understand how such technical assessments partake in the 
production and projection of a medical world and its orders of knowledge. Hence, 
the assessments represents a form of knowledge production that legitimize the tech-
nology by also framing a certain representative image of the user. Subsequently, 
how CI impacts on social life and what it means to live as a citizen with a techno-
logical sense of hearing is not dealt with in the medical world. In view of such 
knowledge deficits, the next chapter will address the emerging social world of users 
as it looks closer at the experience of five Danish adult CI users.4

3 E.g. see also Krabbe, P.F., J.B. Hinderink, and P. Van den Broek. 2000; Grøntved, Aksel Møller 
et al (2006).
4 The following paragraph is based on interviews with five post-lingual adult CI users used in a MA 
thesis (Jepsen 2008).

Table IV. Satisfaction with CI use in different situations
(from poor = 0 to excellent = 100). Median value
(2.5% and 97.5% percentiles)

Situation Satisfaction

At home
At worka

Amongst others
Without background noise
With background noise

95 (60-100)
95 (55-100)
80 (15-95)
95 (50-100)
50 (0-70)

aThree patients were unemployed and are not included in
the calculation.

Fig. 3.2  Faber and Grøntved 2000: 153
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3.4  �An Everyday Technological World

Medical assessments represent good outcomes of CI, but the deeper social chal-
lenges of using CI are not addressed. In this respect, an interesting phenomenologi-
cal study has shown how a technological sense of hearing impacts deeply on social 
identity (Finlay and Molano-Fisher 2008). While Finlay and Fisher carried out a 
phenomenological exploration of how a single user experienced social challenges in 
the embodiment of a wired social world, such social issues of CI was also a com-
mon experience among the five interviewed post-lingual Danish users (in a study of 
the social integration of CI, Jepsen 2008).

The Danish users had lost hearing and for them deafness meant a rejection from 
a familiar social world:‘…but the worst change was when I couldn’t understand 
speech, it was like being in glass bell and just to watch life without being able to 
participate.. I couldn’t be like that anymore. And for many years I really felt like a 
bird without the tips of its wings: incapable of flying.’5 By the same token, CI was 
experienced as a liberating way out and a possibility to partake in social life again. 
However, the medical world tends to represent an image of how CI provides dis-
abled individuals with a more or less ordinary sense of hearing. In distinction, users 
appear to experience persistent challenges in their everyday life: ‘I can speak in the 
phone, but only with those I am familiar with’, ‘when people call I need to connect 
to speak’, ‘the birds still sounds strange, but it is alright because now I know, where 
the sound is coming from’, ‘I still avoid big gathering, because of the noise you 
can’t really be in them’, ‘it is still best to face those you speak with’, ‘music still 
doesn’t sound good’, ‘you get very tired in big gatherings’.6

The above experiences reflect a continuous need to adjust oneself to a techno-
logical sense of hearing and its use in environments. As formulated by Ingrid: “I 
think that hearing people can ignore sound. If it is in the background they don’t 
notice. For me sound infiltrates loudly. Those sounds that are present will be ana-
lyzed and send to the computer.”7 Similar to the social dimension explored by Finlay 
and Fisher (2008), the users’ experience testifies to how social identity is changed 
by acquiring a technological sense of hearing. A new sense of technological hearing 
involves a need to adjust oneself to social environments that are changing: “I was at 
a concert with XXX who talks a lot in between the songs. Normally, I understand 
what he says, but I couldn’t. And the other girls laughed and things. I thought what 
to do. Instead of laughing without any reason, I said to myself, I will not listen to 
XXX, but I will concentrate completely on this flute in the background. And I did it, 
and I got a completely different evening out if it then the others. But I succeeded and 
I learned that with the will I can. I have used it ever since.”8

5 Jepsen 2008: 43.
6 Jepsen 2008: 56.
7 Jepsen 2008: 79.
8 Jepsen 2008: 59.

K.S. Jepsen



43

The experience of a technologically changing social world is a common trait of 
all the users interviewed. In distinction to the medical world, the everyday social 
world of users involves ongoing challenges and distinct practices of actively shap-
ing how a technological sense matters: “…it is not always easy to understand oth-
ers. I sometimes participate in guided tours in nature. Then I will just have to go up 
front to hear what is said; just say to people ‘sorry, but I really don’t hear that well’ 
and then there is no problem. Say it – it will remove many obstacles on the road of 
the hearing impaired.”9

3.5  �Cochlear Implant: A Matter of Ethics and Voice

The above section reflects how a technological sense is adopted in conjunction with 
the challenges of engaging in a changing social world. On this account, it remains 
important to underline that the interviewees are adults that have lost their hearing. 
This group will properly have a different experience compared with those growing 
up with the implant. But on three accounts the experience of the interviewed group 
is useful for understanding a social dimension of CI.

First, the experience of users shows that CI does not restore the user to a normal 
sense of hearing. CI is a life-changing technology: it creates a new group of hearing 
impaired citizens that face the common challenge of being connected to a particular 
social world mediated by a technology. This should not make us neglect the good 
outcomes of CI. But we need to acknowledge that CI hangs together with new exis-
tential conditions situated in a social world between hearing and deaf.

Second, in some cases the institutionalization of CI has involved exclusion of 
Deaf concerns. However, it is also important to note that most deaf children have 
hearing parents that have a right to make the difficult choice of implantation. This 
right is grounded on an ethics of ‘informed consent’ but it also concerns a substan-
tial choice between diverse life courses and social worlds. The ethical dimension of 
CI was also precisely formulated by a user. Lise said the following, when asked 
about Deaf resistance to the implantation of children:

Lise: I think it is anxiety that makes them resist; the anxiety of losing them; that they will 
pass away and all that….

Interviewer: But for me it is really difficult to comprehend this, because it is the anxiety 
of the unknown…

Lise: yes, but we all have that. To a certain degree we all fear the unknown, because 
what we stand on is safe as we know it. It is when we have to walk across the edge, and it 
doesn’t matter if it is a grim edge or less grim, we always have that moment of drawing a 
deep breath. It is natural…. But I think that one has to look beyond ones’ own nose tip.10

Lise gave a reason for understanding deaf resistance but it may also point us 
towards a recognition of the existential uncertainties that normally accompany radi-

9 Jepsen 2008: 58.
10 Jepsen 2008: 96 (appendix 2).
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cal technological changes of social life. In this respect, a democratic politics of new 
technologies must as a minimum take serious the inherent social uncertainties by 
recognizing how different groups are affected and allowed the right to voice con-
cerns (see e.g. Wickson et al. 2010; Jasanoff 2003). As anthropologist Visvanathan 
(2005) has argued, the dispersed social consequences of technoscience calls for a 
democratic politics that does cognitive justice to forms of everyday knowledge 
(Visvanathan 2005: 92).

Third, the advertised representations and the manner medical discourses project 
a certain image of users tend to abstract from the ways in which CI is made to work 
in everyday life. Listening to users, we have gained an understanding of how tech-
nological hearing connects with the adjustment to a social world. As Lise said, when 
talking about the need to have a firm ‘will’:

Lise: You can get a push towards this will. But you can’t get it for free. It good to get support 
from educational teacher and friends, if there are problems or you are stuck

Interviewer: So what kind of problems could they be?
Lise: It doesn’t necessarily mean to be stuck in respect to education, but it can also mean 

to be stuck with others in relation to oneself in relation to CI11

3.6  �An Ethical World: Towards an Existential Politics

An ethical issue concerns the misrecognition and exclusion of Deaf concerns. Deaf 
resistance was grounded in a culture that turned a disability into a symbol of a par-
ticular social world and ways of belonging. This act placed value on peoples’ right 
to have a specific minority culture of belonging. In distinction, a medical discourse 
has determined deafness as a disability that can be corrected by implants, thus, plac-
ing value on individual liberty and rights to freely choose.

Australian philosopher Neil Levy (2002) has provided an interesting clarification 
to solve the above ethical dilemma (the controversial meanings and values of 
Cochlear Implant). Levy identifies and evaluates three arguments in the discourse of 
Deaf resistance to CI: (1) deafness is not a disability. It originates in a society of 
discrimination; (2) treating deafness with CI sends the message that deaf citizens 
are of lesser worth; (3) deafness provides members with access to a rich culture and 
even ethnicity that should be acknowledged as intrinsically valuable (for members). 
This latter fact yields a moral obligation to protect deaf culture against eradication 
by CI.12

Levy contents the first argument by arguing that the implications of deafness are 
mainly of a social origin. Deafness depends on how institutions are structured 
(inequality in work life, education etc.) and we have no reason not to change such 
institutions in the case of discrimination. However, in some important situations, as 
in traffic, deafness contains some unavoidable disabilities that we have a compelling 

11 Jepsen 2008: 59.
12 Lane 2005.
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reason not to accommodate. Hence, in principle deafness can be subject to medical 
intervention (ibid. 141).

The second argument largely depends on whether or not CI interferes with a 
cultural identity or with a disability that is absolutely distinct from culture. This 
ultimately depends on the third argument which is satisfied when deafness 
constitutes a particular culture (Levy 2002: 144). In consequence, Levy argues that 
the ethical dilemma (should society provide Cochlear Implant or not) must be 
resolved by attributing different moral weight to the disadvantages suffered by deaf 
(argument 1) against (argument 2 and 3) the ‘intrinsic value of deaf culture’. So how 
might we attribute moral value?

Levy’s interesting solution to this question is found by invoking Nora Groces’ 
(1988) ethnographical and historical research of deafness many decades ago on a 
small Island outside the American east coast, Martha’s Vineyard. Through the recol-
lection of old inhabitant’s experience and documental research, Groce shows that in 
regions of high numbers of deaf people ‘everyone spoke sign language’: both hear-
ing and deaf. When no communication barriers existed, then cultural life was not 
divided by handicap (Groce 1988: 4): “The Martha's Vineyard experience suggests 
strongly that the concept of a handicap is an arbitrary social category.” (Groce 
1988: 108) Deafness on Martha’s Vineyard was mutually adjusted by citizens. The 
islanders gained a common experience of living with deafness through a shared 
(sign) language in a particular social world.

Drawing on the example of Martha’s Vineyard, Levy’s argument is now straight 
forward. Avoiding social disadvantages of deafness comes with the cost of a signifi-
cant price: “…the death of deaf culture….since everyone spoke sign language they 
were fully integrated into the community – which is to say that there was no separate 
Deaf culture.” (Levy 2002: 151). In the context of CI this, arguably, corresponds to 
giving moral weight to argument 1: ‘The only practical way to reduce these costs 
[disadvantages] is through the assimilation of the Deaf, whether through the gener-
alization of Sign, or the use of implants. Either the Deaf must continue to bear the 
costs of their disability or they must disappear’ (Levy 2002: 151 [my insertion])

While Levy’s philosophical reflection serves to solve the ethical dilemma of CI, 
its resolution can be contested. Martha’s Vineyard did not lead to the death of Deaf 
culture, because deaf citizens were not assimilated but integrated. This crucial polit-
ical dimension is missed by Levy when he asserts that: “deaf Vineyarders performed 
as well as anyone….The exception was education, on which the deaf tended to out-
perform their hearing neighbours.” (Levy 2002: 141). Groces’ study did not call for 
a politics of assimilation, but it was meant to show how deafness is not only biologi-
cal but also an arbitrary category of societal organization.

The example of Martha’s Vineyard suggests that as an arbitrary social category 
deafness can be negotiated and changed for the better. Related to this recognition 
the implementation of CI may be grounded on an ethics that makes differences a 
cause for more and better co-participation (this was also Blumes’ suggestion of find-
ing an ‘ethical mean’). In this sense, an ethical principle of technoscientific innova-
tions may concern a need for practical collaboration of diverse social worlds.
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An informative example of the above is the study of the Association of French 
Muscular Dystrophy Patients (Rebeharisoa and Callon 2004). In this study, the 
innovation of specific tools among the patient groups allowed for the negotiation 
between personal everyday experience and formalized expert knowledge 
(Rebeharisoa and Callon 2004: 159). It was the intersections between otherwise 
distinct social world that made new democratic politics and useful integration 
possible. With specific technical tools patients and relatives were enabled with pos-
sibilities to negotiate with laboratory experts and secure collaborative engagements 
in making the nature of disease and disabilities matter.

In a similar vein, this paper proposes that the experience of CI-users reflects a 
need to recognize the social dimension of technoscience and how it carries designs 
on citizenship. CI is currently credited with revolutionary capabilities to change 
social life, but the dominant order of expert knowledge largely abstracts from the 
ways in which citizens-as-users are living with a technological sense of hearing in a 
social world.

3.7  �Conclusion: Technoscience, Social Life and Citizenship

The case of Cochlear Implantation is an example of how technoscientific innova-
tions are deeply entangled in new ways of belonging to a social world. Whereas citi-
zenship is often theorized within the framework of nation states, this article suggests 
a supplementary understanding. Designs on citizenship are intimately tied to how 
social belonging is affected and social worlds are shaped by new technologies. The 
case of Cochlear Implantation reflects how technoscientific innovations unexpect-
edly provoke public controversies and how technology is made to work on social 
grounds that are different from the dominant social world of expert knowledge. This 
is not to contest the value of the latter. But we need to acknowledge that the chang-
ing social world of users remain important for understanding the social implications 
of technoscience on how citizenship may be changing.

In particular, designs on citizenship have been suggested to concern the changing 
nature of disabilities. In this respect, this article has tried to explicate the arena of 
intersecting social worlds of expert representations, negotiations and usage entan-
gled in how CI carries designs on citizenship. We have gained an understanding of 
how hearing impairment is not so much eradicated as substantially changed by the 
use of CI. Arguably, CI carries the emergence of a social world of living with tech-
nology between hearing and deaf worlds. Yet, future studies are needed to address 
how new needs and demands of citizens may be emerging in relation to technologi-
cally changing disabilities and the social worlds of usage.

Finally, it has been suggested that it is by bridging social worlds, and associated 
social identities, that new democratic integrations of technoscience can be achieved. 
As indicated, it is not least the common embodied experience of users that make it 
possible to uncover a “collective subject position” of technologically affected citi-
zens. Citizens become imbricated in emerging social worlds and identities of a 
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peculiar character as technoscience and its associated worlds of expertise make new 
places of belonging possible.
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Chapter 4
The Modification of the Human Body: 
Controversies

Søren Holm

Abstract  This chapter provides an overview of the academic debate about whether 
or not we should limit peoples’ ability to pursue bodily modification and relates this 
to important results from the Technolife project. It identifies four major controver-
sies in the debate: (1) Is freedom the Master Value of society? (2) Is there a valid 
distinction between treatment and enhancement? (3) Is enhancing only the rich 
unjust? (4) Are there any limits at all?

For each of these controversies the major arguments on each side are outlined 
and evaluated. It is concluded that society does have a role to play in determining 
limits to bodily modification, but that that role is only legitimate if there is public 
engagement.

Keywords  Body modification • Enhancement • Justice • Liberalism • Nature • 
Natural law • Therapy • Transhumanism

4.1  �Introduction

As a human being I don’t have a body, I am embodied. We can’t meaningfully dis-
tinguish between me and my body as Cartesian dualists want to do. This means that 
practices aimed at modifying the body often become controversial and that they 
often raise complicated ethical and policy questions, because modifying my body is 
inseparable from modifying the person who I am. Certain body modifications will 
not only change my body, they will also over time change me.

Among the questions are: Should there be limits to what kind of bodily modifica-
tions we allow? Does this depend on a distinction between modifications that are 
treatments and modifications that are enhancements? Does it depend on the methods 
for modification or the context in which they happen? Who should decide on bodily 
modifications in children?
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Answering these questions is further complicated because bodily modification 
takes place in many, partly disconnected areas of social life including medicine, 
sport, fitness, tattoo and piercing establishments and beauty parlours, to mention 
just a few. Each of these has its own set of practices and ‘rules’ for bodily modifica-
tion. Each has its own community of practitioners, users and participants in dis-
course. And each has its own attendant academic literature spanning applied ethics, 
the social sciences, law and the humanities more broadly. There are for instance 
large literatures on both cosmetic surgery and doping in sport, but these literatures 
are largely unconnected even though both practices involve bodily modification. 
Each of the various areas of body modification is also exploited in science fiction 
and other literary or cinematographic works. This chapter will outline some of the 
controversies that cut across the various areas of body modification with the aim of 
identifying and discussing the factors that create controversy.

Getting answers to these questions is important. For instance, in sport we need to 
know why doping is wrong when it is wrong so that we can design appropriate anti-
doping programs. And we need to know whether Oscar Pistorius, the double ampu-
tee ‘Blade Runner’ should have been allowed to compete in the Olympics: was his 
bionic prosthesis an enhancement that gave him an advantage over his competitors? 
What is the fair thing to do in this case? For our society we need to know whether 
we should pursue the dream of making our bodies impervious to disease, or whether 
we should perhaps instead work to leave our bodies behind and upload ourselves to 
computers. And in relation to our children and the children of others we need to 
decide what body modifications parents can legitimately have done (Ramsey 1970). 
Is it, for instance acceptable to have your male child circumcised, or to have your 
daughter’s ears pierced?

4.2  �The Body and Its Limits

How should we conceive of the body in ethical argument? And, does the present 
state of the human body and its current limit have any relevance as a premise in such 
arguments? Is there, for instance any normative force in the human life span pres-
ently being limited to approximately 120 years? The controversy concerning 
whether the body is normative or not is closely parallel to the even more general 
controversy in ethics around whether nature or the natural has any normative 
status.

The idea that nature is normative1 is often linked to a more general adherence to 
religious or secularised versions of natural law theory (Finnis 1980; Farley 2001; 
Oderberg and Chappell 2004). Within this tradition nature or the natural is seen as 
normative because nature, properly interrogated reveals an underlying and 
meaningful order. What we see in nature is not just a random result of meaningless 
biological processes, but a meaningful whole that can guide us in our thinking about 

1 Normative: implying, creating, or prescribing a norm.
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how we ought to live and act. A similar view can also be given a non-religious 
expression. What is good for human beings, what their interests are and what it is 
wrong to do to them is at least partly decided by their biological properties. Causing 
pain is, all other things being equal ethically reprehensible because human beings 
can feel pain and because pain has a strongly negative phenomenological quality. If 
we lived in a world where most agents did not feel pain, or where pain was only 
occasionally linked to strong negative feelings, then our ethical judgements might 
be different. Or if our way of having children involved us abandoning our eggs to 
their fate, as in many fish and reptiles then our considerations concerning reproduc-
tive rights and freedoms would have to be different. So biology does matter in some 
way. What is important is to decide how much and in what ways.

It is also obvious that much of the argument for enhancement (implicitly) 
assumes that features that are characteristic of current human bodies and beings will 
also be characteristic of future enhanced agents (Holm 2006, 2007). It is, for 
instance assumed in almost all of the pro-enhancement argument that any future 
agents will have the same kind of interest in freedom as human beings have.

On the other side of this debate it is denied, following the Scottish philosopher 
David Hume that nature, whether human or non-human nature can have any norma-
tive import. This point of view is for instance articulated forcefully by John Harris 
and by Tuija Takala among many others (Harris 2007; Takala 2004). The main argu-
ments on this side of the debate is first that nature is just a brute fact and that the 
so-called fact/value distinction or the is/ought gap entails that no ethical judgement 
can follow directly from such a brute fact. Second that even if we took nature as 
normative we ought to realise that much of what is natural is not good and that most 
of medical activity is directed at preventing the natural from taking place. It is, it is 
claimed, natural for human beings to fall ill, suffer injury and die prematurely; and 
unnatural to use the products of highly advanced chemistry or the intricate proce-
dures of modern surgery to combat these natural events.

This philosophical debate is unlikely to be settled any time soon.
Primarily outside of the academic literature there is a lively internet discussion 

of body modification on web-sites such as www.bmezine.com, www.bodymod.org 
and www.bodymods.org. What is discussed in the forums on these sites are, unsur-
prisingly not issues about the normative status of the human body. The body modi-
fications that are described, pictured and discussed on these sites and their associated 
blogs and forums are mainly sought as means of personal expression and include 
tattoos, piercings, surgical modification and implants, scarification etc. Discussions 
concerning limits of body modification mainly occur in response to particular 
instances of body modification that are displayed and often focus on issues of aes-
thetics, long term durability and safety. There are, however some instances where 
the question of limits is explored more directly. In the academic ethics literature 
discussion of this kind of body modification which primarily takes place outside of 
a medical context is almost absent, although the prominent Swedish Transhumanist 
Anders Sandberg has argued that a right of ‘morphological freedom’, i.e. a right to 
modify your body in any way you choose is a basic human right (Sandberg 2001).

4  The Modification of the Human Body: Controversies
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The deliberative exercise on body modification that was part of the Technolife 
project was one of the most active and animated discussions within the project, with 
a wide range of participants from across the world (Strand et al. 2011). Many of the 
issues that are discussed in the academic literature also surfaced in that discussion, 
but some other issues were raised as well, and these will be mentioned and dis-
cussed when relevant.

4.3  �Reasons, Justifications and Controversies

What are the reasons given for pursuing modification and what are the justifications 
invoked for either allowing or limiting specific modifications?

One prominent reason is that the modifications that are sought are enhancements, 
i.e. that they in some way constitute an improvement of the body and the person. 
The person who has a tattoo probably believes that he looks better with the tattoo as 
does the person who goes to a cosmetic surgeon to have breast enlargements or a 
nose job. And in sports the reason for having your body modified by doping is to 
achieve some kind of enhanced performance.

But how should we understand the concept of enhancement? In a recent paper 
Holm and McNamee have argued that there are four principal ways in which this 
notion can be understood (Holm and McNamee 2011). There are two distinctions 
that generate the four different options. The first distinction is concerned with who 
is to judge whether a certain change is an improvement. Thus we can ask of any 
purported enhancement whether it is determined objectively (or inter-subjectively at 
least) or whether it is exclusively a matter for personal judgment. The second dis-
tinction is concerned with what the proper baseline is for judging or measuring 
improvements. Is it, for instance a species-based norm, or is it the function or 
appearance of one specific individual, or is there no norm at all but only a question 
of pure personal preference. This second distinction also plays a role in the debate 
concerning whether we can meaningfully distinguish between therapy and enhance-
ment, because one way of defining therapy is as bringing someone back to normal 
functioning.

These two intersecting distinctions give rise to the four different ways of (mis)
understanding improvement and a fortiori enhancement. The most restrictive of 
these is the objective, norm-based account which usually underlies arguments mak-
ing a distinction between therapy in the sense of bringing a person (or restoring 
them) to a normal level of functioning and enhancement in the sense of improving 
function above the normal (Daniels 2009). The most expansive account is the sub-
jective, status quo account which essentially entails that any physical change a per-
son deems to be an improvement of his function is an improvement (Harris 2009).

The four options can be illustrated in the following way (Table 4.1):

S. Holm



53

Each of the four basic accounts can be further refined. As noted above improve-
ments can be specific or general in relation to function, but it is also possible to 
conceive of improvements of the body which do not strictly improve any particular 
function yet still improves the welfare of the person. An improvement that makes 
you more beautiful is not strictly a functional improvement, but it may still increase 
your welfare (or it may not).

Within the subjective accounts further distinctions can be made in relation to 
whether the subjective judgment is personal or social and whether it can be fallible 
or not. This distinction may be important in relation to whether body modifications 
can legitimately be restricted. An argument for a human right of morphological 
freedom is much easier if persons are only rarely fallible in relation to what is in 
their own interest. Many body modifications are long lasting or permanent or can 
only be reversed at considerable cost or with considerable difficulty. If people are 
often wrong about whether such a modification is an improvement we may pause 
before allowing complete freedom in the body modification area.

In the Technolife discursive forum on body modification a frequent trope was to 
analogise body modification and other enhancement technologies to developments 
in ICT, either to show the great potential for development, or to direct attention to 
the potential problem of obsolescence. ICT has developed very rapidly, but part of 
this development has involved older devices and software eventually becoming 
obsolete, and participants predicted obsolescence of bodily modification and wor-
ried about the implications when things that are inside the body and not as easily 
exchangeable as your PC or your mobile phone become obsolete.

Table 4.1  Evaluation of bodily changes

Improvement Norm-based evaluation Status quo based evaluation

Objective (or 
inter-subjective) 
evaluation

Most restrictive account An improvement is anything 
that improves the individual in 
relation to his or her present 
state, as judged objectively by 
others

An improvement is anything that 
improves the individual in relation to an 
external norm, as judged objectively by 
others

E.g. The sports “doping” 
account

Treatment/enhancement distinction
Subjective 
evaluation

Rarely held Least restrictive account

An improvement is anything 
that improves the individual in 
relation to his or her present 
state, as judged subjectively by 
him- or herself
E.g. Often implied in 
trans-humanist writing
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4.3.1  �Controversy 1 – Freedom as the Master Value of Society?

This points to a general controversy which permeates the academic literature on 
body modification, what should be the master value or philosophy of modern soci-
ety. Is modern society liberal or libertarian (or if not fully yet, should it be)? Is it, for 
instance acceptable for society to legally prohibit people from having tattoos on 
their hands and faces, as in Denmark? Or is it acceptable to legally limit some kinds 
of plastic surgery? If it is accepted that liberalism is, or should be the foundational 
value of modern society it becomes unproblematic to invoke John Stuart Mill’s so-
called ‘harm principle’ in aid of enhancements that do not harm others:

The object of this Essay is to assert one very simple principle, as entitled to govern abso-
lutely the dealings of society with the individual in the way of compulsion and control, 
whether the means used be physical force in the form of legal penalties, or the moral coer-
cion of public opinion. That principle is that the sole end for which mankind are warranted, 
individually or collectively, in interfering with the liberty of action of any of their number, 
is self-protection. That the only purpose for which power can be rightfully exercised over 
any member of a civilized community, against his will, is to prevent harm to others. His own 
good, either physical or moral, is not a sufficient warrant. He cannot rightfully be com-
pelled to do or forbear because it will be better for him to do so, because it will make him 
happier, because, in the opinions of others, to do so would be wise, or even right. These are 
good reasons for remonstrating with him, or reasoning with him, or persuading him, or 
entreating him, but not for compelling him, or visiting him with any evil, in case he do 
otherwise. To justify that, the conduct from which it is desired to deter him must be calcu-
lated to produce evil to some one else. The only part of the conduct of any one, for which 
he is amenable to society, is that which concerns others. In the part which merely concerns 
himself, his independence is, of right, absolute. Over himself, over his own body and mind, 
the individual is sovereign. (Mill 1978, my emphasis, p. 9)

But even if the harm principle is accepted as blocking prohibition of acts that do 
not harm others, Mill and the principle still allows for remonstration, reasoning, 
persuasion and entreating as legitimate means of restricting the actions of those who 
harm themselves. Let us consider what might constitute legitimate remonstration. 
There are two different kinds of remonstration depending on which flaw in the per-
son or his thought processes we are pointing out. Let us call it prudential remonstra-
tion when we are saying to someone that he is foolish or reckless (in a non-moral 
sense of recklessness) and moral remonstration when we are saying that his deci-
sion is morally wrong and perhaps even that he would be a morally bad person if he 
acts on his morally wrong decision.

Both kinds of remonstration should be unproblematic to the liberal (even if Mill 
had not allowed remonstration) since they involve no compulsion, coercion or use 
of force. However, moral remonstration has fallen distinctly out of favour. It is no 
longer considered good form to tell people that what they are doing is morally 
wrong, if their action is purely, or even mainly self-regarding.

A whole range of actions that fall within the scope of a principle of morphologi-
cal freedom seem to be exactly the kind of actions that are open to both prudential 
and moral remonstration. They are foolish, morally problematic or both; and both 
problems often can be traced to the same root course, that a person can only see the 
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action in question and the bodily modification it will lead to as desirable because of 
a neglect or excessive discounting of long term effects.

For this class of modifications pointing out to a person that ‘you will regret doing 
this’ and giving reasons why this will be the case is just helping him or her to make 
rationally better decisions (it may be conceived as a sub-type of prudential remon-
stration). If, in addition some of the regret will be moral regret, for instance because 
future bad consequences affected others than the person in question, telling the 
person to think again and more clearly should also lead to morally better 
decisions.

Remonstration or persuasion may also be based on a notion of authenticity. In the 
present context the notion that my personality has a relatively stable core and that 
some of my autonomous decisions are more congruent with that stable core than 
others are. Defining exactly what that stable core is, and for how long it is stable is 
not easy and I will not attempt it here. Because even under conditions of liquid 
(post-)modernity it makes sense to make the remark in certain circumstances that 
‘acting in this way seems so unlike you’. The person in question may then respond 
that she is currently redefining who she is, or that there are parts of her person that 
I don’t know and thereby close of further discussion. But she might also say ‘why 
do you say that?’ and engage in discussion. If she does that there does, again seem 
to be no problem in explaining to her that her actions seem to be against her pruden-
tial or moral values and that she should think again.

All of this seems to indicate that taking actions to ensure that a person is aware 
of what we could call the ‘rational regret potential’ of his or her actions is a morally 
acceptable or even good thing to do.

Even if we accept that both moral and prudential remonstration are acceptable 
under certain circumstances we could claim that only remonstration performed by 
individuals is acceptable, i.e. that collective agents like the state should not be 
allowed to remonstrate with those whose actions have considerable regret potential. 
Is this a sustainable position?

There does not seem to be any reason in principle why the state should not gener-
ally be able to remonstrate with its citizens. It does, for instance seem perfectly 
acceptable to for the state to put the message ‘Stop smoking, only stupid people or 
those with crazy temporal discount factors smoke’ on all cigarette packs (whether it 
would do the job is another matter). But perhaps the worry is not about this very 
general form of remonstration, but about more specific and individualised remon-
stration, or about remonstration requiring more direct compulsion of the individual. 
Here it is important to distinguish three possible strands of argument: (1) that the 
remonstration will be problematically biased, (2) that the mere existence of indi-
vidualised remonstration will have a chilling effect on those seeking to have bodily 
modifications, and (3) that the mere existence of individualised remonstration will 
introduce a problematic time delay.

The third of these strands of argument is clearly relevant in cases like access to 
abortion where it has been discussed extensively in the USA. But a time delay in the 
case of many bodily modifications is not nearly as serious (whether I have my Botox 
today or next week will not matter much in most cases).
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The first two strands are connected since (negatively) biased remonstration is 
likely to have a more chilling effect than neutral remonstration. So let us try to dis-
entangle them by looking at two questions: (1) can a state legitimately engage in 
neutral remonstration, and (2) if a state can engage in neutral remonstration can it 
still do so if neutral remonstration is shown to have a chilling effect with respect to 
a certain class of acts.

Let us for instance imagine that we introduced compulsory counselling for any-
one planning to have their face tattooed, and that this counselling was neutral and 
purely exploratory in the sense that it explored whether the person in question had 
considered the positive and the negative effects of having such a tattoo, now and in 
the future. This service would be provided for free and at the end of the counselling 
the person would be free to have his or her tattoo if they still wanted it. It is difficult 
to see that this would have a chilling effect or that the state would overstep any 
moral boundaries.

4.3.2  �Controversy 2 – Is There a Difference 
Between Treatment and Enhancement?

A further area of controversy is whether there is a morally relevant distinction 
between medical treatment on the one hand and bodily enhancement using the same 
technologies or skills on the other hand. Is there, for instance a difference between 
the plastic surgeon correcting congenital defects or burn scars and the same surgeon 
enlarging breasts that are of normal size? (see for instance the papers in Beaufort 
et al. 1996). Or is it really the proper work of dentists to make our teeth straighter, 
whiter and more beautiful?

This debate can be found in the literatures on cosmetic surgery, doping in sports, 
genetic enhancement, cognitive enhancement etc. (Parens 1998; Murray 2006).

Those who claim that the distinction is valid and useful usually do so by arguing 
that treatment for bona fide disease states has a moral claim on us that is stronger 
than the claim generated by enhancement that merely adds to a healthy individual’s 
welfare. The locus classicus for this argument is the works of Norman Daniels. 
Daniels argues that the distinction is valid and useful because it reflects the basic 
principle of social justice that society should offer ‘equality of opportunity’ to all its 
members (e.g. Daniels 1985, 2009). Illness and disease prevent persons from 
achieving equality of opportunity and we therefore have a strong obligation (as a 
society) to prevent, treat and alleviate these conditions. Not being enhanced does 
not affect equality of opportunity in the same way (and there may even be an equal-
ity of opportunity based argument against enhancement if it is unequally 
distributed).

Those who claim that the distinction is invalid or without normative importance 
argue (1) that the standard accounts of illness and disease, for instance in terms of 
deviation from species typical functioning are highly problematic and (2) that it is 
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difficult to see why certain kinds of improvement in welfare (those we call treat-
ment) are more important than other kinds (those we call enhancement) (Harris 
2009; Buchanan 2011). They further argue that even if the distinction is valid it 
provides no reason to ban enhancements; it only gives a reason to give them lower 
priority when we are distributing societal resources.

4.3.3  �Controversy 3 – Is Enhancing Only the Rich Unjust?

The third major area of controversy in the literature centres on the question of 
whether there are problematic justice implications of body modification and 
enhancement. It is generally accepted in the literature that some enhancement tech-
nologies are likely to be used first by resource rich nations and/or resource rich 
persons and that when such technologies are introduced there will be a phase where 
they and their enhancing results are therefore unequally distributed. In the context 
of enhancement via genetic engineering Silver for instance predicts a future where 
some people are ‘gene rich’ and others are ‘gene poor’ (Silver 1998). Some might 
have bodies that are resistant to a wide range of common infectious diseases, while 
some will still be susceptible, or some might have hearts that repair themselves 
much more effectively after heart attacks.

The questions such likely future modification and enhancement scenarios raise 
are: (1) whether the unequal distribution of enhancements is likely to persist or 
perhaps even widen, and (2) whether the unequal distribution is a significant ethical 
problem. Although these two questions are distinct questions it is common in the 
literature that authors who see the inequalities as an ethical problem also think that 
they are likely to persist or widen, whereas those who think that the inequalities are 
acceptable or irrelevant also think they are likely to be only temporary (e.g. because 
of a trickle down from the resource rich to the resource poor).

The view that there is a problem is, for instance expressed by Yoxen in an early 
contribution to the debate on genetic engineering:

But at the end of the day, whom will all this activity help? Some people certainly, but, I 
suspect, they will only be that minority already well supplied with medical goods and ser-
vices, and the costs of providing cures for the ills of this social stratum will not fall. Too 
much money is made from putting molecules into people at a profit for very much to change 
without major convulsions.

That, for me, tarnishes the gleaming image of biotechnology. It is not that most people 
in health-care companies don’t care that their work never touches the lives of millions of 
people. It is just that they have different priorities: an adequate return on capital invested. 
Their view of medicine is based on the view that people must first accumulate wealth and 
then buy health; otherwise there is no deal. The public good may take too long to be a 
worthwhile business proposition. ‘Pure’ research is used to fill that gap, but it is being 
increasingly subject to commercial criteria. (Yoxen 1983, pp. 141–142)

The line of argument employed to show that the inequalities are ethically prob-
lematic is usually along Rawlsian lines pointing out that changes in social policy 
ought to be to the benefit of the ‘worst off’ (Rawls 1972), and that increasing 
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inequalities by allowing or promoting modification for enhancement is therefore an 
unacceptable public policy (e.g. Holm 1993).

On the other side of this debate it is claimed that since we allow the resource rich 
to advance their interests and, for instance ‘enhance’ their children through non-
biological means (better nutrition and private education are often given as exam-
ples) there is no reason to single out body modification technologies as particularly 
bad or problematic and no reason not to allow their use. Or it is argued more directly 
that the libertarian critique of Rawls put forward by Nozick is decisive and that 
there is no reason to worry about inequalities along as they have been produced in 
legitimate ways (Nozick 1974).

Among the participants in the Technolife forum arguments of this type were 
closely linked to more general ideas about who possesses power in present day 
western countries (multinationals, media, and government), and to a vision of a 
more bottom-up individually driven approach to body modification.

4.3.4  �Controversy 4 – How Far Should We Go?

In the late 1990s and early 2000s a number of disparate pro-enhancement groupings 
coalesced into what is now known as the Transhumanist movement. The World 
Transhumanist Association (now Humanity+) was established in 1998 and has since 
provided the central focus for a movement which describes its guiding idea in the 
following way:

Transhumanists view human nature as a work-in-progress, a half-baked beginning that we 
can learn to remold in desirable ways. Current humanity need not be the endpoint of evolu-
tion. Transhumanists hope that by responsible use of science, technology, and other rational 
means we shall eventually manage to become posthuman, beings with vastly greater capaci-
ties than present human beings have. (Bostrom 2013)

The emergence of Transhumanism has re-oriented the enhancement debate, 
including the debate about body modification. Partly because the Transhumanists 
categorised everyone who disagreed with them as bio-conservatives and thus, at 
least in their own mind created a dichotomy in the literature2; partly because the 
overarching nature and ambition of the Transhumanist program moved the focus of 
attention from individual types of enhancement to the possible effects of multiple 
technologies converging to produce radical enhancement.

In the current phase of the enhancement debate discussion of justice issues is still 
prominent, but the arguments do not differ much from those identified above in the 
early phase. Two new issues became prominent in the late phase: (1) engineered 
immortality and (2) the ‘Singularity’.

One of the enhancements projected by Transhumanists is that the human lifespan 
can be increased significantly through the use of a combination of technologies. 
As long as human beings continued to be biological they would still be destructible, 

2 Those identified by Transhumanists as bio-conservatives rarely identify themselves in this way 
and are not organized in the same way as the Transhumanists are.
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so could not achieve “real immortality”, but a lifespan of more than 1000 years has 
been claimed as possible and it has even been claimed that the first person to live to 
a 1000 is already alive today (de Grey and Rae 2007).

This has sparked a substantial literature concerning whether (1) immortality is 
desirable and (2) the engineering of immortality creates ethical problems. Many of 
the ethical problems discussed are variants of the justice discussions outlined above, 
but new issues are also raised concerning the population effects of engineered mor-
tality for some or all (see for instance Overall 2003, Pijnenburg and Leget 2007).

4.4  �Technolife Coda

Where does all this leave us? Human beings have always practiced body modifica-
tion and some of these modifications have probably always been perceived as 
strange. Not the ones that WE do, in our society, but the ones that THEY do in 
theirs. So perhaps the current more vociferous controversies merely reflect that we 
(1) live in societies that are much more diverse than they used to be, and (2) that the 
‘technical’ possibilities for modifying our bodies are ever increasing. But which of 
the many arguments should we give most weight? If the modification only affects 
me, then it seems sensible to allow me a wide area of freedom to change my body. 
But if the change also affect others, justice considerations come into play and the 
more enhancing a modification is, the more important it becomes that everyone can 
get access to it. This is where societal judgment and societal action becomes essen-
tial. But for that judgment to be legitimate we all have to participate in the discus-
sion and the decision making.

One very prominent feature of the Technolife deliberative exercise on body mod-
ification was, that although participants used many of the individual arguments out-
lined above, many of them did this within a much larger social and technological 
frame or vision. Questions of liberty and justice were connected to ideas of rapid 
technological and societal change, and visions of what kind of society would and 
should develop in the future. This was true of both those who self-identified as 
Transhumanists and of others. In these visions the possibility to actively influence 
policy decisions through organisation and information exchange on the internet, the 
development of non-proprietary technologies and greater transparency were all 
linked together with the specific arguments about the desirability or not of bodily 
modification. These linkages were often accomplished by using the internet and its 
development as a metaphor for, or analogy to specific ways in which enhancements 
and bodily modifications could occur. Whereas the academic literature on body 
modification and enhancement is almost exclusively within a biological frame, the 
Technolife discourse did at least partially move away from that frame to an alterna-
tive framing of the internet revolution as the appropriate paradigm for imagining the 
future of body modification. Importing this alternative framing back into the aca-
demic discourse may open the way for new and interesting conceptualisations of 
nature, liberty and justice and their relation to body modification and its societal 
embedding.
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Chapter 5
New Options and Identities: Body 
Enhancement in Science Fiction Narrative

Miquel Barceló and Louis Lemkow

Abstract  Science-fiction has been defined in many ways, but in this chapter prior-
ity is given Isaac Asimov’s vision which examines human responses to changes in 
science and technology. In this context the text uses various examples of science-
fiction narratives related to the enhancement or modification of the human body for 
achieving specific objectives (for example, the augmented combat effectiveness of 
military personnel or the colonisation of new worlds). The possibility of changes or 
improvements to democracy and governance are analyzed and the implications of 
body enhancement in this sense are examined critically centered especially on the 
concept of “cyborg” and the use of all kinds of implants which was very prevalent 
in the science-fiction of the 1980s in the so-called “cyberpunk” movement.

The most recent speculations concerning the preservation of human minds 
through computer systems and networks are examined, especially in relation to the 
social, political and ethical consequences for personal identity in a world where the 
automatic reproduction not only of objects, but works of art, or also of minds and 
human identity constructs are possible. The text is completed with a series of con-
clusions and reflections of a more sociological character. The notion of science-
fiction as a tool for learning the future and its capability of providing a kind of 
preventive strategy in terms of narratives and warnings about undesirable futures is 
presented and analyzed.

Keywords  Science fiction literature • Socio-technical imaginaries • Body enhance-
ment • Speculation • Technology • Ethics concers • Ethics for governance

5.1  �Introduction: Science Fiction and Body Enhancement

It has proved difficult to define the narrative of science fiction. The statement which 
is attributed to Nietzsche may apply, that “Only something which has no history is 
capable of being defined”. The reason for this lack of an all encompassing definition 
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is simple: changes have occurred throughout the history of science fiction and no 
definition exists that fits every moment of its history.

The history of science fiction is usually given as beginning almost two centuries 
ago with the publication of the novel Frankenstein; or, The Modern Prometheus 
(1818) by Mary Shelley. Following this, it has proved difficult to find common cat-
egorically defining elements in the narratives of Jules Verne, Herbert G.  Wells, 
Edgar Rice Burroughs, Isaac Asimov, Frederik Pohl, Ursula K.  Le Guin, Dan 
Simmons and Neal Stephenson. However, they all write science fiction. For this 
reason, some succinct definitions that were practically conceived as boutades, com-
plete with an element of surprise, have proved remarkably valid. For example that 
of Judith Merril: “Science fiction is the literature of disciplined imagination”. Or, 
even better, that of Tom Shippey: Science fiction “is the literature of change, and it 
changes while you are trying to define it.”

In relation to what is of interest to us here, a reflection on the effects of technol-
ogy on human life and how this poses new challenges in the field of ethics, democ-
racy and governance, the definition, partial as indeed are all the others, offered by 
the famous author Isaac Asimov may be of use: “Science fiction is that branch of 
literature that deals with human responses to changes in the level of science and 
technology”.

Whatever it may be, science fiction certainly shares two essential elements that 
have changed their relative weight and significance over time. The first is what might 
be called the “counterfactual conditional” and relates to the speculative capacity of 
good science fiction. It consists of asking oneself what would happen if…, and then 
introducing a hypothesis of something that does not yet exist in reality but can be 
imagined. Something that is perhaps even within the reach of future developments 
in science and technology. For example, to ask oneself what would happen if it were 
possible to travel back in time. If contact could be made with an alien civilization. If 
it was possible to change the human body and/or the mind to open up new possibili-
ties, and a great long list of other hypotheses. The other element which is perhaps 
present in all good science fiction, is that known as the “sense of wonder”, the inevi-
table surprise of the reader when faced with the new worlds, characters and societies 
proposed by science fiction. One feature that it shares, in a way, with historical 
novels or travel books, are descriptions of exotic and unfamiliar realities.

Speculation and wonder are therefore the two constituent traits of the narrative 
genre of science fiction and are those that shape its wide ranging world of invention 
and reflection. In good science fiction we find everything we need: speculation 
about techno-science and its effects, new worlds with all kinds of aliens, new societ-
ies and novel ways of organising relationships between individuals within a com-
munity, speculative revision of history, countless adventures throughout space and 
time, and a long almost interminable list of others.

It should be remembered that even the term science fiction itself has been the 
subject of debate. Isaac Asimov attributed to Robert A. Heinlein the proposal of a 
new name that explicitly leaves out the term science. It is a question of speaking 
directly of “speculative fiction” that retains, at least in English, the same acronym: 
SF. Some authors feel more comfortable with the idea of speculative fiction, such as 
Damon Knight, the great defender of this new name.
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5.2  �Modifying the Human Body

One of the most frequently repeated aspects of more recent science fiction is the 
alteration of the human body made possible thanks to new techno-scientific devel-
opments. New possibilities open to a world in which humans can complement their 
intellectual capabilities with electronic implants and/or the digitalization of their 
bodies and minds. Or one in which the modification of the physical characteristics 
of the human body by means of science and technology can also occur. Such 
changes to the human body are a longstanding tradition in science fiction. In his 
reflection on the possibility of bringing animal behaviour closer to that of humans, 
Herbert G. Wells was already imagining body modifications (animal in this case) in 
The Island of Dr. Moreau (1896), thanks to developments in the biological sciences. 
Another example, also from Wells, is The Invisible Man (1897), where a new drug 
makes invisibility possible with all the ethical and social consequences that this trig-
gers. There are times when such changes to, or modification of the human body is 
not without cost, but reflect what appears to be a desire engineered to obtain certain 
results. A case in point is the possibility of modifying the human body with a view 
to its potential survival in environments for which it is not adapted, for example in 
the conditions on other planets.

Science fiction understood years ago, that in the absence of Martians, if there 
was to be life on Mars it would be necessary to modify the human being to survive 
in an ecosystem to which our evolution has not adapted us. In Man Plus (1976), 
Frederik Pohl postulated the use of surgery and new artificial organs to complete 
that which evolution provided us. To explore and live on Mars, Homo sapiens would 
need to become a new being (the Man Plus of the title). A cyborg cosmonaut, half 
human and half robot with improved lungs for breathing in a rarefied atmosphere, 
multi-faceted eyes adapted to see in the infrared range, armoured skin, wings with 
solar batteries incorporated to feed his cybernetic half, and a long list of modifica-
tions. A few years later in Moving Mars (1993), from the perspective provided by 
new techno-scientific innovations, Greg Bear imagines that the definitive tool for 
this transformation might be nanotechnology. Filling the body with “nanobots” that 
permit its adaptation to the Martian ecology and assist it to survive in Mars’ rarefied 
atmosphere, protect its skin from all types of radiation and a long list of new 
features.

But technology aside, what stands out most as the result of this transformation 
that appears at first sight to be merely physical, are really the psychological and 
ethical consequences that it brings. In Man Plus, Pohl analyzes not only these physi-
cal changes, but the way Roger Torraway, the “modified” protagonist of the novel, 
starts to feel like a stranger in his own world. Redesigned and modified to survive 
on Mars, what Roger really becomes is a monster according to standards on Earths. 
A monster that day after day, as he is altered by the modifications becomes less 
adapted to the terrestrial environment, but also to the norms of social life on Earth. 
Transformed into a loner by the effect of the changes, Roger shows us the human 
compendium of ethical, sociological and social conflicts experienced by the new 
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“homo tecnologicus”. Is such a radical transformation of an individual ethical, even 
from the perspective of any potential reward in terms of space exploration? The 
answer is not easy, despite the fact that there have always been individuals who have 
sacrificed themselves for the species. Is it right for this sacrifice to be so great that it 
involves the prospect of becoming inhuman, as happens to Roger Torraway of Man 
Plus?

Margaret Atwood counts herself among those authors who prefer to speak of 
“speculative fiction” as she feels uncomfortable with the label of SF referring only 
to “hard” science. Atwood has written three novels in the more classical tradition of 
dystopias, in which classic SF themes are dealt with and in which ethical and gov-
ernance issues related to the use and abuse of science and technology are confronted. 
These novels are The Handmaid’s Tale (1985) and Oryx and Crake (2003) which 
continues in The Year of the Flood (2009). The last two relate how even in the hands 
of “enlightened” scientists, biotechnology can lead to ecological disaster due to the 
creation of transgenic animals such as the “pigoons” (a pig with human stem cells 
implanted in them to grow human organs as required) or from the use of human 
organs banks for transplants. Here the objective of improving the human body is 
taken to extremes by the mad scientist who is the protagonist of Atwood’s universe. 
Who for example attempts to replace violent human behaviour patterns with peace-
ful ones. As could have been predicted, the outcomes of these genetic experiments 
are problematic. Similar outcomes resulted from the modifications in the now clas-
sic Limbo (1952) by Bernard Wolfe, despite the novel being limited to prosthetic 
changes by the era in which it was written.

In the same vein and practically in unison, Iain M Banks, Ken Macleod, China 
Miéville and Charles Stross represent a new generation of science fiction writers, 
holding progressive left-wing opinions that address, among other things, body 
enhancement and the topic of governance. The role of the genetically engineered 
elites in the novels of Banks’ Culture series, or Miéville’s Embassytown (2011) 
provide their authors with the opportunity to keep a critical eye on intra-species 
diplomacy, governance and political relations more generally.

5.3  �Imaging Democracy and Governance

As previously suggested, changes in the human standard exist that might suggest 
new possibilities that are not merely ethical, but relate to the systems of political 
representation and governance. To this point examples of changes in science fiction 
have been discussed that affect physical aspects of the human being, albeit with 
obvious additional consequences in the ethical and social ambits. But other more 
“hidden” changes are conceivable that, in spite of everything, would not be without 
major consequences.

The author Nancy Kress takes this concept as her starting point in the short story 
Beggars in Spain (1993), published in 1991  in Isaac Asimov’s Science Fiction 
Magazine. The initial idea was to explore what might happen if some humans did 
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not need to sleep. Then she allowed what might be considered to be the “logical” 
consequences of this to unfold and the original short story eventually became a tril-
ogy of novels (Beggars in Spain, 1993, Beggars and Choosers, 1994 and Beggars 
Ride, 1996), resulting in one of the few science fiction narratives that focuses its 
reflection on themes that feature politics and economics. In Beggars in Spain, the 
wealthy Camden family want something special for their future daughter Leisha: so 
that she does not have to be subject to the mandatory 8 h of sleep a day during which 
the human mind recovers from a day of action. To achieve this they get in contact 
with genetic engineering specialists who will need to modify the genes of the future 
embryo which will become Leisha so that sleep is not a requirement for her.

This is an example of a modification of the human body that is not apparent on 
the outside, but is not without major consequences. As Faren Miller says “man has 
invented Superman and, given human nature, the result is social disaster”. Obviously, 
Leisha Camden is simply among the first of these new human beings, the Sleepless, 
who modified by genetic engineering to not need to sleep, have greater knowledge 
and power, as they have more active hours to study, to conduct business, in short, to 
live. A new social and economic elite has been created, that of the Sleepless who are 
almost “naturally” in conflict with “normal” humans, the Sleepers. To further com-
plicate things, the Sleepless turn out to have greater longevity (possibly in contra-
diction to all the rules of biology, but any hypothesis is possible in the unencumbered 
field of good science fiction narrative). From this combination of insomnia and 
longevity arise the Superbright sleepless, or Superbrights.

In this case, a new form of class struggle and even new types of social groups 
arise from a modification of the human body with broad implications that are not 
just ethical, but also political. The Sleepers are separated off into the “donkeys” (a 
word which carries a pejorative meaning in English) who manage the system and 
the “Livers”, who, like Herbert G. Wells’ Eloi, live a life of leisure maintained by 
the “donkeys”. Nancy Kress herself commented during an interview with Locus: “I 
use the metaphor of those who sleep and those who do not sleep to refer to the larger 
group of “haves” and “have-nots”[…]. What do those who have owe to those who 
do not?”

It is precisely this last question that introduces elements of a profound ethical 
reflection in the narrative of Beggars in Spain. One that is similar to the reaction of 
the “Baldies”, the telepathic mutants in Mutant (1953) by Henry Kuttner. In this 
collection of related stories (a fix –up), the new mutants try to help the “normal” 
humans even despite being rejected by them. Or, a more recent example exists in the 
X -Men comics and movies of what the group of mutants led by Dr. Xavier try to do 
when faced with the mutants led by Magneto who are planning to dispense with 
humans. At the core of Beggars in Spain by Nancy Kress lies an issue that is now 
classic in science fiction, that of the new species (although in this case one that has 
been “constructed” by human scientific activity) which becomes a curious anthro-
pological speculation. A speculation that does not avoid its political-economic con-
sequences and includes both an emotional debate that is undeniably ethical in origin 
and a genuinely unusual defence of solidarity.
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The success of the first novel led its author to delve deeper into the consequences 
of what, at first, seemed a simple almost superficial change: the existence of some 
humans who are not forced to sleep through a third of their lives. This deeper analy-
sis is found in the other two novels of the trilogy: Beggars and Choosers, 1994 and 
Beggars Ride, 1996 that once again focus on the political consequences of, as 
Asimov would put it, the “change in the level of science and technology”.

In the second novel in the trilogy, Beggars and Choosers (1994), Kress focuses 
principally on the new society formed by the “donkeys” and the “Livers”, in what is 
a bitter parody of our current democracy. Assuming that the Sleepless have been 
able to provide the world with boundless energy thus obviating the greatest problem 
faced in the future by the human species, Kress debates the political feasibility of 
this new society in which, as they are today, science and technology are central. The 
questions to be answered by this new social organization are expressed in the classic 
questions; what does it mean to be human? Who should have control over technol-
ogy? And how are people affected by science and technology? As Kress writes in 
the novel, “Technology is Darwinian, it spreads, evolves, adapts and leaves out 
those who fail to adapt to it.”

In the third novel of the trilogy, Beggars Ride (1997), Kress introduces a new 
twist to the political issues and the impact of technological developments on society. 
The Superbrights (the long-lived almost eternal Sleepless) have offered the whole of 
society what they call the “Change syringe” which provides immunity against dis-
ease. However this only serves to increase the differences between groups, with the 
“Livers” returning to the state of nomadic tribes, maintained and fed as always by 
their “donkeys” who now live in protected and isolated enclaves. When the supply 
of change syringes is interrupted the newborn “Livers” seem doomed to suffer all 
kinds of diseases. The protagonist, a young “Liver” concerned about the uncertain 
future of her baby, fights to bring the “Livers” to power and to change things once 
again. Politics and technology are mere human creations and, ultimately, a trilogy 
like Beggars represents a stunning example of humanism in science fiction. In this 
sense, it is not surprising that the end of the trilogy is not exactly an unconditional 
love song to technology. All this, lest we forget, derived from a simple change con-
ceived as an “improvement” to the human body using genetic engineering to mean 
that human beings simply do not have to sleep.

5.4  �Modified Bodies, Cyborgs and Implant

In mid May 1999 the existence of a patient who was able to “speak” again following 
an implant placed in his brain was announced in the press. The new “telepath” was 
John, a 52 year old labourer who had been left quadriplegic as the result of a brain 
haemorrhage in January 1998. John learned (but only very poorly) to use his 
thoughts to control the cursor on a computer system and “talk”. Dr. Philip Kennedy 
was the creator of the technology that allowed John, who had been locked in the 
prison of his own body, to experience something close to telepathy and act on things 
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by means of thought. The neuro-trophic electrode implanted in John’s cortex was an 
empty glass cone 1.5 mm long and 0.1–0.4 mm in diameter. The cone contained two 
strands of gold able to conduct a low resistance electrical current. The term “neuro-
trophic” refers to organic substances contained in the electrode, which, once 
inserted, help replenish the surrounding tissue. The process lasted for 3 months after 
implantation, as the nervous tissue adjacent to the electrode connect to it via den-
drites that permit the implant to “feel” the discharges of neighbouring neurons.

It was not an original idea. In 1977, at the University of Utah School of Medicine, 
a series of electrodes were implanted permanently into the brain of a blind patient, 
who when appropriately stimulated managed to identify lines transmitted by a tele-
vision camera. A passive application, from the outside in, which contrasts with the 
surprising activity, from the inside out, of John with his brand new neuro-trophic 
electrode. In February 2002, 25 years after the experiment was conducted in Utah, 
the first “artificial retina” was implanted. It was a kind of microelectronic prosthesis 
that serves to replace cells damaged by diseases such as retinitis pigmentosa or 
macular degeneration, diseases that cause blindness or severe visual impairment, 
affecting over 25 million people worldwide.

In fiction, it was possibly Norman Spinrad who, in Riding the Torch (1974) first 
imagined the possibility of a communication system based on technology activated 
by thought alone. One that would allow direct communication between human 
brains. This was the first neurological “implant” recorded in science fiction. Spinrad 
called it senso, a less attractive name than that of cyberspace, coined by William 
Gibson to describe the complex world in the novel Neuromancer (1984) which initi-
ated the cyberpunk genre so much in vogue in recent years. Very soon after this, 
science fiction imagined all kinds of brain implants, including implant-chips able to 
alter the personality of those who carry them. Such as that imagined by George Alec 
Effinger in the series that begins with When Gravity Fails (1987), which features, 
among others, nothing less than an removable “James Bond implant”, to more than 
predictable results.

Without a doubt, the most modern version of what constitutes a cybernetic organ-
ism or cyborg, results from the union of biology and technology to obtain a func-
tionality superior to that achievable by biology or technology alone. It should be 
remembered that the need to connect the human brain to a technological system had 
already been imagined in the science fiction of the 1930s. Precisely at a time when 
it was required to handle very complex tasks, for example, to control the traffic in a 
big city of the future. An incontrovertible demonstration of the lack of confidence it 
had in what later, in 1956, would become known as artificial intelligence. Such 
brains, connected to technological devices from the thirties, would very soon prog-
ress to directing other complex technological systems, for example spaceships. 
Possibly the pioneer in this was Anne McCaffrey with The Ship Who Sang (1961). 
The ship which did sing was actually a girl, Helva, whose deeply defective body 
enclosed a viable mind. Refusing the option of euthanasia, Helva’s parents decide 
to accept that the mind of the child be trained and programmed to become the entity 
that controls and directs a new body of titanium, an interstellar scout ship and thus 
Helva becomes a human without a biological body, a virtually immortal cyborg. 
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There are other examples of implants, even in the cinema. In this case it is necessary 
to recall a bad movie, Johnny Mnemonic, directed by Robert Longo in 1995 and 
starring Keanu Reeves, in which the protagonist has an implant that allows him to 
store data becoming a “human transporter” able to transport this data in a highly 
secretive manner.

5.5  �Emerging Identities and Worlds

Unfortunately the cyberpunk genre has always appeared to be rather too timid to 
imagine the potential social impact of large-capacity computer technologies, artifi-
cial intelligence, global networks such as the Internet, and a long, long list of others. 
Not even William Gibson or Bruce Sterling, without a doubt the best authors of the 
genre of cyberpunk that has been so well promoted by its publishers, have ade-
quately exploited this novel speculative vein of the worlds of computing and their 
new possibilities.

But fortunately things are slowly changing and, leaving aside those commercial 
factions that have little or nothing to contribute; genuine science fiction authors can 
be found who are not afraid to let their imaginations run wild in new digital worlds. 
Some have labelled them post-cyberpunk and, quite possibly, Greg Egan and Neal 
Stephenson count among their greatest champions.

Perhaps the most characteristic of them all is the Australian Greg Egan, one of 
the few science fiction authors to have a thorough understanding of current com-
puter technology. His novels are always respectful of scientific reality and techno-
logical knowhow and include interesting and risky speculation. In Permutation City 
(1994), Egan imagines that, in the middle of the twenty first century, it will be pos-
sible to scan the human mind and store it in a computer as a “Copy”. These copies 
are able to control the virtual reality environment in which they exist, and live a life 
completely analogous to the life that we know, existing in their own way in a virtual 
world which is in every way a simulation of our own.

The first question springs to mind immediately and is of a philosophical nature: 
where does the identity reside? The simultaneous existence of a human being and a 
copy (or several copies) poses this question in a particularly aggressive manner. We 
recall that Egan introduces the so called Dust Theory almost in passing, according 
to which human consciousness (or at least that of the copies) is not localized and, 
like dust, is distributed in space and time. Existing essentially as a structure or pat-
tern and not in a concrete location. In any case, the Copies are an obvious way to 
overcome the limited duration of the human lifespan. In the novel, the wealthiest 
humans store themselves as Copies just before their death, in one last pursuit of 
much sought after immortality. And with success: life as Copy satisfies all their 
requirements. It is a final state. And it seems durable. The supposed immortality of 
the Copies has its limit: it is threatened by the possible and perhaps inevitable dis-
connection of the computers where the complex structure that constitutes the Copy 
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and its setting resides. The computer system in which they exist depends on the real 
world for the energy required to feed it.

In the novel a select group of Copies in possession of the greatest riches, is 
offered the possibility of eternal life in a self-replicating expanding cellular automa-
ton, the future Permutation City of the title of the novel. It is a strange idea, but one 
that responds to the scientific speculations already conceived by Alain Turing and 
John von Neumann in the 1940s and 1950s. Greg Egan allows his final version to 
exist only in the imagination: the cellular automaton TVC (Turing, von Neumann 
and Chiang) that appears in the novel as the result of the work of a certain Chiang 
in 2010. A copy of Autoverse is also stored in the same cellular automaton. Autoverse 
is a simulator that contains a simplified set of the laws of physics and chemistry and 
ultimately configures a simulated digital universe in which, after experimentation 
with bacterial life forms, resulted in the development of a complete alternative evo-
lution to that of our universe, including intelligent life.

The novel’s unique tour de force lies in the fact that the simulation of our uni-
verse in the world of Copies and the new simplified Autoverse based on its laws, 
coexist in the same TVC cellular automaton. In case this novel, already more 
absorbing than most, lacked complexity, the question is posed whether one of these 
sets of laws, one of these universes will ultimately prevail over the other in the cel-
lular automaton where both coexist.

It is a curious speculation that takes us back to the meaning of the laws of nature 
and the underlying structure of the universe. This is true speculation, and is a genu-
ine intellectual luxury compared to the poverty of many films such as Johnny 
Mnemonic, which seem to be the most that, in film, the unimaginative cyberpunk 
genre that surrounded us has managed to produce. Permutation City merits its vari-
ous major awards for science fiction: the John Campbell Memorial and, logically, 
the Australian Ditmar Award. But Egan, who is regarded by the expert Pedro Jorge 
Romero to be “an Australian lost in metaphysics”, is not the only one who has 
speculated on an alternative universe of digital and digitized life. There are other 
examples, albeit simpler and closer to everyday reality.

In The Terminal Experiment (1995), which has also received awards, the 
Canadian Robert J. Sawyer imagined a curious experiment in which a new life form 
was created in a digital universe. Sawyer makes use of one of the best narrative 
formulas of modern science fiction: novels that owe much to normal characters 
embroiled in a mysterious plot that is brilliantly resolved with techniques common 
in the best thrillers. But in the case of Sawyer, this time the theme is rigorous, well 
documented science fiction. The science is interesting but always complemented by 
an intriguing reflection on moral issues and the inevitably subjective nature of cul-
tural and ethical behaviour. At a time in which techno-science and its achievements 
rapidly modify and alter the global living conditions across the whole world, it is 
worth questioning the morality and the ethical component of the activity of scien-
tists and engineers and the ultimate consequences of their intellectual creations and 
work. And this seems to be the great specialty of Robert J. Sawyer, who appears to 
enjoy a superior speculative capacity and an explanatory ease for the dissemination 
of science, reminiscent of Asimov at his best.
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If Egan’s writing is deep, metaphysical and somewhat cryptic, Sawyer’s is 
extremely realistic, transparent and even educational. In the case of The Terminal 
Experiment (which probably should have been given the title “The Final Experiment” 
for its publication in Spanish), it all started with the Mid-December 1994 edition of 
Analog, Science Fiction/Science Fact in which appeared the first part of a serial by 
Robert J. Sawyer. At that time it was called Hobson’s Choice. After its publication 
in March 1995 in book form it became The Terminal Experiment, and was destined 
to become a finalist in the 1996 Hugo Award and the clear winner of the 1995 
Nebula prize. In the same way that previously it had won the Canadian Aurora 
award (not to discourage patriotism) and the annual Compuserve Science Fiction 
Forum Homer award.

Suffice to say that The Terminal Experiment presents Dr. Hobson, a “normal” 
character (if that makes sense?) faced with a problem which could also be said to be 
quite “normal”, that of his wife’s infidelity. In the context of techno-science that 
may soon also become normal. After discovering what may be the electrical trace of 
the soul (remember that this is science fiction). Dr. Hobson attempts to study novel 
concepts of life and death. He does this by means of computer simulations of his 
own brain, discovering that things might appear normal, but are never as simple as 
they seem.

In reality, Dr. Hobson has created a monster. Or in fact, he has created three. To 
test his theories about immortality and the possible existence of life after death, 
Hobson manages to create three computer simulations of his own personality. With 
the first, from which all references to physical existence have been removed, he 
attempts to study what a possible “ethereal” life would be like after physical death. 
With the second, from which any reference to aging and death have been elimi-
nated, Hobson intended to study what it was like to live with an intrinsic feeling of 
immortality. The third unaltered simulation, serves as the control reference for the 
experiment. The three simulations escape from Hobson’s control, flee the computer 
where they are confined and lodge in the global computer network to live out their 
own lives. And one of them happens to be a murderer. A murderer who actually car-
ries out crimes that the mind of the biological Hobson may have imagined and even 
desired to have committed himself.

That’s the idea, it is basically a straightforward murder mystery (the objective 
being to find the murderer), with uncomplicated motivations, and simple yet inter-
esting approaches to the reasons why certain things happen. The Terminal 
Experiment justifies perfectly why it received its awards. The speculations of both 
Egan and Sawyer bring us closer to a new reality which (maybe, just maybe) tech-
nology might in a more or less distant future make possible: if we could live in the 
virtual world of the internet, in a virtual universe, how would we recognize our real-
ity in this virtual universe? Bishop Berkeley would be happy.
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5.6  �Identity in the World of Technical Reproducibility

By 1934, Walter Benjamin had already predicted what would happen to intellectual 
property (or, more accurately in his case, what would happen in an art market char-
acterized by the uniqueness of a work of art or in the case of lithographs a limited 
number of works) when a technique permitted the reproduction of works of art with 
practically no loss of pictorial content. He outlined this prediction in a paper entitled 
“The Work of Art in the Age of Mechanical Reproduction” (1934). Something simi-
lar can be imagined in relation to personal identity, when science fiction imagines 
that “copies” of human beings can be created. And we are no longer speaking of 
those digital “copies” that can only live in the internet or in the digital world, such 
as those in Permutation city or The Terminal Experiment. They refer to true copies 
with a human appearance and the same potential as humans. Since the cloning of 
Dolly the sheep was announced in February 1997, the idea of potential human clon-
ing has generated various debates, and it must be said that several science fiction 
short stories and novels take their starting point very much from Dolly.

Some authors, such as David Brin have not stopped here. Without specifically 
addressing the idea of clones, they have analyzed a new idea, similar but not exactly 
the same: a “golem” like species of beings made of clay fabricated in new copier-
ovens that, 50 years into the future, are within everyone’s reach and form a new type 
of society. These “ditto” or Kiln People (2003) have a limited life-span of one day, 
and are not biological beings like humans, but, as their name implies are made of 
clay. As would be expected, they lack legal and social rights and even come in dif-
ferent colours according to their function. They are given the less interesting and 
most dangerous occupations, all those that human beings do not wish to do. At the 
end of their existence, if possible, the ditto “download” into their original character, 
known as the “archi” from archetype, the memories collected on that day. A day that 
begins with the imprint of the memories of their human original, or archetype, on 
their own minds.

Building on this idea, Brin imagines that in the near future everyone is able to 
make these dittos, these “clay people” and, in a coherent and well analyzed way, he 
describes to us a complex society where humans end up living parallel lives. Their 
own and that of the dittos that have been able to, at the end of their day of existence, 
download their memories into the original. What really interests Brin is social anal-
ysis. He describes an example of this new society to us on his website: “As a citizen 
of a near future, you have duplicated yourself zillions of times and you see it as 
something that is quite normal, being sometimes the original and sometimes the 
copy. You live life in parallel, sending expensive “study golems” to the library, while 
other cheaper models clean your house and your real body exercises in the gym. 
Two thirds of the population of Earth are temporary beings made of clay. People 
seem to have adapted to this new kind of life, until…” and this “until…” triggers a 
crisis in this new society of the future where duplicate beings are within everyone’s 
reach.
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Not forgetting that all social reflection in the form of science fiction novels 
should be entertaining, Brin has used the form of a narrative detective action, from 
the hard -boiled genre, to demonstrate the complexities of a society in which exist a 
curious version of the cinematographic “replicants” from Blade Runner. The dittos 
are derived from human beings, “produced” by humans, have similar “features” to 
human beings, but have an expiry date, as if they were yogurt. The novel chronicles 
the adventures of the private detective Albert Morris and his multiple clay dupli-
cates in this new society. In Dittoburg they are making pirate copies of a famous 
courtesan, Gineen Wammaker, and Morris has to stop this. A job that does not seem 
too difficult, but it leads him to discover an intricate web of conspiracies in this 
society of the future where the ditto lack any rights or any respect.

Returning to the reference to the “replicants” in Blade Runner or, if you will, to 
the “androids” that Philip K. Dick spoke of in his novel Do Androids Dream of 
Electric Sheep? (1967), the fact is that the years do not appear to have passed in vain 
for science fiction. Dick’s novel contains the very simple model based on two cen-
tral points:

	(a)	 Who is the machine (the android) and who is the human? And
	(b)	 the sensation that androids have of being human, who should be granted full 

legal and social rights, even though those rights will not be recognized.

Here, in a way this is repeated, but in the midst of many other considerations. 
Science fiction has grown up and when it analyzes a possible future, some authors 
at least (and Brin is certainly one of them) contemplate society as the complex 
entity it really is and analyze it from diverse points of view.

In Kiln People, there are aspects of criticism of slavery in the way that dittos are 
used (and abused) and there is a reflection about what it means to be human and the 
rights a human or a simulacrum should be granted. Brin does not spare any effort in 
imagining the many different ways of using the new technology of the copier-ovens 
(social imagination appears to be endless) and a long list of other considerations.

In the same vein the book Mindscan (2005), by Robert J. Sawyer, mentioned 
previously, deals very clearly with the legal, personal, human consequences that 
would result from a possible discharge of a human mind into an android body. This 
is very similar to the technological theme underlying the short story Identity Theft 
with which Sawyer won (in 2004 for the umpteenth time) the UPC Science Fiction 
Award. In this case, it is a detective story with a protagonist that emulates classic 
characters like Sam Spade or Philip Marlowe, this time in a sci-fi environment: on 
Mars in the future. The new technology, here called the “Transfer” (a human mind 
transferred to a new artificial body made with biological and robotic techniques), 
causes serious problems when the private detective Lomax Alexander tries to dis-
cover the whereabouts of a missing husband.

In Mindscan, the idea is the same, but the technology has changed name and is 
now called “mindscan” (in reality it is a quantum mind scanner). With it, Jake 
Sullivan manages to cheat death. Threatened by a cruel and fatal circulatory disease, 
he manages to copy his consciousness into a new android body (referred to as the 
Jack mindscan) that is to provide him with immortality. Other very elderly 
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billionaires do the same. Thanks to the new “mindscan” process by Inmortex, the 
“originals” are retired with their obsolete and outdated biological bodies to a luxuri-
ous centre on the other side of the moon, giving up their place on Earth to their 
mindscan copies. Not everything, however, turns out as expected. Although the new 
Jake mindscan finds love that the disease previously prevented him from having, his 
new partner, a popular mindscan writer, must face a groundbreaking trial because 
her son does not want to renounce his inheritance and refuses to consider the new 
Mindscan copy human. In the mean time, on the moon, the real biological Jake has 
cured his circulatory disease thanks to new developments in medical nanotechnol-
ogy and decides to return to Earth. Who is who? Who retains the rights of the indi-
vidual: the biological original or the Mindscan to whom they have been ceded? 
What does it mean to be human? In short, Mindscan becomes a surprising personal 
and legal drama and, basically an interesting speculation about a not too distant 
future in which, due to technology, not even one’s own identity is assured.

5.7  �Living in a Digital World

Rainbows End (2006) by Vernor Vinge, clearly falls within the theme of postulating, 
for a not so distant future, no longer for artificial intelligence, but for a true revolu-
tion in the world of human intelligence through the open collaboration of many 
human minds with the possibilities offered by the new technology. This is how it 
was seen by no less than Thomas W.  Malone, who is the Patrick J.  McGovern 
Professor at the Massachusetts Institute of Technology’s Sloan School of 
Management where he also directs the Center for Coordination Science at the insti-
tute. Malone is quoted as saying the following about Vernor Vinge’s latest novel: 
“Vernor Vinge has done it again: he has predicted the human implications of new 
technologies much earlier than any other. In True Names it was cyberspace. In 
Rainbows End, among other things, the superhuman intelligence that can result 
from intelligent electronic connection between a vast number of human beings. It is 
not just a good story, but one that resulted in my neurons coming face to face with 
unexpectedly new ideas every few pages.”

All this comes from the new interface with which humans use the powerful info-
technologies of the near future. One such interface is Epiphany, which uses “wear-
able” computer elements and falls squarely within what is known as “augmented 
reality”, a field of modern research in computer science that involves the combining 
of the real world with computer generated data. A “new” global reality in which 
humans do not only interact with real elements, but also with computer-generated 
virtual elements. This can be done at any time as it is no longer dependent on win-
dows, icons or mice, as is the case with the current dominant computer interface. 
Epiphany’s special contact lenses and “wearable” computer can replace what the 
eye would see naturally with a visual construction created by computer graphics 
that substitute and/or supplement reality.
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As the perfect complement, “haptic” feedback makes direct participation possi-
ble in this new reality. “Haptic” technology is also currently being researched and 
refers to the technology that uses the sense of touch as the interface with the user by 
applying forces, vibrations and/or movement that the user perceives with their sense 
of touch as preceding from “real” reality, so to speak. It is no longer about individ-
ual implants, but rather technology that might be labelled “social” and which obliges 
us to redefine the role of the individual in a society of alternative and virtual selves 
that, in this case, respond to new developments and the possibilities opened up by 
new technology.

Evidently, all this technological paraphernalia exists as a baseline reference, 
omnipresent but not invasive and, as is usually the case in a brilliant storyteller such 
as Vernor Vinge, the interest in his novels lies not only their ideas (which are inter-
esting and plentiful) but in the plot itself, the characters and the difficulties which 
they must face and overcome. To achieve this, Vernor Vinge uses the figure of a 
famous aged poet Robert Gu who has been afflicted for many years with Alzheimers 
disease, but for whom the medicine available in the near future will be able to offer 
recovery and rejuvenation bringing him face to face with a similar but insidiously 
different world to that he remembers. We discover the somewhat abusive personal-
ity of the protagonist when faced with his memories, undergoing what may be a 
final crisis of creativity, surprising in its intelligence and humanity, as a result of the 
new composite reality that the world has become. An utterly spectacular genuine 
change owed above all to the collaboration of millions of human intelligences on the 
internet to which “Epiphany”, the new computer interface based on “wearable” 
computer technology which is to replace the now ubiquitous system of windows, 
icons and mice is accessed.

The speculative part of Rainbows End comes from a variation of the fictional 
world that Vernor Vinge established in the short story “Fast Times at Fairmont 
High” (2002), which also won the Hugo Award in the short story category, and to 
which other elements are also added from the later story: “Synthetic Serendipity” 
(2004). It evidently owes much to current research into ubiquitous computing, 
wearable computer technology, haptic interfaces and everything that is on the crest 
of the wave of the latest research in the field of info-technologies. An element of this 
is made directly explicit in the novel’s dedication: “For Internet based cognitive 
tools that are changing our lives: Wikipedia, Google, eBay and the like, now and in 
the future”.

In an interview given to the Argentinean magazine “Ñ”, conducted by Andres 
Hax, Vernor Vinge also introduced a political element into his reflections and, ulti-
mately, into the new perspective that his hypothesis takes with regard to “techno-
logical singularity” “I believe that there is a high probability that the internet, i.e. 
computers, databases and associated humans, are a new phenomenon. An unprec-
edented one in history. If you simply do the figures, you will see that there are hun-
dreds of millions of educated people today who are connected on the internet. And 
within this huge mass there are probably a million people who are smarter than all 
the people who in the past ran the world. In addition, you can find thousands of 
people who happen to be experts in anything you want to know about, on any 
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subject, no matter how insignificant or unexplored the issue. All these people are 
working on their own, free from central control, but they are contributing to the fact 
that for the first time in history, you don’t have to be extremely rich or holy to under-
stand and be connected to the Big Picture of what is happening in the world.

In the last 200 years or so, people have been approaching this slowly. But now it 
is such an intense phenomenon that the hope exists that it will even prove enough to 
minimize the influence of governments on humanity. It doesn’t mean that govern-
ments will disappear. Just that they will basically be tolerated as infrastructure 
providers rather than commanders of our faith”.

This is it seems, the idea that moves Vernor Vinge to speculate about the new 
interface, Epiphany, which generates new possibilities of interaction between 
humans (who remain such, as demonstrated by the personality of the protagonist, 
the poet Robert Gu), and with them, new social forms and, evidently policies as 
well. Perhaps for this reason, Vernor Vinge himself feels it necessary to justify this 
speculative choice that, as is always the case, is usually the best background to this 
brilliantly speculative narrative fiction: “Science fiction does two things. The most 
important thing is that it stimulates young people to think about science and to enter 
careers in technology. The other thing it does, somewhat more grandiose sounding, 
is that the stories of science fiction writers are for the body politic of humanity what 
dreaming is for the human individual. And you know, of course, that dreams in gen-
eral have no predictive value. But from time to time they generate very good ideas 
that otherwise would not have occurred to you.” With Nancy Kress’s permission.

5.8  �By Way of Conclusion: The Role of Science Fiction 
in Learning About the Future

The attention that much of today’s science fiction pays to the near future and to cur-
rent key technologies (biotechnologies, info-technologies, etc.) strengthens its role 
as a tool for learning to live in the near future. A future that we only know (due to 
the speed of the change promoted by modern science and technology) will be dif-
ferent from the past and the present in which we have lived. Ogburn’s ideas estab-
lished nearly a century ago and popularised in Future Shock (1970) by the American 
writer Alvin Toffler, lead us to reflect on the rate of change in a modern culture 
dominated by the effects of techno-science and subject to its exceptional ability to 
transform.

The reader of science fiction, an enthusiast and in a certain way specialist in 
imagining and confronting distinct futures created by techno-science, acquires spe-
cialist learning which makes them better suited to living in the future that awaits us 
just around the corner. It is true that the future will not be, by any means, exactly as 
described in science fiction. The mere act of thinking about the relativity of the pres-
ent and in the possible alternatives that may arise in the future may well be, for 
readers of science fiction, good training to survive in the concrete future, that ulti-
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mately, may turn out to be true. Of the many examples of this, the most obvious 
recent example is that found in the analysis of social reaction to the possibility of 
genetic engineering and, specifically, to the viability of human cloning. For the 
majority of society, this is an idea that did not receive any attention until, in February 
1997 with Dolly the sheep; the cloning of the first mammal was achieved.

However, readers of science fiction have long contemplated this possibility. 
Since 1932 with the publication of Aldous Huxley’s Brave New World, (inspired by 
the work and certain speculations of the biologist J. B. S. Haldane, 1892–1964) and 
above all since the decade of the 1970s which saw science fiction reflecting abun-
dantly on the social, psychological and even military aspects of possible human 
cloning and genetic engineering. In stories like “Nine Lives” (1968) by Ursula 
K. Le Guin, and in novels such as Where Late the Sweet Birds Sang (1976) by Kate 
Wilhelm, The Ophiuchi Hotline (1977) by John Varley, or the remarkable and 
visionary Cyteen (1988) by C. J. Cherryh, science fiction readers have learned to 
imagine what the “human response to changes in the level of science and technol-
ogy” might be in relation to the cloning of human beings. This long before Dolly the 
sheep, providing an accurate indication of the ability of science fiction to get closer 
to what we might call learning about the future.

Science fiction remains, therefore, one of the best tools for this learning. When 
the author of the narrative is sufficiently skilled, this imagined learning becomes 
somehow ‘lived’. It becomes a form of “practice” and makes possible the learning 
required to live in the distinct future that awaits us. If good science fiction describes 
possible futures, a valid approach would be to ask why it does this and how it could 
be made use of in the present. The examples given in this chapter bring new realities 
of social life closer, realities that thanks to the growing use of science and technol-
ogy are no less real and/or possible despite being imaginary and in their early stages.

From the elementary modification of the human body (Man Plus by Pohl, Moving 
Mars by Bear and Beggars in Spain by Kress) that the science and technology of an 
immediate future can provide, society is able to make the leap to new possibilities 
of social relationship similar to the extreme examples such as those presented in 
Permutation City by Egan, Kiln People by Brin and The Terminal Experiment and 
Mindscan by Sawyer or, much closer to home in Rainbow’s End by Vinge. All are 
bold speculations that act as a warning and, at the same time as possible preventive 
prophecies that might avoid the occurrence of undesirable extremes such as those in 
classics like A Brave New World by Huxley, or Orwell’s 1984 and Wolfe’s Limbo.

In this way science fiction becomes an indispensable element and tool to inves-
tigate the possible society of the future and the relationships that individuals might 
establish through the use of new techno-sciences, either as preventive prophecy to 
avoid undesirable futures or as a way to learn about the unknown future that awaits 
us. In a sense it follows what H. G. Wells, the true founding father of the genre, 
advocated in a talk he gave to the British Sociological Society in 1906. The father 
of modern science fiction recommended that sociology adopt its own “appropriate 
and distinctive approach” for creating utopias and comprehensively evaluating 
them. This game of imagining futures (utopian or not) and also of warning of the 
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hazards implicit in certain modern trends, is one of the most enriching aspects of the 
speculation of science fiction.
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Chapter 6
The Fifth Freedom and the Burden 
of Executive Power

Kristrún Gunnarsdóttir

Abstract  The deployment of advanced ICTs and biometry in mass-surveillance 
and border control is part of the securitization agenda that emerged in the early 
2000s. This agenda has been particularly instrumental in cultivating migration anxi-
eties and framing the problem of threat as an imperative to identify those who are 
dangerous to public safety. As well founded as that may be, it masks the pivotal role 
ICTs have in the supervision and administration of industries and markets. ICTs, 
including biometrics, are essential to supervise all four freedoms of movement in 
European market integration, i.e., of goods, services, capital and persons. They are 
essential to the EU-US trade and investment relationship which is increasingly 
underpinned by cross-border data flows, and the most significant such relationship 
globally. Drawing on mobilities research, this chapter explores how the mobilities 
of materials, commodities, markets and labour are simultaneously constrained and 
facilitated in transnational development, including the obligation in Europe to pro-
tect the fifth freedom of movement, that of data. While a recent European regulation 
aims to better protect personal data in these flows, the narratives of threat and emer-
gency call for immediate action, whereby any data that can be intercepted can also 
be gathered for investigative purposes on the basis of exceptional circumstance. The 
securitization agenda finds its practical utility in the hands of executive powers who 
are largely avoiding the legislature and the judiciary. There is no evidence that 
authorities catch terrorists and criminals because of advanced ICTs and biometry in 
border control and data intercept. The practical utility lies in the ability to target and 
investigate any individual and a whole range of political opposition and activism 
which has very little if anything to do with threat and emergency. Publics have no 
meaningful defence apart from self-censorship. They have no meaningful way of 
objecting to exceptional circumstances in which illiberal practices are legitimized, 
and neither does the legislature and the judiciary unless the checks on executive 
powers are adequately reined in.

K. Gunnarsdóttir (*) 
Sociology Department, University of Surrey, Guildford GU2 7XH, UK

Lancaster University, Lancaster LA1 4YN, UK
e-mail: k.gunnarsdottir@surrey.ac.uk

mailto:k.gunnarsdottir@surrey.ac.uk


84

Keywords  Fifth freedom • Free movement of data • Freedom of expression • 
Biometry • Surveillance • Securitization • Data protection • Data-driven markets • 
Economic growth • Economic leadership • Executive power

6.1  �Instrumentality and Practical Utility1

Security is the watchword with which to refer to public safety and safeguarding 
first-world economies, markets, democracy and our mobile lives. The growth of 
industries and markets since the second world war coincides with the freedoms of 
movement that are protected across the Single Market of the European Economic 
Area (EEA), and in market relations with the United States and beyond. The sus-
tainability of such freedoms is increasingly at issue however. Evidence of political 
dissidence and hostility toward the current socio-economic order and the leadership 
of first-world democracies and corporate enterprise, give rise to insecurities for 
which securitization has become the all-round remedy.

This chapter addresses a set of issues that tie together securitization objectives in 
reference to industries and markets, economic leadership and the mobilities afforded 
by European integration and associated transnational developments. The EEA pro-
tects the so-called Four Freedoms: the free movement of goods, services, capital and 
persons (European Parliament Fact Sheets 2000). Among other things, it supports 
the abolition of customs duties on industrial goods, the free movement of financial 
services, telecommunication, information, media services, transport and energy, the 
freedom of ownership and right to take up residence and employment in any of the 
EEA member states without visa formalities. Accordingly, the supervision of cross-
border mobilities in Europe falls on shared regulatory provisions, including the 
bureaucratic and technical oversight of the EEA and Schengen agreements.2

As regards relations beyond the EEA however, European states have tacitly 
accepted the leadership of the United States in economic, political and military 
affairs, and relations outside of Europe and the US are marked by a history of colo-
nialism and exploitation. Calls for democracy on behalf of some of those others 
comes on the back of coercive social, economic and market practices, instigated and 
policed by the US and former European empires (e.g. Dalacoura 2005; Carothers 
2003). While conditions like that give rise to questions of adequacy with respect to 
our leadership, and to concerns about economic, social and territorial cohesion, 

1 The arguments presented in this chapter draw on sociological and policy research for two FP7-
funded projects, Technolife, No: FP7-230381 (http://neicts.lancs.ac.uk/old/technolife.htm) 
and  ICTethics, No: FP7-230368 (http://neicts.lancs.ac.uk/ictethics.htm). It is supported by two 
case studies within these projects, titled – ICT for Human Security and Biometric Technologies – 
but also on participation in expert meetings and workshops organised by the FP7-funded projects 
RISE, HIDE, and the BEST Network.
2 The Schengen agreement designates a border-less geographical area within Europe with border 
controls for travelers crossing the Schengen frontier borders but, ideally, not the internal borders.
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transnational partnerships are adapting to signs of change. But, as the official argu-
ment goes, first-world leadership will have to remake itself in an era of new eco-
nomic powers, and “[t]hat begins with our economic leadership” (Obama 2011).3 
With that in mind, the most significant trade and investment relationship globally is 
the one between European states and the US, a relationship increasingly under-
pinned by cross-border flows of data (Meltzer 2014).

This chapter takes as a point of departure that the proliferation of advanced ICTs 
in transnational mobility control and surveillance, has very publicly served a preoc-
cupation with imminent threat of illicit migration and acts of crime and terror. It 
argues that such preoccupation, regardless of how well founded it may be, masks 
the pivotal role of ICTs in the practical supervision and oversight of transnational 
markets, industry and finance. The following sections discuss the question of cohe-
sion in transnational development, the underpinnings of markets in data flows and 
ICT-based innovation, and how to move away from instrumentalizing the securitiza-
tion agenda to a point where publics have no meaningful way of challenging it. To 
put it rather crudely, the agenda to-date has been dominated by a no-win scenario: 
would ‘you’ not give up some personal data and privacy so authorities can catch 
terrorists and keep you safe? This particular framing is not systematically chal-
lenged – of course you would – while it holds within the self-evidence of interoper-
able and integrated ICT systems, of biometric identification, visa registries and 
related applications (Amoore 2006). Ethicists and legal scholars have taken more or 
less at face value the focus here in governance on striking the right balance between 
the freedoms of individuals and providing them with security. Among other things, 
their work attempts to clarify what is at stake if a right to privacy and self-determi-
nation is taken away (see Laas-Mikko and Sutrop, Chap. 7, this volume). New pri-
vacy-enhancing technologies have seen light, new data processing principles, and 
attempts are made to improve on existing legal frameworks in Europe, e.g., with the 
new General Data Protection Regulation (GDPR) (European Parliament and the 
Council of the European Union 2016). However, widely researched and debated 
concerns over first-world liberties and citizen rights, draw attention away from the 
role of the securitization agenda in protecting the free movement of data. Against 
concerns that rights and liberties are at risk and in need of protection from the very 
methods of delivering security, the free movement of data is the versatile material-
ity of economic competitiveness and growth. Productivity and cohesion depend on 
it along with the pursuits of other freedoms of movement with which transnational 
industries and markets progress.

Taking these considerations into account, the question remains how to re-frame 
the securitization agenda to foreground the issues that are obscured by the no-win 
scenario and the metaphor of striking a balance. Firstly, there is nothing to prove 
that authorities catch terrorists and criminals because of biometric registries and 
cutting-edge ICTs. There is nothing to suggest categorical change in a long history 
of record keeping and investigative techniques for operational and administrative 

3 US President Obama speaking to both houses of Parliament in the United Kingdom, 25 May 
2011.
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purposes of states and constabularies, who have been at times vulnerable to dictato-
rial tendencies. Advancing ICT-based surveillance and record-keeping, and imple-
menting biometry for identification, is largely a matter of efficiency, convenience 
and service quality (see Rommetveit, Chap. 8, this volume). Secondly, when author-
ities identify threat and justify surveillance in the name of security, they appear to 
be targeting political activism against war and injustice, members of Occupy 
(Poitras 2014), and those who mobilise against various scientific, technological and 
other societal innovations (e.g. Welsh and Wynne, 2013). In reference to exceptional 
circumstance, framed in militarist terms as threat or as criminal investigation, 
authorities will simply decide what they need and what to do, and involve publics 
by command, not consent and consultation (see Agamben 2005 on state of excep-
tion). In the United States, authorities are known to subpoena the online service 
industries and other commerce for the personal data they process, i.e., to gain 
insights into who the culprits are or these publics-as-threat on their watch lists—to 
infiltrate their ranks and neutralise their impact. The result is a growing number of 
self-censoring publics while we also learn from the Snowden revelations that 
authorities in European states have been depending upon access to precisely the 
same sorts of insights with assistance from the United States (e.g. Harding 2014). 
This practical utility of the securitization agenda has been shrouded in secrecy 
while the agenda is still instrumental in amplifying visions of vulnerable – but irrel-
evant – publics, apparently ignorant of the security threats surrounding them.

6.2  �Mobilities: Associations and Relations

Transnational development in tourism, migration, markets and mobile employment 
are among the many study topics found in the academic discourse on contemporary 
mobilities. Mobilities research is focussed on the technological and material condi-
tions of persons, objects and ideas on the move and in stasis. It aims to clarify the 
political, cultural and socio-economic relevance of mobility or the lack thereof (e.g. 
Gill et al. 2011; Scuzzarello and Kinnvall 2013; Jordan and Brown 2007; Stephenson 
2006; Tyler 2006; Urry 2007). We learn how mobilities feature in personal, occupa-
tional and organizational lives, including the many “[i]ssues of movement, of too 
little movement or too much, or of the wrong sort or at the wrong time” (Sheller and 
Urry 2006: 208). Not only do persons and things flow through transits but also 
through cyberspace by way of representation and re-creation of memories, imagi-
naries and governance, using transportable media. In short, mobilities are deployed 
and consumed in the course of achieving what are considered normal commitments 
and obligations (Shove 2002). They satisfy a need to sustain proximity (Urry 2002), 
a will to connection (Sheller and Urry 2006), and they require constant 
management.

The EEA and Schengen agreements are only two examples of a whole complex 
of relations and associations Europeans are committed to across the region, to align 
and mobilize social, economic and market interests (Fig. 6.1). The countries of 
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Europe also enter into myriad of non-EU/EEA agreements. Consulting the EU 
Treaties Office Database reveals bilateral and multilateral treaties with Canada, US, 
Brazil, China, and many other countries and regions around the globe. Among 
shared interests are agriculture, commercial policy, competition, culture, economic 
and monetary affairs, education, energy, environment, fisheries, food safety, foreign 
and security policy, information society, research and innovation, taxation, trade 
and transport (see also European Commission 2009).

These treaties represent economic, social and market opportunities that contrib-
ute to the normalization of mobilities as the way forward. On the face of it, these 
developments appear as “a promising sign of global newness and future-making” 
(Gill et al. 2011; Adey 2010), a form of cosmopolitanism, manifested in enhanced 
freedoms and opportunities to prosper across the globe in an era of declining nation 
states. However, we are warned against associating mobility uncritically with lib-
eration from nationhood and widespread personal freedoms (e.g. Cresswell 2006). 
Borders and other checkpoints continue to delineate and connect, divide and catego-
rize persons and cargo, reject, admit, contain and alienate, and they are contentious 
in political debate.

Fig. 6.1  A diagram showing supranational relations and associations within the boundaries of the 
Council of Europe, plus Vatican City, Belarus, Kazakhstan and Kosovo. Associations across 
Europe change over time and so have the Euler diagrams in this and related Wikipedia entries, 
http://en.wikipedia.org/wiki/European_Economic_Area (Sept 2016)
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6.2.1  �Politics of Cohesion

Economic, social and territorial cohesion in Europe is seen as essential for the sta-
bility of the Single Market, and the European Union (EU) has a pivotal role to play 
in staging its moral character on the basis of the EU constitution. The Union shall 
“offer its citizens an area of freedom, security and justice without internal frontiers, 
[…] combat social exclusion and discrimination, and […] promote social justice 
and protection” as well as solidarity (European Union 2010, Art.3 of Common 
Provisions p. 17). But, social and territorial cohesion is subject to doubt when the 
distribution of opportunities, wealth and welfare is unequal among member states, 
of which some are grappling with internal unrest. States in Europe are not equal 
with respect to their governance traditions and development. There are significant 
differences to be observed between the northern, central and southern territories. 
Some states are richer than others and some more influential in cooperation on mat-
ters of economy, markets, innovation and societal affairs.

These differences influence the ways in which the mobility of persons is looked 
upon and managed. The current amount of mass irregular travel and nomadic labour 
was not anticipated in the early days of the Single Market and the entitlement to 
mobility for all has not always been welcome, not even within Schengen. The sec-
ond paragraph in Article 2 of the Schengen agreement allows for unilateral reintro-
duction of border checks, i.e., spot checks, which are periodically invoked in relation 
to events or exceptional circumstance seen as a threat to security (Council of the 
European Communities 2000; Apap and Carrera 2003). For example, migration 
anxieties surfaced in 2011, in relation to the so-called Arab spring (Scuzzarello and 
Kinnvall 2013) and Italians saw an influx of migrants from the conflict zones on 
their shores. But, a decision to issue temporary residence permits to Tunisian refu-
gees triggered patrol on the French-Italian borders to stop that migration going fur-
ther north. Anti-immigrant sentiments were also heard in Denmark at the time, 
however, with focus not only on migrants from the Maghreb region, but from Poland 
and the Baltic states. Similar anxieties were evident in warnings of disproportionate 
migration resulting from the enlargement of the EU to eastern regions—concerns, 
not entirely void of scepticism about social-cultural kinship (Kvist 2004; Bauer and 
Zimmermann 1999), and the delay in opening the doors to citizens of the new mem-
ber states allegedly put into effect to protect social infrastructures.

Scuzzarello and Kinnvall argue that these kinds of events show how quickly 
borders are reclaimed and ideas of a collective self and national identity reinstated 
in political and media discourse. This happens periodically within the EEA and 
Schengen and one can argue that Europe remains geographically, culturally and 
economically divided regardless of the four freedoms lubricating the Single Market 
and relations beyond.4 Those from outside the EEA and the Americas, in particular, 
from where asylum-seekers and economic migrants originate, are typically neither 

4 Crossing patrolled borders between Norway and Denmark soon after the conflict with the Islamic 
State began, also illustrates some of the complications faced within Schengen when EEA citizens 
get involved in conflicts.
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wanted nor welcome either. They are not the ideal foreigners, the educated and 
mostly white who arrive with social, cultural and economic capital to travel, study, 
work, consume and even settle (see Tyler 2006, on the UK case). It is too easy to 
idealize mobility. There are opportunities for some to study and accept job offers 
across state lines and there is a tourist trade aimed at those with disposable incomes. 
Frequent long-distance travel remains privileged however, and so is effectively the 
so-called global workforce. As Castells puts it,

[w]hile capital flows freely in the electronic circuits of global financial networks, labor is 
still highly constrained, and will be for the foreseeable future, by institutions, culture, bor-
ders, police, and xenophobia (Castells 2010: 247).

If these observations are anything to go by, only the privileged labour force of 
highly specialized professions, are living their lives across national borders with 
relative ease and comfort (also Cooper and Rumford 2013). At the same time, an 
intensification of labour mobility and tourism was seen in all regions of the world 
toward the end of the last century (e.g. Massey et al. 1998) and the trend continues. 
Being open for business opens the doors to both legitimate and illegitimate flows. 
Mobile capital benefits from an authority structure that defends its mobility and 
privilege, but radicalized hostility toward market democracies and corporate enter-
prise calls for new priorities in thinking about the cohesion of this and other mar-
kets. The securitization rationale has adopted narratives that depict particular kinds 
of flows as trusted against flows that are a threat to the socio-economic order—nar-
ratives that mediate belonging, set the threshold for inclusion, and demand that 
mobility data is made available to authorities in the name of security.

6.3  �Mobility Controls and the Fifth Freedom

Drawing on mobilities research, one can argue that agreements like the EEA and 
Schengen, constrain the freedoms of movement as much as they facilitate them but, 
also, the movement of data deserves closer attention. Modern states are increasingly 
more mobile to keep up with persons, capital and commodities (Beck 2005, 2008). 
They need to keep up with an economy that is informational as well as globally 
organized (Castells 2010), drawing together materials, commodities, markets and 
labour, along with the business models and the organizational management for 
which the free movement of data is an absolute necessity. Within the EEA, the free 
movement of data is effectively the fifth freedom, and even if not explicitly recog-
nised as such, an Informational EEA is obliged to protect that freedom. This is evi-
dent, for instance, in the preamble of the GDPR, stating the aim to protect the free 
movement of data across the internal market.5

5 The title of the GDPR also states that it is a regulation “on the protection of natural persons with 
regard to the processing of personal data and on the free movement of such data” (http://eur-lex.
europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=EN).
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Historically, all sorts of data are processed for supervision and operational sur-
veillance. For example, the types of surveillance on persons manifested in public 
registries have heritage in record keeping and investigative techniques for social 
security entitlements, tax collection, election management, healthcare, border con-
trol, intelligence and ordinary policing. Outsourcing the processing of these data to 
private and corporate agencies has gone on for years, but the more advanced surveil-
lance systems – including biometry – have a history as well in banking, industry, 
insurance and commerce (Lodge 2006).

A significant amount of data on persons is now in circulation throughout the 
whole economy (and growing), either identifiable or clustered by type in reference 
to locality, mobility, biophysical profiles, action, preference, and behaviour.6 Huge 
amounts of data on persons are processed by the service industries and in marketing 
with the bulk of it now generated by individuals themselves (Hoback 2013). Targeted 
marketing and so-called personalized services rely on consumers volunteering data 
and, as the argument goes, blanket restrictions will harm competitiveness by under-
cutting existing business models, back-office efficiency, new service discovery and 
the delivery of customer service quality (European Parliament 2012).

In a world where mobilities are imperative if markets are to succeed, ICTs are 
essential to market productivity as well as in the surveillance of marketing effi-
ciency. Research into targeted marketing has led the way for decades on how and 
why mobilities should be traced and monitored (e.g. Phillips and Curry 2003). It has 
shown the difficulty in relating geographically localized populations (geo-
demographics) to sociological ideals about identity, lifestyle choice, circumstance 
or preference. These failings in defining localized groups suggested that knowledge 
of persons would be better established by following them around. Similar advan-
tages are surfacing more recently with the growing use of wearable sensors, i.e., to 
establish knowledge on biophysical and health-related profiles. Checkpoints are 
monitored to target any such information with reasonable accuracy, all over the 
internet, the use of mobile and smart phones, sensors, service systems of sorts, 
machine-readable cards or any other transaction-type or registered event (Bigo 
2007).

The analogy here with border control describes how any place, physical or vir-
tual, can be turned into a checkpoint. Individuals are intercepted, asked to identify 
themselves and clarify their travels, activities and transactions, aspirations, inten-
tions, the goods and keepsakes that travel in their name. These practices exemplify 
both facilitation and restriction of mobility, however, private and corporate enter-
prise manage all manner of such checkpoints at their own discretion and the idea 
that people’s intentions can likewise be detected and intercepted has gained signifi-
cant momentum. Commercial interests and economic gains of the software and 

6 It can be argued that data clustering by types anonymizes data, i.e., the data controller is not 
interested any one person’s official identity, only that such and such a person is of such and such a 
type. This is debatable however, since the goal is typically to be able to intercept types of persons 
via email, web browsing, phone messaging or old fashioned mail, all of which is ultimately trace-
able back to actual individuals.
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communications industries give rise to suspicion here that governments are not 
entirely in control of how to regulate these developments and the fifth freedom has 
neither been conspicuous nor transparent to publics at large. Publics are still not 
critically involved in assessment and decision-making on matters concerning the 
collection and processing of personal and potentially sensitive data, nor the extent 
to which surveillance can be practized by private and corporate agencies for com-
mercial purposes and economic gain.

6.3.1  �Self-Censoring Publics

The securitization agenda has shifted the focus in law enforcement, security and 
related operations, toward pervasive surveillance for investigative purposes which 
takes advantage of the data flows in the service industries. Surveillance is now “a 
feature of everyday life, at work, at home, at play, on the move” (Lyon 2003: 13), 
and the Snowden revelations provide stunning insights into precisely the extent to 
which surveillance takes place and how publics are targeted (Poitras 2014). The lat-
est technological advancements are mobilized to that effect with the shift toward 
preventative scenarios involving research into the remote monitoring of persons in 
large numbers. Smart cameras are attached to video content analysis, combined 
with biometric techniques for facial recognition, behavioural pattern recognition 
and remote sensing of physiological states. It is unclear however, what is actually 
achieved with all this data mining, statistical categorizations of dangerous groups, 
profiling of individuals, and ICT-assisted predictions of future events (on profiling 
see Hildebrandt and Gutwirth 2008; Hildebrandt 2008).

Serious doubts have been raised about the investigative and preventative scenar-
ios and it is yet unclear whether or not such systems eventually come online to 
achieve what designers have hoped for (e.g. the European project ADABTS (2013)7 
and the US Future Attribute Screening Technology (FAST) – Interactive and Passive 
Programs8; also Hornung et  al. 2010; Schlanger (reviewing official) 2011). The 
technology is not entirely reliable and extensive ethical and legal reviews have 
called for adjustments, with some projects abandoned entirely or scaled down to 
small location-specific applications. For example, an impact assessment for FAST 
from 2011 states that,

FAST is still in the research phase; it is not currently, and may never become, operational. 
Nonetheless, it seems appropriate, as the Department works on this research, to ensure that 
deployment, if it ever occurs, would not diminish the public’s civil rights or civil liberties. 
See 6 U.S.C. 111(b)(1)(G). (Schlanger 2011: 2, [emphasis added]).

Apparently, even those who work within the agencies investing significant sums in 
this research are not clear whether or not the envisioned systems are realizable. As 

7 See https://www.informationsystems.foi.se/main.php/ADABTS_Final_Demo.pdf?fileitem=7340169
8 See http://en.wikipedia.org/wiki/Future_Attribute_Screening_Technology
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general investigative tools however, advanced surveillance systems along with the 
data logging and profiling that underpins existing business models, management 
and discovery in the service industries, are providing unprecedented access to data 
across state lines for search-and-match purposes (Hoback 2013).

The danger here is losing sight of opportunities to meaningfully object to the 
pursuit of executive powers to intercept data flows and logs in these systems. As 
Snowden has put it (Poitras 2014), publics are self-censoring if they live with the 
expectation of being watched all the time. Indeed, it appears that speaking of liber-
ties and freedom has been captured in the notion of privacy in the very particular 
sense that not having privacy is a loss of a person’s agency because they no longer 
feel free to express what they think (Applebaum, cf. Poitras 2014). Privacy is here 
primarily linked to freedom of speech and expression.9

If we don’t have our right to privacy, how do we have a free and open discussion? What 
good is the right to free speech if it isn’t protected in the sense that you can’t have a private 
discussion with somebody else about something you disagree with. Think about the chilling 
effect that that has. (Levison at the hearings in EU parliament on NSA surveillance of EU 
citizens and companies, Sept. 2013, cf. Poitras 2014, 1:38:45–1:39:05).

It may seem that a distinction between private and public needs to be ascertained 
here, and how the two intersect. Any given communication can be more or less 
private or public, and not obvious when indeed there is freedom to express one’s 
opinion given what the incentives are to self-censor, for example, of not being asso-
ciated with certain persons, politics and events, and not being put on some watch list 
or other. The same can be said about avoiding physical attire and behaviour that may 
give rise to alarm. But, distinctions of public and private are not at issue here, rather, 
the conditions by which self-censoring becomes a feature of everyday life. As it 
stands, individuals and groups are posed against a coalition of agencies, whose per-
sonnel are learning how the most advanced technologies can assist them in detec-
tion—how security and surveillance systems aimed at everyone can assist in 
establishing ever more detailed knowledge on who they are and in preventing cer-
tain kinds of events from happening. This positioning may well sit on a continuum 
with older investigative techniques used by state agencies and constabularies to put 
on a display of power, to uphold the rule of law and investigate acts of crime and 
terror. There are well known pros and cons in the application of ICTs and biometry 
as part of intelligence gathering, and such practices are continuously negotiated in 
reference to the rights and liberties of persons, what is proportionate, justified, and 
so on.10 What is at issue here is rather the tensions that arise when such a versatile 
materiality of economic competitiveness and growth, data, is exposed to excep-

9 Article 19 of the Universal Declaration of Human Rights (The United Nations 1948) states that 
everyone has the right to freedom of opinion and expression. However, widespread self-censorship 
is a well-known phenomenon, notably in recent US history during the McCarthy era and in recent 
European history east of the Iron Curtain.
10 An issue repeatedly foregrounded during the ICTethics expert workshop on “Human Security in 
the context of Ambient Intelligence”, Nov 2010, Leeds, UK (http://neicts.lancs.ac.uk/workshops.
htm#workshop3).
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tional circumstances, whereby personal data – in fact any data – can be subpoenaed 
or otherwise intercepted for purposes no one can truly challenge. The GDPR is an 
attempt to improve upon the protection of personal data, of clarifying the ramifica-
tions of data processing and retention in an era of increasingly more powerful tech-
nologies.11 It has no force however, in challenging data operations relating to 
criminal investigations, security or terrorist prevention programmes—areas of 
activity where publics need protection the most if indeed the practical utility of 
securitization is primarily to target political resistance couched as threat to public 
safety and the social order. Publics may have no choice left but to self-censor while 
there are still good reasons to speak up and act in defiance of authorities on a range 
of deeply contentious issues, including social injustices, decisions on warfare, the 
direction of the socio-economic system and the purposes of scientific, technological 
and other societal innovations.

6.4  �Keeping What Safe?12

The four freedoms of movement, as stated in the EEA agreement, do not immedi-
ately signify how mobilities leave behind traces of transactions that open the doors 
to pervasive surveillance. It is not obvious either what the fifth freedom signifies in 
terms of how to protect individuals with regard to the processing of personal data. 
This chapter began by claiming that the securitization agenda emerges in conse-
quence of insecurities, albeit, there is persistent lack of clarity on why securitiza-
tion – as it proceeds – seems inevitable. On the face of it, securitization is justified 
in reference to enemies descending on first-world democracies and hiding among 
the citizenry. Indeed, the agenda has been particularly instrumental in cultivating 
migration anxieties, scepticism over entitlement to mobility and in framing the 
problem of threat more generally in terms of an imperative to detect and identify 
those who are dangerous.

There is nothing to indicate other than a continuity of familiar old-age problems 
of oppression and resistance, corruption, exploitation, abuse, crime and terror, only 
that these problems appear in new guises and involve the latest technologies appro-
priated by enemies and allies alike. Narratives of threat and emergency mask this, 
along with a whole host of considerations that have a history of being ideological 
no-go zones. For example, openly debating with publics the very purpose and direc-
tion of first-world leadership in economic affairs, innovation and market competi-

11 As this is written, the GDPR has just entered into force after years of preparations and thousands 
of amendments, of which many were intended to better safeguard business models, economic and 
innovation competitiveness. Provisions will apply in all EU member states from 25 May 2018.
12 Some of these concluding remarks I owe to an inspiring meeting (Jan 2014) with the Icelandic 
parliamentarian, Birgitta Jónsdóttir, and  internet pioneer, Guðmundur Ragnar Guðmundsson, 
in particular, their thoughts on digital self-defence in contemporary consumer culture, and the lack 
of teeth in the GDPR with respect to its jurisdiction and scope.
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tiveness, might result in ‘unpalatable’ demands to do things differently. Such debates 
are simply not had in organized ways and reported on in mainstream media, involv-
ing key decision-makers along with citizen juries or other recognised methods of 
public engagement.13 Openly debating whether or not our leadership is sustainable, 
in particular, if it erodes the cohesion it is meant to aim for, may call for an honest 
reflection on the rhetoric of leadership and keeping us safe. When used by leaders 
and mainstream media, such rhetoric draws the attention away from state-sponsored 
aggression in defending vested interests in goods, services, capital, mobile labour 
and data (also Herman and Chomsky 1988 on manufacturing consent). Furthermore, 
narratives of threat and emergency call for immediate intervention. Under the cir-
cumstances, government executives manipulate the legislature to rush through 
emergency laws, bypass the judiciary or ignore both, while going ahead with pro-
grammes that are shrouded in secrecy (Harding 2014; Poitras 2014).14

It is at this juncture that one can see that the insecurities in question here, centre 
primarily on publics-as-threat, against which the securitization agenda has acquired 
its practical utility. It is also at this juncture that the pivotal role of ICT-based inno-
vation finds its relevance, as previously stated in this chapter, in conjunction with 
long-standing practical uses of surveillance and security technologies in industry, 
banking, trade, commerce and other service sectors. The intensity of contemporary 
surveillance has been much more political than fending off nebulous enemies who 
can harm us at any moment. Intelligence, observation and quantification techniques 
are used to code and classify persons according to definitions that are interpretatively 
flexible, hence, these techniques are ideal to identify any publics-as-threat, for 
example, those who mobilize against uncontested innovation in industries and mar-
kets for growth and competitiveness (Welsh and Wynne 2013).

Even after the Snowden revelations began, little is done in the way of communi-
cating and critically debating in the public domain the purposes with which intelli-
gence and security operations proceed and, for Europe in particular, the extent to 
which the GDPR actually protects persons. Given the strength of the official rheto-
ric of threat and emergency, and the silencing of opinion through self-censorship, 
this is not surprising. But, democratically elected bodies should be held to account 
for the ways in which ICT-driven surveillance operations are allowed to propagate 
as the inevitable way forward in defending our way of life. There is no evidence that 
advancing ICTs alone will help remedy dissent and hostility and cultivate cohesion. 

13 Debates that really shake the core assumptions on which the economy rests, first-world leader-
ship, innovation, security, etc., are held in small ways, involving whistleblowers, critics and disil-
lusioned members of established institutions who find voice on minor media outlets, typically 
referred to as left wing or ‘too’ radical to be on par with mainstream communication, e.g., 
Democracynow! (http://democracynow.org), Counterpunch.(http://www.counterpunch.org/) and 
New Statesman (http://www.newstatesman.com/).
14 There are many attempts over the past decade to back-track on executive powers, e.g., in summer 
2015, a disquiet in the UK parliament over the lack of transparency regarding the reach of execu-
tive powers, including the GCHQ, without the checks and balances of a three-tiered government. 
The US Patriot Acts have also been revisited, the US surveillance law, the legality of the 
Guantánamo Bay detention camp, and much more.
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Rather, there is good evidence that the software and communications industries 
have significant investment in the securitization agenda, while the question remains 
to what extent the service industries and the markets should take part, given that 
their investments (e.g., targeted marketing) depend on data-driven practice.15 
Authorities can very effectively leave most of the monitoring and measuring of 
everyday mobilities to private and corporate enterprise and issue subpoena when 
needed.16 Service providers can refrain from retaining data (metadata or content 
data), especially identifiable data, but authorities can still intercept all transactions 
under circumstances removed from democratic accountability. The only alternative 
then is to close up shop (Levison, cf. Poitras 2014, 1:37.02-1:38:20)

Persistent lack of clarity on the purposes of mass-surveillance, what exactly is 
kept safe and who is actually in charge, points to a need for critical reflection and 
debate, albeit, public debates are not likely to lead the way forward in a climate of 
self-censorship and, to paraphrase Snowden, when the boundaries of intellectual 
exploration have been limited (26:54–26:58).17 One can also ask why publics at 
large are not more encouraged to consider the pre-eminence of their informational 
selves and digital citizenship. For example, we have yet to see widespread education 
programmes from primary school level and upward, teaching on these topics. As it 
stands, the majority of publics indulge the complacency which is part and parcel of 
free market democracy—the comforts of consumption, of ready-to-hand products 
and services, leaving us all vulnerable to marketeers and government agencies push-
ing uncontested agendas. The majority of publics may not see a risk to their mobil-
ity or to their “private and family life, home and communications” (European 
Communities 2007: Art. 7), and publics are not commonly educated in electronic 
and digital self defence. There are no provisions for such defence in the European 
or US constitutions,18 but guarantees of interoperability between industry software 
and citizens’ initiatives to build digital and informational safety around themselves 
are still a legitimate demand. As it stands, the software and communications indus-
tries cannot be obliged to use open-source encoding of security software, say, of 
encryption algorithms, which means there are no adequate tools to keep industry 

15 In the aftermath of the Snowden revelations, the big industry players in ICTs are publishing on 
this, e.g., IBM on regulatory affairs and Microsoft on public policy agendas, and there has been a 
gradual shift in recent years toward seeing privacy sensitivity as a resource for profitable innova-
tion, e.g., in selling to prospective customers privacy-by-design and protection-by-design products 
and services.
16 Arrangements like that between government agencies and private enterprise are indicated in the 
Snowden revelations. Yahoo, Google, Facebook, YouTube and Skype were implicated in the 
PRISM programme (NSA) and the UK GCHQ accessing data on persons through that programme, 
thereby circumventing legal procedures.
17 See also interview with Glenn Greenwald and Laura Poitras (9 June 2013), in which Snowden 
elaborates one of his key arguments that publics need to be consulted and somehow involved in 
decisions on the extent to which personal data handling is publicly acceptable, in particular, in light 
of the self-censoring going on. Available at http://www.theguardian.com/world/video/2013/jun/09/
nsa-whistleblower-edward-snowden-interview-video (visited Aug 2016).
18 It is of some curiosity that US citizens have a constitutional right to armed defence of their per-
son and property but no such right to defence of their informational person and property.
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software in check, in particular, for vulnerabilities to snooping and other illiberal 
practices.

What is publicly acceptable should be put to the test here against the practical 
utility of the securitization agenda, taking into account that public acceptability 
risks compromise when ill-defined threats are instrumental in encouraging people to 
accept personal data processing without asking what it is for (see European 
Commission 2008). The fifth freedom may certainly warrant protection, however, as 
long as there are serious blunders in the governance of executive powers, the very 
idea of having control of personal data protection by way of law-making (or of 
one’s privacy for that matter), is largely void of meaning. Having educated debates 
across the Atlantic on the importance of privacy, liberty and self-determination in 
the making of first-world democracies, on striking the right balance, and so on, is 
equally futile when any data that can be collected is, in all likelihood, collected 
eventually by some agency, overtly or covertly, processed, disseminated and retained 
for purposes that cannot be contested. These topics have yet to enter into dialogue 
that can exercise legitimate powers of participation and persuasion—to engender a 
critical re-framing and re-evaluation of the securitization agenda with a view to 
much greater checks on executive powers along with open debate and deliberation 
on the kinds of future societies first-world citizens can imagine for themselves in 
relation to the rest of the world.
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7.1  �Introduction

Privacy is an important value, but protecting it continues to become more difficult. 
One reason is that another value, security, seems to be increasingly in danger, and 
its defense appears to demand significant curbing of privacy. The high rate of popu-
lation growth, significantly increased mobility, and the development of information 
and communication technologies entail the elevation of security to the position of 
supreme value, in the name of which people are willing to limit privacy or relin-
quish it altogether.

In the context of such noble goals as creating a safe world, the protection of pri-
vacy may well turn out to be illusory. There are numerous predictions that the “Fight 
against terror ‘spells the end of privacy’” (Travis 2009). Several recent trends and 
government initiatives which aim to enhance the capability for surveillance and 
detecting potential criminals or terrorists also feed growing apprehensions that the 
future may not bode well for the right to privacy.1

The problem is that what is being endangered is not privacy alone; since privacy 
supports a range of other values, limitations on privacy can also place these other 
values at risk. As pointed out by several authors (Gavison 1980; Kupfer 1987; 
Solove 2007), privacy promotes liberty, autonomy, selfhood, and human relations, 
and furthers the existence of a free society. Therefore, in a democratic state one 
should continually be posing the question, what is the price of prioritizing security? 
The main purpose of our paper is to urge upon us the need to weigh carefully 
whether we are actually willing to relinquish privacy and a host of other values in 
the name of security. Of course, security is a crucial matter, but the means we use to 
ensure it should be proportional to the greatness of the potential threat. We should 
also consider whether those values that have previously been maintained by privacy 
can be protected in some other way.

Indeed, it is paradoxical that decisions are being made to limit privacy in order to 
protect a democratic society and guarantee its security, while these same means of 
protection can erode that society (more effectively than attackers might have done) 
by undermining its basic values. This reminds us of the satirical film, “Team 
America: World Police”, where in the name of capturing a few terrorists, the Louvre 
and the Eiffel Tower are blown up, along with other landmarks essential to our 
culture.2

In what follows we will first analyze the concept of privacy, beginning with the 
functions it fulfils in liberal democratic societies. Subsequently, we will examine 
some specific examples of second-generation biometric projects which raise serious 
ethical concerns: behavior detection without informing people about the processing 

1 For example see the following with regard to cell phone surveillance in the US. http://www.
nytimes.com/2012/07/15/opinion/sunday/the-end-of-privacy.html, security laser scanners used in 
airport controls http://washington.cbslocal.com/2012/07/11/new-homeland-security-laser-scan-
ner-reads-people-at-molecular-level/ etc.
2 “Team America: World Police” Details 2004, USA, Cert 15, 98 mins, Animation/Satire, Dir. Trey 
Parker.
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of their personal data violates not only their privacy, but also their moral autonomy 
and other values. The aim of this paper is to show that we should not give up our 
privacy too easily; after all, privacy is a necessary condition of autonomy and 
democracy, without which our society will lose its foundation.

7.2  �The Value of Privacy

Privacy can be described as limited to the ‘sphere’ surrounding the person, within 
which that person has the right to control access to himself or herself. Consequently, 
privacy is applicable only within certain boundaries (not necessarily or only spatial) 
that surround that person (Persson and Hansson 2003, p. 61). We support a norma-
tive concept of privacy, where privacy means the person’s right to decide to what 
extent other persons can access and use information concerning him or her, and who 
those persons are who have access to his or her physical body; those who access and 
use physical/intimate space surrounding the person.

Privacy can be an intrinsic value, while also fulfilling many important goals. In 
her article “Privacy and the Limits of Law” (1980) Ruth Gavison has shown that 
when speaking of the functional/instrumental meaning of privacy, we begin with the 
assumption that privacy is concerned with developing or preserving something that 
is desired. Gavison distinguishes between functions that privacy has with respect to 
the individual and those that concern society as a whole. In order to determine what 
functions privacy has with respect to the individual, we must consider what we 
deem important about being a person. Many Western theorists (Gavison 1980; 
Kupfer 1987; Häyry and Takala 2001; Rössler 2005) have indicated that the primary 
task of privacy with respect to the individual is to protect his or her autonomy. For 
example, Joseph Kupfer (1987, pp. 81–82) claims that privacy is a necessary (though 
not the only) condition for the development of an autonomous ‘I’ or self. One of the 
most thorough treatments of privacy has been presented by Beate Rössler in her 
book, “The Value of Privacy” (2005), which centers on the question of why we 
value privacy. Rössler endeavors to show that “privacy in liberal societies is valued 
and needed for the sake of individual liberty and autonomy, that is, for the sake of 
both freedom for each individual to fulfill himself, and thus ultimately for the sake 
of a life that is rewarding” (2005, p. 44). She describes privacy as the ability to con-
trol ‘access’ in the physical or metaphorical sense to one’s personhood, enabling the 
practice of autonomy; decisional privacy, meaning free behaviour and action with 
respect to matters pertaining to oneself; informational privacy, which means con-
trolling what other people can know about oneself; and local privacy, designating 
the protection of one’s own space for purposes of self-evaluation and intimate rela-
tionships. In the context of the development and application of new technologies, 
our main concern is with informational privacy, a person’s control over the access 
and use of information about himself or herself.3

3 See Adam Moore’s (2008) similar definition of informational privacy.
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The answer to the question, what kind of society we desire depends on what we 
believe to be important to live a good life. Society should create opportunities for 
the flourishing of the individual. Preconditions for the self-realization of the autono-
mous individual are a liberal democracy and a pluralistic society, where everyone 
can live according to his or her chosen model of the good life. The reverse is also 
true: a democratic society presupposes an autonomous individual who can determine 
for themselves what constitutes the good and to choose the means of achieving this.

However, one should not only be able to determine what is good for oneself, but 
also the common good we all share. Collective benefits – security, peace, order, 
justice – pertain to all members of society and their existence depends on reciproc-
ity. Since there are all kinds of obstacles standing in the way of achieving these 
conditions, such as subjective interests and continuous competition over scarce 
externally obtainable goods, the question is, how should the common good be 
defined. There are also differences in the extent of individuals’ abilities to partici-
pate in deliberations concerning the meaning of the common good.

Our suggestion is to learn from Aristotle’s political philosophy, in which a clear, 
cogent, and persuasive effort is made to bind together the common good and auton-
omy. The ground of Aristotle’s political philosophy is his belief that “the state is by 
nature clearly prior to the family and to the individual, since the whole is of neces-
sity prior to the part” (Aristotle 1996, p. 1253a19) but none of these terms stands 
independently of the other. The good of the republic is imbricated with the good of 
each citizen and the citizens experience the goodness of their republic in their every-
day lives. For Aristotle the common good refers to “a good proper to, and attainable 
only by the community, yet individually shared by its members” (Dupré 1993, 
p. 687). It was assumed that in normal situations the common good and the good of 
the individual would coincide. In case of conflict, the common good would be 
treated as the higher good.

Aristotle recognizes the conditions of the common good in both the virtuous 
character of the citizens and the institutional arrangements in the republic. Since the 
common good requires a shared life devoted to cooperative activities, it requires 
citizens to be just. Unfortunately most human beings are not just; they are perpetu-
ally engaged in competition for such external goods as honor, money or power. As 
there is always a scarcity of external goods, bad dispositions lead to intense compe-
tition and continuous conflicts. Consequently the main condition for arriving at the 
common good is the citizens’ moral reorientation, which in turn implies education 
toward virtue.

Whereas in Nicomachean Ethics Aristotle teaches us that the common good can-
not be achieved without the cultivation of the citizens’ virtue of justice, in Politics 
he shows that it is essential to ensure constitutional arrangements which bind the 
good of the individual citizens to the good of the republic. Likewise it is imperative 
to involve all citizens in political deliberation concerning that good which is attain-
able by the community, yet individually shared by its members. Deliberation about 
our collective ends requires practical reason (phronēsis), which is developed through 
self-governance in one’s household affairs and through participation in political 
deliberation (Aristotle 2002, pp. 1141b23–1142a30). Aristotle reminds us that at 
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the heart of politics there lies “a quest to protect the integrity and political autonomy 
of each citizen in a political cosmos” (Terchek and Moore 2000, p. 911).

We think that Aristotle has convincingly shown that participatory self-rule is the 
highest political goal in itself; here the citizens’ autonomy and the common good 
are bound together. If common good is not defined by means of reasoned deliberation 
about our collective ends, there is a great danger that under the guise of the common 
good, power groups such as businessmen, politicians or proponents of security may 
promote their private or sectarian interests. It is through participation in a reasoned, 
deliberative politics that we settle our differences and develop agreement about col-
lective ends.

Let us now address the problems that occur when, without including people in 
the discussion, one value is chosen and set up to be higher than the others. For 
example, if without consulting the people it is decided that the primary value to be 
protected is security, in the name of which all other values are sacrificed, then the 
principle of moral autonomy is being violated. If violation of privacy is seen in the 
ordinary way as only the violation of individual rights, then what we see in reality 
is that limiting people’s autonomy also results in damage to the functioning of 
democracy, which is required for the full self-realization of persons. Ruth Gavison 
has pointed out that “Privacy is also essential to democratic government because it 
also fosters and encourages the moral autonomy of the citizen, a central requirement 
of a democracy” (1980, p. 455).

7.3  �Case Study of Second-Generation Biometrics 
Technology: Security Versus Privacy

To show that these theoretical ideas have practical relevance, we shall proceed to 
focus on the specific technology and illustrate the context of its implementations in 
two projects, INDECT and ADABTS, both funded by the Seventh Framework 
Programme of the European Union. In these projects, behavior monitoring and 
detection technologies are researched and developed in order to prevent terrorism 
and crimes in public places. One of the technologies used in these projects is second-
generation biometrics.

In general, biometrics is a tool used to identify and reliably confirm an individu-
al’s identity on the basis of physiological or behavioral characteristics (or a combi-
nation of both), which are unique for a specific human being (FIDIS 2009a). Such 
characteristics include facial image, fingerprints, hand geometry, the structure of the 
retina or iris, DNA, gait, heart pulse, and voice. First-generation biometrical sys-
tems have been focused mainly on the question “who are you?”, linking a person’s 
different identities to his or her physical identity and thus serving the first aim of 
distinguishing one person from others.

New biometric technologies, called next-generation or second-generation bio-
metric technologies, have a more ambitious aim: detecting “which person you are”, 
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based on an automatic interpretation or decision about the person, and resulting in a 
classification. The decision is made on the basis of some predetermined indicators 
of abnormal behavior that justify placing the person in a category of suspects who 
pose a potential risk or threat to the society (Sutrop and Laas-Mikko 2012, p. 22). 
Second-generation biometric systems are focused on intricate behavioral patterns, 
as indicated by gait or movement of the body, or by biological traits, states, and 
conditions of the body (e.g. heat, smell, ECG etc); using these patterns, the aim is 
to profile people on the basis of predictions of their actions and behaviors 
(McCarthy 2012).

Second-generation biometrics for security purposes are under development and 
testing; there are few available public materials about the results of such projects 
and their trial implementation, since these are kept confidential. EU has initiated 
some behavior detection research projects such as INDECT (Intelligent information 
system supporting observation, searching and detection for security of citizens in 
urban environments), ADABTS (Automatic Detection of Abnormal Behavior and 
Threats in Crowded Spaces), SAMURAI (Suspicious and abnormal behaviour 
monitoring using network cameras for situation awareness enhancement) etc. Let us 
proceed to a brief introduction to the INDECT and ADABTS projects. Our aim is to 
show, based on these examples, how second-generation biometrics technology 
implicitly relinquishes privacy and a host of other values in the name of security.

7.3.1  �Intelligent Information System Supporting Observation, 
Searching and Detection for Security of Citizens 
in Urban Environment (INDECT)

The main aim of the INDECT project4 was to develop new, advanced and innovative 
algorithms and methods aiming at combating terrorism and other criminal activi-
ties, such as human trafficking and organized crime which affects citizens’ safety 
(INDECT 2012a).

In order to achieve this aim, the project foresaw the development of the following 
items:

	1.	 an intelligent information system for automatic detection of threats and recogni-
tion of criminal behavior or violence (with intelligent cameras);

	2.	 tools for threat detection in the Internet (including the development of a new type 
of search engine which combines direct search of images and video based on 
watermarked contents etc);

	3.	 techniques for data and privacy protection in storage and transmission of data.

The INDECT project encompassed threat detection in physical environments 
with intelligent cameras (streets, airports, football stadiums etc.) and in virtual 

4 The homepage address is the following: http://www.indect-project.eu/
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environments (including computer networks, Internet, social networks such as 
Facebook, chatrooms); algorithms enable the automatic analysis and extraction of 
the ‘abnormal behavior’ that can advert to a possible crime or terrorist attack. 
According to the INDECT project homepage, the methodology aims, first, to detect 
specific crimes such as bomb attacks, robberies, Internet child pornography, and 
trafficking in human organs, and then to detect the source of the identified crimes 
(for example, specific criminals responsible for the crimes). Abnormal behavior 
definitions were not clearly articulated and proven in this project; some behavior 
patterns in physical environment such as forgetting luggage, rushing through the 
crowd, moving in the wrong direction, sitting too long in the airport, etc. were 
marked as suspicious (INDECT 2012b).

The prototyped information system had to integrate different algorithms and 
technologies for abnormal behavior and databases containing information for object 
recognition (car license plates) and the identification of persons. Automatic recog-
nition of criminals and/or atypical situations and people, their parametric modeling 
and description, as well as systems for data processing and mining had to be devel-
oped and combined in order to build a large network-oriented security system that 
would assist security operators (INDECT 2012c).5,6

7.3.2  �Automatic Detection of Abnormal Behavior and Threats 
in Crowded Spaces (ADABTS)

The ADABTS7 project aimed to facilitate the protection of European Union citi-
zens, property, and infrastructure against threats of terrorism, crime, and riots by 
means of the automatic detection of abnormal human behavior (ADABTS 2012).

Similarly to INDECT, the ADABTS project was designed to enhance surveil-
lance and security by exploring the possibilities for automated operator support. 
This was based on the imagery of abnormal behavior or unusual events, in which 
‘interesting’ imagery can be distinguished. The extraction operations rely on signal-
processing algorithms that detect predefined threat behaviors and deviations from 
‘normal behavior’. For real-time evaluation and detection of ‘interesting’ imagery, 

5 See also disputed video about the aims of the project, available at http://upload.wikimedia.org/
wikinews/en/3/39/INDECT-400px.ogv
6 The project was completed in 30.06.2014. It caused concern and attracted negative attention in 
2010, when several European Parliament members were asking critical questions about personal 
data protection and transparency of the project results, for example E-1385/10, E-1332/10, 
E-2186/10, E-3190/10, E-1004/10 and E-6084/09. In 15.03.2011 the project was the subject of 
ethical review, which concluded that the research work is in full compliance with legal rules. After 
the debate the project homepage was improved and concentrated on answering questions about 
ethical issues. Participants confirm that no actual personal data are used for deployment of the 
system and several security controls (blurring photo images, watermarking the content, etc.) are 
used to protect video images.
7 See homepage: https://www.informationsystems.foi.se/~adabts-fp7
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data from audio and video sensors were to be combined with context information. 
Operators would be alerted only when suspicious cases are detected, and they would 
then consider further decisions on whether or not to take action. The abnormal 
behavior detection system would be used to monitor and provide additional guaran-
tees for the security of certain events, or critical infrastructure such as international 
airports that are vulnerable to terrorist attacks and criminal activity (ADABTS 
2012).

For our purposes it is important to understand what kind of imagery qualifies as 
‘interesting’. The aim of the ADABTS project was to arrive at such a definition; a 
list was created of indicators of abnormal behavior, as well as behavior models for 
scenarios in specific contexts: −large-scale events, crowded public spaces, and criti-
cal infrastructure. So far, distinct and visible behavior, such as whole-body behav-
iors (including movement within a space, excessive body gestures or gait), have 
been identified, as well as behaviors that are less obvious (such as signs of stress, 
eye movements, mumbling and sweating) (ADABTS 2011a, b). In keeping with the 
ideas of the ADABTS project, examples of abnormal behavior include rushing 
through the crowd, using an emergency exit, changes in heart rate, and recorded 
changes in body temperature. There are many more criteria and types of suspicious 
behavior and abnormal physiological indicators, which are listed in the section on 
project delivery (ADABTS 2011a, b). For security reasons, the participants in the 
first project did not make these public (Heck 2009); this material was published 
later. A final demonstration of the ADABTS system took place at ADO (Alles Door 
Oefening) Den Haag football club in June 2013.8,9

7.4  �Ethical Values at Stake

Implementation of second-generation biometrics in security contexts is usually 
intended for massive surveillance (or dataveillance); this means not only the moni-
toring of specific suspects, but placing all people who happen to be in public places 
under surveillance and scrutiny. It can be argued, that “… activities performed in 
public are explicitly being made public by the individual performing them, because 
the person would have the choice of doing something different and knows that he or 
she can generally be observed by others in public places” (ADABTS 2010). On the 
one hand it seems that people are able to adapt their behavior when subjected to 

8 See press release from 05.07.2013 at homepage: https://www.informationsystems.foi.
se/~adabts-fp7
9 The project ended in July 2013. It did not receive a great deal of attention due to ethical issues. 
However, in the last demonstration Annemarie Sprokkereet from Ethical and Dual Use Advisory 
Board pointed out that deliverables of the project did not address the conceptual problems of 
abnormality and possible impacts in real life systems, nor the proportionality between the levels of 
perceived dangers and levels of profiling and surveillance, as well as many other ethical and legal 
issues (See slides of the last demonstration https://www.informationsystems.foi.se/main.php/
ADABTS_Final_Demo.pdf?fileitem=7340169).
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social control. However, we have to admit that these technologies are more power-
ful than old (man-powered) systems and that they are accompanied by many new 
risks. As shown by INDECT and ADABTS projects, second-generation biometrics 
is integrated into larger surveillance systems, making it easy to mine the data, pro-
file or match it by combining different data sources, in this way obtaining additional 
information about a person. Biometrical data enables the creation of a profile for an 
identified person and the linking of other data to this profile. According to Helen 
Nissenbaum (1997; 2010), privacy in public places has to be protected, since in such 
cases of surveillance it is easy to transfer data from the context in which it was col-
lected to another context, thus causing function creep.

The main ethical concerns about the application of second-generation biometrics 
concern issues of privacy, autonomy, and equal treatment. Since this technology is 
used to survey persons’ behavior in secured areas and detect abnormal behavior and 
events, one result is the processing of huge amounts of personal data which are then 
collected into databases. Thus there are risks of data leakage or access by unauthor-
ized persons, in both cases overriding the will of the data subject with respect to 
access and use of his or her data, consequently also violating his or her privacy. How 
can privacy be violated if data is collected anonymously? Although in most cases 
the data collected will indeed be anonymous (the focus is not on Who you are but on 
the question What kind of person you are), the problem is that it will still be possible 
to identify persons on the basis of comparing their video pictures with those in large 
databases, which already exist in several countries (e.g. in Estonia there are large 
databases of e-passport pictures).

Is this a reason for concern? On the one hand we might indeed feel more secure 
if new methods were available for detecting criminals and terrorists, thus proac-
tively preventing attacks on our lives. On the other hand, there is an increased pos-
sibility of stigmatization and discrimination on the basis of false interpretation of 
biometric characteristics. Behavior prediction based on the collection of biometrics 
and identification may lead to the social classification and stigmatization of persons, 
automatically placing them in a category such as terrorist, criminal, unreliable or 
untrustworthy individual, etc.

In the case of second-generation biometrics, profiles are to be created about per-
sons, and some people will be sorted out on the basis of different measurements of 
bodily behavior. Measurements form the set of the data that are ‘mined’ to detect the 
unique patterns for a particular person. Behavioral biometrics is the result of profil-
ing, in which a certain kind of image is created and attached to the person, and then 
matched against data that can be used to provide more complete profiles (FIDIS 
2009b). The main problem with profiling, besides data protection issues, is that it 
contains a stereotype of a possible offender, and this stereotype can inherit content 
from stereotypes of groups against which there is popular prejudice – and which is 
not evidence-based (Detecter 2008). According to David Lyon (2001), the surveil-
lance involved in behavioral biometrics is a form of social sorting, of categorizing 
persons and groups, which accentuates differences and reinforces existing inequali-
ties. We agree with Lyon that, unfortunately, these categories are seldom subjected 
to ethical inquiry or democratic scrutiny, despite their consequences for opportuni-
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ties and choices in life. The reliability of these algorithms is under suspicion because 
of the high risk of a false error rate and a large number of fixed ‘false images’ of 
persons. “‘Behavior’ is a loose and socio-politically contingent concept,” as Juliet 
Lodge (2010, p. 8) points out. She claims that “defining a certain type of behavior 
as deviant or indicative of ‘risky intent’ leaves behavior subject to the arbitrary 
interpretation, political vagaries, politico-ideological preferences and goals in 
power /…/.” In this context, the following warning should be taken seriously: 
“Categories, descriptions and models are routinely imposed on individuals’ identity 
information. We know what dramatic consequences the availability of labels like 
‘jew,’ ‘hutu,’ ‘tutsi,’ and ‘white,’ ‘black’ and ‘colored people’ can have in adminis-
trative management systems for those concerned” (Manders-Huits and van der 
Hoven 2008, p. 2).

In addition to this problem of stereotyping through arbitrary interpretation of 
deviant or risky behavior, another essential feature of behavioral biometrics is that 
it allows on-the-move authentication or behavior identification. Traits such as the 
dynamics of facial expression or gait can be captured and analyzed covertly without 
any physical contact with the person and thus without his or her explicit knowledge 
and consent. Usually intentions are attributed to a person according to certain 
behavioral or physiological characteristics before this person has decided to do any 
harm. We agree with Manders-Huits and van der Hoven (2008, pp. 5–6) that this is 
problematic because it violates the person’s right to be engaged in self-identification, 
the core of a person’s moral autonomy. This argument follows from Bernard 
Williams’s (1973) idea that respect for moral autonomy implies taking into account 
the other person’s self-identification: we ought to understand the other person’s 
aims, evaluations, attitudes, thoughts, and desires. In other words, if we assess the 
behavior of a person, we have to put ourselves in their shoes, taking into account his 
or her beliefs, motives and intentions, life projects, and related concerns. In the case 
of behavioral biometrics, identification of a person is performed from a third-person 
perspective without even attempting to interpret that person’s motives. Thus, from 
the ethical point of view, the main problem with behavioral biometrics is that it does 
not make any attempt to take into account the person’s self-identification; the per-
son’s behavior or physical characteristics are interpreted and viewed without any 
deeper knowledge of the person’s own point of view. Thus, it may well be that the 
person’s intentions or desires are misinterpreted.

It might be argued that today’s world has become so dangerous that sorting peo-
ple into categories is much less problematic than suffering from the threat of terror-
ism. Nevertheless, we should critically assess the proportionality of these measures. 
It has been pointed out that the risk of terrorism is overestimated, and that it is often 
manipulated in order to strengthen support for surveillance-based methods (Gray 
2003).

Massive surveillance and dataveillance violate both privacy and autonomy; as we 
previously stated, these are not only individual values but also core values for a 
functioning democracy. Implementation of second-generation biometrics also 
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harms other important pillars of democracy, such as the presumption of innocence 
and general social trust. Interestingly, experts in technical fields assert that behav-
ioral biometrics is not invasive, since it does not require physical contact with per-
sons. We find that capturing biometric characteristics from a distance is even more 
invasive. As one may not be aware of the fact that one’s biometric features are being 
collected and analyzed, control over the processing of data becomes more and more 
difficult and everyday life begins to approximate a surveillance society  – being 
watched by a Big Brother. The practice of large-scale surveillance causes a climate 
of general distrust in society and overall suspicion against everyone. These conse-
quences are well known to those who have lived in totalitarian societies.

On the other hand, it is both understandable and natural that when risks to secu-
rity are perceived to be increasing, people are ready to give up (some of) their pri-
vacy. We cannot overlook the fact that privacy is not an absolute value to be protected 
unconditionally. However, in each particular case, the restriction should be well 
founded and proportionate to the threat posed. As concerns biometrics, the conflict 
between individual and collective values seems genuine. As a common good, secu-
rity is usually undisputable; otherwise the loyalty of the critic would be rendered 
questionable. The main problems that are overlooked are who makes the decision to 
collect biometrics in order to protect national security; how this decision is made; 
whether or not public discussion is enabled; whether or not all important stakehold-
ers of society are to be included, and whether the implementation of biometrics as a 
security measure is proportional to the risks incurred.

What could we do in order to enhance security on the one hand and maintain 
privacy on the other hand? Usually it is suggested that privacy can be maintained by 
holding on to the requirement of informed consent and notification for the process-
ing of the individual’s data (Manders-Huits and van der Hoven 2008, p. 4). The 
failure to honor autonomy is expressed by the failure to obtain individual consent. 
In the case of behavior detection technology, it is not deemed possible to implement 
individual informed consent. As we have shown in our earlier article (Sutrop and 
Laas-Mikko 2012, p. 25), it is understandable that the procedures of informed con-
sent are not implemented in contexts of national security, defense, and law enforce-
ment. However, this does not mean that one should not respect people’s autonomy. 
Granted, one really cannot make the implementation of safety measures voluntary, 
nor ask each individual for consent before collecting data. But it is still possible to 
inform people of the collection and processing of the data, as well as of the purpose 
of these activities; thus one offers an opportunity for control and a measure of stand-
ing up for one’s rights. In addition, so-called public consent should be solicited in 
the use of technology. Even in the case of technologies where people are not aware 
of being under surveillance, their autonomy can be respected by allowing them, in 
other contexts, to participate in public discussion concerning the benefits and losses 
accompanying the implementation of such technologies, and in decision-making 
about whether or not such technology should be adopted.

In the projects discussed above, those implementing the projects have not ana-
lyzed the ethical and social consequences of the proposed technology. At least there 
are no materials available that would indicate such an analysis. There is an impend-
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ing danger that once the technology reaches the implementation phase, there will be 
no more opportunities to analyze their possible influences nor to solicit public 
consent.

7.5  �Conclusions

We have shown how important it is to understand the value of privacy. We began this 
article by showing that privacy is a mediating value, which protects other values. On 
this basis, we indicated that it is therefore dangerous to take the relinquishment of 
privacy lightly, even in the name of supporting security. We often do not notice that 
in this process we are relinquishing or failing to protect many other values, both 
individual and social, all of which are foundation stones of our society. Indeed, we 
desire to support security, but this cannot be done at the expense of destroying the 
basis of liberal democracy. We must at least be prepared to admit that security can 
be defended only in a completely different kind of society where there is no respect 
for human dignity, autonomy, and equal treatment, where trust is not honored, but 
replaced by total control and suspicion. Do we really want to live in such a society? 
Does this fit with our understandings of what is required for the flourishing of the 
human individual and living the good life? If not, we should avoid building a dichot-
omy between privacy and security and rather find ways how to strike a balance 
between these two important values, always taking specific socio-political contexts 
into account.
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Chapter 8
Introducing Biometrics in the European 
Union: Practice and Imagination

Kjetil Rommetveit

Abstract  This article gives a critical overview of the policy process introducing 
biometrics in the European Union. It starts out by describing how existing biomet-
rics practices, such as fingerprinting and access control, are now being transformed 
and expanded in order to improve security and efficiency in the governance of 
global mobility. Following strong US initiatives in 2001 and onwards, the gover-
nance of mobility has been attempted transformed through what I call the biomet-
rics vision. In brief, this vision states that biometric information can serve to increase 
control of mobility by enhancing the capacity of government agencies for monitor-
ing and exchanging information about individuals. I follow this vision as it arose in 
the US, travelled through international organisations and into the European Union, 
where it has been promoted at high political levels. I finish off by a critical examina-
tion of the biometrics vision, referring to James Scott’s concept of “seeing like a 
state”, but using it in the context of the European Union. It is argued that the biomet-
rics vision overlooks a number of technological and social issues. Social and techni-
cal complexities and problems may take on increased relevance as vision is turned 
into practice.

Keywords  Biometrics • Imaginaries • Control • State vision • Regulation • 
European Union

8.1  �Introduction

In its traditional form, biometrics means scientific measurements of the human 
body, and has been used in physiology for centuries. In this article, however, I will 
concentrate on its present-day, techno-scientific modality, which uses measure-
ments for automated recognition of people. A typical biometric device increasingly 
encountered in everyday environments is the fingerprint reader. A number of other 
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devices and sensors are also becoming available, such as keyboard stroke, voice, iris 
scans and software-supported cameras, making possible recognition of faces, gait or 
behaviour from a distance. I shall focus on policy processes introducing large-scale 
biometric systems for controlling mobility in the European Union. As long since 
established for fingerprints, and more recently through DNA identification tech-
nologies, biometrics is inscribed with the notion that each individual embodies spe-
cific variations of universal bodily characteristics, and that these can serve to 
properly identify the individual. Furthermore, it is now presupposed that digital 
readers and information systems can use such unique characteristics to identify 
individuals and exchange their information for various types of social and political 
purposes.

I base my argument on the presupposition that present-day biometric applica-
tions emerge from well-known imaginaries about the socio-technical roles of infor-
mation. Information imaginaries embody broad cultural representations about the 
character and roles of information, including how it can and ought to be used for 
social and technical purposes in the future. I shall focus on two different modes of 
imagining reality, these being simultaneously digital, communicative and physical:

Digitalised Body Identities  It is a well-known fact of everyday life that people can 
be recognised according to their different bodily characteristics (with the face occu-
pying a privileged position). This notion has long since been implemented into a 
number of socio-technical systems aimed at identifying and tracking persons in 
modern societies of strangers. Since its inception in the early twentieth century, 
fingerprinting has become widely known, first through criminal registries to keep 
track of criminals’ stories, later through forensics as a way of linking perpetrators to 
crime scenes, but also for civil uses such as migration control (Cole 2001). Another 
well-known example is physical access control using hand geometry recognition, 
used in buildings and high-risk facilities since the 1970s. A US study has claimed 
the following as “the fundamental dogma of biometrics”: “An individual is more 
likely similar to him- or herself over time than to anyone else likely to be encoun-
tered” (Pato and Millet 2010). However, how we interpret this statement must shift 
with the context. Systems of recognition have to work by singling out specific, and 
quite narrow, characteristics. Everyday recognition, on the other hand, performs an 
interpretative operation in which the person and her single characteristics, from 
visual appearance to character and intentions, emerge through constant oscillations 
of perception: from the whole to the part to the whole and back again. Increasingly, 
biometric information systems seek to mimic such judgements: single or multiple 
features (face, iris, fingerprints etc.) are registered and databases and registries are 
searched in order to identify the individual. When associated with traces of actions 
(such as travel and purchase) using software algorithms more complex images about 
individuals also emerge. In the so-called second generation of biometrics (see 
Sutrop and Laas-Mikko, Chap. 7, this edition) behaviour, is monitored and analysed 
in real-time, possibly creating a more complex image of character, plans and inten-
tions. But it remains uncertain to what extent and with what consequences such 
“judgements” can be automated on a large scale.
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Interoperable Information Systems  The second mode of imagination on which I 
focus is of a more recent origin. It emerges out of a number of practices were 
increasing connectivity and sharing of information come to be seen as crucial to the 
fulfilment of important social and political purposes. Although a number of defini-
tions are available, interoperability denotes the capability of different systems and 
operators to work together. In a number of applied engineering fields, from warfare 
to telecommunications to management, railroads and computer systems, the two 
terms “standardisation” and “interoperability” increasingly appear together: only 
where standards (such as digital codes, protocols, algorithms, and property rights) 
are shared across national, technical and regulatory boundaries, systems can be 
made to work together, in this case through exchange of information. Apart from 
positive connotations with increased networking in the age of the Internet, a main 
driving force for promoting interoperability may be seen as negative: it emerges 
from the realisation that most (information) systems do not work together and so 
enhanced connectivity and sharing of information becomes imperative.

I shall argue that information imaginaries (to be described throughout this text) 
are now being utilised and captured on by policy makers in efforts to re-imagine and 
re-create state sovereignty, especially as this relates to migration and border con-
trols. Throughout the last 10 years, states and international organisations, including 
the European Union, have been working vigorously to implement globalised and 
globalising travel regimes (Salter 2006). In spite of the enormous political and tech-
nological resources that enter into such efforts, it remains to be seen to what extent 
existing practices and imaginaries can be re-cast as viable and functioning practices 
on a scale of much greater complexity, as required by the biometrics vision. In the 
following section I describe in some more detail important elements in and the gen-
esis of this vision, before I turn to its reception in the EU.

8.2  �A Transforming Vision

Shortly after 9/11 a great number of initiatives and new legislation were made by the 
US Congress to heighten security measures across a number of fields. The notion 
soon took hold that there is a strong connection between travel documents, the fight 
against terrorism and biometrics. The implications of the 9/11 Commission’s state-
ment that “for terrorists, travel documents are as important as weapons” (National 
Commission on Terrorist Attacks upon the United States 2004, 384), says some-
thing about the expanding scope of security in those days: extremely few people are 
terrorists, but almost everybody hold travel documents of one kind or other. The 
biometrics industry and lobby moved fast to ensure its place within this enlarged 
space of opportunity. The US Congress dealt with a great number of proposals for 
new legislation entailing biometrics and other security technologies (Zureik and 
Hindle 2004). One main outcome of the hectic legislative activity was the US Patriot 
Act. The Department of Homeland Security was set up to deal with terrorist threats 
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and a National Strategy for Homeland Security was issued by the Bush administra-
tion. The ensuing U.S. VISIT programme require the taking of fingerprints and facial 
scans of all foreign nationals entering or exiting the United States, to be checked 
against databases and watch lists such as the Terrorist Screening Database and the 
AFIS system of the FBI (Aus 2006). By 2004 the Department of Homeland Security 
was demanding that all countries in the Visa Waiver1 programme should implement 
biometrics in passports and travel documents by a set date (26 October 2004, but the 
deadline was later prolonged by 2 years). Countries that did not comply would be 
ousted from the programme.

Biometrics as imagined and enacted control underwent a radical up scaling and 
transformation within a very short timespan. What was retained, but also fortified 
and changed, was the basic reliance upon bodily information as unique markers of 
identity. In a testimony before the US Senate Subcommittee on Immigration, 
Executive Director Richard Norton of the International Biometrics Industry 
Association (IBIA) described how “biometric data is inherently secure and serves as 
a digital lock and key on personal information”. The expression refers directly to a 
long-held scientific notion, stretching from early descriptions of the specificity of 
antigen to antibody, up until todays notion of genetic information and DNA finger-
prints as specific to individuals. Just as the antibody refers to its antigen, so the digi-
tal image of body characteristics refers to the individual. The “lock and key” 
metaphor entails a notion of strong continuity between the body and the digital: 
Because bodies are made up of universal traits that appear in unique individual 
combinations, they become readable to biometric systems.

Biometric interoperability also received a powerful boost. The US National 
Security Strategy stated that “…government agencies storing terrorism information, 
such as terrorist “watch lists,” have not been able to systematically share that infor-
mation with other agencies. These differences can sometimes result in errors if, for 
example, visa applications and border controls are not checked against consistent 
“watch lists”.” (US Office of Homeland Security 2002, 55). The document outlines 
a “system of systems” to deal with the integration of sources of information. As in 
many documents promoting interoperability, two elements are highlighted as cru-
cial: first, information systems must be made to communicate. Second, legal and 
cultural barriers must be removed so that information can be exchanged freely. The 
implication is that biometric information may serve as a better medium for the con-
nection of previously un-connected sources of information (mainly databases), and 
that this will turn out beneficial in operational and organisational terms. In the case 
of passports, these already share a machine-readable zone containing basic informa-
tion about the holder (name, passport number, nationality, date of birth, sex, expira-
tion date and personal identity number). However, this information is based on 
alphanumeric data, not biometrics, and increasingly considered a security liability.

What was radically upgraded was the scale and complexity of operations: 
According to Wikipedia, in 2007 the US VISIT programme recorded 46,298,869 

1 Citizens of countries included in the US Visa Waiver program can travel to the US for up to 90 
days without a visa.
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entries at air and seaports. In the case of existing practices such as automated finger-
print systems (AFIS) and Physical Access Control, operators can rely upon highly 
controlled circumstances for the taking of fingerprints. Employees or others to be 
granted access to a building typically comply with the process of enrolling in the 
biometric database; criminals are made to comply during detainment and under 
threat of force. But how do you apply biometrics to the setting of a highly busy 
airport?2 How do you get millions of people to collaborate in the enrollment of bio-
metric data? And how do you identify and detain a terrorist based on fingerprints, if 
those fingerprints do not already exist in a database? Analysts and industry alike 
gave the answer, as in John Woodward Jr.’s highly suggestive article title Biometrics. 
Facing up to Terrorism, and the company Visionics white paper Protecting 
Civilization from the Faces of Terror. As argued by Woodward, “While fingerprint 
and other biometric systems could be used to identify these individuals, government 
authorities might find it difficult to collect the fingerprints or iris scans of suspected 
terrorists in order to build the database against which to compare an unknown indi-
vidual. Facial recognition biometric systems, however, offer a way around this prob-
lem. Specifically, facial recognition systems will allow the identification of a 
suspected or known terrorist even if the only identifying information we have is a 
photograph” (Woodward 2001, 10).

Whereas it was noted that the technology was still far from perfect, the author 
nevertheless claimed that research and industry would soon pick up the challenge 
and improve systems functionality. This illustrates how, in the field of large-scale 
biometrics there are good reasons to claim that imaginations of future performance, 
and not present results, are constitutive of large socio-technical experiments. 
Woodward also claimed privacy reasons in favour of facial recognition over finger-
prints, as privacy regulations or the US Constitution did not cover the taking of 
automated facial images in a crowd. Hence, the loophole in privacy regulations 
opened up by increased technological capacity was seen more as an option, than as 
a problem.

The expanded biometrics vision was exported mainly through two international 
organisations: the G8 and the International Civil Aviation Organisation (ICAO). The 
G8 provided a forum in which the leaders of the industrialised world agreed to intro-
duce the technology; the ICAO worked out technical specifications in order to pro-
mote standardisation and interoperability on a global scale. The 2002 Berlin 
Resolution of the ICAO decided on the face as the globally interoperable standard 
for passports and travel documents. Following this, the main document has become 
the ICAO Doc. No 9303, making the facial image the primary and mandatory bio-
metric, with fingerprints and iris scans as optional alternatives.

2 For the European setting, the problem is even bigger: estimates are that a total number of 300 
million people travel in and out of the region annually (EC 2008).
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8.3  �Introducing Biometrics in the EU

The biometric transforming vision easily lent itself to political visions of enhanced 
border control as a way of promoting European integration. The relevance of 9/11 
for increased use of biometrics was openly recognised by EU policy makers: “In the 
aftermath of the tragic events of September 11, 2001 the Commission was asked by 
Member States to take immediate action in order to improve document safety” 
(European Commission 2003a). Notably, the “Member States” in question were 
mainly those taking part in the G8: the UK, Germany, France and Italy (also joined 
by Spain). From the outset, a unified and overarching approach was pursued. The 
2003 Council of Thessaloniki stated that: “…a coherent approach is needed in the 
EU on biometric identifiers or biometric data, which would result in harmonised 
solutions for documents for third country nationals, EU citizens’ passports and 
information systems (VIS and SIS II). The European Council invites the Commission 
to prepare the appropriate proposals, starting with visas, while fully respecting the 
envisaged timetable for the introduction of the Schengen Information System II” 
(European Council 2003). This constitutes the EU parallel to (and continuation of) 
the US biometrics vision where, again, the two initial information imaginaries are 
conjoined in a (seemingly) unitary vision.

But it also marks a new stage in the project of European integration and the wider 
contexts of that process. This was not only so because of strong calls for tighter 
security measures in controlling the common external border; it also came along 
with the eastward expansion of the EU towards ten new member states in 2004. 
Although originating from the same holistic vision, ensuing legislative measures 
broadly followed the two “biometric imaginaries” sketched above: on the one hand 
promoting the tightened relation between the body and travel documents, on the 
other, the tightened integration of systems and government agencies as given 
through the concept of interoperability. These would issue in two coordinated, still 
separate, batches of legislative initiatives, to which I now turn.

Biometrics in Travel Documents  In September 2001 the European Commission 
submitted proposals to the Parliament and Council for enhancements of security 
standards in visas and residence permits for third country nationals, both of which 
were adopted in February the following year. Neither proposal included biometrics. 
Following the Councils of Laeken, Sevilla and Thessaloniki, however, the proposals 
for visas and residence permits were again amended, this time with the twin aims of 
bringing forward the implementation of security standards (from 2007 to 2005), and 
to introduce biometric identifiers. In September 2003 the Commission issued 
another proposal (European Commission 2003a) for amending the regulations of 
visas and residence permits. This time facial photography was included as the pri-
mary biometric identifier and fingerprints as secondary. Both were obligatory and 
both were to be implemented on the medium of a contactless chip.3

3 Due to technical problems with the visa stickers, the proposal was not implemented into law until 
2006. The choice of contactless chips entailed the use of RFIDs, thus settling for a more compli-
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Following this, and using the same technical committee as for visas and residence 
permits, parallel proposals were developed for biometrics in European citizens’ 
passports. In February 2004 the Commission presented a proposal, the main ratio-
nale of which was to “establish a reliable link between the genuine holder and the 
document” and so to “fight the use of false documents” (European Commission 
2004). More reliable documents, it was surmised, would also have important opera-
tional advantages, since “bona fide citizens will pass more smoothly through border 
controls” and “those who use forged or fraudulent passports will have less chance to 
enter the territory of Member States” (ibid.). In contradistinction to visas and resi-
dence permits, it was proposed that only the facial image be made obligatory. More 
controversial was the promise of a centralised, biometrics-based EU passport regis-
ter, which prompted a number of sharp reactions, from both data protection officials 
and activists. However, the final regulation went further than the initial Commission 
proposal: whereas the prospect of a centralised biometric database was maintained, 
the Council also included the second biometric, the fingerprint, as obligatory 
(Council Regulation 2004). The reason for including the second identifier (not oblig-
atory according to ICAO Doc 9303) was the enabling of one-to-many searches in 
existing fingerprint databases (such searches would not be possible on the basis of 
the state of the art of face recognition technologies). The Council decision, however, 
was far from unanimous and came out of a private meeting of the “G5”4 in Florence, 
Italy (La Repubblica 2004), and so by-passing ordinary decision making procedures 
in the Council (Aus 2006).

The process of introducing biometrics into travellers’ documents in the European 
Union came as the result of concerted processes in high political circles. Decisions 
were not made without opposition, but criticism never ventured far outside elite 
levels, such as ministers from smaller countries in the Council, privacy commission-
ers and privacy advocates. The European Parliament arranged for a hearing, includ-
ing technical and legal expertise. The ensuing report criticised the lack of democratic 
control and the mis-match between political and technical decision making: “It 
should be emphasised that the European Council made a political decision to intro-
duce biometric identifiers in EU passports without any input from practitioners and 
without knowing the magnitude of the problem” (LIBE 2004).

The main reason given for biometrics in travel documents remained that of estab-
lishing “a more reliable link between the passport holder and the travel document”. 
In terms of control, this implies a movement away from face-to-face checks (by 
border guards, visa and immigration authorities), towards an increased emphasis on 
two mutually constituting poles: the digital and the body. But this does not fully 
account for how biometrics was supposed to contribute to “the fight against terror-
ism”. Almost as if by necessity, then, the anti-terrorism agenda and the biometrics 
vision push for further technological measures to be implemented, measures that go 

cated option than that chosen in the US. The inclusion of RFIDs in travel documents and passports 
has been a source of much criticism, not the least due to increased risks of spoofing (i.e. hacking 
into documents from a distance).
4 The 4 European G8 member states + Spain.
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beyond the program of “improving document safety”. These measures intensify 
digitalisation, automation and interconnection and introduce further elements into 
operations of checks and controls.5 This directly leads onto the interoperability 
imaginary and its related legislative initiatives.

Interoperable Information Systems  As required by the Council at Thessaloniki, the 
biometrics strategy was seen in conjunction with the establishment of a number of 
large-scale biometric information systems.6 The example par excellence of such a 
system would be the SIS and its transformation into SIS II.7 From the outset, the 
purpose of SIS (“the backbone of Schengen”) was to “maintain public order and 
safety” (CIS Art 93) by fortifying controls and security at the external Schengen 
border as the internal borders were abolished.8 The system contains alerts on people 
(and property) to be extradited, denied entry, placed under surveillance or interro-
gated. The impetus for expanding the original system, operative since 1995, was not 
to fight terrorism, but came as a natural result of the expansion of the EU. The need 
for technological upgrades was also important, but biometrics was not mentioned. 
Two years later, this had changed: “the system should provide the flexibility to 
incorporate new functionalities, as well as new information and rules without major 
technical changes. This would include the inter-linking of alerts and the use of bio-
metric information” (European Commission 2003b). Another important concept 
had also found its way into the document, that of interoperability. On a conspicuous 
level, this entailed the requirement that the member states implemented compatible 
(or “harmonised”) standards for the exchange of biometric data within the SIS II 
itself. But it also came along with the further requirement that “The compatibility 
with other relevant – existing or future – databases in these fields is of the utmost 
importance” (ibid.). This entails that the central system, to the greatest possible 
extent, be made interoperable with existing national systems (especially automated 
fingerprint identification systems, AFIS). But it also meant that the SIS II be made 
to exploit potential synergies with other European systems, the VIS, but also with 
the EURODAC system (European Commission 2005).

Whereas the SIS II had been planned since the 1990s, the Visa Information 
System was a genuine child of the situation in the early 2000s. The idea of a central-
ised system for the collection and exchange of visa data was put forth by the German 
government in the direct aftermath of 9/11 (Aus 2006). A Commission feasibility 
study estimated that the system would connect the visa authorities of 27 countries, 
12,000 operators and 3500 consular posts worldwide (European Commission 

5 Even more radical measures include efforts to develop systems that may detect “malignant inten-
tions” and suspicious behaviour, see Sutrop and Laas-Mikko in this edition.
6 A number of other databases, not dealt with in this article, are also being developed. VIS SIS II 
and Eurodac are among the biggest and most important.
7 Denoting, respectively, the first and second generation of the Schengen Information System. The 
plan was for transition from SIS to SIS II in 2007, but rollout has been delayed due to a number of 
problems.
8 Some of the rationale of this is further described by Gunnarsdottir, this edition.
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2003b). The system was anticipated to process approximately 20 million applica-
tions each year. The data would be stored for 5 years, resulting in a number of 
approximately 70 million datasets at any given time. Awaiting the possible imple-
mentation of the European Passport Registry and the SIS II, this would make the 
VIS the largest biometric database in the world. The system will share a “common 
technical platform” with SIS II. It consists of a centralised base, C-VIS, operating 
and coordinating the system of national contact points, called N-VIS, and these will 
be connected to local contact points, such as consulates or immigration offices. The 
systems would also share the Biometric Matching System (BMS), required for read-
ing and comparing biometric data.

The two systems should have separate legal bases, and their uses kept separate, 
in the sense that data stored on SIS II should not be matched with data stored on VIS 
(or EURODAC, or any other system). The main users of SIS II would be police, 
border guards, internal security and immigration authorities; for VIS it would be 
consular posts, border guards and immigration authorities. Cross-uses were imag-
ined, for instance by giving consular posts access to SIS II data as part of visa pro-
cedures or internal security access to visa or immigration data. Consular and 
immigration authorities already have access to the SIS, and they will be given con-
tinued access to the SIS II. What was new was access for police, security and judi-
cial authorities to the VIS. For such access to be granted, extraordinary circumstances 
would have to apply, i.e. “overriding public security concern” (European 
Commission 2005). But in spite of such precautions the purposes of the systems are 
expanded under this vision. The SIS II is no longer restricted to “security checks” 
(as with the SIS) but has become a system for “prevention, detection or investiga-
tion”, potentially including alerts on “persons who are likely to commit serious 
offences” (ibid.). The interlinking of alerts has the potential of creating new kinds 
of information on individuals (such as profiles). Similar things go for the promise to 
use biometrics and not alphanumerics for database searches (a facial image or fin-
gerprint may generate much larger amounts of matches from a radically expanded 
set of sources). Finally, the number of agencies to be granted access has expanded, 
and the purposes of the systems are defined in looser terms in order to remain 
“flexible”.

In the 2005 Hague program the described developments were included within an 
“integrated management” of the external borders (initiated at the Laeken Council in 
2002 and pursued in the Stockholm programme and Lisbon Treaty). Following the 
Hague program the Integrated Border Management Strategy has been fortified and 
now makes up the most comprehensive framework for understanding and imple-
menting biometrics for migration control in the Schengen area (European 
Commission 2008). Through interoperable biometric systems the border is imag-
ined as fortified and enhanced in at least two respects. First, the border itself is 
enhanced through increased capacities of border guards for “seeing” and control-
ling individuals at the same time as throughput is enhanced through automation: 
“One border guard should be able to oversee up to ten automated border gates in 
operation. Automated border controls for bona fide travellers would provide major 
benefits in time savings on crossing the external border and allow border authori-
ties to focus their resources on those groups of third country nationals that require 
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more attention, thus improving overall security at borders” (ibid.). Second, the 
border itself is expanded in time and space, even to the extent that “the border is 
everywhere” (Lyon 2005). The new management strategy entails “measures taken 
at the consulates of third countries, measures at the border itself and measures 
inside the Schengen area” (European Commission 2008). At consulates, visa appli-
cants will be subject to a more thorough pre-screening process, by being checked 
against VIS and SIS II. Awaiting the rollout of VIS (from 2009 onwards) an entry-
exit database was also envisioned that could keep track of visa over-stayers (by far 
accounting for the greatest amount of “illegal immigrants” in the EU).

8.4  �Seeing Like a Union?

At this point I want to add James Scott’s concept of “seeing like a state” to the 
analysis, and so begin to look for some ways to assess the wider implications of the 
biometrics vision. Scott describes how a certain mode of state vision has been 
endemic to the increasingly specialised and expert-dominated planning and organ-
isation of modern societies. It is targeted and purpose-directed, constructing and 
projecting a kind of map “designed to summarize precisely those aspects of a com-
plex world that are of immediate interest to the map-maker and to ignore the rest” 
(Scott 1998, 87). Biometrics is literally a technology that provides what Scott terms 
“eligibility”: it renders subjects and citizens visible to the state, hence also (poten-
tially) controllable (Lyon 2009). In the case of biometrics, security technologies and 
mobility control, previous US Secretary of Homeland Security, Michael Chertoff, 
has succinctly described the biometrics vision and its related interest thus:

Allow me to share with you where I would like to see us move – toward a world that is 
banded together by security envelopes, meaning secure environments through which people 
and cargo can move rapidly, efficiently, and safely without sacrificing security or privacy…
For those within the security envelope, we will have a high degree of confidence and trust, 
so that trusted travellers and shippers don’t have to be stopped at every point along the way 
to be re-vetted and rechecked. And that would enable us to focus more of our resources for 
those outside the security envelope – for the kind of in-depth analysis and the kind of in-
depth vetting that is necessary to make sure those who seek to harm us do not slip through 
the cracks (US secretary of Homeland Security Michael Chertoff speaking on US – EU 
relations, Berlin 2005).

The concerted pushing of Chertoff’s “security envelope” on high political levels 
structures the kinds of policy responses to be considered as the technology becomes 
implemented. Although still early days for assessing the wider social implications 
of biometric information systems, certain lessons may be drawn from looking at the 
kinds of policies that are enabled by this vision. Although focused on the creation of 
a more secure global mobility system, the overall vision constructs and imagines it’s 
own implementation in specific ways. It is inscribed with implicit presuppositions 
about human and technological agency necessary for its own realization. It is not 
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sure, however, that these presuppositions are representative of how things and peo-
ple behave in practice.

First of all, this pertains to how users (citizens and officials meant to operate the 
systems), are imagined. Clearly, for large-scale biometric systems issues of public 
perception and acceptability cannot be ignored: without subjects’ cooperation they 
will not work. However, acceptability is predicated on the prior acceptance of the 
over-all vision: In order for acceptance and enlightened debate to take place, society 
must be educated. This was clearly articulated in a joint EC/industry report that tried 
to assess the experiences with the implementation of large-scale biometric systems 
in Europe to-date (i.e. 2008):

There is a need for initiatives leading to widespread public awareness amongst EU citizens 
as to the purpose and use of biometric technologies in large schemes such as e-passport and 
public administration applications. If the purpose of the system is clearly explained to the 
citizen, and also the way the citizen is expected to interact with the system, and if the safe-
guards are in place with their resulting benefits, all stakeholders involved would be in a 
better position to understand their role in biometrics deployment. A fair and open debate 
could then commence with discussions on costs/benefits, purpose of systems, potential 
impacts, in the long run ensuring system take-up and use, (Goldstein et al. 2008).

However, between the level of public acceptance and high-level policy making 
there is another (essential) level of actors that needs to be taken into account, namely 
those intended to implement and operate the systems: engineers and software devel-
opers, but also officials such as immigration officers, border guards and law enforce-
ment agencies. A main issue with interoperable systems is that these groups of 
operators and their related institutions should be made to communicate, exchange 
information and collaborate in ways that may move societies closer to Chertoff’s 
“world banded together by security envelopes”. However, in practice, and espe-
cially in the EU, serious problems emerge as operators are expected to collaborate 
across national legislatures, operational cultures and borders. In 2006 the 
Commission diagnosed the following problem relating to the implementation, test-
ing and operation of systems: “…wider and more direct consultation with Member 
States and exchange of best practices would be useful…more consistent introduc-
tion and use of certain data…should be made by Member States” (European 
Commission 2005). Problems relating to such lacking exchange of information 
were repeated in a 2009 communication from the Council. At this point in time, the 
SIS II implementation was in a state of deep crisis, to the extent that an alternative 
plan was developed for the eventual  case that the initial system had to be aban-
doned. Although reasons for the troubles suffered by the system were complex, a 
key issue identified in the SIS II analysis and repair plan was the low level of par-
ticipation among member states in testing the system (European Council 2009). 
Similar issues were emphasised in the already mentioned 2008 EC/industry report. 
Crucial problems were encountered during attempts to map public authorities expe-
riences with biometric systems, most of which were “citing confidentiality reasons” 
for their lack of collaboration (Goldstein et  al. 2008). Serious problems arise as 
industry and the Commission try to introduce interoperable systems in an area 
highly sensitive to national states:
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One overall recommendation for EU policy-makers is to create consensus among the 
Member States and implement a procedure that would facilitate the open dissemination of 
all information on biometrics systems in the implementation phase. This lack of informa-
tion concerning EU Member States large-scale projects does not bode well for biometrics 
deployment in the future as keeping this data secret could suggest that the systems are not 
secure, may hide poor error rates, be behind schedule or conceal unsatisfactory roll-out 
results (ibid.).

Consensus as to the use and purpose of systems is a matter to be achieved. As 
seen, however, the consensus in question was created by a small number of policy 
makers on high levels. How, then, can one expect consensus prior to systems imple-
mentation? The very point of introducing biometric systems is to improve exchange 
of information and collaboration between government agencies and officials. Trust 
and collaboration were imagined according to a simplified vision of communica-
tion. Also downplayed were the technical complexities of biometric systems. In the 
words of researchers who have been closely involved with the process of introduc-
ing e-passports in Holland and in the EU:

The effectiveness of biometry is highly overrated, especially by politicians and policy mak-
ers. Despite rapid growth in applications, the large-scale use of biometry is untested. The 
difficulty is that it is not only unproven in a huge single application (such as e-passports), 
but also not with many different applications in parallel (including “biometry for fun”). The 
interference caused by the diversity of applications—each with its own security policy, if 
any—may lead to unforeseen forms of fraud (Hoepman et al. 2006, 154).

The biometrics vision, then, presupposes and projects technological models of 
human and social agency and rationality onto its users (according to Brian Wynne a 
prominent tendency of many science and technology visions). It cannot be known 
in advance that social responses will be “rational” in the sense here presupposed. 
This is especially so for dual use technologies used for multiple purposes and by 
multiple agencies, and especially those that contain clear surveillance 
characteristics.

Similar issues pertain to the conditions for ethical and legal debate: also here the 
biometrics vision prescribes certain solutions whereas leaving others out. The pre-
dominant metaphor in regulatory debates has become that of a trade-off model, in 
which the governing metaphor is that of “balancing” security with freedom and 
privacy (Balzacq and Carrera 2006). In the 2008 policy report a pertinent question 
is asked: In what way, and based on which options, are decisions made when iden-
tifying an appropriate level of trade-off that involved citizens would have to make in 
relation to values that may need to be sacrificed? (Goldstein et  al. 2008, 11). 
Because the over-arching vision was simply taken for granted, the authors also took 
for granted that certain values, i.e. privacy and freedom, will have to be sacrificed in 
order for biometrics systems to have the desired effect, i.e. to improve security and 
efficiency in the control with mobility. The required acts of balancing presuppose 
that biometric systems work as projected, and that they are received and perceived 
accordingly by their users and the wider public. This, however, should not be taken 
for granted if “a fair and open debate” is to be had about biometric information 
systems.
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To return to Scott’s concept of “seeing like a state”: his was an analysis of how 
“certain schemes to improve the human condition have failed”, especially those 
instigated to promote centralised planning and control. What is also intrinsic to the 
projects described by Scott is that they fail because they ignore their own environ-
mental and cultural contexts and preconditions. It cannot be known that this will be 
the destiny of biometric systems in the European Union. But they do seem to share 
important characteristics with the projects described by Scott.

8.5  �Conclusion

It is possible that biometrics may actually improve the security of travel documents, 
passports or other processes requiring verification of identity. Still, in this article I 
have described and criticized the emergence of a certain biometric vision, used to 
implement and direct large-scale biometric systems in the EU and beyond. I have 
argued that this vision is overstretching in terms of technological promise whereas 
ignoring social implications. For such reasons it is likely to lead to unforeseen dif-
ficulties and complexities in practice. It is difficult to predict how biometric systems 
will work to influence our societies in the years to come. Dominant visions and the 
policies informed by them, as here described, should be placed under greater public 
scrutiny. Greater attention to the concrete workings of biometric systems and their 
interactions with groups, individuals and societies will be needed for more demo-
cratic debates, policies and technology applications.
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Abstract  This chapter aims to give an overview of some developments in digital 
maps and globes in the last decade, and some ways in which we, individually and 
collectively, experience and imagine ourselves, others and space through the use of 
digital maps and globes. We will focus on modes of imagination as ways of under-
standing collective experience, and overlaying as the technological and digital 
counterpart needed for constructing such experience. We also offer some examples 
of ways in which collective imagination is self-replicating and co-produced along 
with broad technological and social platforms, possibly also changing communities 
or generating new forms of community. Anything like a total overview is impossi-
ble, and so our selection is an eclectic one, in both diachronic and synchronic terms. 
The exposition is based in the work with one European research project, Technolife. 
During that project we have been reviewing academic as well as policy literature on 
GIS, and we have been carrying out a debate about the social and ethical aspects of 
GIS with a number of online participants (www.technolife.no). In an essayistic style 
we draw upon all these sources, including media and web content as well as argu-
ments made by participants during the online debate. In order to introduce our argu-
ment, the first section will give a brief account of how, in time, geographical space 
has been codified into disciplines and political enterprises, thereby also feeding into 
different communities and world-views.
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9.1  �Imagining and Constructing Space

Since the beginning of modern science, space has made up a distinct dimension of 
human fascination, imagination and even obsessions; the near and the remote, the 
physical and the virtual, the visible and invisible, utopian and dystopian. These con-
cepts, and the phenomena constructed by them have been continuously interrogated, 
disciplined and re-invented. Space has been codified in many disciplines, the most 
obvious being geography, astronomy, philosophy, mathematics and physics amongst 
others. According to the online Britannica Encyclopedia (2011a), space is a “bound-
less, three-dimensional extent in which objects and events occur and have relative 
position and direction”. The concept of space as a neutral and objective entity was 
central to the emergence of the modern age. The idea was first made prominent by 
Galileo’s natural philosophy, where physical space was depicted in its “primary quali-
ties” such as extension, length and depth; these were seen as totally different from, and 
altogether more reliable than human experience and sensibility. Perhaps paradoxi-
cally, motivations to construct space as objective and neutral have lead to the develop-
ment of enterprises of a highly political nature, such as mapping and cartography.

Cartography is an ancient discipline that dates from the prehistoric depiction of 
hunting and fishing territories (Britannica Encyclopedia 2011b). Early in the last 
millennium it was an art of representing knowledge about places in graphical form. 
But the Earth was not always depicted as a sphere; the coordinates were not always 
represented the way they are now; scales were often not related to the size of the 
territory but to its power, etc. It is only with navigation in the fourteenth century that 
more accurate geographical representation started. Maps were then seen as political 
instruments, even secrets of state, powerful tools to explore the world. They repre-
sented a competitive advantage for exercising power and control over others.

As maps became accessible to and appropriated by ordinary citizens they became 
intrinsic to the ways in which we imagine our place in the world: how we see our-
selves in the larger geopolitical and cultural scheme of things, but also how we orga-
nise private life. Home atlases, geography teaching in schools, sea navigation or 
hiking maps and weather broadcasts appear to be disinterested forms of representing 
spatial features. At the same time we also connect with them on intimate levels of 
identity, culture and belonging: the shape of our countries merge with the colours of 
national symbols like flags, as well as with other important cultural and natural icons.

The last century saw tremendous evolution in the ways maps were produced. For 
example, Mercator projection maps (sixteenth century), which increase dispropor-
tionally areas close to the poles, were abandoned. Still in the late 1980s and 1990s, 
the American Cartographic Association was discussing which were the best and 
most suitable projections systems, and urged book and map publishers, the media 
and government agencies to cease using rectangular world maps, as they promoted 
erroneous conceptions of the world (Robinson 1986). Aerial photography increased 
the accuracy of topography and morphology of the terrains, digital technologies 
provided more precision in geo-referencing and overlaying – a development con-
nected to Computer-Aided Design (CAD) and Geographic Information Systems 
(GIS). In the next section we describe the rise of the digital in mapping and how the 
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concept of overlaying became the predominant tool (and skill) for depicting and 
imagining space in the digital age.

9.1.1  �The Rise of the Digital

In the late 1960s Waldo Tobler, an American geographer, developed a simple model 
that tied together computers and geography. A “map in-map out”, the so called MIMO 
structure allowed maps to be available in a digital format, which then could be manip-
ulated in order to produce new maps. This system is generally classified as “comput-
erized cartography”, and set the stage for the development of GIS (Geographical 
Imaging Systems) by Roger Tomlison, generally considered to be the father of these 
types of systems (in Encyclopaedia Britannica1). GIS can be described as a computer 
aided system which provides components for acquisition and conversion of spatial 
data into a digital format; a storage component of the digitised spatial data; an analy-
sis module, containing algorithms that perform different types of operations with the 
geo-referenced data; and a system to display and produce diverse outputs.

In GIS we can distinguish two main types of maps: general-purpose maps, which 
contain different spatial features and thematic maps which focus on a specific topic 
or spatial feature such as population, soil type, housing, etc. The latter are more 
commonly used in GIS.

The system of overlays (or more commonly designated as overlaying) is one of 
the keywords in GIS.  Overlaying is about combining different types (layers) of 
information into a single output. Although for a long time part of mapping tech-
niques, GIS made it explicit, easy to use and increasingly automatic. This relatively 
simple yet versatile technique allowed the simultaneous retrieval, analysis and view 
of several thematic maps of a single geographical area. Overlaying is more or less 
for geography what statistics is for sociology. The exploration of hidden relation-
ships among geo-referenced features is as creative as the correlations often explored 
by statisticians and professionals alike pursuing the ideals of discovering the “nor-
mal” and “hidden orders” of societies and nature. This creative potential should be 
kept in mind as we explore the evolution and applications of GIS, especially as new 
geo-referenced applications are frequently seen as true representations of both 
social and geographical space.

The analysis module in GIS allows single thematic maps to be queried, as well 
as be combined with others in order to create overlays of different spatial features. 
These modules include statistical, classification, optimisation, best routes and other 
types of algorithms that allow a myriad of operations with geo-referenced data.

In the majority of such applications it is also relatively straightforward, although 
not always explicit, whose purposes and interests are served by the specific overlays 
provided by the map: GIS was used and built by a relatively limited professional 
community, frequently working at the service of specific public or private interests. 
With the proliferation of the technology, however, it is easy to loose track of the 

1 Cf. http://www.britannica.com/EBchecked/topic/#1033394/GIS
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general purpose of systems: GIS technologies are ubiquitous (Alibrandi and Baker 
2008), being embedded in almost any geo-related application and artefact from 
weather and news reports, newspapers, internet GIS (IGIS), Internet of Things, sen-
sors, digital globes, on-board GPS, mobile phones, games and tablet computers 
applications and others. As more and more of such applications go online, a number 
of new dimensions arise: end-to-end sharing among individual (non-professional) 
users, huge aggregates of information gathered from different users and places, and 
new software through which data mining and overlaying are interactively generated 
and distributed, direct integrations with sensors, etc.

9.1.2  �The Rise of the Internet

As the Internet emerged and became part of everyday life our modes of imagining 
physical and social space were transformed again. Cyberspace seems to contain no 
boundaries; dimensions such as time, physical space, material and virtual objects 
acquire fluidity, dematerialise and transform time and space relationships. We are 
surrounded by new ICTs that are heralded as those objects, tools and concepts that 
will allow us to be better “connected” and more “aware” of the real world. At the 
same time, new barriers and boundaries are created, sometimes hidden to view in 
the midst of the new all-seeing visibility. Some major changes include:

First of all, maps and digital globes are becoming personalised, tailored for indi-
vidual use and need through laptops, smart phones and new applications such as 
digital globes, Google Earth being one of the most popular. They pervade our every-
day environments and activities, and the ways in which we plan and organise our 
geo-referenced lives. Not only do they provide far more accurate representations of 
concrete places, such as in Google Street View; they also radically increase the 
capacity to incorporate and overlay other sources of information in accordance with 
the needs, plans and preferences of individual persons. The quality of restaurants 
and neighbourhoods, travel goals, resources, business opportunities, pollution lev-
els, art, entertainment and even friends: all of these can now be geo-located and 
organised according to our plans.

Second, maps become interactive: they are not made once and for all, but can be 
constantly changed and updated by those who use them: this goes for both “objec-
tive” and quantifiable information, but it is just as true as for experiences, fun and 
emotion. Whereas some of the strongest incentives for using maps and digital globes 
connect to the level of individual experience, planning or fun, this is having major 
consequences also on collective levels. In addition to more detailed visualisations, 
one of the most important functions of digital globes and maps is that they serve as 
repositories for visualising and organising large sharable amounts of information. In 
this way, they also become repositories for organising and restructuring whole soci-
eties. Importantly, such “sharing” of information may take on a number of different 
forms within different political cultures and following different world-views. We 
shall return to this aspect in Sect. 9.2.2. Although this article will be mainly about 
these first two points, we also mention the following two issues:
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Third, the potential for surveillance and so-called sousveillance2 (Mann et  al. 
2003) increases. Even as we may feel ourselves more free to act and to plan, we are 
also increasingly becoming visible to others: the more real-time Google Street View 
becomes, the greater the potential for everybody to spy on everybody; the more 
information we enter about our geographical and virtual movements on the Internet, 
the more visible we make our digital selves. Becoming voluntarily or involuntarily 
visible adds another layer into the representation of physical space.

Fourth, our conceptions of privacy are changing. The voluntary sharing of per-
sonal information, at a very high detail level, impacts the way we perceive public 
and private spheres, the way we interact and the ways in which others affect us. The 
level of impact is not only related to the detail of information but also to “digital 
memory”: Once information is published online, it is very difficult to erase. In addi-
tion problems for human agency arise.

In the next section we will look further into the emergence of now popular digital 
globes, and the introduction of the “global” dimension in overlaying imaginations. 
To structure our exposition we use ideas already introduced: different kinds of over-
lays structure different modes of (re-)imagining the world. New and emerging 
imaginaries of space may be used as repositories for constructing and organising 
new forms of geo-referenced community or social action. We use these to describe 
some aspects of emerging digital and physical geographies.

9.2  �New Configurations of Space

9.2.1  �Earth Communities?

Although we rarely think about it, the notion that the whole of humanity is banded 
together on one common planet did not come about automatically. The first images 
of Earth taken from space followed from the 1966 Apollo 17 moon landing. Whereas 
images of the earth rapidly spread through media such as television and newspapers, 
the actual meaning and implications of those images were wide open to different 
interpretations. The “space age”, now possibly coming to an end with the termina-
tion of the US space programme came along with a number of new cultural expres-
sions, such as Stanley Kubrick’s science fiction movie 2001 A Space Odyssey 
(1968), or David Bowie’s album Space Oddity (1969). A number of earth “interpret-
ers” were required to actively weave stories that resonated with the Earth’s image, 
thus providing it with associations and new layers of meaning (Jasanoff 2003). In 
this section we focus on one such (loosely tied) community of interpreters, many of 
whom have come to be associated with the science of ecology or with environmen-
talism. Significant examples include The Club of Rome’s report The Limits to 
Growth (Meadows et al. 1972), James Lovelock’s Gaia hypothesis (Lovelock 1990), 
R. Carson’s Silent Spring (1962) or R. Buckminster Fuller’s metaphor Spaceship 

2 Sousveillance entails that participants in everyday activities are using small hand-held or wear-
able equipment such as smart phones, to record and monitor the activities of others.
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Earth (Buckminster 1963). The Apollo images made possible perspectives on life 
on earth as bounded together within a finite ecosystem. This system was seen as 
fragile, vulnerable to human intervention and in need of protection. A strong claim 
of many early Earth “interpreters” was that the image reflected back on us, the spec-
tators and observers, and showed us to be members of one global and interdepen-
dent community:

I find it very important in disembarrassing ourselves of our vanity, short-sightedness, 
biases, and ignorance in general, in respect to universal evolution, to think in the following 
manner. I’ve often heard people say, ‘I wonder what it would be like to be on board a space-
ship,” and the answer is very simple. What does it feel like? That’s all we have ever experi-
enced. We are all astronauts. I know you are paying attention, but I’m sure you don’t 
immediately agree and say, “Yes, that’s right, I am an astronaut.” I’m sure that you don’t 
really sense yourself to be aboard a fantastically real spaceship, our spherical Spaceship 
Earth. Of our little sphere you have seen only small portions. However, you have viewed 
more than did pre-twentieth-century man, for in his entire lifetime he saw only one-
millionth of the Earth’s surface. You’ve seen a lot more. If you are a veteran world airlines 
pilot you may have seen one 100th of Earth’s surface. But even that is sum totally not 
enough to see and feel Earth to be a sphere unless, unbeknownst to me, one of you happens 
to be a Cape Kennedy capsuler (Buckminster Fuller 1963, ch. 3).

The images of Earth that arrived with the space age created global images that 
could traverse national and cultural boundaries; they gave birth to a new “global” 
discourse about Earth, its vulnerability and limitations. The lasting outcomes of 
these contributions can now be seen in the importance given to concepts of sustain-
ability, precautionary policies, intergenerational responsibility and global biodiver-
sity policies. But one thing is to project such shared fate and global community; 
quite another is to call into being such community and to effectively act together. 
Commentators such as Buckminster Fuller remained restricted to an intellectual 
elite with its ideological commitments (in many cases coming out of leftist move-
ments, starting to transform them in environmentalist, “green” directions), and 
heavily reliant upon certain forms of scientific discourse, such as systems theory 
and economics. As clearly seen from the failings of the Copenhagen 2009 climate 
meetings: it is one thing to make a diagnosis of the suffering Earth; quite another is 
to arrive upon coordinated and effective action to halt threatening developments 
such as deforestation and draught, global warming and resource depletion. 
Interestingly, Buckminster Fuller had great faith in computers and their power to 
free humanity from its negative predicament. But even he could not have predicted 
the many and diverse forms in which the globe is now depicted, represented and 
reproduced through a number of applications on laptops, handheld devices, phones 
and new media.
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9.2.2  �Digital Globes

The first pictures from space were soon followed by satellite systems’ imagery 
allowing for constant visualisation of the Earth terrains. Before this, aerial photog-
raphy had been too expensive to be “accessible” in democratic ways. Satellite imag-
ery have democratised the access to Earth imagery, since digital maps became 
cheaper and increasing computer power allowed competent map processing by non-
professional users. Indeed, these have now become directly accessible in personal 
computers. Interesting new possibilities emerge as soon as the Earth globe can be 
downloaded to laptops and smartphones, to be manipulated with, exchanged and 
used for a great number of purposes: a next generation of “scientific and digital 
interpreters” emerges in all areas where geo-location is relevant. Google Earth, one 
such system, offers services that render scientific and ecological data directly acces-
sible, combined with a strong experiential base and more realism:

Google Earth allows you to travel the world through a virtual globe and view satellite imag-
ery, maps, terrain, 3D buildings, and much more. With Google Earth’s rich, geographical 
content, you are able to experience a more realistic view of the world. You can fly to your 
favorite place, search for businesses and even navigate through directions. It’s all up to you! 
(Google 2011)

Such developments created the conditions for reproducing and re-imagining the 
lines from the previous section. The Earth as limited and vulnerable also finds its 
way into new, personalised geo-referenced applications. As described by one par-
ticipant in a online discussion forum on ethical and social aspects of GIS,3 when 
combined these may have powerful effects:

[C]ontemporary global “live” maps work on our minds along with the now shared opinion 
that the globe is not well. […] What we are seeing is not just an outstanding planet. We are 
looking at ourselves. What we see is a resultant of what nature and we jointly do. “What on 
earth are we doing?” presses itself upon all of us. If we want a closer look somewhere, we 
can, by way of Google Earth zoom in on the neighbours CO2 emitting lawn-mower, and 
then back out again to the earth floating in space. If we miss the live view of the details, 
chances are there will be a webcam to observe for us, the cam being a natural extension of 
the map. (perarian, Technolife forum participant (de Sousa Pedrosa and Vanderlinden 
2011))

Al Gore, the US politician also known for the movie An Inconvenient Truth, was 
one of the main promoters as Google Earth developed its own climate change appli-
cation. In Google Earth Climate one may focus on one’s own home, or any region 
of the globe, and “see” climate projections for that area (based on the 
Intergovernmental Panel for Climate Change (IPCC) reports). In his book called 
Our Choice (2009) Al Gore takes such themes and applications one step further in 
the creation of an interactive book, for publication on devices such as iPads and 

3 The project was called Technolife and was funded by the European Commission. The aim of the 
project was to create debate on ethical issues relating to uses of new technologies, such as digital 
globes. The project included an open forum to which people that are concerned by the develop-
ment of digital maps were invited to discuss the above mentioned issues. More information at: 
www.technolife.no
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iPhones. Our Choice uses interactive pictures and graphs, as well as contributions 
from scientists and filmmakers, to provide an overview of solutions to the climate 
change problems. Special focus is on different forms of renewable energies. In the 
promotion of the book Gore claims that “Our Choice gathers all of the most effec-
tive solutions that will solve this crisis” (Gore 2009). In comparison to the previous 
discourse on the vulnerability and finitude of the Earth, Gore’s approach is consid-
erably strengthened, by the underlying conviction provided by the IPCC reports, but 
also by the instrumental use of new media as a way of influencing public opinion. 
The realism and emotional content provided by digital globes and maps not only 
work to convince through argument, as did Buckminster Fuller. It also works 
through the strong persuasive force of images and computer-mediated interactive 
applications.

Even though one may sympathise with the diagnosis put forward by Gore, and 
share some of his wider goals to produce global change, it is also clear that he 
strongly uses this power, of visualisation and interactivity, for purposes defined by 
him. The interactivity of Our Choice is as many applications provided through 
Apple a one way-street: There is no way in which users can change or challenge the 
content of the book; upgrades are exclusively done by the publisher. In this sense, 
Our Choice continues a strong tendency from Buckminster Fuller: overlaying and 
interpretation of the fundamental facts is provided by scientific and political elites. 
Although intentions may be good, the following problems also follow: what about 
those who do not share the diagnosis or solutions provided by Gore’s book? And 
how should one relate to the fact that he, and many of his collaborators, have signifi-
cant economic interests in the kinds of solutions suggested, such as the rapidly 
emerging renewables industry? This points to a general problem with changing our 
societies towards sustainability: there is a need to consider the cultural specificities 
of the attitudes of the citizens and communities whose behaviour is to be changed 
by elite initiatives. Do they identify with the visions provided by leading “Earth 
politicians” such as Gore? There is also a need for considering the democratic 
aspects involved: who gets to define the problem, and who gets to define its solu-
tions? These questions are not external to digital devices and applications used for 
sustainability purposes, but rather intrinsic to them. In the next section we describe 
a different approach to issues of interpretation, overlaying and interactivity.

9.2.3  �Lay Cartographers: Sensoring and Layering the Earth

Topographic and satellite imagery become more interesting through bottom-up ini-
tiatives and social movements through which people worldwide contribute to the 
creation of new geographies. Such initiatives may take different shapes according to 
technologies and types of overlaying, but importantly also to how they reconfigure 
previous relations between the private and the public. Communities of volunteer 
virtual cartographers are actually making maps, which often have great impact in 
society. Their maps are several times used as base layers by privately own 
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applications (such as Google maps), organisations and governments. Due to their 
capability for promptly creating new information (as a consequence of the many 
distributed contributors) they have a potential hardly comparable to standard insti-
tutionalised methods. Such initiatives can make a real difference, for instance, in 
disaster situations.

One prominent example is the Ushahidi, an open web platform initially devel-
oped by activists and programmers to map reports of violence in Kenya after the 
post-election fallout at the beginning of 2008 (http://www.ushahidi.com). Ushahidi 
means “testimony” in Swahili, and the name refers to the ways in which the plat-
form enabled citizens and NGOs to report incidences of violence outside of estab-
lished state and media channels:

The Ushahidi engine is there for “everyday” people to let the world know what is happening 
in their area during a crisis, emergency or other situation. Bringing awareness, linking those 
in need to those who can assist, and providing the framework for better visualization of 
information graphically. (Ushahidi 2008a)

The original platform allows cell phone users to tell their stories and geo-locates 
them by placing them on a Google map. Only stories that could be verified by addi-
tional sources were posted. Testimonies and messages were grouped into distinct 
categories according to their content: “Riots”, “Deaths”, “Property loss”, 
“Government forces”, “Civilians”, “Looting”, “Rape”, “Peace efforts” and 
“Internally displaced people” (Ushahidi 2008b). The following quote is an example 
of one report categorised as simultaneously “Riots”, “Deaths” and “Government 
forces”:

Just before celebrating the first month of tranquility in Mathare, The Kenya Police has 
provoked the volatile community to violence ending in the death of an infant, slashing of 
people with machetes and burning of a Matatu commuter bus to ashes in Mathare North. 
Once again as is synonymous with other opposition strongholds, Police violently arrested 
residents of Mathare North indiscriminately. Men women and Children were not spared in 
the raid that was characterized by rapid gun shots equaling the “commando” movie by 
Arnold Swaz to drive away residents from watching the on goings. We decry the barbaric, 
insensitivity and the careless handling of a pregnant woman who latter in the day gave birth 
at Kasarani Police Station. As is common with the dreaded fugitives, the woman was ferried 
to the hospital as if Osama Bin Laden had just been arrested by Mr. Bush. With the sirens 
all over the air, and potholes of Nairobi, the baby was thrown up and down in a rough ride 
to death (Kennedy 2008).

Compared to a situation in which such incidents are allowed to happen outside 
the scrutiny of national and international public attention, it is clear that the Ushahidi 
platform is a strong tool for empowerment. The designers of the platform, being 
activists rather than business or government people, make available and facilitate a 
certain service to connect previously unconnected individuals and sources of infor-
mation. In so doing they provide channels for the creation and communication of 
alternative actions and so also open up for the imagination of alternative futures. 
From a scientific point of view, this may render data inaccurate and of little rele-
vance to experts. However, for a great number of other purposes, such as social 
mobilisation, it is exactly experience, emotion and concern for one’s environment 
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that attract people to geo-referenced applications. Violeta, another Technolife forum 
participant, argues:

(…) the social production of maps, normally online, is becoming such a powerful tool to 
enhance the comprehension of territories (including space and people), social processes, 
expressing denounces, building participatory proposals, and thus taking part on gover-
nance, for not GIS experts. In this sense, accuracy is not so important since the geo-
referenced data is normally quite simple, but it strength is its democratic nature (from de 
Sousa Pedrosa and Vanderlinden 2011)

Later on, the Ushahidi has also been used in other situations of crisis, for instance 
during the Haiti humanitarian disaster. Importantly, users of the software are free to 
change it according to their own needs and purposes, and to re-publish new ver-
sions. In contradistinction to the above approach of Al Gore, activist uses of GIS 
tend towards Open Source solutions, and so seem to be attending more also to the 
democratic aspects, not simply of the actions facilitated by the technology, but also 
of technological innovation itself.

9.2.4  �Living in a Privatised World?

The above mentioned examples differ, both in terms of technologies used and in 
terms of the kinds of public/private relations instigated by them. However, they are 
typically regarded as committed to the promotion of the care and maintenance of 
common spaces and interests of a public nature. That, however, is not a necessary 
consequence of new GIS and digital globes applications: In a number of new GIS-
applications, the line between promoting and weakening public spaces is blurred. 
Steve Graham (2005) has introduced the concept of “software-sorted geographies” 
to describe how geo-demographic information systems are used to characterise 
neighbourhoods in terms of crime rates, accessibility to services, environment, pol-
lution, and school performance. Collective spaces are reconfigured through online 
applications giving easy access to seemingly objective and neutral information 
about living spaces and communities. These tendencies may be seen as especially 
prominent in the Anglo-Saxon world, but also in a number of Latin American coun-
tries where socio-economic differences are high. One example from the UK is 
Upmystreet.com, which gives information on a number of lifestyle related factors 
and issues, such as gyms, schools and shopping, as well as the people living in spe-
cific neighbourhoods. Before buying a house one may investigate the community 
and neighbourhoods across multiple layers of meaning and values. Another interest-
ing example in that respect is offered by the webpage MapTube (http://www.map-
tube.org/), which maps “anti-social behaviour”. Categories range from “Drunken 
Youths” to “Noisy neighbours”, to “Boy Racers” and “Great Community and No 
Problems”.

More and more choices about where to live are nowadays made through online 
services. Insofar as these sites are used as reliable sources for choice, the online world 
defines the quality of the “real” world, the geographical and social environments in 
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which people live. So-called “gated communities” provide secure and comfortable 
living spaces for the affluent, whereas keeping out un-wanted elements, but also 
effectively the rest of society. These types of spaces are strongly reflected and pro-
moted through new digital environments. Here is a quote taken from the Forbes 
Magazine article “The most expensive gated communities in America”. The post is 
about the rating (in “spots”) of those communities:

…I live in the Gaurd Gated community of Mulholland Estates in Beverly Hills, CA, and it 
sounds as if it deserves at least a 5–10 spot. It is 5 min down Mulholland from #2 Bevery 
Park (which I believe is the true #1) it has about 75 homes, 24-armed security, its in the hills 
w/ city views, and homes have been selling for no less than 5,000,000 up until about 
15,000,000. Robbie Williams (I think he’s a British celeb right?) lives down the street, as 
well as Christina Aguilera, Shaq recently moved, Tom Arnold lives here, as well as Loni 
Anderson, and Judge Mathis. But, celebs or not the community is pretty cool…you should 
look it up. (Forbes 2006).

Graham uses the term “un-bundling” in order to describe how such applications 
may work to decompose communities and public spaces: online representations of 
neighbourhoods and communities reconstruct public and common goods as con-
sumer goods and matters for individual preference. The “community” is defined by 
money, status and security is an important value. In the above case one single person 
provides the concrete overlay. But, of course, that expression is made possible by 
the service provider. Through such online platforms choices and selections are pro-
moted in which space is reconfigured according to the imperatives of marketing and 
consumerism.

9.3  �Discussion and Concluding Remarks

More than a decade ago, Batty (1997) suggested that entire new geographies (vir-
tual geographies) were being constituted within the computer with little resem-
blance with the real geographies and moreover that the real geographies were being 
changed through virtual communication. He attributed these changes to the chang-
ing notions of space and place with computers and communication. Finkelberg 
(2007) introduces the notion of neo-geographer, a map user that makes use of tech-
nology previously restricted to professional domains. An amateur map user, whose 
agency, knowledge, and input into the creation of the map is certainly different from 
a professional one, does not require representations of space that stress accuracy 
and precision. Unlike the urban planner or erosion specialist, the neo-geographer 
use of digital maps reflects lived experience. The neo-geographer is all of us who 
use digital globes or any geo-referenced application. Freire and Villar Onrubia 
(2010) suggest that the emerging new-geography and cyber-cartography practices 
are being the “platforms” through which citizenry are being motivated to participate 
and culturally (re)appropriate the public urban space, as well as the stimulus for 
construction of urban imaginaries.
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Overlaying overcomes old physical boundaries, creating other boundaries that 
have little to do with physical space as we are accustomed to think about it, i.e. the 
space that is published and official and describes a specific institutional order that 
few have established. Overlaying generates and aims at establishing and probing 
other rearrangements of geography, politics, communities, etc. and creates newer 
visible or concealed orders. The overlaying activities have been changing the ways 
in which we conceive of space and of its properties. This is not only about newer 
actors taming the concept and properties of space, but also about the ways emergent 
technologies are enacting those processes and their appropriation – a clear example 
of how technologies and social meanings co-evolve. In accordance with this we 
have argued that different modes of imagining and representing the world are liter-
ally constructed through different overlaying of data, embedding in geographical 
systems the many and wider cultural and socio-political settings. Overlaying is a 
mental and technological process through which we imagine the world and our 
place in it. It is about choices of what can be seen and considered, similar to how 
other technologies such as statistics and probabilities are used to create collective 
representations (ultimately to establishing the “normal”). However digital globes 
brings overlaying to a completely different level of aggregation and potentiality, 
with impacts still largely unknown. Almost everything that we do is now geo-
referenced, even the photos we store in the Cloud through the myriad Apps avail-
able. This raises a number of important questions that could not be touched upon 
here, such as: What happen to agency,  anonymity, privacy and reputation when 
people and all their activities become geo-referenced and available to scrutiny by 
“everybody”? For who and for what purposes are data collected, stored and pro-
cessed? What kinds of mechanisms are put in place to guarantee quality, security, 
privacy, dual use, etc.? What happens to quality when we start talking about “big 
data”? Or are these no longer issues? Can one opt-out from the new digital layers, 
become invisible?

Two issues of main importance have been dealt with in this paper. First, we have 
shown how space was disciplined, and how, at the inception of the modern age, this 
was intimately connected to a conception (and indeed a kind of hope) of space as 
embodying objective and neutral properties. At the same time this provided the 
means for a far more powerful political enterprise, map-making, than perhaps fore-
seen. Both of these aspects of space are today reproduced and reconfigured in ways 
too numerous to be dealt with in their entirety (one central example is the self-
presentation of Google Earth as provider of more realism and fun at the same time). 
It is clear that space was never a single sphere or thing, and that as we go digital, 
ubiquitous and different spaces are promoted and produced. Second, we highlighted 
(albeit generally) some ways in which space, as a mediator of human interests and 
communities, takes on new, self-generating traits in the digital age. As we continue 
to make collective choices for what space might become in the future, what kind of 
social imaginaries, interests and self-generating social and technical mechanisms 
are nurtured and allowed to grow? Although also dependent on individual user 
choice and interaction, these are fundamentally collective dynamics and choices. 
Strong imaginaries of space as a private commodity will promote private space and 
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financial power over communal projects and spaces.4 On the other hand, we also 
observe forces driving in other directions, as when local communities and NGOs 
contribute to environmental projects, or when citizens are given new mechanisms 
for holding authorities accountable.

Important aspects of the problem complex relate to impartial and incomplete 
knowledge of the enormous complexity, the many layers, of spatial information. 
These issues cannot be completely disconnected from issues of social justice, power 
and access to information: even as we think we work for the “good”, we may be 
generating information highly useful to people and organisations with other agen-
das and interests. This is what the ICT ethicist Luciano Floridi (2006) has termed 
the Tragedy of the Good Will.

On the background of reflections such as these, we would end with the following 
question: even though we cannot maintain space as a unitary concept in science, 
perhaps are we well advised to keep it as a valuable and flexible concept when we 
think about political, democratic, ethical and environmental issues?
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Chapter 10
Beyond Professional Ethics: GIS, Codes 
of Ethics, and Emerging Challenges

Fanny Verrax

Abstract  This chapter questions the adequateness of GIS (Geographic Information 
Systems) professional ethics by analyzing the URISA’s (“The Urban and Regional 
Information Systems Association”: the broadest association for GIS Professionals) 
Code of Ethics. It starts by a preliminary mapping of ethical issues raised by GIS. Its 
intent is to go beyond the traditional PAPA issues (Privacy, Accuracy, Property, Access) 
by taking into account issues such as space as a construed object, individual identity and 
the issues of scope and scale. After exploring various perspectives on professional codes 
of ethics, it considers how the field of GIS professional ethics have dealt with these 
issues and suggests a dichotomy between academic and professional ethics. It finally 
suggests to rethink the expert-lay people interplay when discussing GIS ethical issues.

Keywords  Philosophy of Technology • Technoethics • Geographic Information 
Systems • Professional codes of ethics

10.1  �Introduction

Along with nanotechnology and biotechnology, geotechnology, including 
Geographic Information Systems (GIS), has been identified by the US Department 
of Labor as one of the three most important emerging and evolving fields (Gewin 
2004). Geographic Information Systems are a tool now used by all industrialized 
countries and their governments in order to represent different ranges of spatial 
data. What makes GIS essentially different from other ICTs (Information and 
Communication Technologies) is that it integrates traditional database with spatially 
referenced data in one organized system. “Its inherent power lies in its flexibility of 
manipulating spatially referenced information about the data and displaying it as 
snapshots of real life phenomenon” (Haque 2003).
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Most of the literature about GIS code of ethics focuses on improper use of GIS 
that is due to the lack of competence or limited knowledge about GIS technology. 
However, according to (Haque 2003), “a large part of GIS use has to do with ethical 
issues that transcend technique, and highlight the need for a broader understanding 
of the role of GIS in a democratic society.” It insists that the argument is not whether 
information and its related technology is intrinsically good or bad, but that “the 
primary concern would be for citizens to ensure that government officials, who have 
access and control the information, hold it in trust.” (Haque 2003).

How have ethical issues arising from the use and development of GIS have been 
considered and identified in the past? How do professional ethics address these 
issues and are current codes of ethics of GIS professionals sufficient? Are there 
other issues or challenges that should be addressed, and how?

10.2  �Preliminary Mapping of GIS Ethical Issues

10.2.1  �Some Lessons Taught by Information Ethics: The PAPA 
Issues

As any new technological device, Geographic Information Systems rise ethical 
challenges: “how to use them in order for them to benefit society as a whole and not 
only private interests? Could they harm individuals or collectives and how to avoid 
that? Are there any uncertainties related to its quick and massive spread and what 
are they?” are some of the questions which could apply to most technological break-
through, and among them GIS.

Three related conceptions of GIS are usually accepted, based on space, rational-
ity or information (Curry 1995). Thus, issues related to information ethics may be 
relevant when considering GIS.  Furthermore, they have been better investigated 
than other issues since information ethics are a quite well-developed field. In its 
pioneer paper “Four Ethical Issues of the Information Age”, (Mason 1986) identi-
fies four major ethical issues which are to be thought about in any activity involving 
information, and which are summarized by the acronym PAPA: Privacy, Accuracy, 
Property, Accessibility.

10.2.1.1  �Privacy

This issue is definitely the most important one, or at least the one that has received 
most attention both from the medias and the general public. For instance, in 2010, 
250,000 inhabitants of Berlin opposed the introduction of Google Street View in 
their city spaces and asked Google to block the images of their houses. “These citi-
zens experienced Google Street View as a technology that allows them to watch and 
to be watched.” (Sune Jepsen et al. Chap. 2, in this volume). Another relevant exam-
ple can be found on the web: a “Yahoo Question” from 2009, asking: “List 5 ethical 
issues that arise from Google Earth?” definitely puts privacy as the leading issue:
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(From http://answers.yahoo.com/question/index?qid=20081220224110AAy7rX7)

Indeed, two forces in GIS such as Google Earth are said to threaten privacy, the 
growth of information technology, and the increased value of information in deci-
sion making. Usually, the danger arises mostly from merging current databases into 
one centralized data bank, what (Mason 1986) calls “the threat of exposure by min-
ute description”.

Some more recent GIS, combined with Web technologies, may reinforce even 
more this public concern over privacy: “Specific GIS applications with strong ethi-
cal considerations include geodemographics, which has the ability to help invade 
personal privacy. With the advent of ever more interlinked Web portals and publicly 
available advanced search engines, the combination of GIS and Web technologies 
has opened up new routes by which privacy can be attacked for legitimate (law 
enforcement), illegitimate (cyberstalkers) and disputed reasons (unwanted direct 
marketing).” (Longhorn 2004). Another danger of centralized database is the reper-
cussion and amplification of possible mistakes, which leads to the issue of 
accuracy.

10.2.1.2  �Accuracy

As stressed by (Mason 1986), “today we are producing so much information about 
so many people and their activities that our exposure to problems of inaccuracy is 
enormous.” Another challenge about accuracy can also be found in the format of the 
information. Indeed, there are numerous examples of information available but in 
the wrong format, with incorrect resolution, or being incomplete.
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10.2.1.3  �Property

Two main questions arise from the issue of property: who owns the information 
displayed in GIS, and how are contributors of a particular knowledge to be compen-
sated? About the first question, two models have been competing forever: privative 
access versus open source. (Mason 1986) makes a comparison between the tradi-
tional pasture as a “common” and the bandwidth as a common, which leads to the 
questions: “How will the limited resource of bandwidth be allocated? Who will 
have access?”. About the second question, (Mason 1986) focuses on expert systems 
to ask: “Is this exchange of property [between the human experts who provide the 
information and those who own the hardware and software] warranted?”. He also 
proposes a parallel with the steam energy industrial society and Jacquard’s weaving 
looms, in which weavers suffered unemployment and degradation.1 Indeed, the 
looms used the technical expertise of weavers and made it at the same time useless, 
since much less weavers were needed.

10.2.1.4  �Access

According to (Mason 1986), in an Information Society, the main ethical challenges 
in order to ensure equity in access to GIS are much broader than just the design or 
property of GIS: it concerns the society as a whole, regarding how the citizens have 
access to education, and what kind of technical and cultural facilities they are 
provided.

10.2.2  �PAPA as an Ethical Dilemma

Another remark ought to be made about the links between those four issues (Privacy, 
Accuracy, Property, Access): although they seem to be all as desirable, there is a 
challenge not to be ignored about their compatibility. The most striking case is 
between the issue of privacy and the issue of access: if the privacy of personal data 
is fully respected, then the access to potentially useful data is very limited. On the 
contrary, if access is to be encouraged, privacy will eventually not be fully respected.

It is an eternal legal and ethical dilemma between citizen right to access informa-
tion, reaffirmed by the UNESCO in 2000 (“Governments need to balance their strat-
egy between preserving the integrity of intellectual property rights (IPRs) and the 
need for broad access to information and knowledge.”) and protection of personal 

1 This weaving loom is a mechanical loom, invented by Joseph Marie Jacquard in 1801, that simpli-
fies the process of manufacturing textiles with complex patterns. The loom is controlled by 
punched cards with punched holes and is therefore considered an important step in the history of 
computing hardware, but led to major social protests (“révolte des Canuts” in Lyon, France) and 
Jacquard himself regretted his whole life the social consequences of his invention.
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privacy  – protected for instance by the Universal Declaration of Human Rights, 
Article 12 (“No one shall be subjected to arbitrary interference with his privacy, 
family, home or correspondence, nor to attacks upon his honour and reputation. 
Everyone has the right to the protection of the law against such interference or 
attacks.”.) In more technical terms, those two issues remind us of the concept of 
“compossibility”, as defined by Leibnitz: two desires, or two states of the world, are 
said to be compossible if they can exist at the same time, which is not the case if we 
consider two ideal states of privacy and access, which could therefore be considered 
“incomparible” issues to a certain extent: it is not possible to have a GIS displaying 
full geospatial data, with no limitations of access whatsoever, and still not threaten-
ing anyone’s feeling or desire for privacy.

Subsequently, we can identify, within the PAPA scheme, an ethical dilemma, 
which is traditionally defined as the conflict between two or more moral impera-
tives. A typical way of addressing such a dilemma in classical approaches to ethics 
would be by either focusing on the practical consequences of the action that is con-
sidered, or focusing on the action in itself, assessing whether it is right or wrong. 
For instance the fact that Google Street View takes pictures which allow identifying 
individual houses, by threatening privacy but improving access to geographical 
information, is definitely an ethical dilemma that can be framed in both approaches. 
One can say that capturing and storing these kind of images is morally wrong, no 
matter what practical consequences will occur, or one can focus on the practical 
consequences it may have, both positive and negative: has it increased burglaries in 
the neighborhood? Is it easier to find the place you want to go now? Have the real 
estate prices dropped or raised or stayed the same? etc. Of course one difficulty of 
this latter approach is that very often in the case of GIS, it is not the consequences 
which occur now that are feared, but the ones which might happen in the future, and 
are therefore very delicate to identify.

Therefore, I disagree with (Böhm and Pfister 2000) when they distinguish two 
judgmental aspects of risk evaluation: evaluation of consequences and ethical con-
siderations. Opposing taking into account consequences and ethical considerations 
is not a fruitful way of solving an ethical dilemma. Instead, considering conse-
quences is a full part of ethical judgment. Such an analysis would avoid a limited 
idea of risk (as probable consequences that can be quantified) and would rather 
focus on uncertainties, unknowns and values. In this light, ethical dilemmas such as 
that presented above cannot be solved by a technical solution: it requires a debate 
between holders of different but explicit values systems.

10.2.3  �Technical Logic Versus Social Logic

This tension between two logics is not specific to GIS, nor to Information Ethics. It 
arises in many fields and has been discussed about many technological develop-
ments. From the point of view of GIS as sciences (GIS standing then for Geographic 
Information Sciences instead of Systems), they are made up of a dynamic interplay 
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of both a technically oriented and top-down logic (i.e. from the experts to lay-
people) and a bottom-up logic (i.e. from citizens to GIS professionals). Those two 
logics can be understood as coming under different dynamics requiring different 
ethical frames.

In philosophy of technology, two lines of arguments have been developed about 
technical systems, which are radically opposed. The first one could be seen as a 
deterministic point of view. It affirms the autonomy of technology, which has been 
good to some point, but could now become dangerous for humans, especially if we 
lose control on it. It is basically the thesis developed by the French philosopher of 
technology Jacques Ellul and his many disciples. On the other side we find the the-
sis of the neutrality of technology, often developed by former engineers or natural 
scientists and who strongly disapprove the first line of arguments.2 Basically, it says 
that any technical system is nor good nor bad, but just a mean to achieve a certain 
end, which is determined by humans, and that moral judgments or ethical issues 
should focus on this end and not on the means which are just means and by defini-
tion neutral. However, are these two approaches opposed or complementary? Every 
technology has a set of values inscribed in its design, whether they become realized 
will depend on the ways in which the technology issued and regulated to a large 
degree.

In the case of GIS, many are those who conceive to see it as an autonomous sys-
tem, at different levels though. According to (Chrisman 2006), the claim for “tech-
nology autonomy” is based on two major tenets: first, technology is seen as engaged 
in a “March of Progress”, which leads from less to more advanced systems; second, 
technology is an imperative to which social institutions and people must adapt. 
Michael R. Curry, a geographer interested in cultural geography and the history of 
geographic ideas affirmed therefore that “in the case of GIS this leads to a kind of 
fatalism, where discussions about the desirability of the development and use of the 
systems are seen as frivolous attempts to push back the tide.” (Curry 1995). This 
reminds us of the Gabor rule (“loi de Gabor”) stating that everything that is possible 
will be necessarily realized, or that every possible combination between available 
technologies will be exhaustively attempted. According to M. R. Curry, this belief 
can lead to heteronomous behavior – which is, non-autonomous, in the sense that 
humans, and among them decision-makers, somehow give up their power to make 
decisions, convinced that it is pointless anyway. This belief also leads to the increas-
ing complexity of technical systems, which has two mains effects. First, this means 
that technological systems have become “black boxes”, from which it is impossible 
to predict results, hence teleogical value systems, which is systems that are aiming 
at a specific predefined goal, become impossible to apply (Winner 1986). Second, 
that complexity leads to an increased division of labor, of which two primary expres-
sions are specialization and expertise.

M. R. Curry’s conclusions were that GIS development would involve necessarily 
ethical inconsistencies. These inconsistencies would not be merely contingent fea-
tures of current practice but necessary features of the system. Whether or not he is 

2 Cf. for instance the German philosopher Friedrich Rapp.
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right, it seems therefore of paramount importance to develop specific frames in 
which ethical issues raised by GIS development and use could be addressed 
properly.

10.2.4  �Going Beyond PAPA: The Specificity of Ethical Issues 
Associated with GIS

If the issues of privacy, accuracy, property and access appear to be quite relevant for 
GIS Ethics, as well as the one opposing top-down and bottom-up approaches, it also 
seems that GIS display a number of characteristics which raise further ethical issues, 
which may not be able to be addressed merely by a general frame of ICT ethics. 
This appeals to what some call “the uniqueness debate”: do geographic information 
systems raise ethical questions that are specific or which can be reduced to old, 
well-known issues in traditional ethics? The uniqueness debate has been quite vivid 
during the early development of information ethics, until the majority of both com-
munities, ethicists and computer scientists answer in the affirmative. In the case of 
GIS, the main specificity of the ethical issues it raise, although not well recognized 
at the present moment, consist in three aspects.

10.2.4.1  �Space as a Constructed Object

From the point of view of the object itself, the space as a treated object allows rep-
resenting, after manipulation of a great amount of data, different phenomena as they 
are inserted in a physical space of personal or social action. And yet these represen-
tations are heavily embedded within the cultural and paradigmatic frames which are 
dominating in the community of GIS practitioners and potentially, they can be 
imposed on human communities living in the treated spaces. Even worse, GIS prac-
titioners consider massively their object, space, as being “objective” and indepen-
dent from any subjective belief. Here, collaboration with ethicists and philosophers 
of science would prove useful in the realization that there is no such thing as an 
“objective object”, and that paradigms in the history of science are indeed very 
often influenced by cultural and social factors. Considering space as a constructed 
object would make both GIS practitioners and GIS users aware of the political and 
social content necessarily present in any GIS. Borders between countries are a typi-
cal example. Further features proposed by Google Earth make it even more obvious: 
what does it mean when a particular place is covered by Panoramio pictures while 
vast spaces seem completely empty and somehow uninteresting?

In this light, the issue of accuracy appears as having important political dimen-
sions. When a country declares its independence, or when a new territory is created, 
the fact that the new name is shown or not in a map is of paramount importance. 
And even when the new state of facts is not contested by anyone, showing it on a 
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map can take some time. For instance, the territory of Nunavut in Canada, with a 
mostly Inuit population, was created on April, 1st 1999, from a separation from the 
Northwest Territories, but only appeared on Google Earth in 2006. And still today, 
even though is it the largest federal territory of Canada, its name requires the biggest 
zoom in order to appear.

10.2.4.2  �Individual Identity and Living Space

At last, Geographic Information Sciences process data which affect individual iden-
tity, in its spatial dimension, which is a dynamic defining element of it. Affecting 
individuals’ space may always transform them. Besides, the existence of huge data-
base connecting personal and spatial information cancels out what (Curry 1995) 
called “the possibility of redemption”. Indeed, our individual identity can be defined 
as selectively making public certain things about ourselves. One important feature 
of this process involves memory: we rely on the fact that there are things about us 
that others will forget, and that there is “the possibility of redemption”. A highly 
organized surveillance system denies that possibility. Paradoxically, it goes with a 
“license to forget”: we need to remember less and less as we have access to more 
and more information, as pointed out by (Winner 1977). Furthermore, digital infor-
mation tends to update itself, the past becoming erased as in Orwell’s science-fiction 
book 1984. In the case of GIS, this can be illustrated by the growing habit to rely on 
updated maps available continuously on our different technical artifacts (personal 
computers, mobile phones, GPS, etc.). This allows us not to remember anything 
about the geographical space we are living or travelling in. It is therefore essential 
that conceptual progress in the ethics of living space shall be integrated in the ethi-
cal reflection on geographical sciences.

10.2.4.3  �The Issues of Scope and Scale: From Technical to Human Issues

GIS are currently facing two issues that are presented as being only technical but 
arise in fact mostly from our human and political conception of how science and 
technology should be ruled. The first issue is the one of scope: “simply there is too 
much data covering too many topics for GIS professionals to have enough bodies 
and subject matter expertise to cover it all.” (Gorman 2011). The second issue is the 
one of scale: “the ability of GIS professionals and their technology architectures to 
deal with the volume and speed of data creation.” (Gorman 2011) “How could these 
issues not be technical?” are you probably wondering. Isn’t it just an issue of hiring 
enough GIS professionals, having enough computers, enough softwares or what-
ever it takes to make GIS run? Well, as stressed by (Gorman 2011), “The scope 
problem is really driven by the GIS dogma of authoritative data” in the sense that in 
most of GIS, data either needs to be created by a GIS professional or validated by 
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them. A more participative, bottom-up approach could then contribute solving the 
issue of scope. But this is again a matter of choice: do we, regular citizens and users 
of GIS, prefer to rely on a technology that is created by experts for our own heter-
onomous use (remember the difference, heteronomous as opposed to autonomous), 
or do we want to try to understand, collectively, how this works, and be a part of it? 
And how do GIS professional codes of ethics allow and frame that choice?

10.3  �Professional Codes of Ethics: Issues and Challenges

10.3.1  �Where Do Professional Ethics Come From?

In a broad meaning, professional ethics have always existed, as they arise from an 
inevitable tension “between the professions’ pursuit of autonomy and the public’s 
demand for accountability” (Frankel 1989, p. 109). Already in the 1950s British 
philosopher Bertrand Russell talked of professional ethics, as being somehow sepa-
rated from the ethics of the ordinary man.

Each profession comes to have its own ethical code, in part different from that of ordinary 
citizens, and in the main more positive. Doctors are bound by the Hippocaratic oath, sol-
diers by the laws of military discipline, priests by a number of rules from which other men 
are exempt. Kings must marry as the interests of the State direct, and not according to the 
promptings of their own inclinations. The positive duties belonging to each profession are 
in part prescribed by law, in part enforced by the opinion of the profession or of the general 
public (Russell 1954, p. 28).

Indeed the examples he gives concern a minority following a vocation, be it 
medicine, the Military, the Church or – the least vocational of all maybe – being part 
of a Royal Family (had Sir Russell not be British though he could probably have 
written the same about political leaders in general). Years later, (Chadwick 1998) 
writes:

Professional ethics is concerned with the values appropriate to certain kinds of occupational 
activity, such as medicine and law, which have been defined traditionally in terms of a body 
of knowledge and an ideal of service to the community; and in which individual profession-
als have a high degree of autonomy in their practice.

As it appears from these two quotations, medicine is the paragon of professional 
ethics, which is easily explained by its vocational aspect, and medical practitioners 
can rely on a large body of ethical guidelines that have reach strong consensus over 
the years. In a more restricted and technical meaning however, professional ethics 
are a phenomenon that arose mostly in the second half of the twentieth century – an 
academic thesis from 1965 identifies the birth of codes of ethics outside the fields of 
law and medicine to three decades earlier, that is the 1930s for the very beginnings 
then (Brown 1965). How did these codes emerge and what are their functions?
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10.3.2  �Modern Codes of Ethics

The very existence of professional codes suggests that it is expected from the prac-
titioners following them to have higher standards than those required by law. If 
somehow constraining, these codes are also massively approved and supported by 
professionals. A survey focusing on three types of professions – accountants, law-
yers and engineers – has shown that in average, more than 80 % of the professionals 
thought it was necessary to have a code of conduct in a given profession (Higgs-
Kleyn and Kapelianis 1999). What does this mean and how do these codes help 
professionals in their daily practice?

Professional Codes of Ethics embody what (Frankel 1989) calls the “society-
profession nexus”, and allow society to keep granting privileges to some profes-
sional bodies in return for their affirmed will to work in a way that is consistent with 
the society’s core values. (Frankel 1989) identifies three main types of professional 
codes, while highlighting that these are often intertwined: aspirational – the code 
consists of “statements of ideals to which practitioners should strive”; educational – 
the code can provide helpful for dealing with specific situations – and regulatory – 
detailed rules that are enforced through a system of monitoring and sanctions. This 
profound hybrid nature of professional codes of ethics accounts for the multiplicity 
of their goals, as well as for many critiques they have received. In his seminal paper, 
(Frankel 1989) also identifies eight functions of professional codes of ethics. I will 
briefly outline each of these functions here as I believe a core issue of professional 
ethics arises from such a description.

	1.	 Enabling document: gives the moral anchor to help the practitioner make more 
informed decisions

	2.	 Source of public evaluation: functions as a basis for the public’s expectations and 
evaluation

	3.	 Professional socialization: gives a sense of group solidarity and common 
purpose

	4.	 Enhance profession’s reputation and public trust: helps persuade the public that 
professionals deserve its confidence and respect

	5.	 Preserve entrenched professional biases: helps secure its members’ professional 
monopoly

	6.	 Deterrent to unethical behavior: creates a monitoring system supported by a 
range of sanctions

	7.	 Support system: creates a legitimate support against improper demands
	8.	 Adjudication: serves as a basis for adjudicating disputes between members or 

between members and outsiders

This multiplicity of functions suggests complex and intertwined relationships 
between three sets of players: the professional community, the individuals working 
inside the community, and society. Some functions form larger clusters that share a 
common objective, for instance, help the individual professional make a better deci-
sion. In its educational aspect, the code can then be seen as an enabling document; 
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professional socialization, allowing potentially fruitful discussions between mem-
bers around shared objectives and challenges, arises from the aspirational perspec-
tive, while the regulatory aspect of the ethical code makes unethical behavior 
deterrent.

What we see however is that in a way, at least half of the functions listed here 
have as a primary goal the preservation of the professional community in itself and 
as it is, two directly (support system and preserve entrenched biases) and two indi-
rectly by legitimizing its existence toward the general public (public evaluation and 
enhance profession’s reputation and public trust). This observation is very similar to 
J.K. Galbraith’s theories on the corporate world (Galbraith 1967) or to Ivan Illich’s 
critique of institutions at large (Illich 1973): entities that become concerned only 
with their own survival, forgetting their initial purpose, whatever it may have been. 
From this perspective, there would be no wonder why practitioners massively sup-
port codes of ethics and codes of conduct: they support them before protecting 
society.

As their discipline grows, is this the path taken by GIS practitioners as well? We 
shall now see whether a specific code of ethics for GIS practitioners, the URISA 
code, intends to fulfill the same functions and whether or not it embodies the three 
types of ethical codes identified earlier – aspirational, educational, regulatory.

10.4  �GIS Professional Ethics: Achievements and Limits

10.4.1  �Do GIS Practitioners Need their Own Professional 
Ethics?

According to (Chadwick 1998) and (Airaksinen 1994), in order to determine if a 
new group of professionals, such as GIS practitioners, should have their own profes-
sional ethics, this profession should meet three demands: (a) rely on a body of 
knowledge (b) and an ideal of service to the community (c) in which individual 
professionals have a high degree of autonomy in their practice. In the case of GIS, 
we can tick (a) without giving it too much thought: yes, GIS need a broad body of 
knowledge, both in geography and computer science. As for (b) and (c), it is less 
clear. Because of the equipment needed, GIS professionals usually work in teams, 
either for companies either for governmental organizations, and the level of auton-
omy of each individual inside these organizations may not be as important as the 
one of a doctor in private practice.

Let us now turn towards how GIS practitioners themselves define their profes-
sion and why they think they may need specific ethics. According to (Craig 2004), 
the reason why GIS practitioners need ethics is because “The GIS professional has 
many opportunities to do harm and to do good. We all try to make the right deci-
sions, but sometimes it is not obvious what that decision should be”. But this is not 
specific to GIS practitioners. In fact, the opportunities to do harm and good are 
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rather less spontaneously obvious for GIS practitioners than they are for many other 
professions – even leaving apart the health care sector, one can probably think of 
professionals such as firemen, policemen, salesmen or teachers as having more 
daily opportunities to do harm and good than a person spending most of her time in 
front of a computer geo-coding spatial data. However, numerous professions have 
developed specific codes of ethics based on the same argument in the early 2000s 
(The main GIS Code of Ethics was published in 2003). (Gaumnitz and Lere 2002) 
for instance identify and analyze 15 Professional Business organizations that have 
their own code of ethics, among which accountants and realtors – we will see fur-
ther down whether their codes of ethics shares similarities with the code of ethics 
developed for GIS practitioners.

The question whether an academic discipline or a field is being aware of the ethi-
cal issues it raises is no binary one. Rather, in an early attempt to categorize GIS 
ethics, (Crampton 1995) suggested that the notion of ethics a discipline holds can be 
considered as passing through four stages:

(a)	 Ignoring ethics (or rather being unaware of ethical issues)
(b)	 Considering ethics from an internal perspective only
(c)	 Considering ethics from both an internal and an external perspective
(d)	 Establishing a dialectical relationship, which modifies both internal and external per-

spectives. (Crampton 1995, p. 85)

The concept of “internal perspective”, drawn from the work of geographer and 
cartographer Brian Harley, means here basically the concern for doing good science 
through sound scientific inquiry, while “external perspective” goes beyond the tech-
nical agenda and acknowledges the presence of an ideological context. Writing in 
1995, J. Crampton considers that GIS Ethics have reached stage b indeed by focus-
ing for instance on the need for “accurate” maps. Works by (O’Looney 1997) or 
(Esnard 1998) can be considered to belong to this same stage, by the focus they have 
on misuses and questionable uses of GIS and how to avoid them. The question 
needs to be asked whether, 15 years later, GIS Ethics have reached a new stage, or 
are still considering ethics within a purely internal perspective  – thus not going 
much beyond the PAPA issues described above.

To address this question properly, it seems that a distinction needs to be drawn 
here between GIS academic ethics and GIS professional ethics. As GIS have evolved 
and developed new features (such as 3D visualization, real-time exploration), it 
seems that academic ethics have construed complex and reflective frameworks to 
accompany those changes. The work by (Sheppard and Cizek 2009) for instance, on 
the ethics of virtual globes software, is remarkable in its capacity to embrace an 
external, holistic perspective. However, the situation may not be the same when it 
comes to GIS Professional Ethics.

Geographers sometimes see themselves as a community which could need pro-
fessional ethics, in a broad sense just as any academics could, about issues of data 
gathering and publication, and in a narrower sense anytime they deal with concepts 
such as space, place or nature, which is, all the time (Proctor 1998). But GIS present 
a specificity among geographers, which call for other needs:
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Ethical issues become more focused as one moves from a particular geographical concept 
to its technical implementation, and finally to its application. For instance, conceiving space 
as an isotropic surface appears innocent enough, until one builds a GIS upon this naïve 
assumption for the purpose of, say, specifying social service facility location. This example 
also suggests the interrelation of ethical issues across the continuum of geography’s episte-
mological process, and points out the severe limitations in a “professional ethics” circum-
scribed solely to questions of research data and publication. (Proctor 1998, p. 14)

These specific needs call for a specific code of ethics for GIS practitioners.

10.4.2  �The URISA Code of Ethics

URISA (The Urban and Regional Information Systems Association), the broadest 
association for GIS Professionals, founded in 1963, acknowledged quite early the 
need for a code of ethics concerning GIS. The URISA Board of Directors therefore 
approved a Code of Ethics in April 2003, which is still in force. The introduction of 
the code clarifies its objectives: “This Code of Ethics is intended to provide guide-
lines for GIS (geographic information system) professionals. It should help profes-
sionals make appropriate and ethical choices. It should provide a basis for evaluating 
their work from an ethical point of view. By heeding this code, GIS professionals 
will help to preserve and enhance public trust in the discipline.” (http://urisa.org/
about/ethics). As duly noted by (Davis 2014) it is truly a professional code in the 
sense that it applies to all professionals and not only members of the Association, to 
the difference of organizational ethics – only applying to the members of the orga-
nization authoring a given code of ethics. This noteworthy difference highlights the 
universal take of the URISA code of ethics and the importance given to society as 
an entity. The code indeed identifies four types of obligations for GIS practitioners, 
towards different targets, and stating that obligations towards society should be pre-
eminent compared to others.

	1.	 Obligations to society: “The GIS professional recognizes the impact of his or 
her work on society as a whole, on subgroups of society including geographic or 
demographic minorities, on future generations, and inclusive of social, eco-
nomic, environmental, or technical fields of endeavor.” These obligations include 
the quality of the data (“do the best work possible”), their accessibility 
(“Contribute to the Community to the Extent Possible, Feasible, and Advisable”), 
and the communication around them (“Speak Out about Issues”).

	2.	 Obligations to Employers and funders: “The GIS professional recognizes that 
he or she has been hired to deliver needed products and services.” Therefore, the 
URISA Code of Ethics recommends to “deliver quality work”, “have a profes-
sional relationship”, and “be honest in representations” – the latter having noth-
ing to do with geographical or numerical representation, what one could have 
expected, but rather with the representation of the work: it goes from “deliver an 
hour’s work for an hour’s pay” to “describe services and products fully”.
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	3.	 Obligations to colleagues and the profession: “The GIS professional recog-
nizes the value of being part of a community of other professionals. Together, we 
support each other and add to the stature of the field.” This passes through both 
respecting the work of others and contributing to the discipline to the extent pos-
sible (for instance by publishing the results so others can learn about them).

	4.	 Obligations to individuals in society: “The GIS professional recognizes the 
impact of his or her work on individual people and will strive to avoid harm to 
them” by respecting individuals and their privacy, for instance by being “espe-
cially careful with new information discovered about an individual through GIS-
based manipulations (such as geo-coding) or the combination of two or more 
databases.”

Those four kinds of obligations seem rather exhaustive, and give the impression 
that the URISA Code of Ethics doesn’t forget any community or any type of issues, 
therefore having reached at least stage c in the classification suggested by (Crampton 
1995) described earlier. However, we will see that it is a moot point.

If we compare the URISA Code with codes from other professions established 
roughly at the same period, we see that some requirements are rather common, 
some original and some forgotten. In their study of 15 professional codes of ethics 
already mentioned earlier, (Gaumnitz and Lere 2002) identify nine major content 
categories in professional codes (see Table 10.1).

Table 10.1  Main values in professional codes of ethics and how URISA relates to them

Specific issue

% of professional 
codes mentioning 
them URISA code of ethics

Confidentiality 100 Yes: “Hold information confidential unless 
authorized to release it.” But in contradiction 
with other statements.

Honesty and integrity 93 Yes: “Practice integrity and not be unduly 
swayed by the demands of others”

Responsibilities to 
employers/clients

93 Yes: “Deliver quality work; Have a 
professional relationship; Be honest in 
representations”.

Obligations to the 
profession

87 Yes: “Respect the work of others; contribute to 
the discipline to the extent possible”

Independence and/or 
objectivity

80 Yes: “Be objective, use due care, and make full 
use of education and skills.”

Legal and/or technical 
compliance

73 No.

Discreditable or harmful 
acts

67 Yes: “The GIS professional recognizes the 
impact of his or her work on individual people 
and will strive to avoid harm to them.”

Social values 40 Somehow
Ethical conflict resolution 20 Somehow
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The first remark here is that the only requirement that is present in all profes-
sional codes, the issue of confidentiality, does appear in the URISA code but seems 
to be in contradiction with other requirements. There is indeed a subsection in the 
URISA code calling for transparency under the title “speak out about issues”. It can 
also be argued that the global aim of GIS practitioners is exactly the opposite of 
confidentiality: disclose and organize geo-coded data to make them available to the 
majority. The code of ethics actually also states, under “Contribute to the Community 
to the extent possible, feasible and advisable” “make data and findings widely avail-
able”. But it also calls for respecting privacy at the individual level. In a word, the 
code seems of little help for GIS practitioners having to make a practical choice 
between disclosure and confidentiality of a specific set of data.

The following issues are present both in business professional organizations 
codes of ethics and in the URISA code: integrity, honesty, responsibility to employ-
ers, obligations to the profession, objectivity.

The legal and technical compliance, mentioned in the vast majority of profes-
sional business organizations’ codes of ethics (73 %) is implicit in the URISA code, 
and is considered as something to go beyond: “Strive to do what is right, not just 
what is legal” (under “Do the best work possible”).

“Social values” do not appear as such in the URISA code. What (Gaumnitz and 
Lere 2002) mean by social values is mostly the obligation to not discriminate, and 
obligations related to the public interest. The first one may be implied in the URISA 
code but is not phrased explicitly, and the second one falls under the general denom-
ination of “society” without further specification. As for the resolution of ethical 
conflicts, several recommendations go in this direction but once again without being 
very specific.

Considering these limitations, it is therefore legitimate to wonder whether the 
URISA Code of Ethics is of much help for GIS practitioners in their daily 
practice.

10.4.3  �The URISA Code of Ethics for GIS Practitioners: 
An Appropriate Charter?

First of all, we cannot help but noticing, with (Craig 2004), that the URISA Code of 
Ethics only gives general guidelines, rather than specific rules of conduct. “For 
example, the text says things like “Be objective, use due care, and make full use of 
education and skills.” It does not say things like which algorithm to use in a certain 
situation or whether a map legend is always required. The emphasis is on making 
GIS professionals aware of their actions and the impact of those actions.” It is well 
understandable that a code cannot provide specific guidelines for all possible situa-
tions a practitioner may encounter throughout their career. It is in fact the very defi-
nition of a professional code, as an enabling document, that “a code may be 
compared to a compass, in that it provides the direction but does not presume to 
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locate the ultimate decision” (Frankel 1989, p. 111). Here however the direction-
providing aspect is questioned, as the given recommendations are so general that the 
very educational part does not seem fully fulfilled. But perhaps this is too much to 
ask from a code of ethics, if it cannot be based on a more general interest in profes-
sional ethics. (Huff 2014) insists on the importance of moral skills for GIS practi-
tioners, as opposed to mere knowledge. He advocates for the inclusion of ethics in 
the academic curriculum of GIS practitioners, “not simply because we want them to 
mean well, we actually want them to do well in their profession”. Maybe this would 
indeed be a way to make GIS codes of ethics more valuable in practice.

Another shortcoming of the code would be that no penalty is planned for those 
who would infringe the Code. Three causes are identified by Craig (2004) for the 
fact that the GIS Code of Ethics was presented without apparatus for penalizing 
those who are thought to violate it: First of all, “not having rules of conduct makes 
it difficult for a jury to judge whether a person is doing the right thing”. Second, 
there is a concern over excessive resources spent on sanctions: the main job of a 
GIS Company is not to punish its employees for ethically questionable conducts. 
Third, there is another concern over potential anti-trust lawsuits coming from 
those whose earning capacity is reduced. Whatever cause is playing the most part 
here, the absence of monitoring and sanctions definitely takes away the regulatory 
aspect of professional codes of ethics identified earlier, thus leaving the URISA 
code to be mostly aspirational, perhaps educational to some extent, but in no sense 
regulatory.

The basic philosophy underlying the URISA code comes from the Kantian 
principle of always treating others with respect and never merely as means to an 
end. But an overwhelming ethical issue arises when there is a conflict between 
obligations to different entities, even though it is specified that “Obligations to 
society shall be paramount when there is conflict with other obligations”: what 
about a conflict between the actions called for in the “obligations to society” and 
those about “individuals in society”? Who should get to decide what is more 
important then? Here it seems that the URISA Code fails to fulfill its adjudica-
tory function.

Finally, the only concrete advice formulated for GIS practitioners facing an ethi-
cal issue is to verbalize it and discuss it with colleagues: “The dialog with a col-
league could help both of you. GIS professionals tend to think of themselves as 
competent people whose main concern is keeping current in the technology. We 
need to admit that we are part of the social world and reflect on the implications of 
our actions (or inaction). Then we will truly be professionals.” concludes (Craig 
2004). This focus on the decision-making process rather than normatively spelling 
out desirable outcomes somehow comes close to Habermas’ discourse ethics. But 
Habermas precisely did not write any code supposedly helping out individuals or 
community making tough decisions, his work is rather concerned with the very pos-
sibility of communication and mutual understanding. Perhaps is this not enough of 
an ambitious objective for a professional code?
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10.5  �Conclusion: Rethinking the Expert-Lay Interplay 
for GIS

In fine, what (Craig 2004) recommends for GIS practitioners to do in order to be 
truly professionals, is to dialogue with their colleagues, to engage in debate with 
other members of society, which is, a democratic process. Now, society as a whole 
might benefit from these interoffice talks, but shouldn’t it be a part of it? We have 
established that many of the ethical challenges raised by GIS depend on the political 
and social context in which GIS are implemented and used. Shouldn’t it be then 
society, and probably GIS companies, as part of society, who should discuss what 
we, lay-persons, GIS users, common citizens, owners of houses which might end up 
in a GIS someday, lost tourists using Googlemaps to find our way, truly want? Do 
we value our privacy more than the possibility of using geo-referenced maps? Do 
we prefer to pay in order to protect our personal data, or maybe have more accurate 
information? Or do we prefer to spend time in participative GIS so that there is a 
shared ownership of the geospatial data we would contribute to? The significance of 
these individual choices is indirectly highlighted by Turner (2006) and Harvey 
(2014) when they remark that the development of mobile phones “will hold far 
more extensive impacts for spatial technology users than today’s $15B/year GIS 
industry” (Harvey 2014, p.  501). As expressed in another paper of this volume 
about the ethical issues raised by the modifications of the human body, the whole 
question is then about “What is the master value of our society?” (Holm 2016, in 
this volume), or rather in plural: what are the values that we take responsibility for, 
or are willing to make sacrifice for?

It appears then that GIS are another illustration of the Kranzberg law, stating that 
technology is deeply embedded in social and cultural contexts, so will be its ethical 
developments, for the good or for the bad. To a large extent, ethical challenges of 
using GIS in democratic societies arise not only and probably not mainly from the 
specific technical characteristics of GIS, but from democracy in itself: wherever a 
democratic system is trustworthy and reliable, both by promoting reliable demo-
cratic institutions and by including citizens in decision-making processes, GIS 
could develop into a legitimated and trustworthy tool for representing space-society 
relations. Within non-democratic settings, we couldn’t help it being a threat to indi-
viduals and society in its whole.

Naturally, a further challenge presented by GIS is that it’s a global phenomenon, 
in every considered sense: GIS do map the earth in its whole, including oceans and 
the atmosphere, GIS companies are based in many countries, employing profession-
als from all origins. It is then very unlikely that we will have in a close future a 
political tool suited to address the ethical issues raised by a worldwide technology 
mapping and framing the territory all human beings, with their different and mostly 
incompatible values systems, live in. Failing which, I would like to suggest at least 
an individual rule of self-consistency: if you, as an individual citizen, are disturbed 
by the existence and spread of GIS such as Google Earth or Google Street View, 
before going to protest in the streets of Berlin, or before signing petitions to 
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powerless political institutions, a necessary, although maybe not always sufficient 
first step is to stop using them, downloading them, enjoying them. GIS would not 
exist without their users. But if you don’t mind having your street or even your 
house visible by all Internet users, well then keep enjoying GIS, with a clear 
conscience.
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Chapter 11
Geoengineering: Reflections on Current 
Debates

Paula Curvelo and Ângela Guimarães Pereira

Abstract  In this paper we propose to investigate the current debates on geoengi-
neering, here considered as an illustrative metaphor of particular technoscientific 
promises and ‘techno-fix’ narratives that are emerging in our society. After a brief 
introduction, where we provide the necessary background to understand the complex 
issues surrounding geoengineering, we discuss the relevance of this investigation. 
We then proceed to explore the controversies behind geoengineering, which start 
with its own definition. The analysis of the current debates around geoengineering 
experimentation, regulation and deployment reveal some of the dominant narratives 
of technoscientific progress and highlight important tensions and frictions in the rela-
tionship between science, policy and society. A reflection on these issues suggests 
the relevance of developing alternative approaches to furthering the ‘democratisation 
and de-alienation’ of geoengineering debates, thus responding to a perceived need 
for more careful consideration of the normative assumptions that lie behind the idea 
of deliberately manipulating Earth’s climate to offset anthropogenic climate change.

Keywords  Climate Engineering • Geoengineering Debates • Climate Change • 
Narrative Inquiry • Master Narratives

11.1  �Introduction

The idea of weather modification and climate manipulation is not new, nor is it asso-
ciated with a particular discipline, branch of knowledge or area of expertise. For this 
reason, the (hi)story of geoengineering – i.e. ‘the deliberate large-scale intervention 
in the Earth’s climate system in order to moderate global warming’ (The Royal 
Society 2009) – may have different beginnings, may explore (or omit) a variety of 
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episodes and may be told from a particular point of view. These ‘qualities’ are visible 
in the fairly recent literature on the topic, where we find a variety of references intro-
ducing and contextualising the emergence of geoengineering technologies: the image 
of Ulysses assisted by, or being a victim of, deliberate weather modification schemes 
brought about by various gods and goddesses; the tempest conjured up by Prospero 
in William Shakespeare’s play of the same name (Schneider 1996); the diabolical 
plan to tilt the Earth’s axis and melt the polar ice in Jules Verne’s novel The Purchase 
of the North Pole (Fleming 2006); the various attempts at artificial rainmaking 
(Fountain 2003; Fleming 2007, 2010), in what Robert DeCourcy Ward called the 
stage of ‘production’ (Ward 1930); the weather control fantasies of military planners 
and the way these visions shaped some of the weather modification programmes in 
the Cold War era (Bonnheim 2010; Fleming 2006, 2010; Keith 2000); the common 
links with the concept of ‘terraforming’ (Fleming 2010; Yanarella and Rice 2011) 
and the way its literature (both scientific and fictional) is trying to fill the gaps that 
still exist in geoengineering literature (Keith 2000).

These are but a few examples of the ubiquitous and eclectic ideas that, in some 
way, share a common theme with current geoengineering proposals: that which 
relates human expectations, fears and fantasies with the recurring appeal of the 
control of nature. Hence, even though some may appear unconnected with the his-
tory of geoengineering, such ideas are nonetheless useful in reminding us that recent 
proposals to geoengineer the climate are just one contemporary manifestation of 
man’s long-standing desire to control nature – an early-twenty-first-century embodi-
ment of the ‘Baconian project’ of human mastery over nature.

By looking at ‘the long history of deceptive and delusional attempts to control 
nature’, Fleming identifies three cycles of ‘promise and hype’ that capture the path-
ological features of weather and climate control schemes (Fleming 2006, 2007).

The first cycle, the ‘Pluviculturalists’, began in the 1840s with the work of the 
meteorologist James Pollard Espy, who propounded a theory of artificial rainmak-
ing by lighting huge fires.

The second cycle, ‘Cloud seeding in the Cold War and Vietnam War eras’, began 
in 1946 with the pioneer experiments in cloud seeding by Irving Langmuir and his 
associates at the General Electric Research Laboratory, which rapidly evolved from 
lab science experiments to commercial rainmaking applications, and ultimately ‘the 
attempted weaponization of the clouds’ (Fleming 2006).

Three decades later, the term geoengineering was coined by the physicist Cesare 
Marchetti to describe a proposal for tackling the problem of CO2 control in the atmo-
sphere with a CO2 management system, where ‘CO2 is collected at proper fuel trans-
formation points and finally injected into the deep seas taking advantage of natural 
thermohaline circulations’ (Marchetti 1977). Almost at the same time, on the other 
side of the globe, the Russian climatologist Mikhail Budyko was probing the poten-
tial of different techniques to modify the aerosol layer of the stratosphere to prevent 
the warming of the climate (Bonnheim 2010; Budyko 1977; Schneider 1996).

However, it was only at the beginning of this century that geoengineering entered 
the mainstream debate on climate change. According to Fleming, the beginning of 
the third cycle, ‘Weather modification in the 21st century’ – in which ‘discussion of 
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weather and climate modification has returned to the science-policy agenda, framed 
as seemingly inevitable responses to killer storms and global warming’ – coincides 
with the publication of the U.S. National Research Council report titled “Critical 
Issues in Weather Modification Research” (National Research Council 2003), and 
the report commissioned by the U.S.  Pentagon, “An Abrupt Climate Change 
Scenario and its Implications for United States National Security” (Schwartz and 
Randall 2003). But perhaps the most important impetus came in 2006, with the 
publication of an editorial essay by Nobel laureate Paul Crutzen in the journal 
Climatic Change (Crutzen 2006) that brought discussions of geoengineering more 
squarely into the focus of scientific debates (Pielke, Roger Jr. 2010).

Yet, to fully understand these events, we have to consider them in the context of 
increasing doubt and disbelief regarding the commitment of the international com-
munity to adequately respond to the problem of global warming. In fact, throughout 
the twenty-first century, the geoengineering discourse has been closely coupled 
with the climate change agenda, being affected by its major convulsions in the sci-
entific and political arenas.

Lastly, the continued misunderstanding and disbelief in the science of climate 
change, the recognition that global warming is the net result of various institutional 
failures, and the recent tendency to favour transformational (rather than incremen-
tal) responses to this problem, appear to have combined with the major uncertainties 
of climate change to provide the conditions for geoengineering to emerge as a para-
digmatic case ‘where facts are uncertain, values in dispute, stakes high and deci-
sions urgent’ (Funtowicz and Ravetz 1993, 1994a).

11.2  �Exploring Geoengineering Debates

Though the idea of weather and climate control is not new, the purpose and extent of 
climate modification proposals since the beginning of this century seem to have over-
taken the original concepts and the scientific questions from which they arose, and have 
been appropriated by the competing interests that surround climate change science.

The environmental problems and scientific uncertainties that many of the climate 
engineering schemes evoke are being brought to the centre of the climate change 
debate, feeding environmental controversies and bringing to light value disputes at 
the same time as the discourse becomes more and more politicised (Sarewitz 2004).

Against this background, the analysis of geoengineering debates may contribute 
not only to uncovering the variety of knowledge, values and interests that compete 
in the climate change science, but also to mapping the dynamics of these debates in 
the context of the major narratives that are emerging in our society—thus seen as a 
valuable approach to understanding the mutual co-production of science and society, 
in which ‘scientific knowledge both embeds and is embedded in social identities, 
institutions, representations and discourses’ (Jasanoff 2004).

In this context, approaching geoengineering in a holistic manner is another way 
of looking at the problem of climate change and the ‘scalar dislocations’ it intro-
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duces in modern systems of experience and understanding (Jasanoff 2010). In fact, 
the ethical, political, environmental and social considerations that surround the 
debates on geoengineering seem to offer a privileged perspective for rethinking the 
human place in nature.

11.2.1  �Debates Around the Definition of Geoengineering

We start the analysis of current debates on geoengineering by focusing on the major 
disputes around the definition of geoengineering – a term on which the scientific 
community seems far from reaching a consensus, as has been pointed out by several 
authors and was made clear in the 2011 IPCC expert meeting on geoengineering.

A substantial amount of time in the Expert Meeting was spent in discussing terminology in 
and around geoengineering. This underlines the ambiguities associated with the term geo-
engineering and the range of opinions on the subject (Boucher et al. 2011, p. 2).

In fact, many of the controversies surrounding geoengineering start with the lack 
of consensus regarding the broadness and significance of the term. A look at the 
recent literature on the topic (scientific articles, books, policy reports and media 
articles) reveals two major sources of disagreement. The first of these is the different 
meanings attributed to the term. One example of this may be seen in the confronta-
tion between those authors that suggest that we began geoengineering the Earth’s 
climate when we started causing significant disturbances to the planetary environ-
ment (resulting in a definition of geoengineering closely related to that of the 
‘Anthropocene’1 (Crutzen and Stoermer 2000)), and those espousing definitions that 
highlight the particular characteristics of the actions carried out with different cli-
mate engineering techniques.

In its broadest sense, geoengineering involves deliberately modifying the Earth system and 
its processes to suit societal needs and improve the planet’s habitability. During recent 
years, discussions of this controversial concept have been confined largely to global-scale 
engineering approaches intended to counteract the effects of anthropogenic climate change. 
Proponents of geoengineering point out that humans have been modifying the Earth system 
and its processes unintentionally for some time; therefore, why not do it in a deliberate 
manner with specific goals in mind? (Greene et al. 2010).

As the above quotation suggests, a broad definition of geoengineering tends to 
underestimate the arguments against the most controversial schemes to modify the 
energy balance of the atmosphere. By contrast, a narrow definition of the term 
highlights the intentionality of geoengineering actions, thus calling for a critical 
examination of the ethical, social, and political issues raised by these proposals.

But even if general agreement could be achieved on the particularities of geoen-
gineering actions, the different types of proposals that the term encompasses seem 

1 Paul Crutzen and Eugene Stoermer coined the term Anthropocene to describe a new geological 
epoch, ‘in which humankind has emerged as a globally significant—and potentially intelligent—
force capable of reshaping the face of the planet’ (Clark et al. 2004) .
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to be a second source of fuzziness more difficult to address. To illustrate this, we 
briefly present the two different families of methods into which geoengineering 
schemes are usually classified (The Royal Society 2009):

	(i)	 Carbon Dioxide Removal (CDR) methods, which aim to reduce the concentra-
tion of CO2 in the atmosphere and transfer it to long-lived reservoirs, and

	(ii)	 Solar Radiation Management (SRM) methods, which aim to reduce the amount 
of solar energy absorbed by the Earth.

The first family of methods includes large-scale engineering approaches, which 
use either chemical or physical processes to directly remove CO2 from the atmo-
sphere or the oceans, (e.g. engineered air capture and enhanced weathering tech-
niques), and biologically-based methods seeking to simulate or enhance natural 
carbon storage processes (e.g. afforestation and reforestation, biomass and biochar, 
ocean fertilisation methods, among others).

The second family of methods includes some of the most controversial geoengi-
neering proposals. Four major groups of techniques have been proposed to reduce 
the incidence and absorption of incoming solar radiation: (i) Space-based 
approaches – reducing the amount of solar energy reaching the Earth by positioning 
sun-shields in space with the aim of reflecting or deflecting solar radiation; (ii) 
Changes in stratospheric aerosols – injecting sulphates or other types of particles 
into the upper atmosphere, with the aim of increasing the scattering of sunlight back 
to space; (iii) Increases in cloud reflectivity – increasing the concentration of cloud-
condensation nuclei in the lower atmosphere, particularly over ocean areas, thereby 
whitening clouds with the aim of increasing the reflection of solar radiation; and (iv) 
Increases in surface albedo  – modifying land or ocean surfaces with the aim of 
reflecting more solar radiation out to space (The Royal Society 2009; Williamson 
et al. 2012, p. 26).

As this brief overview suggests, the different technological characteristics of 
these proposals, the different costs estimated for each method, the potential efficacy 
of their use, the levels of uncertainty associated with their deployment, and the dis-
tinctive risks they raise result in a multitude of solutions that seem difficult to bring 
together under the broad umbrella of the term geoengineering.

One of the first attempts to clarify the ambiguity of the term was made in 1996 
by Thomas Schelling, who identified the features that geoengineering seems to 
imply: global, intentional and unnatural interventions (Schelling 1996). Four years 
later, David Keith took this proposal further by pointing to the three core attributes 
that serve as ‘markers of geoengineering’ actions: the scale (global or continental), 
the intent (the deliberate nature of the action rather than a side effect of it) and the 
degree to which the action is a countervailing measure (Keith 2000). The reasons for 
replacing ‘unnatural’ features by the ‘degree to which the action is a countervailing 
measure’ were not properly explained – even though this had implications for the 
type of proposals that the term encompasses.2

2 In order to exemplify these implications it seems appropriate to refer briefly to the use of weather 
modification techniques (such as cloud seeding and hurricane suppression) that are taking place in 
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Nevertheless, these three markers seem to translate the meaning of the term geo-
engineering as commonly used by the scientific community nowadays, furthering 
the conceptual distinction between geoengineering proposals and other responses to 
climate change.

However, in considering the ethical issues raised by these technologies, it becomes 
clear that these markers tend to hinder the various values, rationales and normative 
assumptions underlying the range of CDR and SRM techniques considered under the 
broad umbrella of the term geoengineering. As mentioned by Gardiner, the ethical 
discussion of geoengineering is made more difficult by the complexity of the terrain:

First, a number of interventions are already being proposed for combating climate change, 
and it is not clear that all of them should be classified together. For example, some suggest 
deflecting a small percentage of incoming radiation from the Sun by placing huge mirrors 
at the Legrange point between it and the Earth, some advocate fertilizing the oceans with 
plant life to soak up more carbon dioxide, some suggest a massive program of reforestation, 
and some propose capturing vast quantities of emissions from power plants and burying 
them in sedimentary rock deep underground. But do these interventions raise the same 
issues? Should we count all of them as “geoengineering”? (Gardiner 2010, p. 285).

To overcome the obstacles raised by the broadness of the term, Bunzl appeals to 
the methodological distinction between small ‘g’ proposals and big ‘G’ proposals.3 
According to the author, this distinction is fundamental to deconstructing some of 
the common arguments for advancing further and faster in geoengineering research. 
In fact, because big ‘G’ proposals fall into a specific class of scientific endeavours 
(where the object of interest is not ‘modular’ or ‘encapsulated’), they generate a set 

many countries around the world. As recently stated by the World Meteorological Organisation: 
‘since the 1980’s there has been a decline in support for weather modification research, and a 
tendency to move directly into operational projects’ (WMO 2010). Given the similarities between 
weather modification (WM) techniques and some geoengineering methods, the concerns raised by 
the increasing number of WM operational programmes (fog dispersion, rain and snow enhance-
ment and hail suppression) have gained momentum in the context of the contemporary debates on 
geoengineering—leading, almost inevitably, to a discussion on the criteria that differentiate these 
two domains. However, although widely mentioned, the scale marker seems to be insufficient to 
exclude WM techniques from the vast range of methods that the term geoengineering encom-
passes. This becomes clear from the way the ‘countervailing measure criterion’ has been evoked, 
namely by drawing attention to the differences between ‘weather’ and ‘climate’ modification tech-
niques, and to the far-reaching consequences of the latter: ‘Weather modifications such as cloud 
seeding which affect the weather for no longer than a season, in our view, do not fall within the 
definition of geoengineering (…) We conclude that weather techniques such as cloud seeding 
should not be included within the definition of geoengineering used for the purposes of activities 
designed to effect a change in the global climate with the aim of minimising or reversing anthro-
pogenic climate change’ (UK House of Commons. Science and Technology Committee 2010, 
p. 15). Nonetheless, it is telling that according to this same report: ‘Cloud seeding could affect 
climate when carried out over a long period’ (Idem).
3 ‘Of course there is geoengineering and then there is GEOENGINEERING.  Nobody gets very 
wound up about the idea of planting trees or painting roofs white as instances of geoengineering—
which is not to say that they will necessarily do much good. The kind of geoengineering that elicits 
howls of disapproval is grander than this—it is things like space mirrors, sulphur injection into the 
upper atmosphere, and iron fertilisation of the oceans—it is the idea of intervention on a grand 
scale’ (Bunzl 2009).
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of methodological challenges, allowing the moral argument as to ‘whether research 
should be done’ to give way to the methodological argument as to ‘whether it could 
be done’—thus shifting the burden of proof to the proponents of geoengineering.

But what if the object of your interest is not modular or encapsulated? What do you do 
then? For that, after all, is the feature that big “G” geoengineering proposals have in com-
mon. They call for interventions on systems that lack just this characteristic. You cannot 
encapsulate part of the atmosphere and it is too complex to be able to build a realistic non-
virtual model at scale. As such, it is reasonable to ask whether we could ever have a sound 
basis for moving to full deployment of any such proposed intervention. And if not, then 
why bother to even research such proposals in the first place? (Bunzl 2009, p. 2).

It seems most reasonable to question the feasibility of geoengineering research 
in light of its object of interest. Indeed, the pressure of practice under which science 
operates today (Carrier 2011) is giving rise to the emergence of new objects of 
research – ambivalent beings, hybrid products and theoretically constructed objects 
through which we gain a new understanding and control of nature – that call for a 
more careful consideration of the complex narratives and practices of science and 
technology (Latour 1987; Funtowicz and Ravetz 1993, 1994a, b; Haraway 1997; 
Law 2002; Michael 2006).

Following this appeal, some authors have suggested that it is precisely at the 
level of these objects of research that we can find the meaningful distinction between 
science and technoscience, an ontological difference that ‘becomes more explicit 
when research results are presented in particular settings and when the objects of 
research are exhibited for the specific interest they hold’ (Bensaude-Vincent et al. 
2011, p. 365). Accordingly, and by way of illustration, it could be said that when the 
result of a global climate model experiment is presented as scientific evidence for 
understanding the role of aerosols in climate forcing, this would conform to tradi-
tional conceptions of science. However, when sulphate aerosols are presented for 
their capacity to counteract the climate forcing of growing CO2 emissions, this 
should be seen as a ‘hallmark of technoscience’.

As we will see next, many of the controversies surrounding geoengineering go 
beyond the ambiguities of the term. However, and as pointed by Bunzl, some impor-
tant questions regarding the research, governance and deployment of these tech-
nologies can only be properly answered if we consider the significant differences 
between the multitude of proposals that the term encompasses.

11.3  �Unveiling the Multiple Narratives 
Behind Geoengineering Discourses

An overview of the subject of geoengineering may be extremely illustrative, but 
also bewildering, with regard to the controversies that the term encompasses. At 
first glance, one may be frightened by the revisited version of Edvard Munch’s ‘The 
Scream’ on the cover of the report of the ETC Group, entitled ‘Geopiracy – The 
Case Against Geoengineering’ (ETC Group 2010). Perhaps one may also find this 
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reference in a suggested comparison between the way the Krakatoa eruption inspired 
Munch to create this work and the way the eruption of Pinatubo inspired geoengi-
neers to cool the Earth (Hamilton 2010). One may come across the variety of histo-
ries that feed ‘chemtrails’ theories,4 or one of the scientific studies that compare 
different geoengineering options (Keith and Dowlatabadi 1992; Keith 2000; 
National Research Council 1992; Vaughan and Lenton 2011). By chance, one may 
stumble over a few of the various attempts to rank these options: some evocative but 
difficult to assess (Adam 2009), others suggesting a scientific asset (Boyd 2008; 
Lenton and Vaughan 2009; The Royal Society 2009), and yet others being sarcastic 
about this last possibility (Singer-Vine 2010). Lastly, one will most likely end up 
with Meinrat Andreae’s decadent image of our society’s addiction to fossil fuels, 
‘It’s like a junkie figuring out new ways of stealing from his children’ (Morton 
2007), or with one of the many meaningful terms that populate the geoengineering 
world: ‘back-up plan’ (Inman 2010); ‘catastrophic climate change’(Gardiner 2011; 
Hegerl and Solomon 2009); ‘climate anxiety’ (Bonnheim 2010); ‘covert geoengi-
neering’ (Lawrence 2006); ‘emergency brake’ (Brovkin et al. 2009); ‘fallback strat-
egy’ (Keith 2002; Keith and Dowlatabadi 1992); ‘geohack’ (Singer-Vine 2010); 
‘global thermostat’ (Goodell 2010); ‘planet-hacking techniques’ (Kintisch 2010); 
‘planetary medicine’ (Lovelock 2008, 2009); ‘predatory geoengineering’ (Gardiner 
2011); ‘retooling the planet’ (Bronson et al. 2009); ‘stopgap’ (Barrett 2008; Bunzl 
2009); ‘technological fix’ (Montenegro and Greenwood 2009).

Despite the confusion a first glance may suggest, a more detailed analysis of the 
literature in the field may be extremely valuable in understanding the particular 
kinds of knowledge, values and interests that are competing in the climate change 
debate and in uncovering some of the dominant narratives that operate at different 
levels of society.

One reasonable and logical way of digging through the debates on geoengineer-
ing is ‘to collect, structure, and relate the very different arguments that have been 
advanced for and against climate engineering’ (Rickels et al. 2011): the ‘moral haz-
ard argument’ (The Royal Society 2009); the ‘slippery slope’ argument; the ‘techni-
cal fix’ argument; the ‘unpredictability’ argument (Keith 2000); the ‘lesser evil’ 
argument; the ‘arm the future’ argument, the ‘cost-effectiveness’ argument; the 
‘research first’ argument; the ‘stalking horse’ argument (Gardiner 2010, 2011); the 
‘common sense’ argument (Jamieson 1996); the ‘desperation argument’ (Gardiner 
2012), etc. These different arguments tend to be linked around the main theses that 
have been identified in the debate on the pros and cons of geoengineering research 
and deployment (Betz and Cacean 2012; Rickels et al. 2011) and illustrate the diver-
sity of attempts in this area. Many of these arguments emerge in the debates in and 
around the ‘grey zones’, or interfaces, between science, policy and society (Siune 
et al. 2009), and can be grouped, for systematisation purposes, into three intercon-
nected domains: (i) geoengineering research and experimentation; (ii) geoengineer-

4 The term ‘chemtrail’ is derived from ‘chemical trail’ and specifically refers to chemical or biologi-
cal agent trails left by aircraft for a purpose undisclosed to the general public, allegedly causing 
respiratory illnesses and other health problems.
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ing regulation and governance, and (iii) geoengineering implementation and misuse 
(Fig. 11.1).

11.3.1  �Geoengineering Research and Experimentation

In this first domain, we have identified some of the most active disputes over geoen-
gineering, which is not surprising given that research is the stage where much of the 
geoengineering proposals currently are at and experimentation is the expected next 
step. The construction of the arguments varies, but in general they fall into three 
major groups:

	 (i)	 The first group holds that geoengineering, along with mitigation and adapta-
tion, is a valid and unavoidable response to climate change, so we must invest 
in geoengineering research in order to be prepared for a likely climate 
emergency:

The rate of increase of climate change, along with the continuing increase 
in emissions of greenhouse gases, has created a very serious predicament 
for the world. Drastically reducing the world’s use of fossil fuels will take 
time and may raise near-term costs for energy, even after the effort gets seri-
ously started and production costs for new energy technologies drop. As a 
result, global warming is likely to press up against or even exceed the level 
that the Commission of European Communities, for example, has con-
cluded is likely to lead to dangerous and unacceptable consequences. For 

Fig. 11.1  Domains within 
which current debates on 
geoengineering can be 
grouped
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this reason, it seems prudent for the nations of the world to initiate an effort 
in geoengineering (…) (MacCracken 2009, p. 33).

This argument finds its support in two inter-related narratives of technosci-
entific progress that tend to shape and frame key dimensions of science and 
governance: the risk of dismissing a ‘promising technology’ and the ‘speed 
imperative’ that impels us to act immediately ‘before it is too late’ (Felt 
et al. 2007). Furthermore, this argument often appears coupled with another, 
that of the ‘incredible economics of geoengineering’ (Barrett 2008).

	(ii)	 The second group, and perhaps the most significant, regards geoengineering 
with reserve but considers it would be a mistake to ban geoengineering research 
without first reducing the uncertainties surrounding the associated benefits and 
risks, claiming that it is premature to discard these options without carrying out 
adequate, though ‘moderate’, research into the topic (Blackstock and Long 
2010; Blackstock et al. 2009; Robock 2008, 2011).

The reasons why geoengineering may be a bad idea are manifold, though a 
moderate investment in theoretical geoengineering research might help sci-
entists to determine whether or not it is a bad idea (Robock 2008).
This strong argument is sustained by the new credo of ‘evidence-based’ 
decision making, where facts must precede any exercise of values.

	(iii)	 The third group comprises arguments against geoengineering research – par-
ticularly research into SRM methods. The arguments are of two kinds:

•	 those opposing geoengineering solutions on principle, on the basis of the 
common sense belief that ‘two wrongs do not make a right’, and

•	 those challenging the soundness of the arguments in favour of geoengineer-
ing research, in this way trying to deconstruct some of the narratives on 
which they are based.

Since the first kind of argument concerns the validity of geoengineering solu-
tions, it does not directly address the specific case of geoengineering research 
(which is assumed to be as doubtful as the concept itself). Here, we can find many 
of the arguments that try to demolish the ‘techno-fix’ ideas behind geoengineering 
solutions: SRM methods do not address the root cause of anthropogenic climate 
change; geoengineering is ‘unnatural’ and SRM technologies are objectionable 
(Jamieson 1996; NERC 2010a, b); we have to find a place consistent with the limits 
of nature (Bunzl 2009) and technology cannot replace the process of ‘social engi-
neering’ (Weinberg 1991) that this goal implies.

The second kind of argument against geoengineering research tends to emerge in 
the ethical discussion of the subject (Keith 2000; Gardiner 2011; Bunzl 2009; Victor 
et al. 2009; Jamieson 1996; Hamilton 2013). Morrow, Kopp and Oppenheimer pres-
ent a clear synthesis of these arguments:

P. Curvelo and Â. Guimarães Pereira



173

There are four ethical reasons to worry about performing climatic SWCE5 research at all, 
over and above its effects on humans, animals, and ecosystems. First, pursuing SWCE solu-
tions to climate change may create a moral hazard, exacerbating the challenge of mitigating 
emissions. Second, SWCE research may lead to development of technologies that could be 
used for nefarious purposes. Third, beginning SWCE research in earnest may create interest 
groups within scientific or business communities that would have strong incentives to push 
for SWCE (or at least SWCE research) even if it turns out to be unwise. Finally, money 
spent on SWCE research is unavailable for other kinds of research, such as on the mitiga-
tion of or adaptation to climate change (Morrow et al. 2009).

Discussions about governance mechanisms and basic principles to guide future 
geoengineering research tend to highlight the profound reorientation of technosci-
entific practices in contemporary societies – of what has been seen as a major shift 
from the ‘laboratory ideal’ to the ‘field ideal’ of experimentation (Schwarz and 
Krohn 2011). Indeed, the recognition that ‘several geoengineering technologies are 
demonstrably non-encapsulated’ (Bracmort and Lattanzio 2013, p. 5) tends to fur-
ther polarise the debate. On the one hand, those who call for ‘a moratorium on all 
geoengineering activities outside the laboratory’ (ETC Group 2010, p. 40). On the 
other hand, those who consider that the ‘least risky option would involve starting 
with small-scale field experiments and gradually ramping up the scale’ (Eccleston 
and March 2011, p. 358).

Another key question is how to address further research. Proponents of further research 
argue that it is needed in order to obtain reliable information about the feasibility and risks. 
However, this would at some stage require real-world field experiments that would have to 
be gradually scaled up in order to know the impacts of a particular technique and whether 
it is effective. Apart from the difficulty of drawing the line between research and deploy-
ment, most existing rules of international law do not make this distinction (Bodle 2013, 
p. 468).

And once again, Morrow, Kopp and Oppenheimer provide an interesting point of 
view on this subject, introducing the ‘narrative of ethics’ to the debate, and suggest-
ing that climatic SWCE research6 is very similar to nuclear weapons testing. They 
thus propose careful ethical consideration guided by three principles derived from 
the ethics literature on research with human and animal subjects:

The Principle of Respect requires that the scientific community secure the global public’s 
consent, which would need to be voiced through their representatives and given for any 
studies within specified parameters, rather than on a case-by-case basis. The Principle of 
Beneficence and Justice requires that researchers strive for a favorable risk-benefit ratio and 
a fair distribution of risks and anticipated benefits, all while protecting the basic rights of 
the individuals affected. Finally, the Principle of Minimization requires that no study last 
longer, cover a greater geographical extent, or exert a greater influence on the climate than 
is necessary to test the specific hypotheses in question (Morrow et al. 2009, p. 1).

5 In this paper the authors refer to SRM as “short-wave climate engineering” (SWCE).
6 According to the authors, other kinds of climate engineering research (such as modelling studies 
and engineering studies) do not raise the same concerns as climatic studies – which aim ‘to deter-
mine the climatic response to climate engineering and therefore could have widespread impacts on 
both human populations and the biosphere’.
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A similar position was articulated in the “Oxford Principles”, a set of five over-
arching principles for governance of geoengineering research: (i) geoengineering to 
be regulated as a public good; (ii) public participation in geoengineering decision-
making; (iii) disclosure of geoengineering research and open publication of results; 
(iv) independent assessment of impacts; and (v) governance before deployment 
(Rayner et al. 2009; Rayner et al. 2013). This leads us to the second domain of the 
geoengineering debate: that of geoengineering regulation and governance.

11.3.2  �Geoengineering Regulation and Governance

In this second domain, the debate revolves around two main concerns: the need (i) 
to regulate specific geoengineering activities (large-scale research projects, small-
scale field tests, field experiments, trial deployment and implementation) and (ii) to 
balance carefully the technical, legal, ethical, economic and social concerns in a 
policy and governance framework, which is ‘international in scope and remains 
flexible in light of fresh evidence’ (The Royal Society 2009). If the first domain 
suggests that we are in the sphere of geoengineering science, here we feel we are 
crossing into the sphere of geoengineering politics:

As geoengineering is considered more seriously, the question of norms to govern deploy-
ment will arise. Norms might be needed not only to determine when such systems might be 
used but also the kinds of evaluations that geoengineers might be required to make before 
deployment, compensation for parties harmed, cost sharing, and commitments to maintain 
geoengineering systems once deployed (Victor 2008, p. 330).

In fact, in this second domain the debate tends to move from the functioning of 
science to its interactions with policy and society, particularly by exploring three 
major narratives:

	 (i)	 The narrative of ethics, which introduces the questions of public value into the 
geoengineering field to overcome the difficulties of ensuring ‘citizen represen-
tation’ and the concerns of legitimacy associated with this (thus providing the 
basis for discussing the permissibility of the most controversial schemes and 
becoming an important legitimising factor for geoengineering activities). In 
the debate on geoengineering regulation and governance, this narrative focuses 
primarily on the concepts of fairness and justice, drawing upon formulations of 
environmental ethics and ethical and legal guidelines for human and animal 
subjects research (Keith 2002; Morrow et al. 2009; Miller 2010a):

Yet, for me, phrases like “legitimate international process” and “all stake-
holders” sound too much like climate scientists and government diplomats 
getting together to decide the fate of the planet. That hasn’t worked so well 
so far, and not only because vulnerable developing countries have not been 
adequately consulted. So what kind of governance process do we need? To 
my mind, a potentially potent analogy is that of informed consent in human 
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subjects research. Just like geoengineering research, human subjects 
research brings potentially significant public and private benefits by allevi-
ating disease, injury, and even death. Yet, because such research is also very 
dangerous, societies have adopted strict regulations for the conditions under 
which that research can be done (Miller 2010a).

	(ii)	 The narrative of failure, which spotlights the side effects and unintended con-
sequences of geoengineering proposals, and therefore calls for the adoption of 
precautionary approaches and global, transparent and effective control and 
regulatory mechanisms. This narrative informs the politics of geoengineering, 
being particularly evident in the discussion of the risks surrounding field 
experiments with such technologies, concerns about unilateral attempts to con-
duct large-scale geoengineering actions, and the way they may weaken con-
ventional mitigation and adaptation efforts, in what is referred to as the ‘moral 
hazard’ argument:

In the context of geoengineering, the risk is that major efforts in geoengi-
neering may lead to a reduction of effort in mitigation and/or adaptation 
because of a premature conviction that geoengineering has provided ‘insur-
ance’ against climate change (The Royal Society 2009, p. 37).

	(iii)	 Lastly, the ‘valid science’ narrative, suggesting possible ways to promote fur-
ther ‘strategic research’ in the geoengineering field, the establishment of 
appropriate institutions for geoengineering governance, and greater citizen 
involvement, and calling for climate change science to become more critically 
reflective about its own role and impact. The ‘valid science’ narrative, appears 
under different forms on discourses of geoengineering regulation and 
governance, being particularly prominent in the debate on the involvement of 
relevant international scientific organisations, the establishment of interna-
tional bodies and the first attempts to devise possible configurations to govern 
the research and deployment of geoengineering technologies (Olson 2011; 
Bodansky 2011, 2013; Bracmort and Lattanzio 2013).

Meaningful research may also require actual trial deployment of geoengi-
neering systems so that norms are informed by relevant experience and 
command respect through use. Standard methods for international assess-
ment organized by the Intergovernmental Panel on Climate Change (IPCC) 
are unlikely to yield useful evaluations of geoengineering options because 
the most important areas for assessment lie in the improbable, harmful, and 
unexpected side effects of geoengineering, not the ‘consensus science’ that 
IPCC does well (Victor 2008, p. 321).

Together, these intertwined narratives tend to invoke the concept of ‘good gover-
nance’, which refers to the ‘principles of openness, participation, accountability, 
effectiveness and coherence’, and the need for science to function properly, i.e. 
‘assuring the productive functioning of its endeavours, and the maintenance of sci-
entific integrity’ (Siune et al. 2009).
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11.3.3  �Geoengineering Implementation and Misuse

The third domain includes the discussions surrounding the benefits and risks of 
using geoengineering to counteract global warming. While on the one hand we are 
still in the domain of empirical science, surrounded by simulation models that seek 
to address the climatic consequences of geoengineering schemes (Matthews and 
Caldeira 2007; Lenton and Vaughan 2009) and attempts to assess and rank different 
geoengineering methods – in terms of efficiency, affordability, safety, controllabil-
ity, timeliness, reversibility, among others (Boyd 2008; Bellamy et al. 2012; The 
Royal Society 2009; Vaughan and Lenton 2011) – on the other hand we are also in 
the domain of ‘geoengineering plausibility’, where expectations, fears, fantasies, 
beliefs, and, of course, scientific expertise conspire to produce visions of geoengi-
neered worlds.

The discourses about geoengineering implementation range from expert 
reviews that examine the potential advantages, drawbacks and risks of the dif-
ferent schemes to recent participatory processes that seek to elicit public and/or 
stakeholder views and perceptions of geoengineering (Bellamy et al. 2012). In 
these discourses we find many of the narratives previously identified, now being 
used to fill the empty spaces left by the inherent uncertainties associated with 
geoengineering technologies and climate change science. The positions vary 
and are not consistent with the traditional divisions usually found in the climate 
change debate—a ‘quality’ of the geoengineering debate that was already 
stressed by Jamieson in 1996:

The recent debate makes for strange bedfellows. Many of those who believe most strongly 
that climate change is occurring are reluctant to embrace geoengineering approaches to 
reversing it. This is because they believe that the ‘hand of man’ is implicated in most of our 
environmental problems and they see geoengineering as more of the same. Others, who are 
interested in exploring or developing geoengineering possibilities, are disinclined to believe 
that climate is changing. On their view planetary systems are relatively insensitive to human 
behaviour and for that reason we shouldn’t worry too much about the risks of geoengineer-
ing. So to simplify: some people believe that there is a problem but that geoengineering is 
no solution; others believe that geoengineering is a solution but that there is no problem 
(Jamieson 1996, p. 323).

This quotation is one of the many that emphasise the ambiguity and lack of 
correspondence between the various grey shades of geoengineering positions 
and the common black/white division between climate ‘alarmists’ and climate 
‘sceptics’, which reinforces the importance of looking at geoengineering 
holistically.

Such a look is particularly relevant in examining the discourses about the poten-
tial misuses of geoengineering technologies, which should be considered in the 
broader context of the history of weather and climate modification, where many of 
the attempts to advance these technologies did not have peaceful intentions (Keith 
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2000; Fleming 2006, 2007, 2010; Bonnheim 2010).7 In fact, the narratives about the 
risk of hostile uses of geoengineering technologies should be seen not only in the 
context of climate modification history, but also in the context of other potential 
harmful technologies:

It may be possible to reduce the risk of intentional misuse through governance arrange-
ments such as those that have been used to control nuclear, biological and chemical weap-
ons. Similarly, it may be possible to prevent risks from unintentional misuse through sound 
regulation. However, in some cases the only effective measures for reducing risk may also 
forestall beneficial uses of geoengineering, for example by having a general chilling effect 
on scientific progress in this area (Powell et al. 2010, p. 2).

11.4  �Concluding Remarks: Furthering the ‘Democratisation 
and De-alienation’ of the Geoengineering Debate

Using the internet as a primary source of information, we started our investigation 
by collecting different kinds of materials, including scientific articles, books, policy 
reports, films, interviews, media news and blog comments. We then analysed them 
to identify the main debates around geoengineering technologies.

Through this analysis we have identified three interconnected areas of current 
debate on geoengineering: geoengineering research and experimentation; geoengi-
neering regulations and governance; and geoengineering implementation and mis-
use (Fig. 11.1). Within these areas we have also identified the main arguments called 
into question in the geoengineering debates and the underlying ‘master narratives’ 
in which they are embedded (Fig. 11.2).

The significance of geoengineering proposals can only be grasped in the context 
of the wider ‘imaginary’ of science and technology in which geoengineering narra-
tives are rooted. Hence, we suggest examining those debates further, taking into 
consideration the dominant narratives of science, technology and society.

Different conceptions, understandings and value assumptions concerning the 
changing relationships between science and society, science and technology, and 
science and nature tend to shape the geoengineering debate and inform the analyti-
cal framework within which the geoengineering domain has been problematised 
(Scholte et al. 2013; Sikka 2012; Huttunen and Hildén 2013; Luokkanen et al. 2013; 
Nerlich and Jaspal 2012). This reinforces the need to unbind geoengineering dis-
courses from the deeply embedded narratives of science, technology and society 
that present technoscientific innovation as the solution to our most critical problems 
and as a substitute for social change. Similarly, the construction of narratives that 
give meaning to human action within nature, and provide guidance for humans’ 

7 Leading to the creation of new international legal instruments, such as the 1976 Convention on 
the Prohibition of Military or Any Other Hostile Use of Environmental Modification Techniques 
(ENMOD), and Articles 35(3) and 55(1) of the 1977 Additional Protocol I to the Geneva 
Convention.
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domination of nature, deserves a more critical and open reflection than has been the 
case to date. As a result, many authors have been highlighting how important it is to 
consider public perceptions of geoengineering and therefore to help reveal the per-
ceived moral orders underlying geoengineering proposals (Boyd 2008, Bracmort 
and Lattanzio 2013; Cicerone 2006, Miller 2010b; The Royal Society 2009).

The need for democratic decision-making and public engagement in the area of 
geoengineering has been clear for some time now (Jamieson 1996). However, only 
recently have the practical implications and challenges of such demands begun to be 
properly considered (Morton 2007; Miller 2010a, b; Powell et al. 2010; Bracmort 
and Lattanzio 2013; ETC Group 2010; NERC 2010a; Orr et al. 2011; Parkhill and 
Pidgeon 2011; Macnaghten and Owen 2011; Corner et al. 2012; Poumadère et al. 
2011).

In the context of current ‘policy vacuums’, characterised by ‘a growing sense of 
urgency coupled with a lack of knowledge of what to do and a lack of institutions 
where the issues could be addressed’ (Rommetveit et  al. 2010), these initiatives 
assume critical importance. And though the scope, scale and complexity of the cli-
mate change issues tend to ‘render the fulfilment of the deliberative ideal a practical 
impossibility’ (Idem), the recurrent claims that argue for a closer connection 
between science and society, with the purpose of exposing to public scrutiny the 
hidden assumptions, values and visions that are deeply embedded in geoengineering 
proposals, seem more than justified.

Fig. 11.2  The three interconnected domains in which geoengineering debates are taking place: 
main arguments and underlying master narratives
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Therefore, in supporting the need to subject the scientific debate on geoengineer-
ing to more open and critical reflection, we highlight the importance of rebuilding 
the ‘geoengineering scientific worldview’ on social processes of trust and credibil-
ity (Irwin and Wynne 1996), in this way impelling climate change science to better 
reveal the competing interests, values and assumptions of climate engineering 
proposals. We also see this as an opportunity to promote critical thinking about 
social problems that tend to be ‘circumvented’ and reduced to technological fixes 
(Weinberg 1991), thus ‘alienating’ and ‘diverting’ our attention from an essential 
question, that of our place in nature.

In fact, the debates on climate engineering seem to offer an excellent framework 
within which to examine how modern science’s ‘alienation from the earth’ is lead-
ing to the ‘alienation from the world’ (Arendt 1958), a condition clearly depicted by 
Funtowicz and Strand:

Barring and bracketing the environmentalist talk – which also has been an important part of 
our own talk – of planetary dangers, we would like to propose that the planet is indeed not 
the object at risk. The object at risk is we ourselves as a collective (present and future) 
subjectivity and agency: the human right behind the human rights: that of personhood and 
hope. With personhood and hope in focus, the challenge is not the usual of what to do but, 
more importantly, how to do it as certain avenues of action are now deemed unacceptable 
(Funtowicz and Strand 2011, p. 8).
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�Coda: Governing Technological Emergence 
in the Digital Society: Political Tensions 
and Ethical Dilemmas

The introduction of this book explores some concepts on the subject of governance 
that is the basis of various chapters and also serves as a link between them. This 
deliberate choice was not made to provide a ready-made or closed definition of 
governance. The empirical findings of this book do indeed suggest that the govern-
ing of science and technology is not predictable but that it takes different shapes and 
that it is enacted in different sets of practices within socio-technical and historical 
contexts. There is no singular definition of governance. Ethics should be recognized 
as an element of governance. Whereas governance is not a given, one can always 
think of better forms of governance. However, in scholarly literature, politics and 
ethics are often kept as separate domains. The contents of this book show that tech-
nology, politics and ethics are inevitably intertwined. Values are displayed in the 
practice of governance, and ethical dilemmas arise that need to be dealt with in 
democratic ways. The chapters of this book have combined approaches from STS 
and from ethics in an attempt to present governance as a set of practices, institu-
tional sites, discourses, regulatory mechanisms and public responses that are not 
given, but are negotiated. Ethics is a regulating element in those negotiations as well 
as an effect of them. Only in this way could the governance of science be a demo-
cratic process.

While avoiding a single definition of governance, the introduction of the book 
provides some ideas on how governance is often understood as a working concept 
in scholarly and policy contexts. This conclusion revisits that discussion as a point 
of departure and as a way to make sense of the empirical findings of the book as a 
whole. As explained in the introduction, the book is a collective effort of a group of 
scholars working in a European context and collaborating on a project supported by 
the European Commission. In a European policy context, the emergence of tech-
nologies such as geo-engineering and smart ICT systems is often portrayed as the 
preferred formula to address grand challenges. It also emphasizes that these tech-
nologies are not only promising but also entail important potential risks. With this 
focus on potential, promises and risks, the governance of emerging technologies is 
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then understood as being irremediably oriented towards the future and inhabited by 
the Collingridge dilemma:

The social consequences of a technology cannot be predicted early in the life of the technol-
ogy. By the time undesirable consequences are discovered, however, the technology is often 
so much a part of the whole economic and social fabric that its control is extremely difficult. 
This is the dilemma of control. When change is easy, the need for it cannot be foreseen; 
when the need for change is apparent, change has become expensive, difficult and time 
consuming. (Collingridge 1980:11 in Nordmann 2010).

The ethical concern behind the Collingridge dilemma is with the impossibility of 
having control over technological development, use, application and impacts. The 
diagnosed problem is, eventually, the lack of knowledge. In response, throughout 
the years, a number of technologies of governance have been developed in a 
European policy context, such as different forms of public participation, opinion 
polls, scenarios, foresight exercises, etc. As part of this policy context, the authors 
of this book received economic support from the European Commission (FP7 pro-
gram) to collaborate in a project called Technolife. This book is a result of that 
project. Using movies to trigger debate, Technolife developed three online forums 
to facilitate discussions on emerging technologies that increasingly affect people’s 
everyday lives. These technologies are digital maps, biometrics and human enhance-
ment technologies (see the introduction to this volume). People whose everyday life 
was likely to be affected by the developments of such technologies1 were invited to 
participate. Perhaps the most remarkable result from the forums was that although 
people also showed a concern with ‘controlling technology’, the concern was much 
less on risks and much more on politics. Many participants expressed concerns that 
were not so much on the type of uncertainties and risks that come with technologi-
cal emergence (as in the Collingridge dilemma), but on who controls technology 
and the resulting effect on people’s life. Many participants were critical of the 
monopolies of mass media and large corporations, and many participants saw poli-
tics and bureaucracies as out-dated institutions. While technology was often pre-
sented as having great potential for social change, institutions were seen as not 
being able to cope with changes:

In this era of rapid and sweeping advancement, we see the old world struggling to guide 
and restrain the process of advancement into the new (next?) world. Recording companies 
howl bloody murder in the old courts about people ‘stealing their livelihood’ by making and 
distributing pirate copies of their intellectual properties. Yesterday’s telephone companies 
become today’s facilitators of information and entertainment access. World governments 
gnash their teeth at the possibility of new technologies sparking sweeping economic change 
and the dashing of the old world’s entrenched economic power structures. Change will hap-
pen according to the will and abilities of the masses, regardless of the old world sensibilities 
(Body enhancement forum participant A)

The only thing I am concerned about is if all of this would be affordable to common 
people. I don’t care if someone doesn’t want to improve memory or add years to life or 

1 Their occupation was a main aspect taken into consideration. For instance, for the body enhance-
ment forum, invited participants were models, athletes, body builders…but also…
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technologically advance their body. I care if someone wants to do that but lacks money (BH, 
forum participant B).

Right now, the biggest problem I see is the fact that these new technologies are being 
developed in a hyper-capitalistic environment and are being registered to pharmaceutical 
companies (referring to human enhancement technologies) (BH, forum participant C)

I’ve never seen an institution with the slightest interest in improving our lives (BH, 
forum participant D).

Expressed distrust in institutions was often accompanied with (sometimes 
extreme) technological optimism, especially concerning the type of distributed 
social action enabled by ICTs:

Push a little further down that line and we might see fully-automated virtual tools that let 
the layperson design unique organisms via their home computer and distribute the fruits of 
their labors to all interested parties across the globe with one tiny command. When that day 
comes, Big Pharma will compete against the ubiquity of information and the will of the 
people, and it will lose2

Being imagined as ubiquitous and decentralized, digital technologies are said to 
potentially enable people with economic and political autonomy. Somewhat ironi-
cally, it is the assumingly deregulated character of ICTs that may enable people to 
have more control (in the sense of independency), as the quote above indicates. The 
use of ICTs in different technological and non-technical domains was emphasized 
in these debates as posing political challenges that institutions were not prepared to 
address. They were frequently discussed as issues of privacy (vs security), open-
ness, distributed ownership, and freedom (for enhancing bodies and minds, among 
other things). As they were articulated in the debates, concerns were repeatedly 
expressed as to who controls technology and by which means. In these discussions, 
the participants of these forums confronted an institutionalized way of thinking and 
practicing the governance of emerging technologies that is still too focused on 
uncertainly, risk and evidence to emphasize governance as a political matter. 
Furthermore, issues such as privacy and access to technology and information were 
articulated as ‘claims to rights’ (Ruppert and Isin 2015). The formulation of those 
issues as claims to rights can be seen as enacting confrontation against mass secu-
rity systems, surveillance or restricted access, as well as a way of confronting gov-
ernance as usually exercised. In other words, the participants of these forums were 
performing not as only stakeholders but also as citizens (through formulating claims 
to rights), as they are usually considered in policy contexts, particularly in institu-
tionalized public engagement exercises where issues are often formulated as public 
opinions, views or perceptions (which can also be viewed as a method of distilling 
political agency).

The chapters of this book echo the concerns that emerged in the Technolife dis-
cussion forums. They provide empirical findings and discussions around the issue 
of “controlling technology” paying attention to ethics, politics and citizenship, as 
they appear in three contexts of technological emergence. As technological inter-
ventions on the body of citizens, their movements and the space they inhabit are 

2 All quotes from forum participants are extracted from the Technolife project final report.
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explored throughout the book, a political tension becomes apparent. ICT based 
technologies, such as digital maps, might produce a perplexing effect. These tech-
nologies are often inserted in larger infrastructures and allow new forms of institu-
tional control, as we see in the case of biometrics and the attempts at controlling 
citizen’s movements across borders. For instance, the insistence on “interoperabil-
ity” of biometrics systems would eventually enable an expanded control beyond 
national borders in the pursuit of a common European border. Therefore, interoper-
ability turns out to be a technology of government. On one hand, digital platforms 
and devices may be seen as enabling a closer relation with technology, one in which 
people can to some extent exert a certain control over (and through) the technology, 
in their own lives and choices. This is not a straightforward effect because technolo-
gies can also produce an ambiguous feeling of being simultaneously gaining and 
losing control over one’s own life. Chapter 3, on Cochlear implants, shows how 
people using this technology are described as needing to sacrifice some important 
dimensions of the way in which they experienced their life in order to learn how to 
live with an enabling technology.

Recurrent attempts at gaining control over technologies that affect people’s live, 
reveal incipient ways of enacting values such as autonomy, privacy and freedom. As 
mentioned, these were values repeatedly invoked, discussed and claimed in the 
Technolife forums (interestingly, in all of the forums and in different technological 
fields). Sharing and open access were often invoked. Working within digital infra-
structures, information appears to be more accessible and to circulate more openly, 
but digital applications can also be more easily tracked. The possibility of tracking 
the movements of citizens, combined with increasing systems interoperability, pro-
vides states with enhanced visibility and control capabilities. States cannot be 
autonomous in the development and implementation of such large scale technologi-
cal systems because they are largely dependent on corporate interest. This tension 
between large, national and local scales, as well as between monopolies and distrib-
uted economic and political agencies, was mentioned many times in the forum and 
was explored in the section on biometrics. The findings from the forum suggest that 
the huge efforts deployed by governments to produce a technology of trust (to make 
Europeans feel safe in a “security envelope”) may reveal a lack of trust. Thus, we 
could conclude with Marilyn Strathern that “a benevolent or moral visibility is all 
too easily shown to have a tyrannous side—there is nothing innocent about making 
the invisible visible (2000: 309)”. What was eventually questioned in the section on 
biometrics was the type of visibility (and effects) that such technological systems 
and infrastructure deploy as they work to make the movement of citizens an object 
of transparency.

Finally, a tension that was recurrently referred to in the Technolife forums was 
the tension between the type of individual and collective political agencies entan-
gled and produced within the processes of technological emergence. “Many share 
the commitment to values such as pluralism and the individuality of choice. What’s 
more, many explicitly articulate these values in direct connection with a concern 
over standardized, top-down institutions, modes of production, distribution of 
goods, resources and information” (Strand and Rommetveit 2011). Technological 
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decentralization, individual freedom and diversification were opposed to control-
ling governmental agencies that are known to impose regulation and standardiza-
tion. However, the multiple criticism to monopolies and capitalism was difficult to 
interpret, as it could lean toward libertarianism, extreme liberalism (or indeed 
towards something not known yet). In the governance of emerging technologies, 
such as those explored in this book, that tension is performed within practices of 
information sharing. As in the sharing economy, broad circulation of information in 
networked platforms is expected to produce value. By using digital maps, people 
give away some information to then be able to make other choices. One example of 
this would be customizing spaces through apps in cell phones. The figure of the citi-
zen as a consumer co-exists with collective forms of action enabled by technology, 
such as when people produce maps for monitoring their environment, or visualiza-
tions of polluted areas.

This conclusion summarizes some of the tensions that arise in the governance of 
emerging technologies that were main findings of the Technolife project and that are 
reiterated by the findings of this book. As these findings suggests, a main challenge 
is for institutions to respond to a real state of affairs and to address emerging tech-
nologies not only as a tool to cope with societal challenges but also as embedded 
within the constellations of socio-political relations, posing new societal challenges 
as they emerge. Today, ICTs are loaded with optimism and hope on the side of both 
institutions and the citizenry; however, in the pursuit of better forms of governance, 
the reconfiguration(s) of power relations that comes with technological emergence 
should not be concealed in extreme technological reliance.

Ana Delgado
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