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Philosophy and sociology of science have historically tended to think of science as
an autonomous system strictly isolated from the rest of society. Also, the
boundaries between different scientific disciplines have traditionally been concei-
ved as permanent and distinct. But, on the contrary, science seems to be an activity
that constantly transgresses, erases, and rebuilds disciplinary and societal
boundaries.

While previous boundaries of scientific knowledge are overcome, progress in
knowledge reshapes or creates new boundaries both within and outside the parti-
cular discipline concerned. These redefinitions of boundaries have marked the
entire historical process of scientific development, challenging the capacity of the
disciplines involved to come to terms with new forms of knowledge production.
Processes of transgression and recreation of new boundaries, though, cannot be
conceived as a mere by-product of scientific progress: Current research policies
explicitly aim to promote cross-disciplinary R&D projects such as
Nano-Bio-Info-Cogno convergence.

However, scientific developments are not only seen as milestones of progress:
In many cases they trigger heated debates in society due to their ambivalent and
complex effects on social processes. Research in fields such as the life sciences,
emerging technologies or brain research has given rise to social doubts and
uncertainties. They again question the boundaries between humans and nature and
force us to reexamine the role of science and technology in the dynamics of social
progress. As a result, there is an increasing demand for the development and
application of codes of ethics in these fields and for socially “responsible inno-
vation”, allowing and requiring interdisciplinary collaboration between social and
natural scientists and the participation of stakeholder groups, including the public,
in R&D activities.



Vi Preface

The aim of this book is to provide a thorough and comprehensive analysis of the
dynamics of the transgression of social-scientific boundaries. It contains ten
contributions, which provide significant theoretical and empirical insights into
disciplinary transgressions. All contributions are based on presentations made at
the International Graduate Summer School “Scientific Knowledge and the Trans-
gression of Boundaries”, held at Donostia-San Sebastian in 2012 (from July 28 to
August 1). The Summer School was part of the XXXI Summer Courses and XXIV
European Courses of the University of the Basque Country (UPV/EHU), and was
co-organized by the Institute for Technology Assessment and Systems Analysis
(ITAS) at Karlsruhe Institute of Technology (KIT) and the UPV/EHU. This event
was the first of a series of International Graduate Summer Schools organized
biannually by the University of the Basque Country and the Karlsruhe Institute of
Technology on a regular cooperation basis between the two institutions.

Karlsruhe, Germany Bettina-Johanna Krings
Vitoria-Gasteiz, Spain Hannot Rodriguez
Berlin, Germany Anna Schleisiek
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The modern scientific and industrial revolutions have provided humanity with a
hitherto unknown capacity to understand and transform the world. Natural
boundaries and possibilities have been radically redefined by scientific and tech-
nological developments. These developments have altered the living conditions of
humanity in a fundamental way. For example, one’s biological fate is fought and
altered by medical advances, which are at the same time progressively modifying
the basis of genomic research (Rabinow 1996; Fukuyama 2002). Furthermore, the
lifespan of food has been dramatically prolonged due to the use of chemicals and
biotech solutions, at the same time that food maturation time has become pro-
gressively shorter. In fact, we can observe processes speeding up everywhere in
our daily life. This is not only true of organic processes, but also, for example, with
regard to mobility—airplanes, for instance, make it possible for us to fly in spite of
our “terrestrial” biology. In other words, new realms of possibilities for human
action and capabilities come from scientific and technological progress, which is
the epitome of modern times (Ridley 2010; Daston and Galison 2007).

Given their transformative capacity, science and technology have become key
innovation agents for industrial and economic progress in highly industrialized
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societies (Marklund et al. 2009). In the opinion of the European Commission (EC),
“Research and innovation [...] improve Europe’s competitiveness, boost growth
and create jobs” (EC 2014a, p. 3).! Similarly, the United States (US) National
Science Foundation (NSF) claims that “Investing in S&E [science and engineering]
is widely recognized as an essential pathway to the nation’s future prosperity”
(NSF 2011, p. 1), and non-Western governments have also shown an increasing
interest in innovation in the last decades, especially in Asia (Kondo et al. 2006;
Parayil and D’Costa 2009). The socio-economic function of science and technol-
ogy asserted in these statements is strongly embedded in political socio-technical
assumptions, or “imaginaries”, in which future visions of societies are projected
and constituted on the basis of business-oriented technological innovation, and
economic growth tends to be assumed to be an almost sufficient condition for
societal well-being (Guston et al. 2014; Jasanoff 2004).

However, in addition to the general rhetoric on business and socio-economic
progress, support of science and technology is also justified by their capacity to solve
complex socio-environmental challenges. For instance, in the opinion of the EC:

Smart investment, notably in research and innovation, is vital in order to maintain
high standards of living while dealing with pressing societal challenges such as
climate change, an ageing population, or the move towards a more resource-efficient
society (EC 2011, p. 2).

This problem- or challenge-based approach to research and development (R&D)
arguably implies at the same time a further strengthening of the problematic nature
of traditional disciplinary boundaries in science, resulting from the circumstance
that research here is intended to produce knowledge about very complex and
heterogeneous problems despite being conducted in well-defined disciplinary
subjects (Bruce et al. 2004, pp. 457-459). As claimed, again, by the EC:

A challenge-based approach will bring together resources and knowledge across
different fields, technologies and disciplines, including social sciences and the
humanities (EC 2011, p. 5).

'Upstream policy rhetoric on competitiveness and the strategic value of innovation is
reproduced for instance by the European Special Interest Group (SIG) on Cooperative
Robotics’s white paper, where SIG’s constitution and role are justified in terms of meeting
“the tremendously increased interest in cooperative robots of different types for many
emerging applications, and to foster Europe’s position as leader in the field” (Saffiotti and
Lima 2008, p. 4).
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This turn toward more heterogeneous and less disciplinary forms of research
practice can also be directed under certain circumstances not just by academic but
also extra-academic actors (more about which below).

Nevertheless, calls for us to rethink science’s structure, role and goals do not
just occur in contexts where science is conceived as the prime “solving agent” of a
given problem, but also in relation to research itself (Bechmann et al. 2007). In
other words, scientific and technological developments are not only appraised in
our societies as milestones of socio-economic progress and societal well-being, but
also as sources of serious concerns, exposing these developments as a result to
constant interpretation and evaluation, even hostility, with regard to their (i) eco-
logical and health, (ii) socio-ethical, and (iii) broader cultural impacts:

(i) Science and technology are a matter of environmental and human health
concern when they either are used intentionally to provoke damage—i.e.,
military-purposed innovation (Black 2013)*—or cause unintended side effects such
as technological accidents (Perrow 1984) or cumulative environmental contami-
nation (Giddens 2009). Altogether, this impact arguably contributes to the dramatic
modification of the Earth’s ecosystem (Millenium Ecosystem Development 2005),
a topic that has been raised since the early 1970s when issues such as the emer-
gence of a global ecological crisis started being debated as posing a limit to
technoeconomic growth (Meadows et al. 1972). The matters at stake here are
diverse, but several of them that these issues point to are the moral and political
responsibilities of scientists and engineers, the systemic limits of knowledge, and
the arguably exaggerated belief in human control capabilities.

(ii)) Together with the ecological crisis, socio-ethical issues and insecurity
pervade the way in which the future evolution of our societies is understood and
valued. For instance, developments in modern medicine extend our lifetime but at
the cost of raising side effects like new socio-ethical concerns about longevity’s
impact on environmental sustainability (Wright and Lund 2000; Pillemer 2011) or
the viability of public pension and health care systems (Watts-Roy and Williamson
2009; Crystal and Siegel 2009). Thus, technical progress in medicine opens up
debates about fundamental socio-ethical issues, combined with a lack of shared
normative criteria and commitments (Sandel 2007). Another main issue that falls
into this category of concern has to do with the systematic unequal societal

There is probably no episode that better illustrates the destructive capacity of science-based
technical artifacts than the dropping of atomic bombs over Hiroshima and Nagasaki in
August 1945 during the final stages of World War II. In total, more than 300,000 people
(most of them civilians) were killed and tens of thousands more were injured as a
consequence of the atomic bombings (Cheek 2005).
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distribution of scientific-technological innovations, guided more toward the satis-
faction of industrial interests and superfluous, environmentally damaging con-
sumerism than to satisfying basic human needs and aspirations (Cozzens and
Wetmore 2010; Sarewitz 1996, pp. 117-140).

(iii) Last but not least, progress in science and technology provokes a constant
and profound transformation of our sense of being human—concerning its nature,
capabilities, and limits (Allenby and Sarewitz 2011; Fuller 2011). In fact, scientific
knowledge does not just provide accurate theoretical representations of nature, but
leads to radical changes in the very meaning of life. For instance, the theories of
heliocentric astronomy and natural selection did not just transform the scientific
understanding of the solar system and organic life, respectively. They also caused
cultural and psychological revolutions, in the sense that they contributed to
transforming humanity’s self-image and to lowering its “cosmic arrogance”, so to
speak: Heliocentrism displaced the Earth (and, hence, humanity) from the center of
the solar system, and Darwinism represented life as a contingent and evolving
reality, in virtue of which humans were a species among others, part of the same
biological “tree of life”, and not a special being created in the image of God
(Dennett 1995; Weinert 2009). In addition to their coincidental implications, sci-
entific arguments are also intentionally—and increasingly—used to rebut nonsci-
entific, or “irrational”, worldviews and explanations such as religious ones
(Dawkins 2008; Dennett 2006; Krauss 2012), which, in contrast, could arguably be
interpreted as being legitimate—i.e., existentially meaningful—expressions of
humanity’s hermeneutic dimension (Berlin 1990; O’Hear 1996).

Thus, it can be argued that it is precisely by virtue of their pervasiveness and
success that science and technology have themselves become more “vulnerable” to
contestation and change. In other words, their transformative or constitutive
capacity—i.e., their ability to open up new boundaries and possibilities—provokes
the emergence of new visions about their capabilities, roles, and goals, which
directly influence how they are understood, organized, and practiced. The
boundaries of science and technology are therefore also not given; rather, they are
constantly challenged and contested (Bauer 1995; Nowotny 2005; Callon et al.
2009).

At the same time, though, science tends to be characterized as a value-free
activity, supposedly insulated from societal or ideological considerations.’

*The influence of non-epistemological values on scientific activity has been typically
theorized as being limited to factors that are external to the core scientific activity, such as
the methodological limits (e.g., ethical limits in experimentation) or the societal and
environmental consequences of research (e.g., Rescher 1999, pp. 151-167).
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Frequently, socio-environmentally sensitive decisions regarding techno-industrial
advances are justified by this characterization. For instance, regulations of tech-
nological safety are claimed to be based on sound or objective science—which also
implies that alternative socio-technical safety scenarios are systematically dis-
credited in the name of that very objectivity (Rodriguez 2016). In that sense, it can
arguably be said that scientific knowledge tends to be represented here as a
completely confined practice with almost unconfined powers and normative
legitimacy.

However, close analysis of regulatory science—i.e., the science used to assess
the safety and efficiency of technologies to be regulated—shows that
non-epistemological considerations necessarily influence how evidence of risk is
interpreted by science. This is because our knowledge about risks often remains
uncertain and the consequences of accepting or rejecting scientific hypotheses are
non-epistemological (e.g., socio-economic or environmental), meaning that, as
such, decisions on uncertain risks are invariably influenced by non-epistemological
considerations (Douglas 2000). Take, for example, the issue of methodological
choice in the field of radiation risk assessment, where basically either of two
alternative dose-response models can be used: The quadratic model or the linear
model. According to the quadratic model, there is a certain dose threshold below
which radiation does not have any significant effect on human health. In contrast, the
linear model understands the dose-response relationship in gradual terms, meaning
that a constant exposure to low doses of radiation is believed to have important
negative effects on humans (Longino 1990, pp. 391-397). Nevertheless, due to great
scientific uncertainty about the biological risks of low-level radiation—as a con-
sequence, in part, of severe statistical-temporal limitations—the choice of model is
inevitably made on basis of non-epistemological (i.e., socio-pragmatic) considera-
tions such as “beliefs in the social utility of nuclear energy programs or other nuclear
technologies, skepticism regarding their value, or interest in competing concerns
such as health” (Longino 1990, p. 398).

One of the implications of accepting the fact that social values or interests play a
fundamental role in the constitution of scientific knowledge is that science is
seriously undermined when it is utilized as an objective limit to constrain debates
on techno-industrial progress. For instance, former European Commissioner for
Health and Consumer Protection (1999-2004) David Byrne attempted to delegit-
imize the public backlash against agro-food biotechnology—based to a large extent
on safety concerns (Gaskell 2008)—by claiming that “we need to get away from
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the emotional, the irrational and the bullying tactics”.* However, as seen above, it
seems problematic to argue that science is completely insulated from societal—i.e.,
“impure”—influences. Rather, it is arguably more correct to approach controver-
sies about the magnitude of technological risks as reflecting a divergence over the
ideologically informed criteria used to interpret incomplete evidence, provided that
in regulatory contexts “science and policy are difficult to distinguish” (Jasanoff
1990, p. 79).

In fact, crises such as the transgenic agro-food backlash and others that took
place in Europe during the 1990s (e.g., mad cows, dioxin-contaminated chicken,
foot-and-mouth disease), which were seen by broad sectors of society as the
outcomes of industry-oriented and publicly insensitive policies which “undermined
public confidence in expert-based policy-making” (EC 2001, p. 19), have brought
European Union (EU) policymakers to realize that the innovation system needs to
be modified to include broader socio-ethical issues and criteria by which to conduct
and evaluate R&D practices. For instance, in the wake of the worst of the societal
resistance against agro-food biotechnology, at the beginning of the previous dec-
ade, former European Commissioner for Research (1999-2004) Philippe Busquin
claimed that

[...] democratic governance must ensure that social and economic issues are taken
into consideration in research activities, and that citizens are informed about and are
aware of the social aspects with regard to scientific and technological progress
(Busquin 2003, p. 6).

Policy narratives on integrating broader aspects and actors into R&D activities
have progressively become more radical, to the point that the EC currently claims
to support that

[...] all societal actors (researchers, citizens, policy makers, business, third sector
organisations etc.) [...] work together during the whole research and innovation
process in order to better align both the process and its outcomes with the values,
needs and expectations of European society (EC 2014b, p. 4).

In other words, citizens here should not just be informed but actively involved in
R&D activities. As claimed for instance by the Head of Unit for Nano and Con-
verging Sciences and Technologies of the EC, Christos Tokamanis, attempts have

“EC, CORDIS (2001) Byrne calls for more realistic approach to GMO risk (11/27/2001).
http://cordis.europa.eu/news/ren/17678_en.html (Accessed 29 Nov 2014).

SThis approach has been termed “responsible research and innovation” (RRI) (EC 2014b,
p- 4).
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to be made “to engage citizens as early as possible in all developments and pro-
cesses” (Tokamanis 2011, p. 10).6

Such claims should not be uncritically accepted, though, as evidence demon-
strates that actual policy requests for integrating societal and ethical issues and
perspectives—including those of the lay public—into European core R&D prac-
tices are relatively marginal in comparison to requests for integrating industrial
actors and economic considerations (Rodriguez et al. 2013). However, it also does
not mean that no significant attempts have been made in order to “modulate”
science and engineering R&D activities socially and ethically, i.e., reflexively and
critically, as have been reported in US and European contexts, mostly with regard
to the effects of integrating experts from the social sciences and humanities into
labs (e.g., Fisher 2007; Flipse et al. 2013; Schuurbiers 2011). In any case, it seems
reasonable to expect high systemic difficulties and resistance when implementing
policy demands for substantial transformations of industry- and profit-oriented
R&D innovation systems on the basis of socio-ethical research and criteria. For
instance, US legislation on nanotechnology has been reported to be open to
interpretation, being viewed both as a call to radically transform the nano inno-
vation system through the integration of societal research and considerations, and
as a secondary complement to strategic, profit-driven nano R&D—hence, as a
“contradictory intent” (Fisher and Mahajan 2006).

In any case, there is an increasing emergence of alternative “socio-technical
imaginaries” beyond the articulated or institutionalized integration fora (Jasanoff
and Kim 2009), which come to dispute profit-oriented unidimensional relations
between science, technology, and politics. Radical counterproposals such as
“keeping technologies out” (Felt 2013) are usually the outcome of a “bottom-up
formation process” (Felt 2013, p. 15) constituted around culturally sensitive
“technopolitical identities” (Felt 2013, p. 16). In fact, it seems justified to argue
that the dominant motivation behind the development of socially more responsible
innovation policies has to do with facilitating the societal uptake—and, therefore,
viability—of technological innovations in the context of a global, highly com-
petitive knowledge-based economy (Krings 2011). For example, the European
regulatory framework for agro-food biotechnology became progressively tighter in

SArguably, those institutional demands for democratizing innovation processes have also
been influenced by descriptive and normative scholarly theories such as “post-normal
science” (Funtowicz and Ravetz 1993), “mode 2 knowledge production” (Gibbons et al.
1994), “constructive technology assessment (CTA)” (Schot and Rip 1997), “real-time
technology assessment” (Guston and Sarewitz 2002), or “user innovation” (von Hippel
2005).
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parallel to increasing societal resistance against the technology (Macnaghten
2008).” As claimed by the EC:

For Europe to become the most advanced knowledge society in the world, it is
imperative that legitimate societal concerns and needs concerning science and tech-
nology development are taken on board (EC 2007, p. 4).

Science-based boundary transgression hence represents the potential or possibility
for transformation and evolution, but also at the same time the constraints
underlying certain non-transgressable boundaries. This is not an exclusive trait of
innovation-oriented science, where the strong political commitment toward inno-
vation and its economic impact limits the extent to which more reflexive research
practices involving collaboration between natural and social scientists or even
between experts and laymen can be implemented and regularized (Rodriguez et al.
2013). On the contrary, interdisciplinary research in less application-oriented, or
less strategic, research areas and contexts has to confront the dominant
discipline-based research culture in academia, which discourages professionals
from pursuing transgressive research paths and careers, for instance, by compelling
one to publish in highly ranked journals, where research success is measured
according to disciplinary criteria (Bruce et al. 2004, p. 464; Rhoten 2004; van
Rijnsoever and Hessels 2011, pp. 469-470).° However, the lack of
cross-disciplinary collaboration cannot be explained in political or institutional
terms alone. Methodological and terminological differences can pose difficult

"It might be noted, though, that the US, for instance, has also promoted responsible R&D—
e.g., US National Science and Technology Council (NSTC) claims “responsible development”
of nanotechnology through “engagement with universities, industry, government agencies
[...], nongovernmental organizations, and other communities” (NSTC 2014, p. 6)—without
having suffered such a recent fierce controversy—even if it also cannot be ignored that the
country has been the scene of harsh public debate concerning other technologies such as
nuclear power (mostly in the 1970s and 1980s) (Nelkin 1994) or the more recent fracking
technique (Boudet et al. 2014). In any case, it seems prudent to complement instrumental
explanations with normative and substantive considerations (both in the EU and the US),
which means that there is some belief that more open and reflexive (i.e., more responsible)
research is inherently desirable, and that it leads to better decisions and outcomes, respectively
(Stirling 2008).

8That is why inter- or transdisciplinary research like research on sustainability is not fully
recognized as a research “discipline.” As already said, methods of evaluation are usually
focused on “classical” performance criteria such as the number of published articles in highly
ranked journals, but the objectives of interdisciplinary and transdisciplinary research are
more related to the transformative character of problem-solving strategies in public contexts
(Grunwald and Schmidt 2005).
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obstacles to fruitful collaboration between disciplines (Bruce et al. 2004, pp. 464,
467-468).

Thus, the dynamics and potential for transgression need to be analyzed and
understood in terms of the relationships between a complex and heterogeneous set
of epistemological, political, economic, and socio-cultural factors. The configu-
ration of the socio-technical network is flexible, though the extent to which it can
be transformed depends on how the elements by which it is constituted are valued
and interpreted in light of a variety of historical trends, evolutions, and revolutions,
as well as of the contingencies and inertias underlying progress and resistance to it.
The contributions in this book aim precisely to shed some light on the complexity
of transgressive dynamics.

The book has been divided into three main parts, according to three different
levels of boundary transgressions. In the Part I, “Disciplinary Transgression of
Boundaries”, the papers are mainly focused on issues concerning the flexibility and
partial distortion of disciplinary methodologies, expertise, roles, and statuses. In
Part II, “Extra-disciplinary Transgression of Boundaries”, the contributions analyze
the relationships—articulated or unarticulated, legitimate or illegitimate—between
scientific disciplines and nonscientific actors and issues. Finally, in Part III,
“Radical Transgression of Boundaries”, the contributions point to more trans-
gressive interpretations of transgression, where the very disciplinary divisions of
knowledge are viewed problematically and “boundless” transgression is deemed to
be a constitutive characteristic of scientific knowledge.

Part I: Disciplinary Transgression of Boundaries

In the first chapter of the book, “Science and Experiment”, Hans-Jorg Rheinberger
analyzes the heuristic potential of serendipity and chance in experimental science.
These “non-methodological” factors, usually excluded from scientific publications
as well as from sociological and philosophical analyses and reconstructions, are
claimed by the author to have played a very important role in the history of modern
science. In contrast to the productive role of mishaps, or unexpected experimental
results, extreme methodological precision and experimental virtuosity are
approached as potentially counterproductive research strategies in that they do not
leave room for chance and the emergence of potentially productive anomalies. The
author relates chance-allowing practices and hence epistemological fruitfulness
with the cross-disciplinary scientific culture (which is illustrated by the example of
mid-twentieth century molecular biology), which is in contrast to strongly
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discipline-based experimental practice, where the emergence and exploration of
new ‘“epistemic things” is constrained or limited by rigid methodological
boundaries.

Next, in her contribution “From ‘Imaging 2.0’ to ‘Imaging 3.0’: On the Cerisis of
Radiology and Its ‘Culture Shifts’”, Kathrin Friedrich describes ostensively how
the transformation of technical equipment in radiology towards digital workflows
does not only change the expertise of the radiologists but also work routines and
the use of radiology within clinical environments. In that vein, Friedrich aims to
answer the following question: “How are technological innovations mutually
challenging disciplinary paradigms and specialties as well as the (self-)conception
of a certain expertise?” She then argues that innovation-based disciplinary and
socio-cultural transformations in clinical contexts are being partially resisted by
radiologists. The strong influence of image-guided therapies on medical treatments
is claimed to demand an improved dialogue between radiologists and software
programmers. Radiology is thus characterized as facing a whole cultural shift
involving a transition from diagnosis to therapy, by virtue of which disciplinary
boundaries are inevitably being made problematic.

The last paper of this first part is Nuno Boavida’s “The Use and Influence of
Indicators in Decisions about Technology Innovation: Quantitative Results from
Questionnaires in Portugal”. In this paper, the author starts by describing the
increasing impact that calls for “objectivity”, as “a significant impulse of
quantification”, have had on political decision-making processes—especially in the
US—since the 1930s. Then, he argues that scientific methods have been used
increasingly in decision-making about technological innovations in order to create a
“culture of objectivity”, characterized as a “useful instrument to guide and improve”
subjective decisions. However, based on a broad quantitative empirical study,
Boavida shows that hitherto the expectation of “rational” guidance within those
decision-making processes is strongly limited. Basically, these decision-making
processes cannot, according to Boavida, be generalized. Both the type of technology
and the type of innovation path usually define the social, political, and cultural
contexts of decision-making processes. In order to understand these processes in a
more generalized way, he claims it is necessary to broaden the decision-making
model to have it embrace not just rational-analytical considerations but
political-behavioral and emotional-intuitive issues too.
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Part II: Extra-Disciplinary Transgression of Boundaries

Concerning the extra-disciplinary transgression of boundaries, Farah Purwan-
ingrum, in her contribution “Shifting Practices of Academia as an Entrepreneurial
Organization in Indonesia: The Case of ATMI Polytechnic Cikarang”, describes
knowledge production in vocational training systems. Based on her own empirical
observations, she shows how the orientation on production processes is slowly
changing the quality of academic teaching and—therefore—the quality of voca-
tional training within the polytechnic organization. Although the vocational system
of polytechnic structure has been strongly connected to manufacturing processes
from the very beginning, recent trends like the liberalization of higher education in
Indonesia exert enormous pressure on the survival of academia, which has been
forced to shift its practices towards the production system. According to Pur-
waningrum, these shifts are the reason that tacit knowledge—which once formed a
significant part of the production process—is losing relevance in teaching syl-
labuses and guidelines. From her perspective, this loss has negative effects on a
student’s level of qualification and, consequently, also negative effects on the
quality of products in Indonesia’s markets.

The next contribution in this part, Judith Igelsbock’s “Designing ‘Integration
Machines’: Computer Simulation and Modelling in Transdisciplinary Sustain-
ability Research in Austria”, is focused on a transdisciplinary Austrian research
program on sustainability. This program calls for a heterogeneous production of
knowledge on sustainability (where nonscientific actors are also invited to par-
ticipate) through the use of computer modeling and simulations, or “integration
machines”, to use a term of the author. Based on an empirical analysis of the
discursive contextualization and justification of transdisciplinary sustainability
research provided by different research projects inside the program, the author
exposes how traditional responsibilities, roles, and identities of scientific and social
actors are rethought and redescribed. However, the analysis also demonstrates that
integration machines do not just integrate, but also exclude some insights which
never become part of heterogeneous knowledge production processes—and, in that
sense, they can also be characterized as “antipolitics machines”. The
future-oriented perspective, trust in quantified knowledge, and the priority given to
simulations and models are some of the boundaries that remain non-transgressable.

The starting point of the analysis in Genco Guralp’s contribution, “Cosmology
and Weberian Science”, refers to Max Weber’s famous “disenchantment” thesis,
which he developed at the beginning of the twentieth century. When explaining the
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logic and the success of modern science, Weber strongly enhances the unreachable
distance between science as an infinite methodological activity and issues of
“meaning”, i.e., issues about which science is not intended to provide irrevocable
answers. In the context of cosmology and its latest developments, Guralp shows
that this thesis is losing relevance. Although scientific evidence in cosmology is
relatively controversial, the field, on the basis of an increasingly multidisciplinary
constitution, has arguably broken with its “speculative” past and become a “pre-
cision science”. Based on observations of different research groups in this field,
Guralp focuses on the narratives of some outstanding cosmologists about issues
such as the nature of “nothingness” or the existence of God. In their narratives,
they are also asserting the “intellectual bankruptcy” of theology and—partly—
philosophy concerning such issues. Assuming that physics recovers its “final
theory” character, as claimed by some of these cosmologists, Guralp argues that
the Weberian notion of the “infinite progress” of science is no longer plausible.

In the paper entitled “Cosmology and Theology: Some Mistakes in the Cos-
mological Case Against God”, Fabrice Pataut, originally motivated by Genco
Guralp’s paper, claims that the theological and philosophical conclusions made on
the basis of cosmological knowledge and theories are in principle illegitimate. He
offers a critical analysis of the cosmology-based antitheistic arguments of Lawr-
ence Krauss, Stephen Hawking, and Leonard Susskind, cosmologists who argue
that we can do away with God in explanations of the origin and existence of the
universe. Pataut, in contrast, argues that no inferences as to the best cosmological
explanation can be used to justify the dispensability of the theological role that God
plays in explaining the origin and existence of the universe because the two the-
ories are incommensurable in terms of the type of explanation—naturalistic versus
non-naturalistic—that they offer, and they do not even share theoretical terms.
Thus, the author concludes that the extra-disciplinary transgression allegedly car-
ried out by cosmologists is based on a misrepresentation of what cosmology can
really reject as a scientific explanation.

Part III: Radical Transgression of Boundaries

This last part begins with Jaume Navarro’s “Boundaries Between Territories of
Knowledge. Colonization or Independence” paper, in which the author offers a
deep characterization of Joseph John Thomson’s (1856—-1940) pluralistic stance on
scientific knowledge during his early career. Thomson, who discovered the elec-
tron in 1897, was very critical of the tendency of his age to divide science into
specialized disciplines, which he considered to be based on arbitrary and theo-
retically counterproductive boundaries. In contrast, as portrayed in the paper, he
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defended pluralism in science at different levels: Epistemological, ontological, and
topical. He unsuccessfully tried to create a physical sciences department at his
university (Cambridge) involving both physics and chemistry, tolerated a plural
understanding of matter as both a continuous and discrete entity, and showed
interest in psychic research, motivated by the possibility of extending physics to
the study of the mind. In short, he went beyond advocating inter- or transdisci-
plinarity—based, in the end, on a sharp separation of disciplines—and claimed
strong pluralism for science, always under the guidance of physics.

The next chapter, “Naturalism and Scientific Hierarchy: An Attempt at Strict
Naturalist Normativity”, by Pedro Sédez Williams, aims to overcome the assumed
incompatibility between a naturalistic account of scientific knowledge and scien-
tific normativity. In order to do that, the paper starts by criticizing the positivist
attempts to characterize and justify science’s cognitive authority on grounds of a
non-contingent, or transcendental access to “facts”—or what the author terms as
“the source”. Interdisciplinary boundaries—which the author characterizes as
“artificial barriers”—as well as hierarchical relationships between science and
society are claimed to be based on that alleged transcendental or non-contextual
objective access to reality. However, Sdez Williams claims that a normative
framework for science can still be proposed on a strict naturalistic characterization
of scientific knowledge. Based on the idea of “embodied cognition” from the
cognitive sciences, knowledge is characterized as a relative—i.e., contingent to
anatomy—but non-arbitrary process, constrained by embodiment. This naturalistic
normativity is claimed here to have the potential to break down presumed hier-
archies, or boundaries, in the sense that cognitive authority over others depends on
the ability to transform the interlocutor’s beliefs, or “limit of certainty”, on
non-hierarchical communicative grounds. The main philosophical mission here is
to understand what kind of social organization would serve as ‘“the most
un-intermediated, unbounded and efficient form of communication”.

Last but not least, Steve Fuller’s “Prolegomena to a Genealogy of the Trans-
gressive Mindset” exposes humanity’s constitutive tendency toward transgression
through history. More specifically, the paper analyzes the theological and philo-
sophical roots of the transgressive mindset, which is characterized as being “about
establishing a continuity of being between the human and the divine”. On the
theological side, the author focuses on Prometheus, Faust, and Simon Magus as
exponents of humanity’s aspiration to reach divinity—i.e., to overcome their
natural limitations. In that sense, these theological myths are presented here as
expressing an attempt to overcome absolute ontological boundaries, namely to
understand differences between being human and being divine in terms of degree
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rather than in terms of kind. Concerning philosophy, the author focuses on Scotus’
“univocal predication”, in virtue of which “being” had for him the same meaning
irrespective of what was said about it. This “gradualism”, expressed by Scotus in
terms of an explicit distinction between the hitherto undistinguished logical pos-
sibility and empirical probability, contributed to weakening the self-limiting
dynamics of reason (i.e., “taboo cognition”), which tended to see itself as pow-
erless to penetrate reality at certain levels. In the opinion of Fuller, Scotus, who
“opened up humanity’s epistemic horizons”, prepared the ground for the seven-
teenth century Scientific Revolution, the main exponent of humanity’s aspiration to
know and control the world. In that sense, scientific transgression can be arguably
interpreted as being part of the same theologico-philosophical transgressive
impulse, meaning that a transgressor’s boundaries are themselves also gradual and
blurred.

Thus, the three parts present a broad variety of ways of reflecting on the
boundaries of scientific disciplines in their social contexts. If we take into account
the historical development of scientific disciplines, this observation should not be
surprising. The boundaries between scientific disciplines have always been blurred,
at least since the methodological constitution of sciences in the modern era (Daston
and Lunbeck 2011). The contributions collected in this volume are aimed to
specifically highlight the constitutive and contingent character of scientific
boundaries. Intra-scientific as well as inter-scientific boundaries are versatile.
Individual and institutional efforts at drawing sharp intra-scientific boundaries have
been constant through the history of science. Moreover, even if science is still
pretty much understood in our societies as a methodologically structured enterprise
committed to truth and progress, the history of science and scientific breakthroughs
cannot be understood without taking into account less structured dimensions.
These are methodological failures, accidents, temporal and spatial shifts, individual
scientists’ characters and efforts, or even simple luck (Daston and Lunbeck 2011).
The description of scientific action as a social process has relatively eroded the idea
of “objective” science.

As seen throughout this introduction, though, the issue of extra-scientific
boundaries has probably attracted more attention than either the intra- or
inter-scientific ones both in the scientific and in the public arena. The responsibility of
solving societal problems is increasingly being delegated to the sciences, and so
scientific boundaries are becoming contingent as well as socially legitimate in virtue
of that problem-solving function. Thus, as already seen, the contingency of scientific
boundaries is interrelated with the “contingencies of particular historical situations”
(Barnes et al. 1996, p. 140): They demand deep reflection on the demarcation
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between scientific boundaries and societal needs, interrogating us about the role
played by scientific knowledge in our societies currently and through history.

Disciplinary demarcations are thus arguably conventional, relative to their
social and historical contexts (Kuhn 1962; Daston and Galison 2007). They
respond to specific, situated goals and strategies. Barnes and colleagues, for
instance, argue that boundaries are mainly created to satisfy and maintain some
specific interests of scientists, “concerned to protect and promote their cognitive
authority, intellectual hegemony, [and] professional integrity” (Barnes et al. 1996,
p- 168). As far as science becomes the addressee for resolving societal problems,
the issues of methodological and ethical integrity become crucial, constituting a
defining characteristic of an increasingly contested scientific activity (Latour
2013).

Thus, the role and the function of science in society are under steady obser-
vation. We hope that the current publication contributes to promoting the debate
and our understanding of the relevance and meaning of scientific boundaries.
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Abstract

The chapter analyses procedural aspects of experimentation that are commonly
considered as “subjective” or “contingent” and ignored because they seem to be
inconsistent with the claim to authority of scientific action. Based on a description of
experimentation as a type of open exploration of the world, the role of the principles
of uncertainty and serendipity in producing epistemic things is discussed. The
chapter shows how the unexpected emergence of something new in the history of
science mostly takes place between the poles of technical and epistemic chance. It
locates the aesthetic moment of experimentation precisely in the combination of
complexity and manageability of limited, but nevertheless multi-layered systems.
For instance, an experimental system would not—as is often stated—be perceived
as beautiful or aesthetic because it is “simple”, but because it hovers “on a
borderline”. Its structure is repetitive but also holds surprises.
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This paper deals with aspects of experimenting in modern science that, as a rule,
tend to be attributed to subjective and contingent factors and thus are largely
excluded from the sociological and, in particular, the philosophical study of
experimentation.’

1 Research as Searching

Without a doubt, research is the core activity of modern science, and one could add
that experimenting makes up the core activity of modern research. Research can be
characterized as a searching that takes place at the border between knowledge and
our lack of knowledge (Rheinberger 2005). The fundamental problem consists in
the fact that one does not exactly know what one does not know. This is a brief but
precise description of the core of scientific research. The goal is ultimately to
acquire new knowledge, and yet by definition whatever is truly new cannot be
anticipated. There are therefore limits to our capacity to bring it about. Whatever is
truly new must simply happen; it must take place. In an experiment, a researcher
creates an empirical structure, or environment, that enables him to act in this state
of not knowing about the unknown. Yet, an experimental setup does embody a
large amount of knowledge that at a certain point in time is considered to be
verified and that, as a rule, takes the form of instruments, devices, and apparatuses.
The latter are in fact often set in motion solely to confirm that they are in good
working order; the calibrating and testing of apparatus probably even takes up the
largest part of a scientific experimenter’s time. The machines that are employed are
supposed to do their work smoothly and silently. The actual goal of experimenting
consists in getting the phenomena that are being examined to speak up. In my
terminology, I refer to these phenomena as the epistemic things (Rheinberger
2001). The exploratory experiment has to be set up in such a manner that the
unexpected can take place. Claude Bernard once noted in one of his notebooks
(Bernard 1965, p. 145): “It has been claimed that I would find something that I
hadn’t been looking for while Helmholtz only finds what he looks for. That is true,
but such exclusiveness is bad in either direction”. This statement by the great
French physiologist of the nineteenth century—independent of his indirect swipe
(“it has been claimed”) at his German colleague Hermann von Helmholtz—hits the
decisive point precisely. An experiment that yields findings is designed to reveal

'Some of the exceptions are Pierce (1955) Philosophical Writings (see here in particular
Chap. 11: Abduction and Induction) and Merton (1949) Social Theory and Social Structure.
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something that the experimenter does not yet have a precise conception of. On the
other hand, the experimenter cannot be surprised by something new if he does not
have at least a vague conception of it. The nature of the experimental spirit must
therefore be complementary to the experimental structure. Researcher and object
form a tight relationship: The better he knows “his thing”, the more subtly it shows
itself to him. The experiment is, so to speak, a search engine, but one with an
unusual structure. It namely produces things of which the experimenter can always
only subsequently say that he would have had to have looked for them. Bernard is
thus correct when he categorically concludes, “Knowledge is always something a
posteriori” (Bernard 1954, p. 21).

The history of science is full of stories about such surprising findings. Ludwik
Fleck once even referred to them as the Columbus effect. Expressed rather infor-
mally: You look for India, and you find America (Fleck 1979, p. 69). This fre-
quently mentioned example reveals something else. When the new item makes its
first appearance, it is usually not recognized as new, but becomes something new
in a recursive process. As far as we know, Columbus died believing he had found
new regions in the orient—to which he had sought an alternative route—and not an
unknown continent. Examples of chance discoveries in the more recent history of
science that have been cited over and over again are the discovery of gamma rays
by Wilhelm Conrad Rontgen and of penicillin by Alexander Fleming.

2 Serendipity

In the course of the last few decades, the term “serendipity” (or “the serendipity
principle”) has been used commonly to refer to this circumstance (see Roberts
1989; Merton and Barber 2003). An English eighteenth century author, Horace
Walpole, is credited with having coined the term. In a letter to his friend Horace
Mann in 1754, he talked at length about a Persian fairy tale with the English title
The Three Princes of Serendip. By a combination of chance and acumen, the three
princes in the fairy tale were constantly discovering things they had not been
looking for (Roberts 1989, p. ix). The principle of discovery described here is thus
not pure coincidence. It describes an event that takes place without one moving
directly toward it but that on the other hand does not simply cross one’s path. We
could perhaps speak of a canalized or facilitated chance occurrence. Two qualities
are needed in order to bring about this occurrence as well as to grasp it: A
familiarity in dealing with the materials that only comes with experience, and a
type of attentiveness that contains a sharp sense for distinguishing nuances. This is
thus acumen that may not be too rigidly focused but that can, as it were, be held in



26 H.-J. Rheinberger

suspension. Roberts (1989, p. x) made the effort to distinguish between serendipity
and pseudoserendipity. According to him, the category of pseudoserendipity is for
discoveries of new and unexpected procedures for achieving a certain goal that the
researcher firmly has in mind. The category of genuine serendipity, in contrast, is
reserved for those discoveries that concern things that one is precisely not looking
for. One could accordingly distinguish something like technical coincidences from
epistemic ones. Presumably, however, every concrete historical example can be
located somewhere in the wide gray area between these two extremes.

Two examples from the history of science may, to begin with, illustrate these
extremes. The research conducted by Claude Bernard, mentioned above, about the
breakdown of sugar in the body led at a critical point in his experiments in the
1840s, after several years of experimental work, to the totally unexpected obser-
vation that an animal’s body is also capable of synthesizing sugar (Holmes 1974).
As a consequence of this reversal—an example of epistemic serendipity—funda-
mental changes took place in our thinking about animal metabolism. As the
German zoologist Alfred Kiihn was busy developing his experimental system of
genetics oriented on developmental physiology and based on the Mediterranean
flour moth (Ephestia kuehniella), his massive breeding program produced a
red-eyed mutant of the moth, detected because of the attentiveness of one of his
technical assistants. This technical serendipity became the starting point of all the
further studies of Kiihn’s research group on gene action chains affecting chains of
metabolic substrates, and it formed the basis of biochemical genetics that subse-
quently developed (see Rheinberger 2006b). This example clearly demonstrates,
however, the dubiousness of the distinction. In the last case, we can say with some
justification that it was precisely the new mutant that made it possible to develop
the distinction between gene networks and substrate chains, which in turn had a
massive epistemic impact.

As a rule, such events become the topic of scientific legends and anecdotes, and
accordingly great care must be exercised in the history of science. This is the
reason we rarely find them formulated explicitly in original scientific publications;
they appear rather in autobiographic recollections, where as a rule they are reported
trenchantly from the perspective of later successes. The serendipitous good fortune
of a scientist is itself actually something that can only be appreciated after the fact.
It is always on the—potentially dangerous—brink of minimizing the role of the
person who happens to experience it because the good fortune is nothing that one
has earned. For this reason, consequently, one does not speak about it until after
achieving subsequent results, i.e., after having taken the next steps. A good
example of this is Eduard Buchner, one of the founders of in vitro biochemistry
around the turn of the twentieth century. He begins his legendary paper on
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“Alcoholic Fermentation without Yeast Cells” (“Alkoholische Gérung ohne
Hefezellen) from 1897 by writing succinctly: “Separation of fermentation from
living yeast cells has not been achieved previously. In the following, I describe a
procedure that solves this task” (Buchner 1897). Buchner did not begin to speak
about the circumstances of his discovery until from a safe distance, and even this
was triggered by claims that an assistant had made to the discovery. A recent
biography describes in detail that Buchner—impressed by the research done by his
brother Hans Buchner—was actually searching for an immunizing substance to be
obtained from microorganisms (Ukrow 2004). In order not to modify the presumed
substance chemically, he turned to the mechanical destruction of the cells. To
stabilize the resulting unstable cell sap, he first added glycerin and then tentatively
sugar. It was only the foaming of the resulting liquid that directed his attention to
the fermentation process that was to determine his scientific work for the next
decade.

A serendipitous event often has the character of something that—at least from
the perspective of the experiment just conducted—has gone wrong or, in other
words, that an assumption was not confirmed. In a nutshell, serendipity means to
turn this “misfortune” into a productive event and thus, depending on the cir-
cumstances, turning the entire experimental undertaking in a new and unexpected
direction. A special form of this occurs when what is intended to be a control
experiment is turned into the actual one. Employing a new instrument, the ultra-
centrifuge, the Belgian physician Albert Claude succeeded at the Rockefeller
Institute in New York, around the middle of the 1930s, in concentrating the active,
carcinogenic principle from sarcoma cells of chickens several thousand times. Yet
when he centrifuged sap from healthy chicken tissue to check his results, he
determined to his surprise that the inactive sediment from the control experiment
did not differ in its composition from the active specimen. This led him to become
interested in the source of this sediment, instead of in the carcinogenic principle
(Lowy 1990). His subsequent experiments turned into one of the starting points of
experimental in vitro cytology in the second third of the twentieth century. In my
book on the history of research into protein synthesis, I have described in detail
another such experiment that was conducted to confirm results and that marks a
biochemical turning point in molecular genetics. The use of a radioactive amino
acid in parallel to that of a radioactive nucleotide led Paul Zamecnik, at the
Massachusetts General Hospital in Boston in the mid-1950s, to characterize a
small, soluble nucleic acid that initially had appeared to represent an ineradicable
contamination of the experimental system. As it became apparent that an amino
acid could be transferred to this nucleic acid, a carrier of the transfer of genetic
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information began to take on shape at the molecular level, a perspective that had
not at all been the intention of the original experiment (Rheinberger 2001).

Even these few examples demonstrate that such turns in research can take
completely different forms. Technical accidents can be the reason that previously
neglected phenomena come to light. In this case, a mishap becomes a productive
factor. A control experiment can be transformed into a research experiment. In this
case, an unchallenged assumption—it is in the nature of controls that they embody
the respective state of knowledge in compact form—becomes a problem. The
procedures that are employed can result in effects other than those originally
intended. In this case, a resource (e.g., instrument or act) produces an unanticipated
excess effect. Components that are considered contaminants of a system may prove
to be integral parts that cannot be removed and that are transformed from a dis-
turbance into an object of study. There are cases of surprising incidental results,
whose significance depends on their even being noticed. Although to my knowl-
edge no typology of unanticipated and unanticipatable turns in experiments has yet
been written, we can follow Root-Bernstein (1989, p. 365) in asserting that in
science “without experiments with serendipitous results soon all theorizing would
come to a halt”. And Root-Bernstein (1989, p. 376) summarizes: “Science is
change”, in fact in the sense of “actual, effective surprise”. In this, he refers to the
conviction of the English philosopher of science Stephen Toulmin that what is new
in science is just as often unexpected and occurs in an unintended manner as is the
case in nature (Toulmin 1961).

Experimental systems can be considered as structures that make it possible for
such turns to take place during the process in which we expand our knowledge. In
other words, they are structures that permit us to assimilate coincidences in a
productive manner and that perhaps are a prerequisite for creating a form of
coincidence that can be assimilated in this fashion. This arrangement thus becomes
the focal point of all science in the making or, to use the phrase of Latour (1987),
“science in action”. As Bernard (1965, p. 135) wrote in his red notebook, “Where
you do not know further, there you have to find”. He noted at a different spot: “You
can probably say that no one has yet made a discovery by looking for it directly”
(Bernard 1965, p. 149). The experiment is the form in which modern science has
imposed rules—which themselves are subject to historical change—on this indi-
rect, searching manner of finding. Ultimately, something imponderable is left over.
This is inextricably associated with the diversity of elements that make up an
experimental set-up. These elements are both material in nature as well as social,
cultural, and epistemic. It is impossible to specify an ideal type or an ideal mixture.
As Bernard wrote in one of his notes:
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Everyone goes their own way. Some prepare themselves long beforehand and march
along a predetermined path. I myself reached the field of science via detours, and I rid
myself of the rules by finding a place between the disciplines, something others may
not have dared to do. Yet I believe this has not hurt in the field of physiology since it
has led me to have new insights (Bernard 1965, pp. 128-129).

Individual disciplines are always at different stages of formation, and accordingly
particular strategies of research prove to be more or less successful. And every
experimental system is ultimately concrete, homemade, and in an elementary sense
a product of its time and means.

Yet there is also a flipside to this, i.e., those configurations in which an
experimental clue was overlooked and which in hindsight appeared to the partic-
ipants to be a missed chance. The history of science is also rich in examples of
missed chances. In retrospect, for example, a half dozen researchers and research
groups could have described messenger RNA, which was so decisive for the
establishment of molecular genetics. Often, events depend on which system one
chooses. If the genetic code had not been solved in a bacterial system of in vitro
protein synthesis, those researchers who worked with mutants of the tobacco
mosaic virus might have been successful. The cases that are particularly aggra-
vating for the competitors are those in which they almost simultaneously and
independently reach a result that subsequently proves to be pathbreaking. This is
particularly annoying where priority is determined by tiny details in the perception
of its significance and by changes in a journal’s publication schedule. As with other
creative activities, research can also be a risky game, and a detail that appears
relatively minimal can be decisive for careers.

3 In the Right Place at the Right Time

This leads us to an aspect of research that is somewhat different, situated at a
different level, but associated with the preceding comments. Scientists often refer
to it by using the expression of having the good fortune of having been in the right
place at the right time. This is a reference to two essential features of experimental
systems. First, as a rule, such systems are locally adapted, and in this local adaption
they may be unique, i.e., not transplantable at one’s will. Secondly, they possess
something like an internal dynamic, which can always lead to critical inflection
points at which a relatively minor input from outside can trigger large movements.
Mahlon Hoagland joined Paul Zamecnik’s group in Boston in the 1950s after
working with Fritz Lipmann, with whom he had learned the tools of the trade in
phosphorylation experimentation by working on the nucleotide adenosine



30 H.-J. Rheinberger

triphosphate (ATP). The application to Zamecnik’s cell-free system for incorpo-
rating amino acids in proteins led in less than a year to the result—which was
pioneering for the further development of the system—that amino acids have to be
activated by ATP before they can be utilized in protein synthesis (Hoagland 1990).
Yet this outside input does not always have to be technical in nature. In his
autobiography La statue intérieure, Francois Jacob described a particular con-
juncture of being in the right place at the right time. At the beginning of the 1950s,
he joined the group led by André Lwoff and Elie Wollman at the Institut Pasteur at
a time when Lwoft’s longstanding interest in lysogenic phages was developing into
an entry point to experimental bacterial genetics, which Jacob then successfully
made his own cause.

This type of a turn in research is closely tied to a scientist’s biography and is
naturally also linked to decisions at the level of institutions. For the individual
researcher, it is his personal increment, i.e., the stamp he puts on an experimental
system that as a rule is already there. From the perspective of the development of the
system, the researcher’s entrance itself becomes an element in the play of its con-
tingencies: That he hit on it, and that it hit him of all people. This also shows
something of the texture of the experimental sciences, which as a rule are made up
of many smaller, patchwork-style units that unite to form an experimental land-
scape. Between the regions of this landscape there may be a limited, selective
exchange of persons, objects, instruments, and procedures. It is often precisely these
cross-links—the elements that a researcher contributes to an existing system—that
catalyze processes that may have been inherent in a certain experimental project but
may not be recognized by those immediately involved. Close familiarity with an
experimental system is on the one hand a necessary condition for its productive
manipulation, but on the other hand it can also constrict the view of those involved.
In this connection, the semi-controlled contingency of the exchange of personnel in
a scientific community plays a decisive role in releasing the potential that is inherent
in a particular research process.

4 Virtuosity

In conclusion, I would like to present a short look at the subjective side of
craftsmanship in research. This is tied to the performance of scientific experimental
work and implies both aesthetic and kinaesthetic aspects. In his book on Emil Du
Bois-Reymond, Dierig (2006) shows that Du Bois-Reymond combined an
understanding of sound experimental work in the tradition of a craftsman with an
aesthetics of functionality or of functional form that presaged the approaching
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industrial age. The subjective side also included the athletically trained, fit body of
the experimenter geared toward the Greek ideal (see the exhibition catalogue edited
by Dierig and Schnalke 2005). Du Bois-Reymond spent his entire life consum-
mating this experimental activity that was directed at perfection in design and
virtuosity in handling. This was the case both in the completion of his electro-
physiological studies and in the demonstrations he presented in lectures to a large
public. It can also be said that this self-realization in experimenting that was
stylized to an ideal and this attitude of seeking self-satisfaction in virtuosity were
not solely to the benefit of science. Du Bois-Reymond’s manner of pursuing
electrophysiology was revolutionary in the 1840s, but had outlived itself by the
1880s. Virtuosity is no guarantee for productive research.

On the contrary, limited accuracy could help, being an attenuated form of
precision as it were. If we follow the self-portrayal of molecular biology for which
Horace Judson’s book The Eighth Day of Creation (1979) set a memorial, then
Max Delbriick, a physicist who turned to phage research, spoke in this connection
of a “principle of limited sloppiness” (Fischer 1988). If someone handles his
system with too much virtuosity and narrows it too far, nothing will come of it at
the end. However if one lets chance play a role in a controlled manner, then he has
a chance of finding something new. Delbriick’s statement was, if nothing else, an
expression of the transdisciplinary culture of molecular biology in the middle of
the twentieth century that was oriented toward the transfer of methods, exploration,
and new epistemic things. This was an alternative scientific culture that established
itself beyond the traditional disciplines and in self-confident disregard of traditional
boundaries.

This new orientation did nothing to lessen the satisfaction provided by a skilled
experiment. Judson relates as follows an adage handed down from Alfred Hershey,
who succeeded in proving at the beginning of the 1950s that the active principle of
T-phages was its DNA and not its proteins. Hershey was once asked by Alan
Garen, a colleague, what he imagined to be a scientist’s greatest happiness. His
answer was, “To have an experiment that works, and to do it over and over again”
(Judson 1979, p. 196). Frangois Jacob, however, presents this condition—which
has come to be known to molecular biologists as Hershey heaven—in a signifi-
cantly more differentiated form, which reminds one less of Du Bois-Reymond and
is more compatible with the Delbriick principle:

Al Hershey, one of the most brilliant American specialists on bacteriophage, said that,
for a biologist, happiness consists in working up a very complex experiment and then
repeating it every day, modifying only one detail (Jacob 1988).
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The point in Jacob’s version is thus not the unchanging repetition of a functioning
experiment, not virtuosity a la Du Bois-Reymond, but that the potential of a
complicated system can only be sounded out by trying it out in all directions and
that this sampling of a possibility space can trigger a feeling of satisfaction of the
experimenter’s wishes. The aesthetic aspect here is in the combination of the
complexity and the operability of a system that—while limited—is still complex
enough and in which surprises are possible, i.e., in the marginal connection
between presumed success and the unguaranteed hope for unanticipated answers.
Thus the system is not considered beautiful because it is simple—in the sense of
the elegant, simple solutions often invoked in the scientific literature. It is because
it moves on a boundary: It has a structure that can be repeated and does not
dissolve, while it also offers unsolved issues. The kinaesthetic aspect is in expe-
riencing the virtuosity of experimenting that does not strive to be glossy, but rather
to experience the independent feeling of being able to work with the material in a
sovereign manner. It takes a great effort to get this far, as Hershey himself knew. If
one has overcome the difficulties and set up a functioning experimental system,
then one basically does not want to leave it any more. The experimenter has
arranged himself in it, knows his way around in it, but cannot look behind every
corner of the set-up, and he wants to inspect the full radius of the mute knowledge
that is enclosed within his interaction with the system—his epistemic complicity.
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Abstract

Two major technological turnovers led to a crisis in the disciplinary
self-conception of clinical radiology within the last 20 years. In the late
1990s, the transformation of analogue visualization techniques and diagnostic
workflows into all-digital environments challenged the radiological modes of
processing and reading medical images. This so-called analogue-digital
migration fundamentally transformed the diagnostic process into a fully digital
one. The analysis of user modeling processes and of its implementation in
everyday work routines demonstrates the interdisciplinary tensions between
radiology and, in particular, software design on how to conceptualize a
discipline and its novel digitally-based work practices. More recently, the use of
imaging techniques and visualization technologies in other medical disciplines
causes strategic and political campaigns such as Imaging 3.0 to claim
radiology’s very own professional position in changing clinical environments
and in health care policy decisions. Radiology tries to demand back its leading
role as a clinical discipline with long-lasting traditions of visual expertise by
simultaneously opening to new political demands such as patient-centered
health care. The analysis of tumor boards illustrates the multidisciplinary
contexts of today’s cancer treatment regimes and thereby points to the contested
status of radiology as a discipline with a very specific visual expertise. I will
explore the professional “crises” and proclaimed culture shifts of radiology in
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the course of the analogue-digital migration as well as the Imaging 3.0
campaign by focusing on the relations between conceptual developments on a
more macroscopic level and their impact on everyday practices within
radiological settings.

Keywords
Technological innovation - User-modeling - Image-guided intervention -
Visual expertise - Clinical radiology

1 Introduction

The future of radiology is bright; the future for radiologists is far less certain (Muroff
2013, p. 93).

This defeatist remark points to the recent unsettledness of trained radiologists. At
stake are their very own professional expertise and the discipline’s relation towards
patient-centered health care. Since imaging techniques such as computed tomog-
raphy (CT) or magnetic resonance imaging (MRI) are no longer exclusively
applied and interpreted by radiologists and more and more therapeutic interven-
tions are being guided by radiological imaging, radiologists are scared to lose their
disciplinary expertise. On a technological level, the future of radiology may seem
bright but the expertise of radiologists is being questioned. In particular, profes-
sional associations of radiology, such as the American College of Radiology or the
German Roentgen Ray Society, are emphatically planning political action that
should act back on local routines. Campaigns such as “Imaging 3.0” are indicative
of the search for an innovative self-conception of a clinical discipline in conver-
sation with other medical specialties or experts from fields outside clinical

'The term “radiology” is used to describe a medical discipline that forms a “thought
collective” (Fleck 1979 [1935], p. 39) sharing certain knowledge, socio-practical conven-
tions as well as discourses. Radiology as a discipline is acted out according to local and
epistemic contexts but there is a constant “communication of thoughts” (Fleck 1986 [1936],
p- 103) between local instances and professional associations or other medical disciplines.
Radiology in itself is a quite diverse field with multiple sub-specializations and paradigmatic
orientations. Great epistemic divides are at stake even between diagnostic radiology and
interventional radiology. Hence, empirical observations, specialist literature and discourses
within the discipline need to be taken into account to detail and specify analytical questions
and issues as well as contextually reassess the developments.
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contexts. But what may seem to be a profound and proactive attempt to open up the
discipline’s clinical focus is another epistemic crisis of radiology induced by
technological innovations.

Previously, another major technological and media-based turnover initiated the
quest for a new radiological self-esteem about 15 years ago. At the time, the
transformation of analogue visualization techniques and diagnostic workflows into
all-digital environments challenged the radiological modes of processing and
reading medical images. This so-called analogue-digital migration transformed the
diagnostic process into a fully digital one. Print outs of radiological images or
paper-based patient records were slowly but steadily integrated in digital software
systems that process and visualize data from different imaging modalities such as
CT, MRI and conventional X-ray (CR). The workflow of radiologists and
socio-cultural interactions were both “relocated” in an “all-digital department”
(Thrall 2005, p. 382).

These technological developments are inseparably connected with multifaceted
institutional and socio-political processes on local, national and international
levels. Interestingly, professional associations such as the American College of
Radiology (ACR) try to frame the disciplinary challenges that are posed by
technological innovations as a straightforward “evolutionary process”. The ACR
discursively disjoins different stages of technological innovation to launch new
campaigns such as Imaging 3.0 and to claim constitutive turning points in radio-
logical expertise and practice.2 In particular, the use of established and novel
imaging techniques and visualization technologies in other medical disciplines like
radiation oncology or neurosurgery causes strategic and political campaigns to
claim radiology’s very own professional position in changing clinical environ-
ments and in health care policy decisions. Radiology tries to demand back its
leading role as a clinical discipline with long lasting traditions of visual expertise
by simultaneously opening to new political demands such as patient-centered

Radiologists who are involved in the recent debates about Imaging 3.0 use the “versions” of
imaging as blueprints for different and future collective mind-sets in the course of
technological developments (Ellenbogen 2013, p. 229). Besides, Imaging 2.0 is a trademark
coined by the international company Philips Healthcare in the style of Web 2.0 to market
their digital communication systems for radiological departments. As an economically driven
campaign for the annual congress of the Radiological Society of North America in 2013,
Philips’ Imaging 2.0 is designed for “transforming care, together. Together, we are changing
the expectations of what imaging is, how it should work, and what it can do today and
tomorrow” (http://www.healthcare.philips.com/us_en/about/events/rsna/index.html, accessed
12 Sept. 2013). In this respect, it foreshadows the most recent campaign Imaging 3.0, which
is driven in contrast by radiological associations.
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health care (Goldsmith 2011). As technological possibilities become increasingly
accessible and therapeutically valuable for other medical disciplines, radiology’s
very own expertise is arguably at stake. How are technological innovations
mutually challenging disciplinary paradigms and specialties as well as the (self-)
conception of possessing a certain expertise?

I will explore the professional “crises” and proclaimed culture shifts of radi-
ology in the course of the analogue-digital migration as well as the Imaging 3.0
campaign by focusing on the relations between conceptual developments on a
more macroscopic level and their impact on everyday practices within radiological
settings.3

Concerning the context of the analogue-digital migration in the late 1990s,
technological innovations such as digital image processing led to interdisciplinary
negotiations between radiology and, in particular, software design on how to
conceptualize a discipline and its novel digitally-based work practices. The design
process of, for example, the international software vendor Agfa HealthCare was
grounded on persona-based modeling, which is a tool to technologically codify the
work practices of a certain user group. So-called personae are conceptualized as
archetypical users based on empirical studies in the field to represent radiological
workflows and expertise throughout the software design process. This raises
questions of how a certain disciplinary knowledge and practice, such as radiol-
ogy’s, is anticipated by disciplines such as software design and further encoded
and negotiated within software systems. The analysis of such modeling processes
and of its implementation in everyday work routines will demonstrate how certain
habits and social conventions cannot simply be integrated into automated modes of
diagnosing.

The most recent technological innovations of image-guided interventions and
their “disciplinary threat” to radiology will be discussed according to the
nation-wide Imaging 3.0 campaign as well as to the locally acted out practices of
tumor boards. The analysis of these gatherings allows me to illustrate the multi-
disciplinary and patient-centered contexts of today’s cancer treatment regimes and
thereby points to the micropolitics of clinical medicine and the contested status of
radiology as a discipline with a very specific visual expertise.

3Both foci are equally based on discourse analyses of subject-specific literature such as
journal articles, news texts and handbooks, on observations in radiological and oncological
departments at German university hospitals as well as on interviews with software experts
from international health care companies. The samples and interviews draw on the media
technologies under investigation, such as data processing or different visualization
techniques.
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2 “Imaging 2.0”: The Analogue-Digital Migration
and the Quest for Disciplinary Integration

Since around the year 2000, a fundamental technological and media-based change
has been taking place in Western clinical radiology—the so-called analogue-digital
migration, which is sometimes referred to as the analogue-digital conversion. The
analogue workflows and modes of diagnosing, for example, reading printed scans
on a light box or managing the clinical processes on the basis of paper-based patient
records, was successively transferred to digital environments such as the picture
archiving and communication system (PACS) (Dreyer et al. 2006). With the
introduction of ever more technologically advanced imaging modalities such as
innovative CT or MRI scanners, radiological expertise is being confronted with
“data avalanches”, ramified network architectures and advanced modes of visual-
ization (Reiner et al. 2003). Regula Burri, in her ethnographic study of the clinical
use of MRI, points out that there were “continuous efforts to accumulate symbolic
capital” (Burri 2008, p. 41) within diagnostic radiology after the introduction of, in
particular, magnetic resonance imaging in the 1980s. She identifies three contexts
where these efforts became obvious, namely “the installation of the machines; the
production and interpretation of the images; publication strategies and conference
performances for the scientific community” (ibid). While the technological devel-
opment of imaging could be read as an almost straightforward success story, dis-
course in the field of radiology rarely reflects social, cultural and epistemic factors.
The boundaries of expertise are being destabilized not only in the clinical field. The
disciplinary boundaries between physicians and information scientists are also
becoming blurred. Burri concludes that the

[...] diffusion and use of medical imaging technologies [...] occurred in the context of
different epistemic, social and material reconfigurations. The clinical application of
the new technologies induced a “crisis” in the “doxa” of radiologists, thus challenging
their professional expertise and identity (Burri 2008, p. 55).

Therefore, the “crisis” of radiological expertise grows in size and impact by
challenging developments and expertise outside the clinical context.

Before the migration from analogue to digital conventions of diagnostic prac-
tice, several radiological imaging modalities had of course already become digital,
for example computed tomography (CT) or magnetic resonance imaging (MRI),
but the circulation of data and images now became exclusively digital. The relo-
cation of once material things and processes challenged the design of PACS
software applications that enable radiologists to diagnose soft copies, i.e., data sets
of medical visualizations, within a graphical user interface (GUI) with the help of
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various digital tools such as rulers or angle meters. Therefore, the analogue-digital
migration causes far-reaching changes in the workflow and diagnostic practice of
radiologists (Larsson et al. 2007; Tellioglu and Wagner 2001). Perceived within
the discipline as a “digital revolution we are now living” (Bryan 2003, p. 299), it
overturns well-established conventions of thought and sight by transferring
workflows into software systems.

2.1 “Prototyping Radiologists”: How Programmers
Anticipate a Profession

With the migration from analogue to digital workflows, software became a sig-
nificantly powerful epistemic and operational tool (cf. Berry 2011, p. 3).
Accordingly, questions such as how socio-technological connections and differ-
ences are constituted by the design and application of software arise.

The radiologists’ light box with printouts of images on radiographic film still
exists in some radiological departments but it is no longer used for diagnostic
purposes. The new epistemic and aesthetic “arena” of visual expertise is a picture
archiving and communication system (PACS), which is available from several
vendors. To explore the challenges and the possibilities of the analogue-digital
migration for radiology, it is important to trace the role of the software vendors
who played a leading role in specifying the needs of the discipline by encoding and
representing them in software solutions.*

Programming a software system, in particular its graphical user interface, is a
complex endeavor as such but designing it according to already existing modes of
thinking and perceiving without causing too much irritation is even more difficult.”
Software systems do not only couple the user and computer, but also define “the

*The following paragraphs on persona-based modeling and the Agfa PAC System are based
on interviews with three Agfa software designers, the analysis of design handbooks named
by them, and the analysis of marketing material for the PACS published by Agfa
HealthCare.

5T will use the notion of designer here to refer to human-computer interaction design that
covers aspects of both programming and visual design. The division of labor between both
specialties ranges according to the size and structure of the software company or complexity
of the software system (cf., e.g., Coopmans 2011). In international health care companies
such as Agfa or Siemens, the organizational unit of innovative responsibilities is a team.
Focusing on one very specific aspect of a software creation process, the relations between
different teams or silos sometimes might be quite loose as is the relation between
programmers and designers.
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interaction between the designer and the user through the system” (Dourish 2001,
p- 56, italics in original). Designers determine formal processes of algorithms, data
streams and computation in general, yet more strikingly they translate thought
processes “into a mechanical process of action” (Trogemann 2010, p. 43). These
thought processes are abstracted to machine code, but they derive from and, at
another level, retroact on a material, cultural and social world that is evidently
affected (Trogemann 2010, p. 44).

Several international health care companies like Agfa, General Electrics and
Siemens offer software products to integrate, process, visualize, and archive image
data from different imaging modalities. To simultaneously create and mirror the
changing radiological workflows that are no longer based on printouts of images
but on interactive visualizations of the human body, health care companies need to
get an idea of a prototypical radiologist, his or her workplace and workflow, and
individual as well as collective thought processes (Mayhew 1999, pp. 67-68). How
do programmers prototype radiological expertise and its application by designing
software systems such as a picture archiving and communication system? What is
the conceptual anticipation of a radiological diagnostic workflow in the light of a
media-based transformation that mutually causes epistemic as well as aesthetic
innovations and—at the same time—constraints?

2.2 On Radiological Personas

To get an idea of a prototypical radiologist, Agfa HealthCare, for example,
employs persona-based modeling, which is conceived as an “effective design and
communication tool” (Agfa HealthCare 2007, p. 1). Initially, Agfa HealthCare
commissioned the interaction designer Alan Cooper and his team to conduct
empirical studies in radiological clinics to create specific personae.® Personae are
not supposed to reflect “real people, but they represent them throughout the design

S“The personas used in IMPAX Agility have been drafted for Agfa HealthCare by the team
of Alan Cooper. He created the Goal-Directed Design methodology and pioneered the use of
personas as practical interaction design tools to create high-tech products. His team
interviewed stakeholders at Agfa in Waterloo, Ontario, and product managers in Milwaukee,
Wisconsin. Then they visited hospitals across North America and spoke with radiologists,
PACS administrators, radiology IT staff, and Agfa services representatives. They came to
Europe and conducted interviews in Italian, Belgian, Dutch and German hospitals. Most of
the interviews took place in radiology reading rooms, making it easier to discuss common
communication and information patterns, and identifying key behaviours in the reading and
interpretation of radiology images” (Agfa HealthCare 2013, p. 2).
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process. They are hypothetical archetypes of actual users. Although they are
imaginary, they are defined with significant rigor and precision” (Cooper 1999,
p. 124).

Since many software solutions in medicine are not developed in equal partic-
ipation or work-sharing between health care companies and clinical specialists,
software programmers need to get a valuable base for their “rigorous and precise”
definitions of personae, which are, however, continuously adapted according to a
specific clinic and its workflows, i.e., to the needs of the customer. Consequently,
the use of software is conceptualized as “embedded into a set of practices”
(Dourish 2001, p. 166) and needs to be approached by software specialists from
outside the radiological realm. To define a rigorous and precise persona model and
before the software itself couples and abstracts the interaction between the designer
and the user, both have to meet in the context of application to exchange ideas
about how software processes could be productively integrated. Therefore, pro-
grammers or solution lifecycle managers conduct empirical studies to get a better
understanding of habits and uses as well as of the workflows of the users. Using a
contextual task analysis, designers try to

[...] obtain a user-centered model of work as it is currently performed. That is, you
want to understand how users currently think about, talk about, and do their work in
their actual work environment (Mayhew 1999, pp. 67-68).

The prospective user is viewed as a prototype of real-world experience and not
anticipated from a programming lab that is far from the contexts of application.”
By being the object of empirical research, radiologists as prospective software
users are challenged to reflect about their—often implicit—knowing and doing.
Software designers use questionnaires or interviews as an empirical methodology
to grasp the elusive factors of radiological knowing, such as visual expertise or an
embodied knowledge of the interactional handling of radiological visualizations
(cf. Alag 2011).3

"On early user modeling techniques in medical informatics with its “narrow conceptual
world” that was “excluding as unscientific the informal, local information that could help
them to design systems better suited to real users in particular workplaces”, see Forsythe
(2001 [1992], p. 11).

8User profiles are created according to “psychological characteristics (e.g. attitude,
motivation), [...] knowledge and experience (e.g. typing skill, task experience), [...] job
and task characteristics (e.g. frequency of user task structure), [...] physical characteristics
(e.g. colour blindness)” (Mayhew 1999, p. 36). On the methodological tensions between
ethnography and theory in human-computer interaction research, see Dourish (2006) and
Bannon (2000).
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But all these efforts can only be appropriations of a certain thought collective
and thought style, particularly since socio-cultural routines, such as informal
gatherings and individual workflows, need to be encoded into patterns that describe
a persona and, finally, can be abstracted into machine code. What then is Agfa’s
“hypothetical archetype” of a clinical radiologist?

After Cooper and his team conducted empirical research at the start of the
usability engineering lifecycle for Agfa’s PACS in order to get to know the work
routines, personal circumstances and interactional abilities, they created patterns
that characterize the role of a typical user.” Since many work environments are
quite diverse and cover multiple roles and actors, the concept of a persona needs to
adapt to this circumstance.'® As illustrated in Fig. 1, Agfa HealthCare names eight
persona models that are continuously updated to design and reengineer Agfa’s
picture archiving and communication system IMPAX Agility.

One of the foundational personae of IMPAX Agility is constructed to represent
an archetypical radiologist named Peter. Peter is supposed to be a white,
middle-aged, friendly male, whose core activities are interpreting images and
consulting. To anticipate the main goals of radiologists during the design process,
the description of the Peter persona refers to one of his personal goals as to “feel
effective, productive and confident” (see Fig. 1). This feeling, which is anticipated
by Agfa HealthCare to be a need of many radiologists, must be engendered and
mirrored by the software. Therefore, the graphical interface of IMPAX Agility, for
example, includes a visual hint to track how many exams the radiologist has
reviewed per day and how many image sets still need to be reviewed and diag-
nosed. The workload indicated by stacks of paper-based patient records and
film-strips at the light box, which created a feeling of excessive demands or pro-
ductivity, is nowadays reduced to a quantitative fact.

“Mayhew (1999) explains the various steps and tasks of a (conceptual) usability engineering
life cycle. From a practitioner’s point of view, she remarks that “[a]s far as the users are
concerned, the user interface is the product. Just about their entire experience with the
product is their experience with its user interface” (Mayhew 1999, p. 1). According to
usability, the main question is how “easy to learn the user interface is for novice and casual
users. Another is how easy fo use (efficient, flexible, powerful) the user interface is for
frequent and proficient users after they have mastered the initial learning of the interface”
(Mayhew 1999, p. 1, italics in original).

9The information to update the existing persona profiles is gathered at “field trial sites, trade
fairs and user-testing” because the life-world and in particular the technological world of
personas evolves: “Peter, the radiologist, now has a tablet computer and a smart phone, he
posts tweets on Twitter and updates his Facebook account. All of these didn’t exist back in
2004 when Cooper described the persona” (Agfa HealthCare 2013, p. 3).
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But the anticipation of aradiologist’s desired feelings hints at another aspect of the
radiologist’s persona in comparison to the other personae associated with the IMPAX
software. The persona model of a radiologist mirrors the personal goal to “ensure that
his work is helping people”. In contrast, the persona of a clinician named Amy
included as a personal goal her desire to “have as much control over her patients’
welfare as possible”. The persona of Amy includes other socio- professional features
that need to be integrated into the software application. Clinicians are supposed to
need radiological information about their patients to provide therapy, but not to
interpret image data themselves. But a radiologist, conceptualized as the Peter per-
sona, primarily communicates with other clinicians and physicians who need
information about their patients. Hence, a software designer needs to integrate fea-
tures which allow radiologists to focus on image interpretation inasmuch as the
application needs to fulfil the needs of clinicians who just want quick and compre-
hensive information about the health status of their patients.

Even if the software system Agfa IMPAX Agility connects all the clinical
subspecialties with one another, it fosters epistemic boundaries within clinical
medicine as the roles of subspecialties are reinforced. Radiologists are conceptu-
alized as physicians mainly “invisible” to patients and radiology as such rather as a
commodity than a specialty within clinical contexts (Glazer and Ruiz-
Wibbelsmann 2011, p. 19; cf. Star and Strauss 1999, pp. 23ff.). The abstraction
from empirical data during the software design process, on the one hand, restabilizes
the practical boundaries between radiological doing and “designerly ways of
knowing” (Cross 2001) while on the other hand it embraces the “politics of design”
(Bannon 1995) to regenerate disciplinary boundaries by technological means.

2.3 Digital Data Overload: Collective Negotiations
of a “New Sight”

The efforts to constitute new disciplinary and technological standards for radio-
logical workflows not only circumscribed the negotiations with commercial soft-
ware designers but also took place in medical contexts, such as in professional
associations. Radiological associations in North America and Germany identified
the information and data overload generated by digital technologies and commu-
nication systems as one of the most pressing, but equally beneficial issues in the
course of the analogue-digital migration (Andriole et al. 2004).

The benefits of PAC systems are clear. Within seconds after an image is acquired, it
can be viewed by the radiologist and any number of referring and treating physicians
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simultaneously. There is no film to be lost or stolen. CT exams with a thousand
images are becoming common and simply cannot be managed effectively on film
(Hirschorn 2006, p. 3)

In everyday radiological practice, these promises of an overall digitalization such
as operational and material flexibility, time efficiency and expansion of visual-
ization modes were eroded by “data avalanches”.!' The enthusiasm about the
substantial changes cannot hide the fact that not only technological and diagnostic
standards needed to be reconsidered, often in exchange with software experts and
health care companies, but also social and communicative structures within radi-
ological departments were transformed. The adjustment of radiologists to new
modes of diagnosing covered a lot more, and often intangible factors than the
increase in speed and information.

One example is the tremendous change in workflows in all-digital radiology
departments. Besides the technological and legal requirements, such as data
exchange standards, the integration of the Agfa IMPAX software into the everyday
work routines of radiological departments challenged, amongst other things, the
conventions of diagnostic practices. The increased possibilities resulting from the
new technology paradoxically limited the application of knowledge since many
radiologists needed to become aquatinted with the software that contested their
individually and collectively established diagnostic conventions. These conven-
tions were now confronted with the “realms of possibility” that the software offered
(Dodge and Kitchin 2011, p. ix; Manovich 2008). The examination of filmstrips
with tools like spacers or angle meters, a very haptic procedure, was delegated to
several clicks within the graphical user interface (GUI) of a PACS (Krupinski and
Kallergi 2007, p. 667). The next-to-last release of the Agfa HealthCare PAC
system included the possibility to create a personalized log-in profile for each
radiologist in the department. Radiologists were encouraged to select among more
than 119 menu items and 87 different tools to define their own profile. The soft-
ware included this number of prefigured digital tools and configurations, and all the
user had to do was to enable the functions so that they were displayed automati-
cally during every log-in. Very few radiologists used the personal configurations.
They could not relate to all these possibilities because many of them use 10-15
software tools routinely and, paradoxically, the various options offered by the
software limited the interaction with the software. The possibilities to configure a

"' Andriole et al. refer to an informal study of the Department of Radiology at the Mayo
Clinic Jacksonville, Florida, which “determined that roughly 1500 images were generated
and stored in 1994. In that same practice in 2002, an average of 16,000 images were acquired
each day” (Andriole et al. 2004, p. 237).
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personal profile have been removed from the newer version of the software, once
again limiting the options for personalization.'”

In addition, the sequence in which the images are diagnosed needs to be adapted
to the new technology. An experienced radiologist reported that he needed to
change his working procedures in accordance with the software’s display modal-
ities. The system first of all supplies and displays an overview of the body region
that was scanned (topogram), followed by scans in greater detail and more slices
because it takes a while for the image reconstructions to be computed. Filmstrips,
once they were hung up, could be viewed synchronically, while the radiologist
now adapts to the software conventions."?

These conventions also “tie” the radiologist to a computer screen. Rarely more
than one person is sitting in front of a digital workstation (Krupinski and Kallergi
2007). But even though a series of images can be viewed simultaneously on several
workstations, radiologists must occasionally meet physically to discuss their
findings. Even if the software designers tried to match the embodied analogue
diagnosing conventions of the radiologist, they could not add and digitize the
“surplus” feature of face-to-face interaction and physical social meetings.

The increase of digital data gathered by more powerful imaging modalities and
by functional imaging, the time pressure resulting from digital communication
tools and innovative aesthetic features offered by software solutions were, how-
ever, causing deep worries within the discipline. In particular, the contrast between
the number of diagnostic images and the available time evoked the concern that
more medical errors could result. Besides, economic pressure and the shortage of
well-trained radiologists tightened the “information overload” per radiologist
(Bryan 2003).

">This practice was mentioned by senior radiologists as well as by younger professionals
during my observations and interviews in a radiological department of a German university
hospital. Additionally, a software designer of Agfa HealthCare explained in an interview,
that the personal log-in feature was not integrated into newer releases of the software since
many users would not use it.

13Radiological images, such as computed tomography scans, were printed out as matrixes of
a certain number of scans on one film slide. Each transversal scan of a body region was
printed out one after another so that the radiologist could see the first and the last “slice” of,
e.g., the thorax on one filmstrip (depending on the total number of slices gathered and
reconstructed during one scan). As the author observed in clinical settings, the visualization
of image data by software applications is mainly based on interactive operations such as
scrolling to browse through a “stack” of tomographic slices one after another. This has other
diagnostic and aesthetic advantages but initially challenged the radiologists’ modes of image
interpretation.
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The subsequent international initiatives of the radiological community like
Integrating the Healthcare Enterprise (IHE) and Transforming the Radiological
Interpretation Process (TRIP) have stemmed from and fed back into local clinical
contexts and individual workflows. Whereas IHE aimed at forming a technological
basis for interoperable image data transfer among different imaging and network
modalities, TRIP pointed directly to the changing modes of image perception due
to digital softcopy reading (Fridell et al. 2007). The discussion about the profes-
sion’s self-conception was outlined by a paper from the TRIP committee in 2004 to
“address the problem of information and image data overload” and to “foster
interdisciplinary research on technological, environmental and human factors to
better manage and exploit the massive amounts of data” (Andriole et al. 2004,
p. 235)."* Aimed at a “paradigm shift in the radiological interpretation process”
(ibid.), a group of radiologists named the challenges to their professional work that
were caused by the technological changes of the analogue-digital migration. The
paper’s title, “Addressing the Coming Radiology Crisis”, evokes a certain sense of
self-critique on the one hand but on the other hand signals the discipline’s own
capacities to deal with a crisis by discussing it early and having

[...] a wonderful opportunity to change the radiological interpretation process,
improving both the quality of patient care and the efficiency for future radiologists
and their electronic practice (Andriole et al. 2004, p. 236).

The TRIP initiative named both technology and human perception as objectives of
reconsideration, as did other subject-specific literature (cf. Siegel et al. 2006). But
whereas suggestions outlined how technological applications and hardware could
be better standardized, it is still not quite obvious how the problem of limited
human image perception should be dealt with. Some of the main issues in radio-
logical image interpretation are the problem of sufficient training, the articulation
of implicit knowledge, and guidelines for image inspection. Therefore, further
collaboration with software designers and programmers as well as with “creative
thinkers from a number of fields” (Andriole et al. 2004, p. 238) was anticipated by
major professional societies in order to tackle the problem of data and information
overload. Whereas this is a problem of diagnostic productivity and volume, most
recent debates within radiological associations have focused intensely on radiol-
ogy’s role in patient-centered health care. The campaign Imaging 3.0 heralds a new
disciplinary crisis that is induced by the further technological innovations but also
by debates within clinical medicine. In particular, radiology’s clinical status as a
discipline of diagnostic visual expertise is being contested by a trend to employ

'“The TRIP committee is part of the Society for Computer Applications in Radiology.
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imaging techniques and images for therapeutic purposes in various medical
disciplines.

3 “Imaging 3.0”: The Rise of Image-Guided Therapies
and the Recent Crisis of Radiology

One of the most recent topics concerning the disciplinary self-conception and
specialty of radiology is the application of radiological imaging techniques by
other medical disciplines and not only for diagnostic but also for therapeutic and
interventional purposes. Image data gathered by technologies such as CT and MRI
are visualized and reconfigured to diagnose, plan and perform medical treatment
and surgery. For about five years, the disciplinary boundaries of radiology are
again being contested by the increasing clinical application of image-guided
interventions and their technological innovations.

These image-guided interventions are not only changing the way medical
images are perceived and used but also destabilize radiology’s fields of compe-
tency within clinical contexts. Radiologists are no longer the predominate experts
in producing, reading and handling radiological images. Surgeons, radiation
oncologists and internists are becoming more and more accomplished in diag-
nostically viewing pre-operative CT or MRI images as well as using software to
manipulate them in the course of treatment planning. The therapeutic use of
radiation and other image-guided techniques to treat illnesses such as cancer is
questioning the exclusive status of radiologists as the experts for image- and
radiation-based procedures in clinical contexts. Besides, the shift from diagnostic
to “therapeutic” imaging triggers the self-conception of diagnostic radiology. Even
if radiologists can specialize in the course of their clinical training in interventional
radiology, a practice that includes diagnosing and minimally invasively treating
diseases on the basis of radiological imaging techniques, this does not necessarily
include the responsibility for a full-circle patient treatment based on imaging
modalities."

Hence, other clinical experts are appropriating the technologies, visualization
tools and iconic knowledge of radiology according to their specialty and therapeutic

SThe regulation for further education released by, for example, the Berlin Medical
Association includes in the section on specialization in radiology only minor hints regarding
qualification in direct patient supervision. In contrast, the section on specialization in internal
medicine stresses the necessity of social and communicative competence (Artztekammer
Berlin 2012, pp 50ft.).
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field. Of course, radiologists are not excluded from these developments but
radiology as a clinical profession is challenged to adapt to “shifting cultures”
(Muroff 2013) within medicine.

I will explore these very recent socio-cultural and epistemic changes by looking
at two instances. The above-mentioned nationwide campaign Imaging 3.0 draws
attention to the more macroscopic reconsiderations and active restructuring of a
clinical discipline in relation to others. The second focus will be on a microscopic
level, describing the example of so-called tumor board reviews. These weekly
conferences involve several clinical experts, among them surgical and radiation
oncologists, pathologists and radiologists, to discuss and plan the treatment options
of a cancer patient. While tumor boards are a legal necessity, their concrete
“scenario” and interdisciplinary infighting can only be observed in clinical
microcontexts.

3.1 “Radiology Is Getting an Upgrade”: The Imaging 3.0
Campaign

Very recently, the American College of Radiology (ACR) launched an image
campaign—almost to be taken literally—called Imaging 3.0 (Ellenbogen 2013).
After mastering the demands of the disciplinary and epistemic changes induced by
the analogue-digital migration, radiology now faces new technological and struc-
tural changes. The discipline’s specialty and exclusive status has become even
more contested by the expansion of image-guided interventions and therapies.

Image-guided therapies are highly complex forms of treatment based on and
guided by various imaging techniques. The most common uses are image-guided
radiation therapy in cancer treatment or minimally invasive image-guided thoracic
and neurosurgery. Therefore, imaging technologies are used to diagnose and
pre-plan the interventions as well as to intra-operatively track and monitor the
treatment (Helmberger et al. 2013, p. 2).

Imaging technologies are obviously being used to carry out patient-centered
treatments, such as cancer radiation therapy (Jaffray 2012), and no longer “just” to
diagnose a certain illness. Intrinsically related to this development is the entan-
glement of different clinical specialties that are producing, interpreting and
employing radiological images according to their specific therapeutic interests. The
radiologists’ differential diagnosis is negotiated within an interdisciplinary medical
team, such as oncologists and surgeons, and according to the treatment undertaken
for a patient. Radiologists are supposed to leave their dark reading rooms of
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interpretation and approach patients and referring physicians with their very own
visual expertise and a specific treatment proposal ready to hand. “However, the
impact of radiology on the regulatory medico-legal, technical and radioprotection
issues in this field have [sic] not yet been defined” (Helmberger et al. 2013, p. 3).
This very recent development caused unsettledness within the discipline regarding
everyday radiological practices and within professional institutions.

The ACR and some of its members act as precursors to initiate a disciplinary
rethinking and to secure the authority of radiological expertise. For example, ra-
diology professor Lawrence Muroff insinuates that his colleagues have a certain
apathy, which

[...] has caused radiologists to take a backseat to the many other interests that vie for
their limited available time. This [...] makes it difficult to get radiologists to under-
stand that current socioeconomic and competitive forces mandate proactive thinking
and action if radiologists are to enjoy the quality of life and financial benefits to which
they have become accustomed (Muroff 2013, p. 93).

The ACR hence encourages ‘“shifting cultures” of contemporary radiological
practice by launching the initiative Imaging 3.0. Paul Ellenbogen, Chair of the
ACR Board of Chancellors, acts as a spokesperson:

[...] Imaging 3.0 is a call to action for radiologists, policymakers, payers, referring
physicians, and patients to provide optimal imaging care from the moment a clinician
considers ordering an imaging study or treatment until that referring physician
receives and understands an actionable report with evidence-based recommendations.
The goal is easy to put into words: To deliver all the imaging care that is beneficial
and necessary and none that is not (Ellenbogen 2013, p. 229).

Radiologists should get more involved in patient care and treatment instead of
providing services for other clinical disciplines (Levin et al. 2013, p. 647). The
slogan is to “maximize radiologists’ value’:

We need to seek greater collaboration with other physicians, we need to empower
patients, and, not unimportantly, we need to change the discussion in Washington
(Ellenbogen 2013, p. 229).

The profession seems to be in deep concern about its very own disciplinary status
and clinical impact since its authority to produce, read and interpret radiological
images is being questioned by the innovation and circulation of imaging
technologies.'®

1 Germany, similar campaigns and developments can be observed. For example, Prof.
Michael Forsting, the former president of the German Roentgen Ray Society (Deutsche
Rontgengesellschaft e.V.), entitled his keynote address at the latest annual congress
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Notably, the changing clinical and economic regimes mean that a radiologist’s
very own visual expertise does not seem sufficient anymore. Questions of the
appropriateness of radiological exams ordered by referring physicians or the
communication of results to patients come into play. Both aspects refer to the
assumption that clinical knowledge and the integration of radiologists might not be
“valuable” enough while their professional efficiency is at a high volume (Levin
et al. 2013, p. 650).

Hence, radiologists are called to action to adapt their disciplinary, epistemic and
even personal boundaries to provide patient-care instead of solely being respon-
sible for imaging services with profound expertise. The discipline’s self-conception
is taken “beyond imaging” and therefore is also challenging new modes of
socio-cultural interaction. “Radiologists must integrate themselves into the medi-
cal, social, and political fabrics of their hospitals and their communities [...]”
(Howell 2013). In so doing, the Imaging 3.0 initiative promises that “radiology is
getting an upgrade” (Howell 2013) which will shift the socio-epistemic culture and
the certain expertise of radiology from “volume-based service to concentrating on
value-based practice” (Howell 2013). One of the pragmatic settings where radi-
ologists need to integrate and develop new forms of interaction as well as to make
epistemic and economic claims is the weekly meeting of tumor boards.'’

(Footnote 16 continued)

“Radiology is the Future—Radiology of the Future” (Radiologie ist Zukunft—Radiologie
der Zukunft). Additionally, a poster campaign under the heading “Medicine with Perspec-
tive” (Medizin mit Durchblick) was launched. Radiological visualizations on the posters are
accompanied by questions addressing the visual knowledge of the spectator in contrast to
radiological expertise. One of the questions that goes along with a greyscale image of a part
of the spine bone is: “You see a bread for toasting? We see a slipped disc.—Discover the
fascinating world of radiology and nuclear medicine”.

17According to the role of associations of radiology some positions in the discourse strongly
recommend that it “is important for radiology organizations to draft position statements
when turf battles arise that affect their members. These statements should represent the
collective viewpoint and ideas of organization and, once adopted, be distributed to the
membership. That way, if and when confrontations occurred at members’ hospitals, they will
be armed with some ammunition for the debate” (Levin et al. 1999, p. 304). This top-down
model of forming a disciplinary consensus that can be “acted out” in local contexts somehow
mirrors the clinical hierarchies that are relying on rigid reputational and professional statuses
and communication habits.
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3.2 Tumor Boards: Multidisciplinary (Visual) Expertise

The complexity of cancer and its variations require multiple experts from different
medical subdisciplines. As a legal requirement, multidisciplinary tumor board
reviews are an essential feature for planning a patient’s treatment. Different tumor
boards for specific clinical indications are installed in clinical routines, for example
a thorax tumor board particularly for patients suffering from lung cancer (Gould
2011). Physicians with a background in clinical oncology, internal medicine,
radiation oncology, surgery, radiology, and pathology meet in person or via
videoconferences, depending on the size and internal structures of a clinic. The
physician who is responsible for the care of the patient at his or her ward describes
the personal circumstances, symptoms, clinical indication, and previous treatments
and, in some cases, proposed further treatments to his or her colleagues.'®

The patient is “visible” through his electronic patient record and most promi-
nently in radiological images. Prior images of the patient gathered by, for example,
CT or MRI measure and visualize the inner characteristics of the human body, such
as anatomical structures and biochemical processes. The imaging techniques and
machines are not necessarily installed in the radiological department because
radiation oncology clinics might also own a computed tomography scanner. But
since the images are acquired and processed digitally via network systems they can
be viewed throughout the different departments. In tumor boards, radiologists
report the results of their examinations while scrolling through image stacks to give
everyone a “picture” of the patient’s current status. Interestingly, in most cases, the
radiologist is still the expert for reading and interpreting the visualizations but the
other clinical experts will most likely discuss further treatment options and at the
end decide what to do. Radiological expertise in this process is not integrated into
the decision-making process for patient-centered therapies but rather conceived as
a specialty that reveals the visually encoded features of an illness on the basis of
extensive training and experience. Other physicians do not suppose this expertise
to rely on experience and knowledge of concrete clinical symptoms and treatment
options since radiology is supposed to be a discipline that is mostly “invisible” to
patients and hence has no extensive experience in treating them directly (Glazer
and Ruiz-Wibbelsmann 2011, p. 20). Additionally, other clinical disciplines such
as radiation oncologists are gaining more and more visual expertise since they
themselves possess imaging technologies and need to consult images as a basis for
making diagnoses and conducting treatment. Furthermore, in negotiation with

"8The following section is based on observations in a German university clinic during
different tumor boards.
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other medical disciplines about who will treat the patient by which methods,
diagnostic radiology often has not much to offer because patient care has until now
not been within its epistemic and practical boundaries (Levin et al. 2013, p. 648)."

In the routine practice of radiology in a clinical setting, the propagated para-
digm shift of radiology from a discipline relying mainly on diagnostic interpre-
tation towards one providing patient-centered health care has hardly been
conceived. In particular, radiologists themselves see their role more as specialists
for radiation protection or as trainers for other physicians conducting image-guided
interventions instead of being close to patients (Helmberger et al. 2013, p. 6; Levin
et al. 1999, p. 302).

4 Conclusion

Technological innovations in the clinical context have caused unsettledness in the
discipline of radiology and concerning its socio-epistemic status. In everyday
clinical work routines, these developments challenge the self-conception of radi-
ologists as visual experts and their relationship towards patient care. On another
level, professional associations of radiology launch public and political campaigns
of disciplinary “reinvention” to testify both to radiology’s changing visual
expertise and to its new role in patient care.

The analogue-digital migration posed a challenge to the visual expertise of
radiologists and to work routines in radiology not only because of the profound
technological shift that the digitalization of image processing initiated but also
because the migration from analogue to digital visualization modes was accom-
panied by an inevitable collaboration with software experts. In particular, inno-
vative technology such as picture archiving and communication systems could not
be designed and installed without “prototyping” the prospective users by
persona-based modeling. This means of designing human-computer interaction
abstracts pragmatic scenarios into different levels of machine code. Reassessing
these abstractions in everyday applications makes it obvious how socio-cultural
routines cannot be covered by software applications. The more operational and
aesthetic options that software and its interfaces offer, the more the latter tend to

“Helmberger et al. presume that having radiologists perform image-guided interventions
would subserve health care and economic benefits since radiologists do not tend to order tests
or treatments on a patient that they themselves would perform or for which they would receive
financial incentives: “IGT performed by radiologists is almost always free from problems
related to self-referral. From a medical point of view, this independent position should be
recognised and brought to the attention of healthcare providers” (Helmberger 2013, p. 5).
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ignore the diagnostic routines and implicit knowledge of radiologists. Software
designers standardized and quantified once material workflows within a software
application on the assumption of output-oriented radiologists and according to
legal restrictions. These standardizations were negotiated in clinical practice by
social routines and at the same time constituted a certain “culture of discomfort”.
Hence, more campaigns by professional radiological associations were launched to
proactively structure the dialogues between radiologists and programmers.

The most recent Imaging 3.0 campaign identifies and addresses the lines of
demarcation between disciplines that run through clinical specialties. Radiologists
and their professional expertise are evidently being challenged by other clinical
disciplines such as radiation oncology and surgery. A practical and at the same
time epistemological shift is taking place which questions both the “reign” of
radiology’s visual expertise and the status of radiological imaging as being either
diagnostic or therapeutic. In particular, the growing installation and use of
image-guided interventions raises the awareness of radiologists and their profes-
sional institutions that they need to get involved in epistemic and professional
discussions about patient-centered health care.

A culture shift for radiologists is not a luxury; it is an imperative for professional
survival. Are you and your colleagues prepared to do what is necessary to survive and
thrive in the turbulent times ahead? (Muroff 2013, p. 98).

The “culture shift” propagated by Muroff points towards a turn from diagnostic
output towards therapeutic care within radiology. It is too early to determine
whether this turn will go further than integrating radiologists as experts for radi-
ation protection or technological innovations into the future development of
image-guided interventions (Matsumoto et al. 2013, p. 100). Whatever happens, it
will further challenge the visual expertise and the self-conceptions of radiologists,
both in clinical settings and on the level of professional associations.
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Abstract

This work focuses on the role that indicators play in decisions about
technological innovation in three knowledge-intensive groups: Researchers in
public institutions, leaders in research and development in industry, and
policy-makers. It presents quantitative results obtained from three question-
naires sent to these groups in Portugal. The study suggests that indicators are
instruments in decisions about technological innovation but that their influence
depends on the social context and the type of decision. Results show that
indicators were used in all the groups but were not significantly influential in
decisions on technological innovation. Researchers were more influenced by
indicators than by their social relations, revealing a balance between an
instrumental use, a symbolic use and no use at all of indicators. Those in this
group focused their decisions on the acquisition of products or technology, and
identified its main influence as being in the sources and users of knowledge.
The majority of the business and policy-makers revealed that indicators were
mostly used in a symbolic way, and that they were more influenced by social
relations than by indicators. Those in the business group focused their decisions
on the development of products or technology, and declared that hierarchies and
users exerted a stronger influence on their decisions. The policy-makers focused
their decisions on the design of innovation policies, and they too were
influenced more strongly by hierarchies and knowledge sources.

N. Boavida (X))
Karlsruhe, Germany
e-mail: nuno.boavida@kit.edu

© Springer Fachmedien Wiesbaden GmbH 2016 59
B.-J. Krings et al. (eds.), Scientific Knowledge and the Transgression

of Boundaries, Technikzukiinfte, Wissenschaft und Gesellschaft / Futures

of Technology, Science and Society, DOI 10.1007/978-3-658-14449-4_4



60 N. Boavida

Keywords
Technology innovation - Indicators - Evidence - Decision-making -
Policy-making - Technology assessment

1 Introduction

There has been an increase in the production of quantified measures in most
societies in the last century.! The use of these measures can be observed in very
different fields, such as in companies, government administration, military activi-
ties, and science (Porter 1995). There is a general consensus that this quantification
produces indicators useful for humans to make coherent and enhanced decisions.
Although such indicators are considered a useful instrument for guiding and
improving decision-making, researchers have given them relatively little attention
in understanding their relevance. In a policy context, a few studies revealed that
indicators were ignored and their impact limited (see Porter 1995; Gudmundsson
and Serensen 2012; Freeman 1995; Power 1997; Grupp and Schubert 2010; Grupp
and Mogee 2004). In the context of innovation, only a few studies have provided
evidence of their concrete use and influence on decision-making (see Gud-
mundsson and Serensen 2012; Fioramonti 2014; Boavida et al. 2013). This paper
reveals that, although indicators are described as instruments for decision-making,
their final influence in a knowledge-intensive context is significantly dependent on
the social context and the type of decision.

The paper addresses in a quantitative way the question as to how members of
knowledge-intensive groups involved in technological innovation make their
decisions. It seeks to understand the possible discrepancy between the consensus
about the usefulness of indicators and the reality of their use and influence in a
knowledge context. This work focuses on knowledge-intensive groups because
they are the most prone to use quantified measures in their work. In fact, members
of knowledge-intensive groups can use these measures more than those in other
groups because, in their work, they have facilitated access to knowledge, infor-
mation, and indicators. The paper studies the behavior of knowledge-intensive
groups that are engaged in decision-making related to technological innovation
because these types of decisions are concrete, identifiable, knowledge-dependent,

'See, for example, the prolific data-gathering work about the world economy of Maddison
(2001, 2003).
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and relevant from a socio-economic perspective. Three groups were analyzed,
namely: (1) a researchers group composed of public researchers, academics, and
research and development (R&D) health personnel; (2) a business group composed
of companies’ research, development and innovation (R&D&I) personnel;? and
(3) policy-makers associated with technological innovation. The research com-
bined a study of the literature, analysis of official documents, three questionnaires,
and interviews and was conducted in Portugal.

The rest of this paper is divided in four parts. Section 2 discusses the influence
of indicators in the context of decisions regarding technological innovation. Sec-
tion 3 describes the methodology used in the work, focusing in more detail on the
construction of the samples. Section 4 presents quantitative results regarding
whether indicators were used and the influence they had on decision-making about
technology. It starts by distinguishing in a quantitative way the use of indicators
from their real influence, analyzing afterwards the influence of the social context
and the type of technology involved. The last section discusses the conclusions
presented in the preceding sections, and elaborates on future lines of research for
this topic.

2 Decision-Making and Indicators Regarding
Technological Innovation

In this section, I introduce the framework employed to study the presence of
indicators in the context of technological innovation. After identifying the main
knowledge gaps in the literature, I argue that the study needs to distinguish the use
of indicators from their real influence, detect contextual influences, and identify the
types of technology decision involved.

2.1 Decision-Making in the Context of Innovation

An innovation is commonly defined as a new idea, device or method. The result of
an innovation is normally a new technological product or service or the significant
improvement of an existing product or process. According to Utterback (1974),
innovation is distinct from an invention or technical prototype, and refers to

’In order to simplify the presentation of the data, the researchers group will be briefly
denominated as researchers, and the group of business R&D&I personnel as “business” or
“companies”.
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technology actually being used or applied for the first time. Innovation processes
can be defined as “the invention and implementation of new ideas, which are
developed by people, who engage in transactions with others over time within an
institutional context, and who judge the outcomes of their efforts and act accord-
ingly” (Van de Ven and Poole 1990). In addition, there are several types of
innovations, such as product, process, marketing and organizational innovations.
This paper will focus only on technological innovations, which can include
innovative products and processes. A technological innovation requires a previous
decision that is easily identifiable as being determinant for its success, such as
acquiring or developing products or technologies, buying intellectual property
rights or designing innovation policies.

Decision-making models are conceptual frameworks for understanding how
decision-makers process information and arrive at conclusions (Harren 1979).
They can be defined as a simplified description of a psychological process in which
one organizes information, deliberates among alternatives, and makes a commit-
ment to a course of action (Harren 1979). Although there is no model for
decision-making with regard to technology, there is a significant number of dif-
ferent dimensions and models of general decision-making in the scientific literature
(see among others Scott and Bruce 1995; Hunt et al. 1989; Harren 1979; Swami
2013). Decision-making is a multidisciplinary topic that spans across many dis-
ciplines such as philosophy, psychology, management, economics, engineering,
and mathematics. It is therefore not surprising that most dimensions of the models
are related to the fields or disciplines of the authors conducting the research, such
as health (Smith et al. 2008; Murray et al. 2007), education (Galotti et al. 2006;
Harren 1979), military (Thunholm 2004; Scott and Bruce 1995), psychology
(Curseu and Schruijer 2012; Schwartz et al. 2002; Starcke and Brand 2012),
economics (Simon 1959, 1979; Menzel 2013), and business (Jauch and Glueck
1988; Swami 2013; Schoemaker and Russo 1993; Sull and Eisenhardt 2012).

Given the lack of a decision-making model specific to technology, it is conve-
nient to observe similar examples developed to frame decisions. In one example of
an organizational study of decision-making models with senior managers, Turpin
and Marais (2004) described nine existing approaches to decision-making: (1) ra-
tional, (2) bounded rationality, (3) incrementalist view, (4) organizational proce-
dures view, (5) political view, (6) garbage-can model, (7) individual differences
perspective, (8) naturalistic decision-making, and (9) multiple perspective
approach. Other studies were less abundant in the number of possible ways to
decide. For example, in a military-oriented study, Thunholm (2004) reported on five
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decision-making styles (independent, not mutually exclusive): (1) rational, (2)
intuitive, (3) dependent, (4) avoidant, and (5) spontaneous.3 However, Thunholm
supported the view that although the rational and intuitive styles were unprob-
lematic from a theoretical point of view, the intellectual foundations of the other
styles were unclear. For example, his spontaneous style “might perhaps be viewed
as a kind of high-speed intuitive decision-making style” (Thunholm 2004, p. 934).
Furthermore, the literature reveals that most decision-making models propose, at
least, rational-analytical reasoning and an emotional-intuitive approach to explain
the major considerations dominating the attention of an individual during this
process. Therefore, given the variety of approaches that can be considered in a
decision-making model, there is a strong case for using rational-analytical reasoning
and an emotional-intuitive approach.

Several authors have argued, furthermore, about the existence of a third
political-behavioral approach in the model in order to account for the impact of
different stakeholders* on the decision-making process (see, for example, Linn
et al. 2013; Jauch and Glueck 1988; Ilori and Irefin 1997; Dill 1975; Gray and
Ariss 1985; Narayanan and Fahey 1982). According to Cray et al. (1991), political
processes that are normally hidden are brought to the fore in strategic decisions that
carry high stakes for those involved, affect the organizations in which decisions are
taken, and/or might have potential effects on large segments of society. To these
authors, the political aspect of decision-making is very important because a “bad”
decision can be costly. In fact, an erroneous decision can cost a manager, a
researcher or a politician his/her credibility, promotion, bonuses or even her/his
job; backing a wrong alternative can cost a department or political faction its
political future; and a serious error can accelerate the death of an organization, a
department, and even a political faction.

This paper attempts to find a decision-making model entailing three main
requirements related to innovation. First, the model should be adequate to where
most innovations occur: The business environment and the public research orga-
nizational setting. It therefore has to be coherent with the ways business innovators
make decisions as well as public researchers. Second, innovation processes need to
be analyzed within a model that is compatible at all levels to the interactions between

>The Swedish General Decision-making Style (GDMS) inventory was created on the basis of
work by (Scott and Bruce 1995) and validated with 1441 male military officers with regard
to career decision-making and, later, with samples of students, engineers, and technicians
with regard to important decisions in general.

“The term “stakeholders” is here referred to sensu lato as defined by Freeman and Reed
(1983), which includes shareowners, employees, customers, suppliers, lenders, and society.
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the three main actors, namely researchers, business innovators, and in particular
policy-makers. The model should also be able to accommodate the way interactions
between these actors occur at different levels: In the larger context of socio-technical
transitions, at the policy level where governments and policy-makers play a decisive
role, and at the business level where individuals and organizations are determinant to
innovation. Third and last, the model has to be able to encompass the strategic
dimension of innovation to researchers (or inventors), firms, governments, and
society at large. According to Nutt and Wilson (2010), the term strategic decision-
making is often used to indicate important or key decisions made in organizations of
all types. In this work, the emphasis is on studying the making of a significant
technology decision in the context of an innovation. Decisions regarding techno-
logical innovation are directly associated with new innovations, which emphasizes
the strategic nature of these decisions in a firm, a research lab, or an innovation
policy.

Taking these aspects into consideration, it can be concluded that a possible
suggestion of a model for a technology decision would need to be based on strategic
decision-making and include not only a rational and emotional approach, but also a
political one. In their strategic management studies, Jauch and Glueck (1988)
identified three major decision-making approaches as being rational, emotional and
political. However, my literature review suggests adopting more specific labels for
the styles that capture these types of decisions: (1) rational-analytical, (2) emotional-
intuitive, and (3) political-behavioral. Figure 1 captures the components of three
possible strategic decision-making processes.

e The rational-analytical approach (see 1 in Fig. 1) to decision-making is based
on the use of quantitative methods. The decision is the choice the actor makes
to maximize advantages in full awareness of all available and feasible alter-
natives (Jauch and Glueck 1988). In complex cases, it requires close collabo-
ration between the analysts and other potential users of the decision. It
prescribes a rational, conscious, systematic, and analytical approach.
According to Dean and Sharfman (1993), rationality is the extent to which the
decision-making process reflects a desire to make the best decision possible
under the circumstances. According to these authors, this intended rationality
(or procedural rationality) is characterized by an attempt to collect the infor-
mation necessary to form expectations about various alternatives and by the use
of this information in the final decision. Therefore, rationality in strategic
decision-making reflects the degree of involvement in collecting information
relevant to the decision and of the reliance of the decision-makers on analysis
of this information. Furthermore, Kuhlmann et al. (2010) support the view that
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Political-behavioural
(3)

Fig. 1 Components of strategic decision-making processes (adaptation from Jauch and
Glueck 1988, p. 23)

intended rationality will remain an innovation actor’s prevailing mode of
guidance for learning and changing perspectives. Indicators are instruments that
can reveal the rational-analytical thinking dominating the individual’s attention
during the decision-making process.
Jauch and Glueck (1988) pointed out that there are three major criticisms of this
theoretical approach: (a) the decision-maker is not alone and is often a part of a
multiparty decision-making situation; (b) decision-makers are not rational
enough or informed well enough (e.g., gathering information can be too costly
to consider for all the alternatives and consequences of the decision); and
(c) decision-makers have more goals than just the maximization of objectives.
For example, they can be simply aiming to justify their decision instead of
finding the optimal solution. It should also be stressed that the objectives might
change, which may also undermine the optimal solution.

e The emotional-intuitive approach (see 2 in Fig. 1) in decision-making is based
on habit or experience, gut feeling and instinct, and is guided by unconscious
mental processes (Jauch and Glueck 1988). Many judgements are made by
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emotional-intuitive decision-makers who are considering a number of alterna-
tives and options. In fact, most decision-makers prefer judgements, as they are
considered to lead to a better decision than analytical techniques. This is
because judgments can include factors or timing which are not taken into
account in the rational-analytical model (Ilori and Irefin 1997).

This model has been criticized because (a) it does not effectively use all tools
available to decide, and (b) a rational model ensures that proper attention is
given to the consequences of decisions before significant mistakes are made
(Jauch and Glueck 1988).> Furthermore, (c) there is a lack of scientific con-
sensus as to what exactly intuition means,® which partially explains why I opt
to name this approach “emotional-intuitive” rather than adopt the authors’ term
“intuitive-emotional”. Other authors just call this approach “emotional”, which
excludes an enriching part of the concept of intuition.’

e Thepolitical-behavioral approach (see 3 in Fig. 1)in decision-making highlights
the pressure of different stakeholders and their impact on the decision-making
process. Such stakeholders can be suppliers, trade unions, owners, workers,
government, other institutions (parliaments, committees, agencies, etc.), com-
petitors, colleagues, experts, etc. The political-behavioral approach implies that
there is a limited number of choices available, determined by the organization and
institutional arrangements. In this approach, decisions are made when several

In this emotional-intuitive model, the use of indicators is rather limited because it is
normally based on qualitative methods.

Some researchers consider the scientific study of intuition impossible, seeing it as an
esoteric phenomenon or just erratic nonsense. However, Schoemaker and Russo (1993)
considered that intuition can be brilliant when based on extensive learning from past
experience, probably reflecting an automated expertise. In fact, the current technical
conception of intuition implies that it arises from knowledge and experience. It also implies
that intuition involves a form of information processing that might be more implicit than
explicit, but which is not at all irrational.

7 According to Policastro (1999), intuition may be defined as a tacit form of knowledge that
guides decision-making in a promising direction, which in the context of innovation leads to
potentially creative results. Intuition is assumed to be especially important in tasks with high
complexity, short time horizons, ill-structured problems, and involving moral evaluations
(Linn et al. 2013). It involves the ability to quickly synthesize and integrate information and
use of decision-makers’ experience. To Policastro, intuition seems to be most useful when
there are high stakes, a high level of uncertainty, and pressure to make the right decision in a
limited amount of time. In her perspective, intuitions are not infallible, since they are like
rough estimates, which necessarily entail some margin of error. In addition, research showed
that there is not much knowledge about how intuition works, under which circumstances it
may or may not be useful, or how to reduce its margin of error.
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stakeholders agree that a solution has been found through adjustments and
negotiations. This approach considers that the real decision-makers must consider
a variety of pressures from people affected by their decisions and reflect whether
the decision can be implemented politically (Narayanan and Fahey 1982; Ilori and
Irefin 1997; Jauch and Glueck 1988). In fact, an organization has to interact with a
variety of stakeholders with different amounts of power who give something to an
individual or an organization and expect something in return. Naturally, the more
power stakeholders have, the more influence they will have on decisions because
organizations are more dependent on them (Jauch and Glueck 1988). Therefore,
decision-makers meet stakeholders’ demands through political compromise, by
mutual adjustments, and by merging competing demands to create a coalition of
interests that will support the decision.

Decisions are made in a process of mutual influence that may involve actors
with different, sometimes even opposing interests. In fact, strategic decisions
are often made in a social process of interaction between different actors and
groups of actors. In this train of thought, some authors have stressed that, in
reality, when decisions are made it is the product of social relations that mat-
ters, such as networking activities, different forms of social pressure, and the
expression of values and norms. According to Six® (2002), decision-makers use
only a certain amount of knowledge when making a decision, and their judg-
ments are rather dependent on where actors are socially situated and integrated.
Six (2000) supports the view that forces of social regulation and social inte-
gration exist and shape the individuals’ decisions. These forces can be used to
explain how several social actors use information, behave and judge. The
product of social relations acts upon individuals, both consciously and
unconsciously, constraining and guiding them throughout their
decision-making. Therefore, the term ‘social relations’ is used broadly here to
refer to the multiple ways people are connected and influence one another (Hall
and Lamont 2013). The term relates to all the social activities that can influence
a decision about technology such as networking activities, hierarchical or peer
pressure, marketing activities, and values and norms.

This approach has been criticized for implying that institutions play a real role
in limiting the choices available to a decision-maker (Jauch and Glueck 1988).
It implies that decision-makers accept and recognize the power of stakeholders.
However, decision-makers might pretend to negotiate and not accept mutual

8Editors’ note: The author calls himself “6”, but “Six” is used here in order to avoid
confusion.
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adjustments and real negotiations. Furthermore, the approach unrealistically
implies that all decision-makers have previously considered whether the
decision’s outcome might be implemented politically.

Figure 1 illustrates the possible interactions between the three different
approaches since the three processes can occur in parallel. The rational-analytical
and political-behavioral approaches can interact (see 4 in Fig. 1). In fact, a
decision-making process can be simultaneously high or low in politics and high or
low in rationality because in some cases it can be rational to behave politically or it
can be political to behave rationally (Linn et al. 2013; Dean and Sharfman 1993).
Furthermore, politics may frequently obstruct the flow of information, particularly
in high-velocity environments where timely and accurate information is only
shared amongst selected members of the group (Eisenhardt and Bourgeois 1988;
Six 2002). Therefore, political behavior may hinder the rational assessment of a
situation since decision-makers cannot consider the whole range of different
alternatives (Linn et al. 2013). It is important to stress, however, that to the best of
our available knowledge, the scientific literature does not provide sufficient
empirical evidence regarding the other interrelations that can exist, as shown in
Fig. 1. First, the interaction (see 5 in Fig. 1) between the rational-analytical and
emotional-intuitive approaches is based on assumptions by researchers in the lit-
erature who failed to provide rigorous empirical data, according to a review made
by Linn et al. (2013). The interaction (see 6 in Fig. 1) between political behavior
and emotional-intuitive approaches is not known, and according to Linn et al. there
are no empirical studies about this interrelation. Finally, Linn et al. (2013) found
that a process dominated by rationality and supported by intuition yield more
effective political processes (see 7 in Fig. 1). However, the authors failed to back
up their findings convincingly, which renders the interaction between the three
approaches unconfirmed.

In sum, an analysis of the decision-making literature reveals that most models
of decision-making propose at least rational-analytical reasoning and an
emotional-intuitive approach to explain the main considerations dominating the
attention of an individual during the decision-making process. The proposed model
for decision-making on technology also includes a political-behavioral approach,
mostly because these decisions can also be understood as strategic decisions in
innovation processes. The decision to use a predominant approach can be sup-
ported by an inquiry into the influence of indicators. With the exception of the
interaction between the rational-analytical and political-behavior approaches, the
remaining interactions between approaches to decision-making are not well
understood.
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2.2 The Rise of Indicators

An indicator can be defined as a numerical sign that shows what something is like
or how a situation is changing. An indicator, as a specific sign of a phenomenon
under study, is commonly, though disputably,9 defined within the boundaries of
classic scientific disciplines and assumed to be a scientifically objective measure
beyond debate and a proxy for scientific knowledge. This paper deals with indi-
cators as quantified instruments available to help people decide about technology
in the context of innovation, such as costs, technical characteristics, market share,
R&D expenditures, carbon emissions, and size of vehicle fleets.

Indicators are an expression of the human effort to simplify the governance of
reality. They are inherently connected with the social need for quantification both
for public and for scientific purposes. Porter (1995, p. 74) argued that these efforts
at quantification were generally allied with an increase in the “spirit of rigor”.
According to the author:

Strict quantification, through measurement, counting, and calculation, is among the
most credible strategies for rendering nature or society objective. It has enjoyed
widespread and growing authority in Europe and America for about two centuries. In
natural science its reign began still earlier. It has also been strenuously opposed. This
ideal of objectivity is a political as well as a scientific one. Objectivity means the rule
of law, not of men. It implies the subordination of personal interests and prejudices to
public standards (Porter 1995, p. 75).

The origins of indicators as modes of knowledge and governance can be traced
back to the practices of business management at least since the fourteenth century,
where quantification was crucial to the trade Venice conducted with Cyprus
(Maddison 2003). Later, the rise of the scientific mentality played an important
role, since it included an insistence on objectivity, on the written word, on rigorous
quantification, on transparency, etc. (Porter 1995). Furthermore, the creation of
indicators is also associated with the need for governance, which originated in the
seventeenth century when “the art of reasoning by figures on things relating to
government” was called “political arithmetic” (Maddison 2001). Later, indicators

°In fact, although commonly accepted, debates continue about the object measured by
indicators (such as non-R&D innovation expenditure, SMEs introducing marketing/
organizational innovations, and innovative SMEs collaborating with others), as well as the
nature of reality being measured. Furthermore, an indicator’s claim to objectivity has to be
restrained to “knowledge produced in conformity with the prevailing standards of scientific
practice as determined by the current judgements of the scientific community” (Porter 1995,
p. 216).
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were used in connection with the rise of the modern nation-states in the beginning
of the nineteenth century, and their need to govern objectively, impartially, and
transparently (Merry 2011). Most of the initial demands for indicators came from
engineers and technocrats who were committed to the development of an admin-
istrative culture in modern France, highly interested in management, and with
considerable enthusiasm for, among others, Frederick Winslow Taylor’s work on
efficiency (Porter 1995).

In the 1930s, a significant impulse to quantification came from the growth of
science in the US and the culture of equidistance and impersonal objectivity in
decision-making. In America, important efforts at quantification were made with
the systematic use of Intelligence Quotient'® tests to classify students, opinion
polls to quantify the public mood, elaboration of statistical methodologies for
licensing drugs, and even cost-benefit and risk analyses to assess public works
(Porter 1995). Later in the 1950s, the need for objectivity and quantification was
driven by the US Corps of Engineers. The Corps began concentrating the economic
efforts of their “failed engineers” on all district offices “where they were likely to
do less harm” (Porter 1995, p. 186). At the same time, the Corps began employing
increasing numbers of economists and other social scientists, which led to a
takeover by economists and the emergence of cost-benefit analysis in modern
economic studies. This type of analysis began with water projects and transport
studies, but was later disseminated particularly through RAND'! military studies.
Power (1997) and Porter (1995) suggest that accountants and the rise of bureau-
cracy also played a significant role in the rise of quantification in most aspects of
life, particularly during the twentieth century.

In the 1970s, a “social movement of indicators” was born in reaction to the
economic orientation of the above-mentioned quantification culture. This group of
intellectuals, mostly social scientists, considered that the word “social” was
restrictively defined and meant only “outside the realm of economics” (Sheldon and
Parke 1975, p. 695). To them, science (or quantification) created a new sort of

"lntelligence quotient, commonly known as IQ, is a score derived from standardized tests
designed to assess intelligence.

' According to Linstone (2008), the Rand Corporation is the most influential American think
tank of the second half of the twentieth century. The company was established in 1946 to
deal with useful applications labelled “operations research”, which applied mathematics to
problems such as interceptor vectoring and convoy protection. Presently, Rand is well
accepted in decision-making corridors of Washington, DC, and offers vast research and
analysis to the US armed forces. Rand is currently financed by the US government, private
foundations, corporations (including the health care industry), universities, and private
individuals.
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“philistines” encouraged by the relative ease of expressing quantities in dollars and,
consequently, given an exaggerated importance in the interpretation of the realm.
Therefore, these scientists argued for a change in conceptual frameworks, shifting
the emphasis from economics to measures of social change, which included dif-
ferent subsystems in society like education, health, and economics. The arguments
were centered on the controversy that resulted from an economic-centered per-
spective, and mainly focused on what this new wave of indicators should measure.

The controversy eventually faded away, and the quantification rationale started
to be applied to all parts of life, broadening its scope to almost every area of
knowledge or human endeavor. Today, we can find this quantification rationale
applied on a global scale (Misuraca et al. 2013; Maddison 2003) and even in our
personal lives. For example, Robichaud et al. (2006) reported on the existence of
indicators for one’s personal quality of life, such as measures of verbal commu-
nication interaction, well-being, level of participation in social activities or
involvement in the community and integration in the community. This new
quantification trend should not be interpreted as a conspiracy against the culture of
qualitative reasoning, as some in social science circles have argued. In fact, the
production of an indicator reflects values that existed in society before the creation
of their moral, ethical, political, economic, or financial nature. In fact, their sig-
nificant expansion in recent years was based on an existent societal will, expressed
for example by many influential organizations (e.g., OECD, ILO, UNDP, WHO,
universities, etc.). Today, even a qualitative analysis of a large research question
has to include an attempt to quantify aspects of an issue as much as possible. In
fact, the present work aims to present quantified data on the influence of indicators
in specific decisions in order to complement further qualitative analysis.

2.3 Indicators in Decisions on Technological Innovation

As mentioned earlier, indicators have been employed in societal debates for a long
time, embedded in a culture of objectivity. They are considered to be a useful
instrument to guide and improve our collective and personal decisions. While
indicators are ostensibly present in our collective rhetoric and apparently affect our
day-to-day lives, comparatively few studies have been carried out addressing the
relevance of indicators in management, research and policy, particularly in the
context of innovation processes.
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The extent to which indicators are used in decision-making is largely unknown.
Most of the literature aims to develop indicators, to analyze them, or to evaluate
them. Only a few authors have provided clues about the extent to which they are
used to make a decision, and these qualitative studies were mostly restricted to
policy-making. In fact, Gudmundsson and Serensen (2012) found evidence that
indicators seem to play a very limited role in policy-making about sustainable
transport. Furthermore, MacRae (1985) argued that the most frequent problem
of indicators is their non-use in policy-making. The reasons for this disregard of
indicators can be found in the lack of interest, in information overload, in a lack of
communication, or even in opposition to what is being measured. It seems,
therefore, necessary to proceed in two directions: First, broaden the investigations
to other areas of decision-making to allow for comparisons with policy-making,
and second, determine the role of indicators in decision-making because no
quantified information exists to provide an initial background for analysis. The
study of indicators in decision-making regarding technological innovation will
help characterize the social phenomena behind the process of technological in-
novation. It will provide information about the main actors, the use of indicators
and their real influence, the role of the social context, and the role the type of
decision plays in the decision-making process.

2.3.1 Use and Influence in Decision-Making

It is necessary to disentangle the use of indicators from their factual relevance in
decision-making, as suggested in the Gudmundsson and Serensen (2012) study. In
fact, determining the real influence of indicators makes it not only possible to
understand their importance in the decision-making process, but also to determine
which approach used in making the decision was dominant. In turn, the investi-
gation will provide clues about how knowledge is introduced in decision-making
and a deeper understanding of the social process of decision-making in the context
of technological innovation.

Unfortunately, questions about the effective influence of indicators have seldom
been the object of research. The seminal work of Gudmundsson and Serensen
(2012) revealed that the use of indicators does not automatically mean that they
exerted an influence on policies or processes with regard to the example of sus-
tainable transport policy. In their study, indicators played a very limited direct role
in the decision-making processes. Generalization is difficult, however, particularly
because sectorial conditions might change significantly from transport policy to,
for example, pharmaceutical policy, where a significant amount of quantified data
and objective information exists and is accessible. Therefore, it is also necessary to
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broaden the scope of these sectorial and policy-related findings to include other
decision-making processes.

This paper intends to contribute findings providing evidences for the use and
influence of indicators in the decision-making process of knowledge-intensive
innovation groups. It will be assumed that indicators are influential in decisions on
technological innovations made by knowledge-intensive groups because rationality-
driven decisions are expected to predominate among those who participate in
technological innovation without any noteworthy knowledge constraints.

The influence of indicators in the context of policy-making was categorized by
Gudmundsson and Serensen (2012) in four groups: Instrumental, conceptual,
process, and symbolic. The authors considered, first, that an instrumental role of an
indicator means that it had a direct influence and was used directly as a tool to form a
decision. Second, a conceptual role reveals that indicators contributed to shape
knowledge or introduce new ideas, but were neither used directly nor influential in
decisions. Third, a process role means that an indicator used over time affects the
way some aspect of policy-making is conducted, regardless of what the indicator
tells/reveals directly. Fourth and last, a symbolic role means that an indicator was
used to justify decisions that have already been taken or to give the decisions the
appearance of rationality. According to the authors, this role may still embody an
influence on policy in terms of policy legitimacy or in terms of the balance of power.

However, these second and third categories present significant difficulties,
probably because they were formulated to analyze a specific policy-making case
and not to examine decisions regarding technological innovations. There are four
main difficulties. First, there is a significant difficulty in distinguishing a conceptual
from a process role in two ways: (a) an indicator that contributes to shaping
knowledge or introducing new ideas (conceptual role) may also, in some aspects,
affect the way of how policy-making is conducted (process role); (b) an indicator
may be used over time (process role) and may neither be used directly nor be
influential in a decision (conceptual role). Second, a conceptual role probably does
not exist in the practice of a technology decision-maker. For this individual, an
indicator that contributes to shaping new knowledge and ideas inevitably changes
the framework of a decision—for example, through the previously mentioned
constitutive effects—, and consequently exerts influence on the decision. In other
words, for a scientist, an engineer, a manager, or a policy-maker reflecting on the
influence of an indicator in a technology decision, it is difficult to say that an
indicator was not influential if one admits that it has contributed to shaping
knowledge and introducing new ideas. Third, it is difficult to admit that an indi-
cator influenced some aspect of the decision regardless of what it evidently means.
Fourth and last, from a practical point of view, an indicator is an objective concept
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that is either present or not in a concrete technology decision. An indicator can
hardly be a semi-part of a decision, such as by shaping knowledge or introducing
new ideas used over time without being immediately used in a decision. Bearing
these four difficulties in mind, it can be concluded that these two distinctions are
not of substantial interest with regard to decisions about technological innovations.

In this paper, I will only use the instrumental and symbolic roles to understand
the influence indicators have on technology decisions. Indicators can thus either
play (1) an instrumental role, (2) a symbolic role, and (3) no role at all in
decision-making about technological innovations:

An instrumental role (1) means that an indicator exerted a direct influence and was
used as a tool to make a technology decision. The instrumental influence of an
indicator in a decision implies that a rational-analytical method was used, such as
evidence-based analysis or operational research. In addition, the indicator’s role also
suggests that a rational-analytical approach was employed exclusively or was pre-
dominantly complemented by a political-behavioral or emotional-intuitive approach.

A symbolic role (2) means that indicators were used to justify decisions after
they had already been taken or to give decisions the appearance of rationality. The
symbolic role implies that no rational-analytical method was used predominantly in
making a decision. This role indicates that the predominant decision approach was
political-behavioral, either exclusively or predominantly in interaction with a
rational-analytical or an emotional-intuitive approach. In this train of thought, it
can be argued that the desire for quantification is mostly symbolic at the policy
level. In fact, Six (2002) claimed that decision-makers use a certain amount of
knowledge when making a decision, and their judgments are dependent on where
the actors are socially situated and integrated. This view implies that the influence
of indicators is determined by the social “cage” of the users and that social rela-
tions act upon individuals, constraining and guiding them both consciously and
unconsciously in making decisions. However, the influence of these social rela-
tions can vary in different social groups, particularly in groups where the social
cage can be less present, such as the researchers group. Therefore, to understand
the role of indicators it is necessary to inquire about the role of social relations in
decision-making.

Last, situations in which indicators plaid no role in the decision-making
(3) were associated with conditions where information was lacking, incomplete or
ambiguous and thus could not be analyzed, or where the consequences of the
decisions were significantly unpredictable. Such conditions are associated with
predominantly emotional-intuitive approaches, such as judgements or gut feelings
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(Jauch and Glueck 1988). The absence of indicators also reveals a lack of
rational-analytical tools'? or quantified measures in the decision-making process.
Therefore, the case where indicators play no role shows that there is an
emotional-intuitive approach, whether exclusively or in dominant interaction with
a political-behavioral approach.

It is important to take into consideration that the indicators used in technology
decisions can be very different. The major difference can be found at the level at
which they are used in the innovation processes. First, policy-makers make tech-
nology decisions that influence the innovation system mostly at the national level.
For example, policy-makers can use the indicator business enterprise expenditure
on R&D (million current PPP $'%) to decide upon a policy to stimulate
university-company R&D projects. Second, business R&D&I personnel make
technology decisions of a different sort. The type of indicators this group tends to
use is mostly (but not only) related to the market or company because these
technology decisions tend to be connected to the development of new products or
technologies. For example, such a decision can use indicators related to innovation
in a firm, such as the number of new products using their patented technology, or
the costs of hiring a new researcher to develop a new technology. Third, (public)
researchers, academics, and R&D health personnel tend to make decisions mostly
at the product or technology level. For example, in a R&D project a researcher will
focus on an indicator of the financial cost of a new DNA sequencer14 or micro-
scope to further her/his research. Therefore, the type of indicators used when
making technology decisions during innovation processes can vary significantly
and is primarily related to the type of decision.

Within this diversity, however, it can be useful to link an indicators’ use to a
technology decision for two reasons. First, an indicators’ use, use in combination
with other factors, or non-use can indicate the real influence of indicators in
decision-making about technological innovations and uncover other drivers or
motivations such as the pressure from other groups. Second, the theoretical model

12(j) Rules of thumb—for example, if the rule is: If there is a 20 % increase in profits we
need to buy new technology; (ii) evidence-based analysis—for example, when making
cost-benefit analyses, weighting options, etc.; and (iii) operations research—using mathe-
matical models to explore quantified evidences. All three methods require some sort of
quantification, which would mean having an indicator of something.

3Purchasing Power Parities (national currency per dollar).

A deoxyribonucleic acid (DNA) sequencer is a scientific instrument used to automate the
DNA sequencing process. A sequencer is used to automatically determine the order of the
DNA'’s four constituents: Adenine, guanine, cytosine, and thymine.
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previously suggested for technology decisions in the context of innovation can be
tested by identifying the roles of indicators. Determining that indicators played an
influential role in a decision indicates that a rational-analytical method dominated
the individual’s attention during the decision-making. A symbolic role of indica-
tors (e.g., when social relations were considered more important than indicators)
reveals that a political-behavioral method dominated the decision. And an emo-
tional approach was used when indicators were not used at all and social relations
were also not significantly relevant.

2.3.2 Types of Technological Decisions in the Context
of Innovation

There are four types of technology decisions that can occur in innovation pro-
cesses. In fact, in the context of innovation there can be, first, decisions about the
acquisition of new equipment and/or technology. Second, innovations can also
occur after decisions have been made about the development of a new product
and/or a technology. Third, innovations also can be the outcome of decisions about
the acquisition of intellectual property, which can involve buying patents, trade-
marks, industrial designs, geographical indications, or copyrights. Fourth and last,
there can be decisions about the design of policies which can produce effects in the
innovation system and, consequently, in technological innovation.

Any decision is expected to contain elements of complexity and uncertainty.
There are several reasons that these two factors are central to technological in-
novation. First, technological innovation is often associated with complexity'’
(Chapman and Hyland 2004; Rycroft 2007; Waelbroeck 2003; Wonglimpiyarat
2005). In the context of technological innovation, an example of complexity is
when components that are integrated together cause difficulties in the transfor-
mation into successful products/processes (Wonglimpiyarat 2005). Complexity in
innovation has been associated with experiences where information is incomplete,
ambiguous, and the consequences of actions are highly unpredictable (Aram and
Noble 1999). In these contexts, complexity is contained in the technologies,
products, customer interfaces, and organizational setups (Chapman and Hyland
2004). Second, technological innovation is also often associated with uncertainty
(Dosi 1982; Nelson and Winter 1977; Carbonell and Rodriguez-Escudero 2009;
Sainio et al. 2012)."® Uncertainty can be defined as the degree to which a number

'3 According to the Oxford Dictionaries Online (2014), complexity means the state or quality
of being intricate or complicated.

16See also Béhle (2011), Jalonen and Lehtonen (2011), Fusari and Reati (2013), and Meijer
et al. (2007).
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of alternatives are perceived as uncertain with respect to the occurrence of an event
and the relative probabilities of these alternatives (Rogers 2003). Innovation
involves uncertainty in an essential way because “different people, and different
organizations, will disagree as to where to place their R&D chips, and on when to
make their bets” (Nelson and Winter 1977, p. 47). There are numerous types of
uncertainty associated to innovation processes although technological, market and
regulatory uncertainties have an established status (Jalonen and Lehtonen 2011;
Sainio et al. 2012)."” It can be concluded that uncertainty is a central element in
decisions regarding technological innovation.

Each type of decision presents different levels of complexity and uncertainty.
First, decisions about the acquisition of equipment or technology are less complex
than the three following types of decisions because they primarily involve com-
parisons between products or technologies and immediate assessments of the
impact in a technological innovation process. Furthermore, the level of uncertainty
associated with this type of decision is also rather low since most buyers know
what to expect from the acquisition of equipment or technology. Second, decisions
about the development of a product or technology are complex when compared to
the other types of decisions regarding technological innovation (Chapman and
Hyland 2004). They are often a matter of complex strategy and require not only a
decision about what product or technology should be developed and why, but also
knowledge on how to pursue with the development phase of a product/technology.
Furthermore, this type of decision frequently involves a significant level of
uncertainty, mostly because there is no guarantee of success (Bohle 2011). In fact,
the development of a product or technology may be subject to changing circum-
stances that might render a technology less attractive or even obsolete, and where
technological promise may even never materialize (Kemp et al. 1998). Third,
decisions about the acquisition of intellectual property rights are simpler and less
uncertain than the other three types of technology decisions. Although they may
involve some strategic thinking, they are often based on the acquisition of
knowledge about a workable solution that an industrial patent offers to a problem
or a need for a product or a technology. Furthermore, the acquisition of propriety
rights often carries less uncertainty than the development of a product or tech-
nology. In fact, the technological conception has already been proven and accepted

"But many more can be identified. For example, Carbonell and Rodriguez-Escudero (2009)
considered only two aspects of uncertainty: Technology novelty and technological turbulence.
In their study of innovation on biomass gasification projects in the Netherlands, Meijer et al.
(2007) reported that technological, political and resource uncertainty are the most dominant
sources of perceived uncertainty influencing entrepreneurial decision- making.



78 N. Boavida

by patent offices, even though the decision still carries the risk that a technology
may become less attractive or obsolete and that the expectations may not materi-
alize (Kemp et al. 1998), for example. Fourth and last, decisions about policy
design are very complex and uncertain because they involve concerns about the
social and economic impact of a complex and uncertain target, namely the inno-
vation system (see Smits et al. 2010; Kuhlmann et al. 2010).

In summary, there are four types of technology decisions that can occur in
innovation processes: Acquisition of new equipment and/or technology, develop-
ment of a new product and/or technology, acquisition of intellectual property, and
policy design. Any decision is expected to contain different elements of complexity
and uncertainty. The use of indicators is negatively associated with complexity and
uncertainty. Therefore, different types of decisions require different indicators.

To conclude, decision-making processes are complex phenomena where there
may be several factors exerting influence. Decision-making processes depend not
only on the contextual factors but also on factors associated with the type of
decision. A quantitative study of the role of indicators in decision-making about
technological innovation can help bridge the gap in our knowledge about indica-
tors in the context of decision-making. This study aims to distinguish between the
use and the real influence that indicators actually have on decisions, detect other
influences, and identify the types of technology involved in the decision.

3 Methodology

This research focuses on the initial technology decision which is made after an idea
is born and the preliminary analysis of its benefits is carried out. The focus on the
initial decision can help to understand how decisions are made in technological
innovation processes. The term technology decision here is related to a decision
made in the initial phase of an innovation process, such as (1) a decision to acquire
equipment or a specific technology, (2) a decision to develop a product or a specific
technology, (3) a decision to buy property rights, or (4) a decision related to the
design of technology policies (programs, measures, actions, projects, etc.). These
types of decisions can occur across all sectors, company or research center sizes,
levels in organizations, different cultures, etc.

The research undertaken in this study targets the three groups in an innovation
system:

1. Researchers: A group composed of public researchers, academics, and R&D
health personnel, hereafter named researchers.
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2. Business research, development and innovation (R&D&I) personnel: A group
composed of team leaders of R&D&I departments in companies, hereafter
named business or companies.

3. Policy-makers in the field of technological innovation: A group involved in
technology decisions and the design of strategies that address the innovation
system (Kuhlmann et al. 2010).

There are both general and specific reasons to target these three groups.
Common reasons for selecting these groups were: First, the groups are composed
of individuals who (i) reported on recent technology decisions (e.g., acquisition of
equipment, development of products or technology, investment in intellectual
property, or involvement in the design of innovation-related policies); (ii) have
access to and use vast amounts of techno-scientific knowledge; (iii) normally have
contact with indicators; and (iv) possess the skills to deal with indicators. Second,
the way these individuals use indicators captures the extent to which knowledge of
facts was examined in order to come to a decision. It also reveals to what extent
this type of knowledge is applied in practical terms in the decision-making process.
Therefore, research on the use of indicators in the decisions can contribute to an
understanding of decision-making and knowledge management in innovation
contexts. Third, these groups are closely linked to the innovation system and play
important roles in its functioning. All of them deal with the production, manage-
ment or dissemination of innovation. It is expected that this line of research will
contribute to our understanding of the interactions between technological inno-
vation and society.

Furthermore, the three groups were individually targeted because:

1. Researchers can influence technology developments in different ways. First,
they are involved in R&D projects that can lead to new technologies and
innovations. Second, the group is involved with students before they reach
decisive positions and influence other researchers and other communities with
regard to technology options. Third, these individuals are frequently called to
decide upon significant investments that have a direct or indirect influence on
technology options, such as research programs and projects, setting up new
laboratories, universities, hospitals, clinics and other specialized institutes,
acquiring powerful microscopes and diagnostic machines, etc. Fourth and last,
this group informs and helps decision-makers regarding technology choices.
For example, they can assist in important public and private choices, such as
the development of satellites, transport systems, other research-related facilities,
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the acquisition of submarines, supercomputers, helicopters and airplanes, the
construction of highways, bridges and dams, etc.

. Business R&D&I leaders are responsible for most choices regarding the

development of new products or new technologies, and are frequently in charge
of important strategic decisions inside the most innovative companies. In fact,
they are most frequently found leading innovation departments of firms or in
charge of R&D projects.

. Policy-makers in the field of technological innovation are involved in tech-

nology decisions and the design of strategies that address the innovation system
(Kuhlmann et al. 2010). Their policies can involve programs, projects, ideas,
legislation, and other regulatory frameworks that affect the development of
technological innovations. These policy-makers deal with policies and legis-
lation designed, for example, to promote science and technology graduates,
support patenting efforts, backing export-oriented companies, etc.

Various methodologies were applied to ascertain the influence of indicators in

technological innovation. As mentioned before, the initial work combined litera-
ture research, analysis of official documents, and (a) exploratory interviews.
Afterwards, the work included (b) the design and administration of three closed
online questionnaires, which is the focus of the present work. The questionnaires
were complemented with (c) seventeen semi-structured interviews. In addition, the
work included (d) eight in-depth interviews with experts conducted after the sur-
veys, yet in this paper the information from the interviews will only be used to
contextualize quantified data. In greater detail:

(a)

(b)

The exploratory interviews were designed to prepare and calibrate the ques-
tionnaires and subsequent interviews. Twelve experts with sound knowledge
and experience on the use of indicators and decision-making were interviewed
in Germany, Switzerland, and Portugal between October 2011 and January
2012.

The questionnaires addressed Portuguese representatives of the three groups
under analysis, collecting ninety-one valid answers from February 2012 to
June 2013. The samples were composed only by individuals who were
involved in consistent technology decisions and belonged to the mentioned
groups. The samples were created using non-probability sampling methods
(Saumure and Given 2008) in the following way:
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(i) The samples from the business R&D&I and the researchers’ groups were
selected using a purposive criterion sampling method (see Palys 2008)
based on the 2010 National R&D Survey.'® The criteria used required the
existence of (1) scientific leaders of an R&D project in 2010 with sig-
nificant expenditures for equipment (i.e., an expenditure with instruments,
equipment or software equal or higher than 3000 € for researchers and
1500 € for the business R&D&I personnel group), and to have (2) at least
one PhD in the research team (full-time equivalent). In this way, the
criteria confirmed not only that a consistent technology decision was
made in the context of a concrete innovation, but also that the research
team had the proper skills to conduct a sound R&D project. Therefore, the
samples were significantly representative because they were only com-
posed by scientists (or equivalents) who took consistent technology
decisions in a reliable R&D environment. In this context, there were 57
leaders of R&D&I departments in companies in the National R&D Survey
database, and 36 responses were received corresponding to a response rate
of 63 %.'"° There were 78 researchers that met the criteria, and 31
responses were received corresponding to a response rate of 40 %.

(i) The sample of policy-makers was created using snowball sampling
(Morgan 2008), because there were no other sources to locate the mem-
bers of this population and almost all members knew each other. The
initial set of research participants (serving as informants about potential
participants) was significantly diverse and was complemented by Google
searches to avoid any possible bias. Two successive waves of snowballing
assured a more representative sample (Schutt 2008). The final sample was
composed by the vast majority of individuals directly involved in inno-
vation policy decisions in the period 2005-2011 in the country. The
sample can be considered significantly representative, particularly given
the reduced number of individuals involved in innovation policy at the

'®The National R&D Survey (named IPCTN) is a reliable long-term survey that captures in
detail data about any existing R&D projects and about researchers and companies involved
in R&D in Portugal. The survey has also internationally comparable standards, is based on
the Frascati Manual, and is regularly checked by the OECD, Eurostat, and the National
Institute of Statistics.

19The 2010 National R&D Survey database detected 59 companies in the country that met
the criteria. The business questionnaire was sent, however, only to 57 due to the closure of
two firms.
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time. In this context, there were 59 individuals listed as being involved in

consistent technology decisions regarding innovation policy. Exactly 24

responses were received, which corresponds to a response rate of 41 %.>°
The response rates obtained for the three groups were relatively high compared
to normal standards in social research (see, e.g., Shih and Fan 2009 and
Baruch 1999, who report comparatively low response rates in social research).
Furthermore, to account for effects on response rates (see Sauermann and
Roach 2013; Fan and Yan 2010), there were three personalized email cam-
paigns with three reminders each and personal contacts from February 2012 to
mid-June 2013 to encourage individuals to answer. Participants were not
compelled by law to answer, there were no economic incentives to answer, and
the questionnaires were not part of the national statistical system. Only vol-
unteers could reply to the questionnaires given the scientific nature of the
surveys. In addition, the answers given online did not allow us to establish any
relationship with specific individual technology decisions. Finally, the ques-
tionnaires were short (taking on average five minutes to complete), identical
(see below), with closed questions (with two exceptions for the policy-makers
group, see below), and always related to concrete technology options.

The three questionnaires were similar. The difference between the ques-
tionnaires to researchers and business R&D&I group was small and consisted
in small adaptations of the text to the context of each innovation
group. However, as mentioned before, there were two distinct features in the
case of policy-makers. These features were based on the need for them to assist
in the assessment of the degree to which policy-makers made use of indicators
in making decisions. First, a pre-question was introduced to identify the
position occupied during the technology policy decision. The options were
minister, secretary of state, political advisor to the minister, political advisor to
the secretary of state, consultant, director-general, civil servant, parliamen-
tarian, city mayor, and other position. Second, three questions were added to
understand the level of knowledge about the indicators used in the policy
decision: (i) “Please name the indicators used or recommended to make the
decision”; (ii) “Did you use another type of information in the decision (e.g.,
studies, advice or sectorial information)?”’; and (iii) “In case you used other
type of information, please name the indicators that were used”. All responses
to the questionnaires were collected anonymously, with the exceptions of those

2The two sampling techniques allowed the identification of 65 policy-makers but, after a
significant number of attempts to locate the policy-makers, six of them were considered to be
unreachable.
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that resulted from direct interviews. No significant differences were detected
between online replies and direct answers.

(c) The twenty-six semi-structured interviews were conducted to complement the
data in the questionnaires. The majority of the interviews (13 interviews or
50 %) targeted the policy-makers, followed by researchers (seven interviews
or 27 %) and the business community (six interviews or 23 %). The emphasis
on interviews with policy-makers was justified by the sensitive nature of the
information requested and to avoid any suspicion of misuse of information.
All interviews to the three groups were conducted using one guiding ques-
tionnaire in a confidential way and lasted on average one hour. The use of the
questionnaires as a tool to guide the interviews was a practical way to have
similar questions across the three groups, to focus the interview on the critical
questions, and to allow new questions to arise during the conversation. In this
paper, the interviews will be used only to help contextualize quantified data.

(d) Last, the work also included four in-depth interviews to answer remaining
questions with experts, conducted in Portugal and Germany after the surveys,
i.e., from April 2012 to June 2013.

As mentioned previously, there were no records of quantitative research applied
to the use and influence of indicators in the technological innovation literature.
Therefore, the research presented here focused on the quantification of the major
characteristics of the use and influence of indicators by surveying only individuals
directly involved in technological innovation. These efforts allowed us to establish
the initial background necessary to understand the reach of indicators (and of
rational-analytical decision-making) in the context of technological innovation.
Although beyond the scope of this paper, further qualitative research will com-
plement the quantified results presented in the next section.

4 Results

In this section, I present results from a survey designed to understand the role of
indicators in decisions regarding technological innovation. The quantification of
their use and influence will establish the initial background of information nec-
essary to understand the presence of indicators in decisions about technological
innovation. The work presented here constitutes a preliminary quantitative
assessment necessary to further the qualitative study of the role of indicators in
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decisions regarding technological innovation. It will allow a deeper understanding
of the extent to which indicators are present among those who can use indicators as
freely as possible in technological innovation. It will also help us understand the
main type of thinking dominating the attention of these knowledge-intensive
innovation groups during decisions.

The following sections present results related to questions on the above-
mentioned questionnaires. The first one addresses the use and influence of indi-
cators in decision-making, describing their presence in each group as an instrument
in decision-making, and the weight or the real influence that indicators have in the
final decision. This distinction between use and influence is relevant because it
reveals the presence of indicators in the decision, and it shows their real contri-
bution to the decision. It will subsequently allow the roles of indicators to be
categorized and will help to detect the prominence of decision-making approaches.
The second section refers to the context of the decision, by identifying the main
external sources of influence in these decisions. As the latter question came before
the former in the questionnaire, it enabled the participant to first reflect on the
individuals who influenced the final decision and afterwards reflect on what was
more important: The indicators or the groups previously identified. The third and
last section deals with the influence of the types of technology decisions on the use
of indicators. As previously mentioned, the types of technology decisions are
considered relevant for understanding the need for indicators to be employed in
making a decision.

4.1 Use and Influence of Indicators

The first question of the questionnaires was directly related to the use of indicators
during a significant technology decision. Table 1 summarizes the answers and
percentages obtained for the question.

Table 1 Number and percentage of answers by group to the question “Did you use
indicators during technology decisions?”

Yes No Total

Answers % Answers % Answers %
Researchers 22 71 9 29 31 100
Business R&D&I 32 89 4 11 36 100
Policy-makers 22 92 2 8 24 100

All groups 76 84 15 16 91 100
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The table reveals a majority pattern of use of indicators among those who were
invited to reflect on the use of indicators during their technology decision-making
process. In fact, the vast majority (84 %) of all answers revealed that they used
indicators during their technology decisions. Only 16 % of the respondents said
that they did not use them. Taken together, the results present a defined pattern,
while a closer look into the three groups under observation reveals minor differ-
ences worthy of analysis. First, the policy-makers presented the most polarized
pattern, in which 96 % answered that they used indicators in their decisions, and
only 4 % stated that they did not use them. Second, 89 % of the business R&D&I
personnel answered that they used indicators to decide, and 11 % indicated that
they did not use them in the technology decision process. Third, the polarization in
the group of researchers was less intensive. In fact, a less polarized but still vast
majority (71 %) of the researchers answered that they used indicators while
making their technology decision. Accordingly, a larger but still minority per-
centage of answers (29 %) stated that they did not use indicators. Therefore, it can
be said that the intensity in the use of indicators in technology decisions is high
although different in each group.

In sum, the significant use of indicators detected in the results supports the view
that these groups use indicators as an instrument for making technology decisions.
These results suggest that this intensive use of indicators translates the quest to use
knowledge during the decision-making process. However, the use of indicators
should hypothetically mean that they were influential in the decision. This is
addressed next.

The next question referred to whether indicators were more important than
social relations during the decision regarding technological innovation. Table 2
summarizes the responses by group.

The table reveals that social relations were more important than indicators to the
majority (59 %) of respondents. In more detail, the majority of both the
policy-makers and the business groups (68 % and 59 %, respectively) answered

Table 2 Number and percentage of answers by group to the question “Do you think that
indicators were more influential than social relations during the technology decision?”

Yes No Total

Answers % Answers % Answers %
Researchers 11 50 11 50 22 100
Business R&D&I 13 41 19 59 32 100
Policy-makers 7 32 15 68 22 100

All groups 31 41 45 59 76 100
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that the social relations were more important than the use of indicators. However,
researchers' answers were balanced equally between “yes” and “no” (50 %),
stating the indicators were as important as social relations in their decision-making
process about technology.

Interestingly, a comparison between Tables 1 and 2 reveals that the more
indicators are claimed to be used, the less influential they are in decisions con-
cerning technological innovation because (a) policy-makers used more indicators
(92 %) but considered indicators less relevant than social relations (68 %);
(b) business R&D&I leaders used slightly fewer indicators (89 %) but considered
them to be slightly more relevant although less important than social relations
(59 %); and finally (c) researchers used fewer indicators (71 %) but considered
them as influential as social relations (50 %). Therefore, the disentanglement of use
and influence of indicators allowed a concrete identification of the real and dif-
ferent weight indicators carry in the decisions of each group.

The relative significance of indicators among researchers suggests that the
social activities of researchers are less relevant to the decision. Several reasons may
account for this, such as that the work of researchers tends to be (a) comparatively
more autonomous (less dependent on their social context) and (b) more involved in
the search for factual objective knowledge to reach scientific conclusions (an
activity closely connected with the use of indicators). In contrast, business indi-
viduals can be more dependent on company hierarchies and market considerations
to make a technological innovation decision; and policy-makers are relatively more
restrained by their social activities and are in significant need for expertise (i.e., for
indicators as a source of knowledge) in order to be able to decide. The next section
will present results to clarify these issues.

These results allow for the categorization of the roles of indicators in decisions,
described in Sect. 2. Table 3 presents results related to the role of indicators in
technology decisions by groups.

The table reveals that indicators were instrumental to about one-third of the
decisions in the groups (i.e., 29-36 %). It also shows that indicators played mostly

Table 3 The influence of indicators in technology decisions by group

Instrumental = Symbolic No role Total

Answers % Answers % Answers % Answers %
Researchers 11 3511 359 29 31 100
Business R&D&I | 13 36 19 53 4 11 36 100
Policy-makers 7 29 115 63 2 8 24 100

All groups 31 34 45 49 15 16 91 100
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a symbolic role in decisions, particularly in the policy-maker and business R&D&I
groups (63 and 53 %, respectively). Results for researchers were distributed more
evenly between instrumental and symbolic (each 35 %). Only a few indicated that
indicators played no role in the technology decision, although the percentage was
higher (29 %) in the case of researchers.

In sum, these results suggest that indicators exerted a symbolic influence mainly
among policy-makers as predicted in the literature. Business R&D&I leaders
revealed a similar profile, although less emphatically. Researchers used indicators
more heterogeneously.

4.2 Influence of the Context

As mentioned previously, the social context is expected to influence the role that
indicators play in decisions concerning technological innovation. The intention of
the next question was to identify the relevant importance of different individuals or
groups to the decision-making. Table 4 presents the results as to the groups
exerting the most influence on the decision.?! This is a question where respondents
had to classify the intensity of the influence on a four-point Likert scale to force a
choice identifying the most important influence in the decision.

The table reveals a different level of influence for each group. First, researchers
indicated that experts were their most important influence on their technology
decision (52 %), followed by ftechnology users and researchers/academics (ex
aequo 42 %). These responses point to the primacy of knowledge sources and
users as exerting the most influence on the decisions of this group. Second, the
business R&D&I leaders indicated that management/managers (69 %) exerted the
most important influence, followed by consumers (42 %). These answers suggest
that hierarchies and users were the main influence in this group. Third,
policy-makers indicated that a higher hierarchy level (other policy makers) (63 %)
and, to a lesser extent, experts (29 %) were the most influential groups (perhaps
explaining a need for expertise). These answers suggest that particularly hierar-
chies and sources of knowledge exerted the greatest influence on this group. Fig-
ure 2 summarizes these results, aggregating the main types of influence during
technology decisions.

The figure reveals that the groups are primarily influenced by hierarchies,
sources of knowledge, and users along three different lines. First, hierarchies were

2!0nly results related to “Very important” classification are shown in the table.
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Fig. 2 The groups (bottom) exerting the most influence on technology decisions for each
group of decision-makers

the most relevant influence in the decisions of business R&D&I leaders and
policy-makers. In fact, these two groups declared a higher hierarchy level (other
policy makers, managers) to be the most relevant influence on their technology
decisions (first choices). Second, sources of knowledge were also a significant
influence on  decisions. Researchers indicated that experts and
researchers/academics exerted the most influence on their decisions.
Policy-makers answered that experts were influential (2nd choice). Third, the users
of technology also exerted a significant influence on these decisions. Both
researchers and business R&D&I leaders indicated that users are a relevant
influence on their decisions (ex aequo second choice).

In sum, the results suggest that the most important sources of influence on
decisions regarding technological innovation were hierarchies, sources of knowl-
edge, and users of technology, although in different combination for each
group. (1) The links to hierarchies were emphasized by policy-makers and by
business R&D&I leaders; (2) the links to knowledge were relevant to researchers
and, to a lesser extent, policy-makers; (3) the links to users were relevant to
researchers and business R&D&I leaders. These three patterns suggest that there
are some common sources of influence on these three groups. It might be that these
common sources of influence also depend on the type of technology decision. The
following section will deal with this issue.
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Table 5 Number and percentage of answers in relation to the use of indicators by type of
technology decision

Yes No Total

Answers | % Answers % Answers | %
Buying equipment/ 31 79 8 21 39 100
technology
Development of 24 83 5 17 129 100
products/technology
Intellectual property rights 1 50 1 50 2 100
Policy design 20 95 1 5 21 100
Total 76 84 |15 16 91 100

4.3 Influence of the Types of Technology Decision

The type of technology decision can influence the way a decision is made. In fact,
the need for indicators is expected to vary according to the type of technology
decision along the lines previously described. Table 5 presents results on the use of
indicators by type of decision.

Table 5 reveals that the use of indicators varies in the different types of tech-
nology decisions. In fact, 79 % of those buying equipment or technology reported
using indicators, followed by 83 % of those who decided to develop products or
technology and 95 % of those who were involved in policy design. The number of
responses for intellectual property rights is too low to permit analysis. Neverthe-
less, the results suggest that the type of technology decision influences the use of
indicators, as suggested in Sect. 2.

Furthermore, it was suggested in Sect. 2 that the main drivers of the different
needs for using indicators were related to the complexity and uncertainty associ-
ated with the decision. There is a close association between the type of technology
decision in each group suggesting that these drivers are relevant, although a
definitive answer requires further qualitative results beyond of the scope of this
paper. Table 6 summarizes the types of decisions identified by group in the
questionnaire.

The table reveals that the vast majority of those in the researchers group (87 %)
decided about buying equipment/technology. The majority of the business R&D&I
personnel (69 %) decided about the development of products/technology. As
expected, the vast majority of policy-makers (88 %) decided about policy design.
Very few decided about intellectual property rights, and no other types of tech-
nology decisions were detected in the questionnaires. Therefore, it can be stated
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that groups’ answers are concentrated around specific types of technology
decisions.

In sum, there are three main reasons that the types of technology have an impact
on the degree to which indicators are needed. First, the results suggest that some
types of decisions depend on indicators more than others. Policy design requires
more indicators than the development of a product or technology and, to a larger
extent, than the acquisition of equipment or technology. Second, each group tends
to make the same type of relevant technology decision. Consequently, each group
tends to have different needs for indicators: Policy-makers tend to need more
indicators than business R&D&I leaders and even more than researchers (who tend
to be the group that needs fewer indicators). Third, results for the type of tech-
nology match the results for the use of indicators presented in the first question,
where policy-makers are revealed to use more indicators than business leaders and
even more than researchers. We can, therefore, conclude that the type of tech-
nology decision is a significant factor affecting the use of indicators in decisions.

4.4 Conclusions

The initial assumption that innovation groups use indicators to make technology
decisions was confirmed. However, corresponding expectations about the influence
they exert on decisions were not confirmed for three main reasons. First, the
majority of policy-makers and business R&D&I leaders considered indicators to be
mostly symbolic regarding the decision. Second, social relations were considered
more important than indicators in the technology decisions of policy-makers and
business groups. These two groups were influenced to different degrees by hier-
archies, sources of knowledge, and users. Third, the role of indicators also
depended on the different types of technology decisions; however, the indicators
proved to exert less influence even in those types of decisions in which indicators
were claimed to be used more. Therefore, it can be said that indicators play a less
influential role than initially thought.

Two different profiles of decisions were identified suggesting that the influence
of indicators appears to be contingent to different degrees on the social world and
the type of decision. On the one hand, the researchers group used indicators in a
more influential way, was less constrained by social relations, revealed abundant
relationships with sources of knowledge and users, and decided about the acqui-
sition of equipment or technology. On the other hand, business and policy-makers
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were relatively more bound to social relations (in increasing degrees) and admitted
different influences: The business R&D&I group reported that social relations
exerted a moderate but influential role and that the influence of hierarchies and
users on their decisions primarily concerned the development of products or
technology; and policy-makers reported significant bounds to social relations, with
hierarchy and sources of knowledge influencing decisions about the design of
policies.

Quantification of the use and influence of indicators is important for two rea-
sons. First, it provides an initial contextualization of the extent to which indicators
can be used in decisions, by characterizing the decision-making pattern of those
individuals who are most prone to use indicators, namely knowledge-intensive
individuals involved in technological innovation. Second, this research also made it
possible to detect three predominant approaches dominating an individual’s
attention during the decision-making: (1) a rational-analytical approach in the case
of the instrumental role of indicators, where indicators were used and were also
more important than social relations; (2) a political-behavioral approach in case of
the symbolic role of indicators, where indicators were used but social relations were
classified as more important than the indicators; and (3) the emotional-intuitive
approach in the case where indicators play no role at all, i.e., where respondents
denied using indicators and revealed that social relations exerted no or only minor
influence.?? The present results show that, first, the decisions of researchers were
more strongly based on the rational-analytical approach than those of the other
groups (e.g., through stronger influence of indicators). This suggests that their work
depends less on social interactions than the other groups and that it was perhaps
influenced by the fact that they engaged mostly in simpler acquisitions of equip-
ment or technology. Second, the business R&D&I group moderately emphasized a
political-behavioral approach, not only because of their involvement in the
development of products or technology where success depends more on social
factors, such as the need to interact with company hierarchies and users. Finally,
policy-makers significantly emphasized a political-behavioral approach because
their decisions in policy design need strong stakeholder involvement and expertise,
both significantly dependent on complex negotiation and consensus activities.

*>The results were adjusted to take account of responses to the question of decision-making
styles, which is not presented here.
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5 Discussion

Indicators are one tool among others that can help during the decision-making
process regarding technological innovation. The fact that indicators only played an
instrumental role in the minority of decisions suggests that indicators mostly serve
as a complementary instrument in decision-making. When used in a relevant
manner, indicators can offer support for decision-making, help to confirm a deci-
sion or be used as instruments to justify decisions. But there are other significant
influences on decisions to be taken into account, such as social relations, the type
of decisions or even personal experiences.

The different decision profiles identified in this paper allow for two different
lines of discussion. First, the emphasis on the symbolic role of indicators in the
business and policy-maker communities appears to suggest that the deliberations of
these individuals are more restrained by specific contexts than those of researchers.
One difference is that decisions of the former are taken in situations of significant
complexity and uncertainty of the development of the products or technology and
of the policy decisions, in contrast to the research projects of scientists, who
expected to deliver relatively more predictable outputs like papers and books. In
fact, policy decisions concerning specific types of technology tend to face com-
plexity and uncertainty from several sources, such as the volatile future of tech-
nology markets, job insecurity, and the complexity of the innovation systems.
Therefore, decisions taken under these conditions may help explain a larger
dependence on social ties and the weaker influence of rational-analytical methods
found in the results.

Second, the researchers’ decision-making profile inspires a different line of
discussion. In fact, in contrast to the other two groups, the answers from
researchers suggest that at least their technological innovation decisions tend to be
more rational or analytic and perhaps more efficiency-oriented. This difference
might be attributed to their relatively more isolated social context and the type of
decisions (e.g., mostly concerning the acquisition of products or technology).
However, the relative attachment to social relations revealed by the business and
policy-maker groups does not necessarily imply kinship and lineage behavior or
decisions based on less efficiency. In fact, the attachment to social relations might
only reveal some dependence or the need for consultation and/or consensus in
order to be able to make reflexive judgments under uncertain conditions.

Last, it is important to take into consideration that the present quantitative
findings can be tied to the situation in Portugal, particularly among policy-makers
where different social and contextual settings might influence the behavior of
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actors dealing with indicators. Furthermore, being able to compare their situation
with that of other groups outside innovation might help us to understand the
uncertainty under which decisions concerning technological innovation appear to
be made in some groups. Consequently, further qualitative research should be
conducted to complement the quantitative results presented in this work and to
analyze remaining questions.

Acknowledgments The author gratefully acknowledges the financial support of the Por-
tuguese Fundag@o para a Ciéncia e a Tecnologia (Ref: SFRH/BD/76200/2011), and the
comments of the editors on previous versions of this article.

References

Aram E, Noble D (1999) Educating prospective managers in the complexity of
organizational life. Manag Learn 30(3):321-342

Baruch Y (1999) Response rate in academic studies—a comparative analysis. Hum Relat 52
(4):421-438

Boavida N, Moniz AB, Laranja M (2013) Indicators for technology management: how
innovation groups decide? 1st international conference on public policy. ICCP, Grenoble,
pp 1-27

Bohle F (2011) Management of uncertainty—a blind spot in the promotion of innovations.
In: Jeschke S, Isenhardt I, Hees F, Trantow S (eds) Enabling innovation. Springer, Berlin,
pp 17-29

Carbonell P, Rodriguez-Escudero Al (2009) Relationships among team’s organizational
context, innovation speed, and technological uncertainty: an empirical analysis. J Eng
Technol Manag 26(1-2):28-45

Chapman R, Hyland P (2004) Complexity and learning behaviors in product innovation.
Technovation 24(7):553-561

Cray D, Mallory GR, Butler RJ, Hickson DJ, Wilson DC (1991) Explaining decision
processes. J Manag Stud 28(3):227-252

Curseu PL, Schruijer SGL (2012) Decision styles and rationality: an analysis of the
predictive validity of the general decision-making style inventory. Educ Psychol Meas 72
(6):1053-1062

Dean JW, Sharfman MP (1993) Procedural rationality in the strategic decision-making
process. J Manag Stud 30(4):587-610

Dill WR (1975) Public participation in corporate planning—strategic management in a
kibitzer’s world. Long Range Planning 8(1):57-63

Dosi G (1982) Technological paradigms and technological trajectories. Res Policy 11
(3):147-162

Eisenhardt KM, Bourgeois LJ (1988) Politics of strategic decision making in high-velocity
environments: toward a midrange theory. Acad Manag J 31(4):737-770



96 N. Boavida

Fan W, Yan Z (2010) Factors affecting response rates of the web survey: a systematic
review. Comput Hum Behav 26(2):132-139

Fioramonti L (2014) How numbers rule the world—the use and abuse of statistics in global
politics. Zed Books, London

Freeman C (1995) The “National System of Innovation” in historical perspective. Camb J
Econ 19(1):5-24

Freeman RE, Reed DL (1983) Stockholders and stakeholders: a new perspective in corporate
governance. Calif Manag Rev 25(3):88-106

Fusari A, Reati A (2013) Endogenizing technical change: uncertainty, profits, entrepreneur-
ship. A long-term view of sectoral dynamics. Struct Change Econ Dyn 24:76-100

Galotti KM, Ciner E, Altenbaumer HE, Geerts HJ, Rupp A, Woulfe J (2006)
Decision-making styles in a real-life decision: choosing a college major. Personality
Individ Differ 41(4):629-639

Gray B, Ariss SS (1985) Politics and strategic change across organizational life cycles. Acad
Manag Rev 10(4):707-723

Grupp H, Mogee ME (2004) Indicators for national science and technology policy—their
development, use, and possible misuse. In: Moed HF et al (eds) Handbook of quantitative
science and technology research. Kluwer Academic, Dordrecht, pp 75-94

Grupp H, Schubert T (2010) Review and new evidence on composite innovation indicators
for evaluating national performance. Res Policy 39(1):67-78

Gudmundsson H, Serensen CH (2012) Some use—little influence? On the roles of indicators
in European sustainable transport policy. Ecol Indic 35:43-51

Hall PA, Lamont M (2013) Why social relations matter for politics and successful societies.
Annu Rev Polit Sci 16(1):49-71

Harren VA (1979) A model of career decision making for college students. ] Vocat Behav 14
(2):119-133

Hunt RG, Krzystofiak FJ, Meindl JR, Yousry AM (1989) Cognitive style and decision
making. Organ Behav Hum Decis Process 44(3):436-453

Ilori MO, Irefin IA (1997) Technology decision making in organisations. Technovation 17
(3):153-160

Jalonen H, Lehtonen A (2011) Uncertainty in the innovation process. Proceedings of the 6th
European conference on innovation and entrepreneurship. Academic Publishing,
Aberdeen, pp 486-492

Jauch L, Glueck W (1988) An invitation to strategic management. In: Jauch L, Glueck W
(eds) Business policy and strategic management. McGraw-Hill, Singapore, pp 41-42

Kemp R, Schot J, Hoogma R (1998) Regime shifts to sustainability through processes of
niche formation: the approach of strategic niche management. Technol Anal Strat Manag
10(2):175-198

Kuhlmann S, Shapira P, Smits R (2010) Introduction. A systemic perspective: the innovation
policy dance. In: The theory and practice of innovation policy. An international research
handbook. Edward Elgar, Cheltenham, pp 1-22

Linn K, De Man AP, Bossink B (2013) The strategic decision making perspective: how do
high-tech firms reach decisions? Paper presented at the 35th DRUID Celebration
Conference 2013, Barcelona, Spain



The Use and Influence of Indicators in Decisions ... 97

Linstone HA (2008) Soldiers of reason: the RAND corporation and the rise of the American
Empire, Alex Abella, 2008, Harcourt Inc. (2008) Technol Forecast Soc Chang 75(9):
1451-1453

MacRae D (1985) Policy indicator: links between social science and public debate.
University of North Carolina Press, Chapel Hill

Maddison A (2001) The world economy—a millennial perspective. OECD, vol 1.
Development Centre Studies. OECD Publishing, Paris

Maddison A (2003) The world economy—historical statistics. OECD, vol 1. Development
Centre Studies. OECD Publishing, Paris

Meijer ISM, Hekkert MP, Koppenjan JEM (2007) The influence of perceived uncertainty on
entrepreneurial action in emerging renewable energy technology; biomass gasification
projects in the Netherlands. Energy Policy 35(11):5836-5854

Menzel S (2013) Are emotions to blame? The impact of non-analytical information
processing on decision-making and implications for fostering sustainability. Ecol Econ
96:71-78

Merry SE (2011) Measuring the world indicators, human rights, and global governance. Curr
Anthropol 52(53):S83-S95

Misuraca G, Codagnone C, Rossel P (2013) From practice to theory and back to practice:
reflexivity in measurement and evaluation for evidence-based policy making in the
information society. Gov Inf Q 30:S68-S82

Morgan DL (2008) Snowball sampling. In: Given LM (ed) The SAGE encyclopedia of
qualitative research methods. SAGE Publications, Thousand Oaks, pp 816-817

Murray E, Pollack L, White M, Lo B (2007) Clinical decision-making: patients’ preferences
and experiences. Patient Educ Couns 65(2):189-196

Narayanan VK, Fahey L (1982) The micro-politics of strategy formulation. Acad Manag
Rev 7(1):25-34

Nelson RR, Winter SG (1977) In search of a useful theory of innovation. Innov Econ
Change Technol 6:36-76

Nutt PC, Wilson DC (2010) In: Nutt PC, Wilson DC (eds) Handbook of decision making.
Wiley, Chichister

Oxford Dictionaries Online (2014) Complexity. In: Oxford Dictionaries Online. Oxford
Dictionaries

Palys T (2008) Purposive sampling. In: Given LM (ed) The SAGE encyclopedia of
qualitative research methods. SAGE Publications, Thousand Oaks, pp 698-699

Policastro E (1999) Intuition. In: Encyclopedia of creativity, vol 2. Academic Press, San
Diego

Porter TMM (1995) Trust in numbers—the pursuit of objectivity in science and public life.
Princeton University Press, Princeton

Power M (1997) The audit society: rituals of verification. Oxford University Press, Oxford

Robichaud L, Durand PJ, Ouellet JP (2006) Quality of life indicators in long term care:
opinions of elderly residents and their families. Can J Occup Ther 73(4):245-251

Rogers EM (2003) Diffusion of innovation, 3rd edn. The Free Press, New York

Rycroft RW (2007) Does cooperation absorb complexity? Innovation networks and the
speed and spread of complex technological innovation. Technol Forecast Soc Change 74

(5):565-578



98 N. Boavida

Sainio LM, Ritala P, Hurmelinna-Laukkanen P (2012) Constituents of radical innovation—
exploring the role of strategic orientations and market uncertainty. Technovation 32
(11):591-599

Sauermann H, Roach M (2013) Increasing web survey response rates in innovation research:
an experimental study of static and dynamic contact design features. Res Policy 42
(1):273-286

Saumure K, Given LM (2008) Nonprobability sampling. In: Given LM (ed) The SAGE
encyclopedia of qualitative research methods. SAGE Publications, Thousand Oaks,
pp 563-564

Schoemaker PJH, Russo JE (1993) A pyramid of decision approaches. Calif Manag Rev 36
(1):9-31

Schutt RK (2008) Investigating the social world: the process and practice of research, 6th
edn. Pine Forge Press, Los Angeles

Schwartz B, Ward A, Monterosso J, Lyubomirsky S, White K, Lehman DR (2002)
Maximizing versus satisficing: happiness is a matter of choice. J Pers Soc Psychol 83
(5):1178-1197

Scott SG, Bruce RA (1995) Decision-making style: the development and assessment of a
new measure. Educ Psychol Measur 55(5):818-831

Sheldon EB, Parke R (1975) Social indicators: social science researchers are developing
concepts and measures of changes in society. Science 188(4189):693-698

Shih TH, Fan X (2009) Comparing response rates in e-mail and paper surveys: a
meta-analysis. Educ Res Rev 4(1):26-40

Simon HA (1959) Theories of decision-making in economics and behavioral science. Am
Econ Rev 49(3):253-283

Simon HA (1979) Rational decision-making in business organizations. Am Econ Rev 69
(4):493-513

Six P (2002) Can policy making be evidence-based? MCC: Building Knowledge for
Integrated Care 10(1):3-8

Smith M, Higgs J, Ellis E (2008) Factors influencing clinical decision making. In. Higgs J,
Jones MA, Loftus S, Christensen N (eds) Clinical reasoning in the health, pp 89-100

Smits R, Van Merkerk R, Guston DH (2010) The role of technology assessment in systemic
innovation policy. In: Smits R, Kuhlmann S, Shapira P (eds) The theory and practice of
innovation policy: an international research handbook. Edward Elgar, Cheltenham and
Northampton

Starcke K, Brand M (2012). Decision making under stress: a selective review. Neurosci
Biobehav Rev 36(4):1228-1248

Sull D, Eisenhardt KM (2012) Simple rules for a complex world. Harv Bus Rev
(September):1-8

Swami S (2013) Executive functions and decision making: a managerial review. IIMB
Manag Rev 25(4):203-212

Thunholm P (2004) Decision-making style: habit, style or both? Personality and Individual
Differences 36(4):931-944

Turpin SM, Marais MA (2004) Decision-making: theory and practice. ORiON 20(2):143—
160

Utterback JM (1974) Innovation in industry and the diffusion of technology. Science 183
(4125):620-626



The Use and Influence of Indicators in Decisions ... 99

Van de Ven A, Poole MS (1990) Methods for studying innovation development in the
Minnesota Innovation Research Program. Organ Sci 1(3):313-334

Waelbroeck P (2003) Innovations, production complexity and the optimality of R&D. Econ
Lett 79:277-282

Wonglimpiyarat J (2005) Does complexity affect the speed of innovation? Technovation 25
(8):865-882



Part Il
Extra-Disciplinary Transgression
of Boundaries



Shifting Practices of Academia

as an Entrepreneurial Organization
in Indonesia

The Case of ATMI Polytechnic Cikarang
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Abstract

The study examines how the polytechnic—as a knowledge producing organi-
zation in the Indonesian science system—produces and exchanges knowledge
with other organizations in Indonesia. The study is situated in organizational
sociology. The term “knowledge” in this chapter refers to tacit knowledge
produced by knowledge-based workers in the polytechnic field. It discusses the
production-based education method as well as entrepreneurial and academic
organization. Empirically, it demonstrates the organizational change process
heading towards the market and how collaboration between polytechnics and
industry is achieved. By using reflexive ethnography, the chapter shows how
practice at ATMI Polytechnic Cikarang Indonesia is changing, with the actual

orientation of work shifting to an entrepreneurial organization.

Keywords

Production-based education - Polytechnic - Indonesia - Knowledge sharing -

Organizational change

This chapter addresses the question of how the internal structure of modern aca-
demia is affected by today’s knowledge-based economy and the increasing liber-
alization of the education sector. Governments in Southeast Asia, Indonesia and
Malaysia in particular (Evers et al. 2010; Purwaningrum 2014a) are increasingly

F. Purwaningrum (P<)
Brunei Muara District, Brunei
e-mail: farah.purwaningrum@ubd.edu.bn; fara.arum@ gmail.com

© Springer Fachmedien Wiesbaden GmbH 2016

B.-J. Krings et al. (eds.), Scientific Knowledge and the Transgression

of Boundaries, Technikzukiinfte, Wissenschaft und Gesellschaft / Futures
of Technology, Science and Society, DOI 10.1007/978-3-658-14449-4_5

103



104 F. Purwaningrum

paying more attention to research with links to industrial applications. Preliminary
research in the knowledge hub of Brunei Darussalam indicates that despite the
minimal linkage of industries with local universities, there is linkage between
information communication technology (ICT) industries and polytechnic institu-
tions. The study of industrial clusters in Penang, Malaysia, points out that ade-
quately trained workforces, with appropriate vocational skills, are required to
enhance the potential of the industrial sector (IPPTN 2010). However, the role of
professionals in the vocational sector is often ignored (Grollmann and Rauner
2007). Polytechnics have been overlooked in most scientific work from academia,
including work conducted in Indonesia, yet there is a growing consensus that
polytechnics and universities are important institutions within the sphere of higher
education (Tjakraatmadja et al. 2008; Yuliar and Syamwil 2008).

How is knowledge produced in the polytechnic field? Furthermore, how is this
knowledge exchanged within the technical industry? These are the questions guiding the
discussion in this chapter, which will focus on examining the process of organizational
change. The study is situated in organizational sociology in looking at how a
polytechnic—as a knowledge producing organization in the Indonesian science
system—produces and exchanges knowledge with other organizations. I adopt a broad
definition of “academia” in this chapter, which includes polytechnic institutions, uni-
versities, and R&D institutes.! To begin, academia is a part of the Indonesian science
system; the organizational study presented in this analysis is focused on the case of ATMI
Polytechnic Cikarang, Indonesia. The study is drawn from reflexive ethnography2 inits
data collection and analysis (Burawoy 1998). Thus, the field is the starting point. Not only
did T observe the everyday activities of parts of manufacturing or teaching, but I also
observed the relationships in the structures patterning interactions, for example in the job

"Hence, I treat these knowledge producing organizations on an equal level for the purpose of
sociological analysis. In addition, I start from the context, which in this case is the
Indonesian context that situates these organizations on the same page. Conceptually they are
different organizations. Polytechnics, as a part of the vocational education system, put more
emphasis on the development of competence as human capital for the purposes of
occupational work (see Fischer and Boreham 2008a). Universities, on the other hand, are
often tied with the idea of an “ivory tower” and the production of scientific knowledge.

>The implications of using an extended method in the overall rubrics of analysis in the
organizational research are: Firstly, one will encounter a dialogue form of discussion
between the researcher and the respondents; secondly, critical thinking: I often asked myself
whether the rendition or analysis of data is accurate, whether the questions I have asked
suffice and are sufficient as a follow up. Thirdly, 1 acknowledge that my entrance into the
field is also influenced by who I am. I am a female Indonesian who speaks fluent Indonesian
and basic Javanese.
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order or subcontracting given by multinational companies. The data collected includes 13
semi-structured interviews, descriptive statistical inferences from 33 questionnaires
(from a total of 47 lecturers and instructors) and participant observation. Participant
observation was conducted through an internship in the Polytechnic from 16 November
2010 to 17 February 2011.

Before continuing with the discussion, a clarification of the terms used is
required. The term “knowledge” in this chapter will refer to the tacit knowledge®
(Polanyi 2009) produced by knowledge-based workers in the polytechnic field. In
this sense, knowledge is a valuable resource in the area of production (and in the
manufacturing process) (Bell 1999; Menkhoff et al. 2011). Additionally, the term
“entrepreneurial” refers to an entity such as an organization which incorporates the
practices and values applicable in the manufacturing sector (as part of the market)
within the polytechnic field. My definition of what entrepreneurial is, thus, differs
from the definition of entrepreneurship in, for example, the study carried out by
Peterson and Berger (1971).*

The study shows how practice at ATMI Polytechnic Cikarang is shifting, with
the actual orientation of work heading towards that of an entrepreneurial organi-
zation. It bears a resemblance to a supplier company. One needs to take an empirical
look at how organizations such as polytechnic institutes produce knowledge and
how this in turn affects the collaboration between academia and industry. For
example, ATMI Polytechnic survives on the basis of being entrepreneurial in its
function, as it produces tacit knowledge concerning parts manufacturing. This
manufacturing orientation, along with its socially-embedded relationship with the
community, enables collaboration between the Polytechnic and industries.

This chapter is divided into the following sections. The first section discusses the
production-based education method in Indonesia’s vocational education system. The
second section investigates the conceptualization of entrepreneurial organization and
academic organization. The third section examines the first shift of tacit knowledge

3For a conceptual and empirical discussion of tacit knowledge, please refer to the third
section of this chapter. I describe the first shift of tacit knowledge in manufacturing processes
in this section.

“Peterson and Berger’s study (1971) was based on the record industry and how it coped with
turbulent market environments. It captured the three organizational strategies whereby
organizations may adapt to entrepreneurship; first by segregating the environment-linked
segment, second by isolating the entrepreneurial function, and third by limiting
entrepreneurial liability. The study is cited due to its similarity of focusing on how an
organization survives by greater integration into a market environment. Yet, in contrast to
their study, I present herewith how the shifts or changes of organizational orientation have
taken place in an intended or unintended manner.
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production for the purpose of production. The fourth section discusses the second
shift of integration further towards the market and how this has had an impact on the
way a polytechnic works. The collaboration between a polytechnic and industry is the
main focus analyzed in the fifth section. The last section sums up the discussion and
provides issues for further research in the theme of organizational change.

1 Production-Based Education Method in Indonesia’s
Vocational Education System

The existing literature discussing vocational education in Indonesia is relatively
limited in terms of explaining the process of internal knowledge production in an
organization and in terms of examining collaboration between academia and
industry in Indonesia. Wilson (1991), for instance, analyzed technical and voca-
tional organizations in Indonesia and Malaysia. Focusing on the Sekolah Tehnik
Menengah (or vocational high school), he conducted an analysis using time series
data based on statistics from 1985-1986 and archival analysis of planning docu-
ments (Wilson 1991). He stated that Indonesia is in the lead compared to Malaysia
in terms of the degree of interaction and involvement in curriculum reforms
between local companies and technical and vocational academic systems. This is
possibly due to the complex Dutch heritage in the academic system in Indonesia
(Wilson 1991). On another level of reviewing the progress of the vocational
academic systems in Asia, Tilak (2002) argued that Indonesia (along with other
countries, namely Malaysia, Philippines, Thailand, and Sri Lanka) has “moderately
developed” vocational and technical academic systems. Yet these studies focus
more on access to academia and curriculum building rather than on knowledge
management and linkages with external organizations. Organizational sociology
has not been the focus of analysis in vocational education in Indonesia, especially
in noting the changes arising due to the openness towards the market system and
values offered from a production-based education system.

The application of a production-based education method (often phrased as
production-based academic and training system) in Indonesia’s vocational educa-
tion system is still rare. Generally, the higher education policy in Indonesia situates
polytechnics on a par with traditional universities. This is apparent in the fact that
polytechnics in Indonesia have to carry the Tri Dharma functions, which were
originally designed for universities. They include teaching (pengajaran), research
(penelitian), and community service (pengabdian masyarakat) (Buchori and Malik
2004). Situating polytechnics akin to universities may cause problems in terms of
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professional certification, as lecturers in polytechnics are obliged to do research as
part of their function, similar to university-level lecturers. The policy has a
macroscopic view in the sense that it neglects the value of a production-based
education system. Indeed, rather than receiving research funding, production-based
academic systems support themselves through production activities, such as
accepting job orders (subcontracting) from industries. Hence, the majority (almost
80 %) of the costs of education are subsidized by income from production activities
(Jacobs-Foundation 2009). According to the latest data in 2013 from the Directorate
General of Higher Education—Ministry of Education in Indonesia (DIKTI), there
are more than 200 polytechnics in Indonesia, of which some 32 are funded primarily
by the state (DIKTI 2012).> However, to the author’s knowledge, up to now there
are only two polytechnics that rely directly on market subsidies to cover operational
costs. These two institutes are ATMI Polytechnic Cikarang and ATMI Polytechnic
Solo. Organizationally, both polytechnics have similar structures in regards to
having production-based education systems. At each, there are two directorates that
play a significant role in the functioning of a production-based education system.
They are the production directorate and the academic directorate. Yet, these two
polytechnics are unique in that production or, to be more exact, manufacturing of
parts® has become the central focus. As discussed later, job orders are a prominent
channel of knowledge production in ATMI Polytechnics, to the extent that con-
centrated learning takes place in the production directorate and does not flow to the
academic directorate. Moreover, distinct from other knowledge-producing organi-
zations in the Indonesian science system (in this case R&D institutes and univer-
sities, which are dependent on state funding; see: Purwaningrum 2014b), the
majority of operational costs are covered by the subcontracting activities of poly-
technic institutes. Hence, apart from carrying out teaching functions, the

3See the following website for further information: http://forlap.dikti.go.id/ (accessed 18
May 2015). PDPT is the portal for the higher education database (or Pangkalan Data
Pendidikan Tinggi).

S“Part” as a term in this chapter is used to refer to goods produced in the assembling mode,
such as moulds, blow moulds, die casting, dies, special purpose machines, and jig fixtures. It
also includes component spare parts, such as shafts, gears, flanges, and parts composed of
ferro- as well as non-ferro-based materials (email communication with an instructor, 3 July
2011). This part can be a complete part whereby no further process is required (barang jadi),
or an incomplete part whereby further processing and additional manufacturing is necessary
(barang setengah jadi) (informal discussion with an instructor, Cikarang, 2 Feb. 2011).
A common stand is that the production of these parts is based on the needs and orders made
by industries. These practices of manufacturing and producing parts are denoted as job
orders (interview with an instructor, Cikarang, 17 June 2010).
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polytechnics also resemble supplier companies in a supply chain. In this sense, they
position themselves as supplier companies in the manufacturing market. Studying
the organizational model of a production-based education system as a model of
financing academia may be worth exploring as an alternative funding method
amidst a climate of underfunding in the Indonesian science system.

A brief overview of the history of ATMI Polytechnic is warranted prior to going
further in the discussion. The history of both polytechnics started with the ATMI
Polytechnic Solo, Indonesia, which was opened in 1968 by three Jesuits from
Switzerland: Romo’ Gerard Chetelat, Romo Paul Ammann, and Romo Johann
Balthasar Casutt (Teiseran 2010). The idea for ATMI Polytechnic in Solo actually
began in 1963 (Casutt 1991) with the help of the Franz Xaver Foundation in Zurich
and was made possible by the cooperation of the Swiss Ambassador (Triatmoko
2009; Teiseran 2010). Upon receiving financial assistance from the Swiss
Government and the Franz Xaver Foundation, the campus of ATMI Polytechnic in
Solo was built in Karangasem Village. ATMI Polytechnic in Cikarang is a formally
separate entity from the ATMI Polytechnic in Solo. The ATMI Polytechnic in
Cikarang was established in 2001 by the same organization as that in Solo, namely
the Karya Bakti Foundation, which is a Catholic organization of Indonesian Jesuits
(Triatmoko 2009). It started its operational activity after receiving donations from
the German government, Indonesia’s business conglomerates, and ATMI
Polytechnic alumni from Solo (Teiseran 2010).

ATMI Polytechnic Cikarang is located in the Jababeka Industrial Park in West
Java, Indonesia. It is one of the largest industrial clusters in Indonesia. Initially, it
was created to support manufacturing training and education for workers in Jakarta
and Bekasi—part of the Jakarta metropolitan area (Triatmoko 2009).

Both polytechnics, in fact, were opened with the goal of providing education for
manpower in the manufacturing sector and training for the Bekasi residents in
general. Despite this initiative of providing training for manpower, most students at
ATMI Polytechnic Cikarang, however, were not from the Bekasi area. In an
interview with the former director of ATMI Polytechnic in Cikarang, he stated that
the majority of the students were from Central Java, Indonesia. In 2010, out of the
27 students from the Jakarta metropolitan area, West Java and Sumatra, very few
were from Bekasi, and even they were pendatang (incoming residents) who had not
stayed in the area for many years (interview, Cikarang, 17 June 2010). Relations
between the ATMI Polytechnic and locals living near the Jababeka Education Park
were tense during the beginning of campus construction. One of the Polytechnic’s

"“Romo” is a Javanese term; in a Catholic-based education system, it is synonymous with the
term “Father”.
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assistant directors offered the locals free training in manufacturing-related areas,
yet this was rejected. The locals then opted to take advantage of the waste from the
parts produced there, including the materials that were not used, and this in fact
yielded a more direct income for them (informal discussion, Nov. 2010). The offer
of training, however, still holds to the present time.

The next section will examine two typologies of organizations: The en-
trepreneurial organization and the academic organization. The discussion in this
section will also provide a basis for the empirical analysis.

2 Conceptualizing Organizations: Entrepreneurial
Organization and Academic Organization

This section will illustrate two analytical organization formats: Entrepreneurial
organization and academic organization. For the purpose of the analysis, I argue
that the inquiry of organizational knowledge production and academia-industry
collaboration requires two foci of engagement. The first focus is the analysis of the
epistemic culture (Knorr-Cetina 1999) and the actual work orientation of the
organization itself, namely: How it produces knowledge and how the existing
social structure of the organization governs the orientation of production. Yet, this
type of micro-sociological approach has been criticized as an “internalist history of
company” (Weingart 1988). However, it does not and should not stop there. The
spatial dimension of knowledge needs to be captured in the analysis as well. To
that end, the second focus is how academia responds to the reconfigurations of the
notion of space and scale as one of the main motors of socio-economic transfor-
mation (Perry and Harloe 2007). This translates in the field to the notion of not
only geographical space, but also social space (Bourdieu 1985, 1989) and cultural
space (Meusburger 2008)® which individual actors in industries use in line with
their shared frame of reference to foster knowledge-flow processes.

Analysis in the discipline of organizational sociology should be more open in
observing the process of knowledge production and knowledge sharing in en-
trepreneurial organizations. This is not only in terms of everyday knowledge
production from a constructivist actor’s perspective (see, for example, Hornidge
2007), namely in terms of the role of the self and emotionality (Newton and Smith

8Meusburger (2008, pp. 66—67) sees culture as a system that is not stable. It comprises signs
and interpretations that also incorporate processes and take place in a constant motion. The
shared frame of reference can be exercised through the usage of a language, such as
Japanese, between first tier supplier and second tier suppliers.
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2002) that might affect knowledge sharing, or the organizational narratives, which
are the main modes of communicating in organizations (Czarniawska 1998), but
also in terms of different traditions, such as ethnomethodology (Turner 1970),
which should be taken into consideration when observing knowledge-sharing
processes in the context of formal and informal meetings.

Studies on entrepreneurial organizations have been carried out in industrialized
countries. Entrepreneurial practices adopted by the University of Waterloo,
Canada, have been captured in terms of its intermediary function through its
Cooperative Education Program, which connects firms directly with students,
tapping into experienced researchers who are attuned to the research and devel-
opment needs of industry, joint research projects, and project-oriented consulting
(Bramwell and Wolfe 2008). By defining an entrepreneurial university as a “uni-
versity that has developed a comprehensive internal system for the commerciali-
sation and commodification of its knowledge”, Jacob et al. (2003) examine the
impact of entrepreneurship in Chalmers University of Technology in Sweden.
Problems range from accommodating values of commercialization of knowledge,
ad hoc trial of the Chalmers infrastructure for innovation and entrepreneurship, to
the question of whether research should be treated as a public good or if it should
be integrated into the sphere of knowledge production with the rest of the economy
(Jacob et al. 2003, pp. 1563—-1564). In Southeast Asia, particularly in Indonesia,
the notion of “entrepreneurialism” in the science system has been dealt with pri-
marily in the context of universities. Nugroho (2012, p. 17), an Indonesian soci-
ologist who reflected on his experience working at Gadjah Mada University in
Yogyakarta, Indonesia, for example, refers to the lack of funding from the state for
universities as a reason as to why lecturers and researchers look for extra income
outside of their daily work. This propels the entrepreneurial character of how
lecturers and researchers carry out their professional work (see also Nugroho 2005;
Widmer 2007). A common strand in these studies is that polytechnics have not
been a main theme of analysis in observing organizational shifts in the context of
entrepreneurial organizations. Studies dealing with knowledge production in
polytechnics have primarily been conducted through the lens of pedagogy or
vocational education. This is exemplified in the case of Germany (Mueskens et al.
2009) and the UK (Boreham 2002). Hence, the analysis presented in this study
aims to contribute to the organizational sociological analysis of polytechnics. In
doing so, the following paragraphs will revisit some of the conceptual underpin-
nings’ of entrepreneurial organization and academic organization.

°As stated earlier in this writing, I situate universities on par with polytechnics to grasp the
idea of entrepreneurial organization.
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From a pedagogical perspective, Clark (1998) investigated five universities:
Warwick in England, Twente in the Netherlands, Strathclyde in Scotland, Chal-
mers in Sweden, and Joensuu in Finland. His method of inquiry was based on a
dozen, more or less, interviews, review of documents, and observations, where
possible, on the campus activities. He portrays higher education institutions as
follows: “Pushed and pulled by enlarging, interacting streams of demand, uni-
versities are pressured to change their curricula, alter their faculties, and modernize
their increasingly expensive physical plant and equipment—and to do so more
rapidly than ever” (Clark 1998, p. xiii). He inferred five characters of the uni-
versities’ transformation in his study (ibid., pp. 5-8): (i) an expanded develop-
mental periphery in which one can see a growth of units including new
non-departmental units, (ii) a strengthened steering core that is quicker and more
flexible, (iii) a funding base that is diversified, (iv) a stimulated academic heartland
whereby a modified belief system is adopted, and (v) an integrated entrepreneurial
culture whereby universities develop a work culture-embracing change. The study
has been criticized for a combination of reasons. Methodologically, Deem (2001,
p- 16) considers that the theoretical framework offered by the case studies that
utilized grounded theory lacks clarity with respect to the process of case-study data
analysis. With regard to the organizational perspective, there seems to be a
monocultural perspective emerging as the sole authentic view derived from those
of senior managers (Finlay 2004). The study, however, provides a basis for
observing how a transformation by market forces internally affects universities.

A differing sociological (sociology of communication and, generally, of inno-
vation) perspective is the “triple helix” approach. The triple helix mode of inno-
vation brings forth the conceptualization of an entrepreneurial university model.
There is increasing linkage between the users of knowledge, such as industries
and/or government bestowing a university/polytechnic institute a role as an eco-
nomic actor (Etzkowitz 2008; Etzkowitz and Zhou 2008). The triple helix
approach focuses on the network overlay of communications and expectations that
restructure the institutional order between universities, industries, and government
agencies (Etzkowitz and Leydesdorff 2000). Thus, it is a more fully informed
(Leydesdorff and Dubois 2004) communication process between university
industry and government as well as an evolutionary model (Leydesdorff and
Etzkowitz 1998). This theory lends support to a functional approach (for a dis-
cussion see Luhmann 1995). There may be limitations to this triple helix approach
with respect the observation of internal changes in an organization such as
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academia. Specifically, there is minimal attention given to historylo and to the
micro level of social interaction that may play a role in knowledge production at
the organizational level. The approach is valuable and warrants merit in the sense
that the linear process of transfer from origin to application of knowledge is no
longer considered as decisive (Leydesdorff and Etzkowitz 1998). This means that
such a process is only tenable if it incorporates the possibility of non-linearity, i.e.,
that the application of knowledge could result in a two-way exchange process.
Furthermore, as a research matter it opens up the possibility of a system having a
self-organizing capacity beyond even government intervention or involvement.
Applying such analysis to the linkage between universities or polytechnics with
industries in an industrial cluster would be intriguing, as the starting point would
be the belief that a cluster would have its own self-organizing capacity to stabilize
the different linkages of knowledge flow. This entrepreneurial university/poly-
technic model acts as the motor of the triple helix; it is not governed by the
government or industry. Etzkowitz (2008) further explicates the norms that drive
the entrepreneurial university as consisting of:

First, capitalisation. Knowledge is created and transmitted for use as well as for
disciplinary advance; the capitalisation of knowledge becomes the basis for economic
and social development and thus of an enhanced role for the university in society.
Second, interdependence. The entrepreneurial university interacts closely with
industry and government; it is not an ivory tower isolated from society. Third, in-
dependence. The entrepreneurial university is a relatively independent institution; it is
not a dependent creature of another institutional sphere. Fourth, hybridisation. The
resolution of the tensions between the principles of interdependence and indepen-
dence is an impetus to the creation of hybrid organisational formats to realise both
objectives simultaneously. Fifth, reflexivity. There is a continuing renovation both of
the internal structure of the university as its relation to industry and government
changes and of that of industry and government as their relationships with the uni-
versity are revised (Etzkowitz 2008, p. 41).

There is, of course, criticism of the notion of an entrepreneurial university/poly-
technic. Giroux (2001, pp. 1-3) contends that higher education must not be
reduced to its entrepreneurial function, although public and private organizations
should still be able to gain profit. It is necessary to defend higher education to
maintain it as an autonomous sphere and for the progression of a critical and

10As pointed out by Leydesdorff and Etzkowitz (1998), historical analysis is useful to the
extent that one can reconstruct on the basis of existing comprehension how the actors can
learn to control the prevailing contingencies. They then point out how evolutionary models
do not focus on the historical contexts per se, but on the working of the emerging systems of
innovation.
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dynamic citizenry (Giroux 2001). Thus, empirical research is required to observe
the impact of academia becoming more entrepreneurial; whether it would produce
more “elitist” knowledge or whether it would become more like a corporation (see
Dhliwayo 2010) following an economic logic. I have so far sketched the concept of
entrepreneurial organization to conceptually situate the discussion of this chapter.
In the following paragraphs, I will explicate the term academic organization.

Academic organization has often been employed as having several unique
characteristics. It carries with it the idea of academic freedom. This can be
understood as the scholars having the autonomy to pursue truth despite the fact that
the findings they have might upset pieties (Fuller 2005). Furthermore, the student
or lay public is protected from any obligation to accept the scholar’s findings
(Proctor 1991; Fuller 2005, p. 30). Professionals having autonomy and control in
the organization are also an essential feature. Baldridge et al. (1978, p. 25), for
instance, illustrate how it has unclear and contested goal structures; almost any-
thing can be justified and almost anything can be attacked as illegitimate. It pro-
vides service to clients who seek input into the decision-making process and, in
addition to this, it must serve its clients with technology that is holistic and
non-routine and thus problematic. Henceforth according to them, it is an important
case of a professionalized organization where professionals serving the clients call
for a significant degree of control of the organizations’ decision(-making) pro-
cesses (Baldridge et al. 1978 as cited by Santos et al. 1998). This leads us to the
idea of professional organization.

A professional organization can be distinguished from a semi-professional
organization in several dimensions. Firstly, there is knowledge, which underpins
the authority of professionals. Indeed, the basis of professional authority is
knowledge, and the relationship between administrative and professional authority
is largely affected by the kind and amount of knowledge owned by professionals
(Etzioni 1969, p. xiii). Secondly, there is a goal, whereby in a professional orga-
nization the major goal activities are performed by professionals and are under the
authority of professionals (Etzioni 1964, p. 86). Academic organization can be
categorized as a type of professional organization yet with a multi-purpose des-
ignation. It does not only perform teaching, but also research. Specifically in the
case of the polytechnic, it carries the purpose of teaching the students but at the
same time it discharges the function of production. Etzioni’s (1964, p. 3) analysis
of professional organization starts from an understanding that organizations are
social units that are deliberately constructed and reconstructed to pursue specific
goals. This is an understanding he derived from Talcott Parsons’ work of Structure
and Process in Modern Societies (Etzioni 1964, p. 3). It is not only training and
academic qualifications that carry weight in the context of knowledge for
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professionals, but also the actual work can add competence and skills in profes-
sionals’ knowledge.

Concepts of entrepreneurial organization and academic organization may serve
as a continuum to remind one of the shifts that are possible as a result of opening
an academic organization to the market to fund the working and functioning of a
knowledge producing organization. Later, I will show how a polytechnic is now
actively seeking resources directly from the market and how it competes with firms
(second tier suppliers) to accrue income. Yet how does this affect the culture of
knowledge production within the organization? A study of the culture of knowl-
edge production on an organizational level was carried out by Knorr-Cetina
(1999). She demonstrated, among other things, how molecular biology was
becoming a dual-layered organization with ensuing struggles bearing the mark of a
territorial conflict among units managed by scientific persons (in this case labo-
ratory leaders and individual researchers) competing for resources and success
(Knorr-Cetina 1999). Practices of knowledge production located in everyday life,
to the extent they are structured and interwoven in an individual’s action, need to
be integrated into the analysis of organization as well. The context of knowledge
production is also spatial (Perry and Harloe 2007; May and Perry 2011). The local
or regional level is the site whereby the dynamics of different knowledge capi-
talisms, from policy conceptualization to conditions of production, are most
obvious (May and Perry 2011, p. 133). The process of knowledge exchange itself
is, as I will later show, also mediated by spatial context. Having explained these
foci of analyses, the paragraphs that follow offer an empirical analysis of how a
polytechnic shifts its organizational orientation. The initial shift is in regard to the
production of knowledge which is oriented towards manufacturing purposes. The
second shift is in regard to the incorporation of manufacturing practices into
organizational work. The next section, hence, discusses the former, i.e., how tacit
knowledge is produced and the tension that arises due to its production.

3 The First Shift: Tacit Knowledge Production
in Manufacturing Processes

Oftentimes types of knowledge are distinguished on the basis of being tacit or
explicit knowledge. The two, however, are correlated. Explicit knowledge requires
tacit knowledge for it to materialize into action. In Polanyi’s words: “Hence, all
knowledge is either tacit or rooted in tacit knowledge. A wholly explicit knowl-
edge is unthinkable” (Polanyi 1969, p. 144 as cited in Rammert 2009, p. 275).
Studies of organization, especially intelligent organization, have also been carried
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out from the perspective of management11 (Willke 1999, p. 4). Nonaka, from a
business perspective, contends that dynamic knowledge creation requires a certain
degree of externalization and codification of, presumably, tacit knowledge (see
Nonaka 1994). This study starts with the definition of tacit knowing as suggested
by Polanyi (2009). It incorporates (i) valid knowledge of a problem, (ii) the sci-
entist’s capacity to pursue it, guided by his or her sense of approaching its solution,
and (iii) a valid anticipation of the yet indeterminate implications of the discovery
made (Polanyi 2009, p. 24). I start with this definition as a starting point of my
conceptualization of tacit knowledge. But as I will show later on, I expand it
further based on my data to incorporate the subjective and objective elements of
knowledge.

Discussion of vocational knowledge, especially tacit knowledge, attempts to
surpass the concept of tacit knowing coined by Polanyi (2009). Stevenson (2001),
for example, pointed out the deficiencies of tacit knowing in Polanyi’s conceptu-
alization. He stated how there are considerable problems linked with a strict and
exclusive codification of any knowledge. He added that to say one can perform
skills but cannot really confer how, as conceptualized by Polanyi, would be
inadequate and lack clarity (Stevenson 2001, pp. 655-656). By drawing on de
Jong and Fergusson-Hessler’s work (1996), he concluded that tacit knowing seems
to occupy a central place in the “situational, conceptual, procedural and strategic
knowledge of experts” (Stevenson 2001, p. 657). Their critiques are of merit for
this study in looking into situational know-how and in unfolding the notion of the
organizational level of knowledge.

Knowledge production in the polytechnic field is geared towards the process of
manufacturing. I substantiate this postulate by firstly defining knowledge based on
the fieldwork conducted on the shop floor in the Polytechnic. I, then, characterize
the type of knowledge produced. Based on this, I intend to show that there has
been a shift in producing knowledge more towards the interest of manufacturing
processes.

Knowledge in the present context is defined as the “know-how on techniques of
processing and techniques of assembling” (informal discussion with an instructor,
Cikarang, 1 Feb. 2011). This includes know-how of the technical details used in
integrating components of produced parts in relation to a larger part (informal
discussion with an instructor, Cikarang, 1 Feb. 2011). The typology of knowledge
in this area of assembling is similar to the work process knowledge that is vital in

M regard to this point, Willke (1999, pp. 4-5) added that a revival of the theme of
knowledge society does not come from sociology or political science, but that it instead
comes from management theory.
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vocational education (Rauner 2005; Fischer and Boreham 2008a, b). Thus, the idea
of work process knowledge is to generate a real work environment, such as those
used in production processes, for students and at the same time for the process of
production.

My observations in the assembling area (Observation, Cikarang, 1 Feb. 2011)
portray the subjective and objective elements'? of this tacit knowledge and further
display how instructors and employees demonstrate caution and attention, espe-
cially when assembling different parts. They take time in measuring, often using
scales and tracing the tolerance of materials. The picture resembles that of a
scientist in a laboratory continuously observing the specimen under a microscope
when conducting a set of trials. The instructors and employees do not require a
manual. These unrelenting exercises and the internalization/embodiment of
knowledge (membadankan pengetahuan) are guided by “feeling” (interview with
an instructor, Cikarang, 17 June 2010). There is no manual, and one learns from
continuous and repeated practice, which eventually establishes the feeling:

The determination of the zero in every drawing is carried out by drawing (design).
Yet these machines need feeling, so we could embody ourselves with machine and
the manufactured parts (Informal discussion with an instructor, Cikarang, 14 Feb.
2011).

The repeated emphasis on feeling in the discourses (and, as I observed, in action,
despite the use of scales) denotes the intuitive character (Schoen 1983) of knowing.
It is not solely rational and technical, but also relies on the internal-intuitive
process at the individual level. Usually the intuitive level was modelled by a senior
expert, who would observe a machine and then conclude that it was not working
properly just by listening to its humming. Knowledge in this definition refers to
applied know-how regarding the production of parts and would normally be kept
tacit yet practiced by means of individual embodiment (membadankan), personal
memory, and internalization. Thus, it is both the objective and subjective element
of knowledge.

1 use the term “subjective element” to refer to an individual’s tacit knowing, which may
include intuition. “Objective element” is utilized to allude to an organization’s collective
way of (unwritten) knowing. The former can be illustrated in the determination of a
part/product that does not meet quality requirements, whilst the latter can be seen from the
common shared understanding of how to produce a product/part simply by looking at a
drawing from an engineer at the Polytechnic.
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There are generally two groups of knowledge workers at ATMI Polytechnic,
namely the instructors'” and the lecturers.'* The instructors at ATMI Polytechnic
are engaged in both the routine of teaching students and the manufacturing of
industry-related parts (see Fig. 1). In the following passage, an ATMI instructor
explains how the two routines are inseparable:

So in the Polytechnic, we based ourselves on vocation based academic training,
students learn from practice. Then they are conditioned in the industrial world
whereas in the beginning they learned competence on basic mechanic, then after
being deemed as qualified they learn production. What they learn during the com-
petence learning is applied in the production process. This production process is the
job order that the Polytechnic receives (interview with an instructor, Cikarang, 8 Dec.
2010).

There are three segments involved in parts manufacturing in the polytechnic field,
the first being polytechnic students (notably second-year students) becoming fully
involved in production (own observation, Cikarang, 7 Feb. 2011). Secondly, the
instructors at the Polytechnic are involved in the teaching of students and at the
same time are involved in the manufacturing of parts. Thirdly, there are the
employees in the Production Directorate, in particular at the Independent Business
Unit (Unit Bisnis Mandiri/UBM), Engineering (Design) and Production Planning
Inventory Control (PPIC).

BThe instructors are divided to teach students from the first level to the third level. In the
first level, the instructors are in charge of teaching the students the basics of technical
manufacturing: Engineering including milling, tooling, grinding, drawing, and heat
treatment. At the second level, the instructors assist the students in the full production of
parts. The second level consists of two cycles (putaran). Each cycle includes grinding
(bubut), milling, learning at center for tools, welding and heat treatment (informal discussion
with an instructor, Cikarang, 8 Feb. 2011). The emphasis again is on production. At the third
level, the instructors assist students in the production of parts and in training them in different
areas, such as pneumatics and electronics. These activities take place mostly in production.
The activities of instructors are oriented towards practice rather than theory. The competence
of instructors is assessed from an understanding of how to operate machines and produce
parts for machines to the required standard of quality (interview with an instructor, Cikarang,
22 Nov. 2010).

!“The lecturers work within the theoretical realm of teaching. The curriculum for teaching at
the Polytechnic is 30 % theoretical and 70 % practical. The lecturers teach the required 30 %
component. The lecturers are involved in class-based teaching of various subjects, ranging
from material sciences to Pancasila (Pancasila designates the five values promoted at the
state level of ideology in Indonesia). Some of these lecturers are professionals from the
industrial sector, such as professionals in the field of progressive dies.
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Fig. 1 Instruction given to a student (Source author’s fieldwork in 2010)

Based on the questionnaire distributed to knowledge workers, I have analyzed
the process of learning through parts production that occurs at polytechnic insti-
tutes. More than half of the respondents stated that they are involved in the process
of parts manufacturing. Of this share, most of the respondents stated that they did
learn from being involved in the manufacturing process.

To what extent does learning from experience in parts manufacturing have an
impact on organizational routine? The extent of the changes resulting from such
learning will be measured by considering two features: (1) the method of teaching
and (2) the writing of new scholarly articles.'> The results show that the changes
affect the teaching methods rather than the writing of new scholarly articles. In
regard to teaching methods, a large proportion of respondents affirmed that the
manufacturing process brings new ideas and changes to the methods of teaching.
However, whilst learning from work in production brings changes in the teaching

50Only 18 respondents are directly involved in the manufacturing process, i.e., lecturers. The
remaining 15 are lecturers who are mainly involved in teaching activities at the Polytechnic.
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syllabus and methods, there has not been change in new scholarly articles prepared
at the Polytechnic institute. Less than half of the respondents stated that the
manufacturing process brings ideas and alterations to the publication of new
articles.

This indicates that the process of learning is not codified in written form. It is
not made explicit by means of the production of scientific knowledge. The fact that
learning from work in production brings alterations to teaching methods is
prevalent in the workshop. Most of the instructors provide advice and techniques to
the students on how to manufacture the parts through direct face-to-face
communication.

There is a propensity for instructors to hoard knowledge in a tacit format. I will
describe this in the context of codifying knowledge to a teaching syllabus.'® The
respondents that I interviewed stated their concerns regarding the problematic
process of codifying learning in the teaching syllabus. One respondent expresses
the extent to which the process can be written down and taught in a traditional
context; this respondent also emphasized that competence should be the aim:

I was bewildered by this requirement of teaching syllabus for the second-level
instructors. Although I have spent a long time in the Polytechnic, the minute I heard
that there should be teaching syllabus for the second level, how will we make it since
we are in fact producing parts? What is a teaching syllabus? It is a process if I am
correct. Analogous with subjects, physics for example have various formulas, models.
It is a competence that needs to be understood and attained (interview with an
instructor, Cikarang, Feb. 2011).

The know-how on parts production is tacitly stored; new techniques are kept in
one’s head, managed through storytelling, not by being written down. Codify
something in writing, with the exception of a drawing, is even at odds with the
current practice of knowledge production and sharing in the workshop. The next
paragraphs will explain the reasons why there is a limit to what can be expressed in
a codified manner.

The absence of a standard part and product is the first reason. The nonexistence
of a standard part manufactured on a mass-based production line is often given as a
cause for the lack of a teaching syllabus and main guidelines for teaching (GBPP).
It is difficult to codify this type of learning in a teaching syllabus and in the main
guidelines for teaching because the products and parts being manufactured change
accordingly with the orders that arise from a particular industry; no part has been
standardized yet in the polytechnic field. However, what can be an object of

19T focus on instructors in the second level who are both teaching students and fully engaged
in production.
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assessment are one’s operating skills and knowledge of machines, as well as the
process of learning (informal discussion with the director, Cikarang, 1 Feb. 2011).

The second reason arises from the lack of organizational incentive, especially
from the academic directorate. An incentive for achievement is the reward of
monetary compensation after an annual performance appraisal. Indeed, what is
practiced is very technical and applied. Namely, drawing, assembling and parts
production are the daily techniques practiced by instructors (informal discussion
with an instructor, Cikarang, Feb. 2011). For instructors, strategic knowledge is
acquired in the assembling area, where all the parts are assembled, measured, and
checked. This is the technique they master, the (situated) know-how. Assembling is
situated in the UBM managed by the production directorate. Instructors associate
themselves with the production directorate rather than an academic directorate.
There is also reluctance to codify the learning in the form of a standard operating
procedure (or SOP) for repeated parts/products (informal discussion with an
instructor, Jan. 2011). A SOP can be developed at a later date and used as an
academic teaching syllabus. I asked one of the key informants about the academic
positions supported by DIKTI (Higher Education Directorate—Ministry of
National Education), which may be providing monetary incentives for instructors.
A respondent explained his lack of interest in the academic position or support
from DIKTI. He stated that he cannot be confined by the regulations of academia.
His perspective is that the workshop format (bengkel) provides more freedom,
more knowledge, and more space for instructors to teach (informal discussion with
an instructor, Cikarang, Jan. and Feb. 2011).

In response to this perception, efforts are being organized to tackle this issue.
A respondent shared his experience of being trained in the Pekerti method. Several
instructors and lecturers have attended the training. This Pekerti training is orga-
nized by DIKTI to provide lecturers (dosen) with skills relating to teaching (in-
formal discussion with an instructor, Cikarang, Feb. 2011). The Pekerti training
does not address the issue of changes in parts manufacturing nor does it address the
strategy of codifying such learning. Yet another comparative study was initiated by
the academic directorate during my internship in order to learn more about codi-
fying learning and know-how in the teaching syllabus. The instructors and lec-
turers decided to go to the ATMI Polytechnic in Solo:

Researcher: “Why do you have to go to ATMI Solo to reflect on what you have here
for teaching syllabus and main guidelines for teaching (SAP & GBPP)?”
Respondent: “Well, because we are not yet experienced like them in Polytechnic
Solo” (informal discussion with an instructor, Cikarang, Feb. 2011).
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After they returned from Solo, I asked what insight was gained in regard to the use
(or lack of use) of a teaching syllabus at ATMI Polytechnic Solo:

The problem in the Polytechnic in Solo is similar with us here. There is no teaching
syllabus and main guidelines for teaching (SAP & GBPP). No teaching syllabus for
machines, only standard operating procedure. It is difficult to codify the learning
process for students, to move from theory to practice or practice to theory (informal
discussion with an instructor, Cikarang, Feb. 2011).

Thus, the remedies do not fulfil their assigned tasks. Neither of the efforts has been
able to address the issue of codifying the learning and know-how in a teaching
syllabus. Consequently, it is the lack of a standard product and of organizational
incentives that serve as the main causes of a lack of the codification of know-how
into a teaching syllabus. The instructors hoard their knowledge in a tacit format and
identify themselves as a part of the production directorate where they can acquire
strategic knowledge. The dominant means of producing tacit knowledge as
strategic knowledge are used for manufacturing purposes. This shift exhibits the
difficulty or the tension when the organization cannot convert its function from an
entrepreneurial system to an academic entity.

4 The Second Shift: Integration Towards
Manufacturing Practices

There is a second shift that is propelling the entrepreneurial feature of a poly-
technic. I deal with two issues in discussing manufacturing practices in a poly-
technic as an organization, namely concerning knowledge workers and parts
manufacturing. The organizational analysis demonstrates how the specialization of
their profession poses an arduous challenge to knowledge workers in a polytech-
nic. This, in fact, has curtailed the conversion of organizational work from an
entrepreneurial objective to an academic agenda. The job order routines demand
instructors to take up the role of supervisors apart from teaching. Two complica-
tions arise from this setup. First, they have to master a wide array of skills required
to fulfil their job. Secondly, due the first complication, it would be a burdensome
task for them to achieve specialization. I discussed this issue of specialization with
one key informant who is an instructor.

The job order usually would have been organized by the PPIC. I also teach in the
classroom. I am confused though, am I an instructor or a lecturer? I feel more like an
industry supervisor. This has impact on my motivation. In here there is no
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specialization, such as drawing, or mould or dies or precision parts (informal dis-
cussion with an instructor, Cikarang, Feb. 2011).

The measurement for the assessment of performance of lecturers and instructors are
the same with the employees. The human resource division assesses performance
based on work quality, work quantity, competence, work behavior, independence
in working, and initiative in the office, health and safety and cleanliness as well as
neatness. The term “competence” is not defined further using this yardstick
(interview with a human resource division officer, Cikarang, 10 Jan. 2011). Upon
researching specialization, I found there was no satisfying answer provided.
Assessment of achievement is based on work performance and is rewarded with
monetary incentives (interview with a human resource division officer, Cikarang, 8
Dec. 2010).

The lecturers face challenges in regard to research and development. The
emphasis has been on skills: Students’ skills or individual skills. In one instance, a
lecturer tried to convince the academic directorate of the importance of research,
but received a response doubting the function of research, which was the result and
influence of on-going activities in the research and development department (in-
formal discussion with a lecturer, Cikarang, Feb. 2011) of a polytechnic institute.
A key informant states: “If we do research, what is the reward for us?” (interview
with an instructor, Cikarang, 22 Nov. 2010). Currently, there are no credits pro-
vided for lecturers when they produce work such as papers or when they update
their teaching modules. This is also the case for instructors who perform
class-based teaching. Due to the lack of organizational incentives, there is a
widespread reluctance to update teaching modules based on tacitly kept know-how
(informal discussion with an instructor, Cikarang, Jan. 2011).

Several respondents voiced their concerns. They stated that it is quite burden-
some to acquire academic positions at a polytechnic (informal discussion with a
lecturer, Cikarang, Dec. 2010 and Feb. 2011). In fact, these academic positions are,
at the moment, non-existent. Moreover, there is an emphasis on practical and
vocational systems within a polytechnic. The Polytechnic has responded to this
need for academic positions and for codifying the teaching process and know-how
in the academic teaching syllabus predominantly due to the external demand of
accreditation from DIKTI (interview with an assistant director, Cikarang, 17 Feb.
2011). Academic positions have been created as a priority at the Polytechnic
starting in 2012 as part of the accreditation process (interview with a human
resource division officer, Cikarang, 8 Dec. 2010). The non-recognition of academic
positions within the internal structure of human resource management has a sig-
nificant impact as well. Lecturers at the Polytechnic cannot apply for scholarship
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opportunities provided by DIKTI, nor can they move up the organizational ladder
to achieve academic specialization in a certain field.

What exists in the academic system in the Polytechnic thus is a hierarchical
ladder of upward career mobility. A person is readily moving up from instructor, to
section head, coordinator of the level/tingkat, and then to division head (informal
discussion with an instructor, Cikarang, 13 Dec. 2010). The current job evaluation
system and job-grading programs also do not capture the horizontal mobility
allowing for specialization and ranking of different levels of competence. This
exhibits another feature of the academic organization as a hierarchical one. This
work organization, which is not completely Taylorist (see Littler and Craig 1978)
in character, affects the career structure in the Polytechnic.

The next issue is the organizational setup of parts manufacturing, which is
governed by market needs (and thus is profit-oriented). I refer specifically to the
usage of the term “non-technical factors”, which has been used since the start of
my internship in mid-November 2011. This term came up frequently during lunch
conversations with key informants or during informal discussions when I was
interning in the instructor’s office at the workshop.17

The expression “non-technical factors” refers to the manufacturing practice
governing the parts being produced. The investigation of what constitutes
non-technical factors started by asking for the definition as understood by
respondents. During one informal conversation in the instructor’s office, the fol-
lowing definition was given:

Non-technical factors are the decision relating to materials/parts for work (benda
kerja) and the decision regarding the compensation hours for students (if they
manufacture faulty parts) (informal discussion with an instructor, Cikarang, 8 Feb.
2011).

Pedagogy ignasiens is one of the non-technical factors affecting parts production.
The parts produced are used as an exercise (latihan soal) for students. The
knowledge required for students regarding which part to manufacture can depend
upon the given part’s level of difficulty. For example, if a part is too complex, it
can be postponed and other relatively simple parts can be produced (informal

""Documents such as books on ATMI Polytechnic and papers on the flow of parts
manufacturing written by the Polytechnic personnel do not address this non-technical factor.
The researcher recorded to the best of her ability these numerous informal discussions on the
non-technical factors in the field notes.
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discussion with an instructor, Cikarang, 8 Feb. 2011). This is consistent with the
pedagogy ignasiens inherent in the Catholic-based system used in the Polytechnic:

Well, I can only describe the basics, humanizing humans, so more to cura personalis.
Each individual is different, so some sort of individual approach is used. When we
face groups, for example, we may generalize like a machine but with this (pedagogy
ignasiens) we can differ the approach, for those students who are a bit slow to learn,
or require particular approach, we can personally approach them (interview with an
instructor, Cikarang, 8 Dec. 2010).

It has become a rule of thumb that students will be punished for faulty parts (NG or
“Not Good”) they produce by being “charged” hours in compensation. The number
of hours depends on the price of the materials employed. This personal approach
also is evident in a case where the instructor had already set hours of compensation
for a student for an NG part. The instructor assessed the part in detail, relying on
his tacit knowledge.

A good relationship (hubungan baik) is also a non-technical factor in successful
manufacturing education. A respondent explains how maintaining good relation-
ships with customers is key in the manufacturing of parts (interview with an
employee, Cikarang, 14 Feb. 2011). On further investigation into hubungan baik,
one respondent explained how this works by citing cooperation with an industry
whereby a majority of the workers are alumnae of the Polytechnic. This type of
relationship can facilitate the hubungan baik. In other words, the parts ordered
from this actor sharing the same alma mater can be prioritized (informal discussion
with an employee, Cikarang, 21 Nov. 2010).

The setting of priorities is the next non-technical factor. Once a part is labelled
as top priority or urgent, then there is an issue of lack of time. In this case, there is
usually no briefing for students. This has been evaluated by the unit in charge of
production at the Polytechnic:

The NG level has a high percentage during the period of March-December production
in 2010. The main cause is due to human error from students and employees. Why are
there erroneous mistakes from students? It is due to lack of supervision, tools are
limited, so students improvise and end up with NG parts, also due to a lack of detailed
briefing, competence of students for machines is insufficient, this is because the basic
is from manual machinery, no adequate base in CNC machines (field notes during
monthly meeting, Cikarang, 27 Jan. 2011).

I brought up this issue of lack of briefing to an instructor involved in parts
manufacturing. He elaborated the reasons for this occurrence:

Lack of briefing? Oh, that is because we do not have much time in here, and the parts
we have to manufacture are urgent. Orders came from PPIC and UBM. I know the
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function and tolerance of materials and machines, the standards are fixed. Look, some
students in here can work on grinding, some cannot (informal discussion with an
instructor, Cikarang, 1 Feb. 2011).

The parts to be manufactured seem to be of such great significance that they might
compromise the learning process. The practices of setting priorities for parts would
lessen the chance nature of briefing and may be influenced by hubungan baik.'®

It is inevitable that the Polytechnic as an organization learns best through the
manufacturing process. When this is the case, then the pedagogy ignasiens seem to
be compromised and the entire system of the organization functions more like an
industry focusing on the output of parts production. However, in those cases when
the pressure to produce parts is not so prevalent, the academic facet returns and
pedagogy ignasiens approaches can be emphasized for the benefit of students.

The manufacturing practices suggest that the intended dual role of the
Polytechnic as an industrial and academic organization has shifted. The actual
work that the knowledge workers engage in, the difficulty of specialization, and the
non-technical factors of parts production all work to give the organization the
orientation of an entrepreneurial organization.

At this juncture, then, one has to ask whether the output of the Polytechnic
consists in the graduates or the parts. Ideally it should be both. In one discussion
where a network is drawn by participants, the student is described as one of the
actors with the least influence, but in the end, they become the object. One of the
participants came forward and stated the following:

We often said that the product of the polytechnic is the students. In reality, they are
the ones who carry out the system. The parts are the measurement of their compe-
tence (pembanding). We evaluate the parts they produce. But for the priority in parts
manufacturing, they become the object (informal discussion with an instructor, Feb.
2011).

The organization, hence, survives due to its entrepreneurial layer that keeps the
machines and the individuals working on the shop floor. It is in this entrepreneurial
facet that the Polytechnic nurtures collaboration with companies. This is explained
in the next section.

"®This hubungan baik or good relation is facilitated by alumni relations.
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5 Socially-Embedded Relations: Collaboration
with the ISE'® Company

Knowledge also has a spatial dimension, and the exchange of such knowledge may
be governed by social space (Purwaningrum 2013). The ISE Company (or simply
put, ISE) is located in the Tangerang, Banten, Indonesia. The Polytechnic itself is
located in Jababeka, Cikarang-Bekasi, Indonesia. These two organizations are
located around 74 km apart. The parts manufactured by the Polytechnic for ISE are
molds. These molds are utilized by ISE for headlights of motorcycles and acces-
sories for equipment associated with the light-lamp system of motorcycles. From
the design provided by ISE, engineering staff at the Polytechnic became informed
about the development of Honda products, the company for which ISE is a supplier
(interview with an instructor, Cikarang, 21 Nov. 2010). It is through the design and
drawing of parts that the engineering department at the Polytechnic becomes
acquainted with the new models requiring a complex mold. Thus, the drawing and
designs are the knowledge obtained from the job order process (interview with an
employee, Cikarang, 21 Nov. 2010).

Apart from the design, tacit know-how is acquired by way of engineering visits,
mediated through visualization of parts manufactured in the assembling area of the
UBM. In most cases, the engineers from ISE would usually visit the Polytechnic to
provide advice, or one of the staff of UBM would visit ISE (interview with an
employee, Cikarang, 3 Dec. 2010). The interaction and meeting mostly take place
in person, not via ICT. Sometimes the discussions with engineers from ISE are at
the assembling area and problems in parts are examined. Frequently, the staff from
UBM can ask about the dimensions of the mold and the techniques of production,
which are not always written in the drawing (observation, Cikarang, 14 and 15 Feb.
2011). Thus, this engineering visit and direct meeting are the key features of the
exchange of knowledge between ISE and the Polytechnic.

ISE has assisted the Polytechnic since 2006 in terms of employee training. It
took more or less two years for the staff of the Polytechnic to fully comprehend and
then be able to work with ISE. In the early years of the consolidation of the
Polytechnic in Cikarang, a course in Japanese was offered to the employees.
Despite the fact that most of the companies filling the job order are foreign-owned
Japanese companies, lack of interest was still an issue. A contrast is the case of
German, where most of the employees, instructors and staff speak German, as

I can only refer to the company by the initials ISE, as was agreed with respondents
during the fieldwork.
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some of them have been sent to Fischer A.G. in Zurich, Switzerland, for a one-year
internship. In this way, the deficiency in the mastery of Japanese serves as a barrier
to accessing know-how (informal discussion with an assistant director, Cikarang,
22 Nov. 2010).

Quite a number of ATMI Polytechnic Solo graduates work at ISE (informal
discussion with an employee, Cikarang, 3 Dec. 2010). The respondent then
explained in detail how ISE is open for the staff of the Polytechnic to learn,
including in genba (walk-in process in the shop floor/production plant) and in
accessing the shop floor. This bond, forging trust between the Polytechnic and ISE,
permits access to learning on the shop floor. The strength of the relationship is
indicative of an embedded social relationship, if it is not about the geographical
proximity but more about a social space (Bourdieu 1985) enabling the interaction
for the knowledge flow process.

The cooperation between ISE and the Polytechnic illuminates the importance of
embedded social relations in the exchange of tacit knowledge. The know-how of
mold manufacturing is shared using designs, mediated through direct meetings
with individuals in a company and visualization of problems or parts in the
assembly process. Nonetheless, the lack of mastery of Japanese serves as a barrier
to full knowledge sharing. The know-how from ISE is retained in its tacit form,
being limited to those who are directly involved in the production process at the
Polytechnic, in this case, the engineering division, UBM and instructors at the
second level who were involved in the production. Alumni relationships, as
demonstrated in this case, show an embedded social relationship that enables the
social space of interaction between academia (the Polytechnic) and industry.

6 Concluding Remarks: ATMI Polytechnic Subsumed
by Production Orientation

This study is about the organizational change of academia. To sum up, ATMI
Polytechnic is an organization that is defined by its orientation towards production
and shaped by shifting practices from academic teaching to parts manufacturing.
The liberalization of higher education in Indonesia exerts pressure on the survival
of academia. The history of ATMI Polytechnic in Cikarang was marked by a Jesuit
mission aiming to enable access to education at the vocational level.” I argue that
one needs to look empirically at the paradigm and structure (of knowledge

*OThis is also evident in the process of constructing the new Loyola building in the complex
of ATMI Polytechnic in Cikarang. Part of the ceremony is the three Romos (or Fathers) and
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production) as well as the space enabling collaboration between academia and
industry. ATMI Polytechnic attempts to survive despite the overall liberalization of
the education sector in Indonesia. It survives by subsidizing its education function
by taking on job orders (subcontracting activities).

The organizational shifts towards being more entrepreneurial are framed ana-
Iytically in terms of the shift in practice concerning the production of tacit
knowledge and concerning manufacturing practices internalized in organizational
work. In this case, knowledge production is illustrated in everyday interactions,
and tacit knowledge is produced on the basis of situated know-how about parts
production. Instructors repeatedly promote the internalization of “feeling” or
intuition in the mastery of certain skills. This tacit knowledge embodies the sub-
jective and objective elements in this type of field. It is palpable that manufacturing
of parts is the main vehicle for the production of knowledge. Tacit knowledge,
however, tends to be hoarded. It is not made explicit in the format of a
readily-accessible teaching syllabus.

The next shift is in the actual work of the organization, which is geared towards
manufacturing. This is identified in two ways, namely the specialization of a
profession and the logic of producing parts. In the former, most of the instructors
identify themselves as part of the production directorate. This is due to the absence
of non-vertical administrative positions, lack of an overall soft-infrastructure to
codify tacit knowledge in the teaching syllabus (such as organizational incentives)
and standard products. In the latter, the non-technical factors governing parts
manufacturing are sketched. These range from pedagogy ignasiens and good
relations to setting priorities. The second shift sets the manufacturing of parts as a
priority, which may compromise the learning process for students.

The interaction with a company, as exemplified by this case study, is fostered
by job order requests and pushed by alumni relationships. The embedded social
relationship harnessed through an alma mater weave the social space of interaction
between academia and industry.

The shift in practices blocks the possibility of such an organization converting
from an entrepreneurial organization to an academic one. The more a polytechnic
relies on parts manufacturing to survive, as shaped by the everyday practices of the
instructors and employees, the more it will be subsumed in being entrepreneurial,
forgetting its initial aim of the teaching and academic training of students.

(Footnote 20 continued)
the representative from the funding company holding the four pillars of the future con-
struction on 31 July 2011. This in a way symbolizes partnership.
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The organizational analysis presented in this chapter unpacks what emerges at
the micro-level in a country that is opening up to liberalization of higher education
in a knowledge-based economy. This raises the following issues for future
research: What kind of contribution would vocational education bring towards
promoting product innovation, especially in light of the difficulty of specialization
in a profession in Indonesia? Next, to what extent can the market (re-)orient the
type of knowledge being produced by an organization (i.e., academia) meant to
produce knowledge to strengthen the knowledge base of an industrial cluster?
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Abstract

The paper narrates an Austrian research program in the area of transdisciplinary
sustainability research, which strongly inscribes into the promise that bringing
together the knowledge and expertise of various (scientific and extra-scientific)
actors provides a chance to get a handle on complex societal problems—such as
climate change. Starting from the observation that the majority of funded
projects makes use of computer modeling and simulation to bring together the
knowledge of scientific and extra-scientific actors, the paper aims to understand
computer simulation and modeling as “integration machines.” Inspired by the
way they are presented in the projects themselves in a first place, the notion of
the integration machine points to the dynamics of attempts to involve a variety
of scientific and extra-scientific actors and the epistemic practices held
appropriate to do so. Based on the analysis of the ways how computer
simulations and models are discursively designed in different arenas of
discussion, development and dissemination (e.g., proposals, publications,
interviews, focus groups, project meetings), the paper carves out how
“integration machines” incorporate imaginations, hopes and promises, and
how they translate between a multiplicity of ascribed attributions. Crucially, the
paper attends to different “performative” dimensions of integration machines,
showing how they include but also exclude certain kinds of knowledge, how
they assume a distinct distribution of responsibilities, and how they (re)produce
orders, roles, and identities within the relation between science and society.
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1 Introduction

Difficulties to adequately respond to pressing and complex societal problems, such
as climate change, have posed a challenge to the relations between science and
society in the past decades. Criticism has been levelled at the inward orientation of
scientific (sub-)disciplines and their disengagement from societal concerns, pro-
voking use of the metaphor of an ivory tower (in which science is trapped) (see,
e.g., Shapin 2012). This has also encouraged debate about alternative means of
producing knowledge (see, e.g., Hessels and van Lente 2008). These debates are
driven by the hope that the multifaceted dynamics of the social, the economic and
the ecological spheres can be more thoroughly understood when a wide range of
knowledge and expertise is brought together (see, e.g., Borup et al. 2006). More
recently, the need for collaboration between scientific and extra-scientific actors
(e.g., stakeholders) has in particular been emphasized. By assembling the actors
who have a stake in a certain issue, research should become more responsive to
societal problems and adaptive to the high degree of uncertainty and complexity
that characterizes them (see, e.g., Nowotny 2003).

In this paper, I examine the ways in which calls for collaboration between
heterogeneous scientific and extra-scientific actors are translated into integrative
research practice. Specifically, I investigate the Austrian research program pro-
VISION' in the field of transdisciplinary sustainability research, which can be
regarded as a prototype of alternative forms of knowledge production as it strongly
encourages the participation of heterogeneous—even extra-scientific—actors in the
processes of knowledge production. While the research program remains vague on
the concrete steps of integration, the majority of funded projects rely on computer
modeling and simulation to bring the knowledge and expertise of diverse scientific
and extra-scientific actors together. Starting from this observation, I pay attention
to the ways in which models and simulations are discursively designed as the
central means for producing collaborative knowledge in transdisciplinary sus-
tainability research. By “discursive design” I refer to the arguments and reasons

ISee section “Materials and Methods.”
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offered for the deployment of computer models and simulations, the ways in which
their use is legitimized, the ways in which they are presented as a means for
integrating different areas of discussion, development and dissemination (e.g.,
proposals, publications, interviews, focus groups, project meetings). Following
recent work in science and technology studies inspired by participatory design
(e.g., Le Dantec and DiSalvo 2013), I relate the notion of “design” to the con-
figuration of roles of diverse participants in transdisciplinary research, as well as to
the negotiations about what computer simulations and models are and what they
do, or in other words how they can and should be used.

The empirical insights will serve as a basis for the development of the notion of
“integration machines”. This notion points to the dynamics in attempts to involve a
variety of scientific and extra-scientific actors in knowledge production and the
epistemic practices employed to achieve such involvement. I will carve out how
integration machines are incorporating hopes and promises, and how they are
translating between a multiplicity of ascribed attributions. Also, I will point to
different “performative” dimensions of integration machines and show how they
are including, but also excluding, certain kinds of knowledge. Furthermore, I will
discuss how they assume a distinct distribution of responsibilities and (re-)produce
orders, roles, and identities within the relationship between science and society.

The aim of this paper is to contribute to a better understanding of the impli-
cations of the alternative modes of knowledge production employed at the
micro-level. Moreover, it provides insights about the role of computer modeling
and simulation in research situations that are characterized by the collaboration of a
variety of scientific and extra-scientific actors. It is structured as follows: The nexus
between narrations about a new dimension of societal challenges and debates about
alternative ways of knowledge production will be discussed first. This will be
continued by an introduction of concepts and definitions of transdisciplinarity
research. Subsequently, the use of computer models and simulations is related to
questions regarding integrative knowledge production. This is followed by an
overview of the concrete cases analyzed (namely a range of projects as funded by
the above mentioned Austrian sustainability program), and the presentation of my
empirical findings. Based on these empirical insights, I will develop the notion of
an integration machine. The concluding remarks are devoted to the qualities of this
notion for our understanding of the deployment of computer simulations in
alternative forms of knowledge production.
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2 A New Dimension of Societal Challenges
and Alternative Means of Knowledge
Production

A new dimension of societal problems has arisen in recent years. This is, in
particular, true for the grand challenge posed by sustainable development (see, e.g.,
Lund Declaration 2009), which is characterized by profound changes in the per-
ception of the relationship between humankind and nature. The notion of the
Anthropocene aims to capture the growing awareness “[...] that humankind has
become a global geological force in its own right” (Steffen et al. 2011, p. 843).
Bruno Latour invokes the term of a “collective giant” to grasp the ability of the
currently living human population to “[...] shape the Earth literally.” (Latour
2011, p. 3). With the “[...] growing awareness of human impact on the environ-
ment [...]” (Steffen et al. 2011, p. 856), the ways in which we (humans) deal with
nature are being reconceived. In the face of pressing problems such as climate
change and rather pessimistic prospects for future generations, we can witness a
shift from attempts to keep nature under control to the assumption of responsibility
for human-environment relationships, which should be translated into collective
efforts to manage and govern the relationship between humans and their envi-
ronment (see, e.g., Steffen et al. 2011).

These expectations of new responsibilities bring complexities that raise ques-
tions concerning the potential of disciplinarily organized science and scientific
principles, such as the separation between facts and values. In the light of complex
situations in which “[...] facts are uncertain, values in dispute, stakes high, and
decisions urgent” (Funtowicz and Ravetz 1993, p. 744), scientific autonomy
becomes disputable when it comes to identifying problems or assessing the quality
of the produced knowledge. As claimed by Latour, “[t]here is no single institution
able to cover, oversee, dominate, manage, handle, or simply trace ecological issues
of large shape and scope” (Latour 2011, p. 1). This statement can serve as a proxy
for the wide agreement to accept contemporary challenges, which will require the
collaboration of a variety of actors who have a stake in an issue and are committed
to its solution.

A range of concepts of alternative forms of knowledge production has emerged
closely entangled to the newly accepted responsibilities towards the environment,
such as “mode 2 knowledge production” (e.g., Gibbons et al. 1994) or “post normal
science” (Funtowicz and Ravetz 1993). While they certainly differ from each other
— for instance, either rather descriptive or prescriptive accounts can be identified
(see, e.g., Hessels and van Lente 2008)—they share some key characteristics.
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Conceptualizations of alternative ways of knowledge production propose what is
called an “extended peer review” (Funtowicz 2001). It can be described as an
attempt to integrate actors from outside the scientific community into the production
and validation processes of knowledge. This kind of involvement should allow for a
new quality of knowledge, called the “social robustness” of knowledge (e.g.,
Nowotny 2003). Social robustness is connected to an appreciation and inclusion of
diverse forms of expertise. Against the background of the impression that disci-
plinarily produced knowledge often seems disengaged from societal needs, an
increased sensibility to the societal contexts of the application of knowledge is being
demanded:

[...R]obustness is tested not only inside the laboratory. The test typically occurs
outside the laboratory, in a world in which social, economic, cultural, and political
factors shape the products and processes resulting from scientific and political
innovation (Nowotny 2003, p. 155).

Yet critique has been voiced—amongst others by Weingart (2008)—that it has
remained unclear what exactly these requirements mean and how they can be
achieved in practice. In this paper, [ want to respond to that critique by scrutinizing
the concrete integrative research practices in prototypes of new modes of knowl-
edge production. The focus of this paper lies on a form of knowledge production
that is strongly inspired by concepts of alternative ways of knowledge production
and has been developed in close relation to ecological issues, namely transdisci-
plinarity. In contrast to interdisciplinarity, transdisciplinary knowledge production
is characterized by a “double transgression” of boundaries. First, similar to com-
mon definitions of interdisciplinarity, actors stemming from different scientific
disciplines are supposed to produce knowledge together. Second—and that is one
of the main differences to interdisciplinarity—institutions and people from outside
the science systems (e.g., people from non-governmental and governmental
organizations, practitioners, regional actors, pupils, and other stakeholders) are also
actively involved in the knowledge production processes. In this connection,
“actively” means that they are participating in research activities from an early
stage on, ideally already in the phase of problem definition (see, e.g., Pohl and
Hirsch Hadorn 2008). Transdisciplinarity is thus a form of research in which the
boundaries between different scientific disciplines as well as that between science
and society are to be transgressed. The integration of extra-scientific actors is
specifically aimed to respond to societal demands. Transdisciplinarity, therefore, is
defined as

[...] an extension of interdisciplinary forms of the problem-specific integration of
knowledge and methods; while integration refers to scientific questions at the
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interface of different disciplines in interdisciplinarity, in transdisciplinarity, on the
other hand, it is about integration at the interface of these scientific questions and
societal problems (Jahn et al. 2012, p. 2).

As Jahn and colleagues highlight, there is not a consistent definition of transdisci-
plinarity and also the demarcation to other forms of research is not always that clear.

Generally the differentiation occurs on the level of cooperation. [...T]ransdisci-
plinarity thus differs from interdisciplinarity in that it involves cooperation between
researchers and ‘practitioners’ [...] (Jahn et al. 2012, p. 2).

The collaboration of scientists and extra-scientific actors is expected to yield
knowledge that can be directly used in societal contexts. Moreover, transdisci-
plinary knowledge creation should be more open to a diversity of interests at stake
than a disciplinary one, and thus can be related to a “democratization of expertise”
(see, e.g., Nowotny 2003).

In related work, scholars have dealt extensively with the advancement or
evaluation of specific methods of transdisciplinary integration (e.g., Defila and Di
Giulio 1999; Bergmann 2003; Max-Neef 2005; Daschkeit 2007). Furthermore,
transdisciplinary knowledge creation was addressed from a macro perspective in so
far as potential benefits of transdisciplinary research were related to concepts of
knowledge or risk societies (e.g., Bunders et al. 2010). I aim to enhance the state of
the art of transdisciplinarity by focusing on micro-processes of knowledge pro-
duction, i.e., the actual epistemic practice (see, e.g., Felt 2010). As introduced
above, I am concretely interested in the ways actors stemming from different
backgrounds work together, how their cooperation is realized in terms of the
apparatuses and methods used, responsibilities distributed, and roles allocated.

3 Computer Simulations and Modeling in
Transdisciplinary Sustainability Research

How can knowledge stemming from diverse scientific and extra-scientific actors be
integrated? In the transdisciplinary sustainability research projects that I investi-
gated, I found mainly one answer to this question: by means of computer simu-
lation and modeling. Nine of the eleven investigated projects are developing and
using computer models and simulations.” Considered adequate for an integrative
production of knowledge and seemingly meeting the demands and interests of all
the (scientific and extra-scientific) research participants involved, computer

2See also the section “Materials and Methods.”
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simulations and models dominate the transdisciplinary research designs in the
observed projects. Why are computer simulations and modeling so prominent in
transdisciplinary sustainability research? What makes them eligible for the col-
laborative production of knowledge amongst heterogeneous scientific and
extra-scientific actors?

In general, models and simulations are not new within scientific procedures. As
a consequence of the new possibilities provided by ever more powerful computers,
their importance and use has increased considerably, however. That holds at least
in certain areas of research, such as climate science, in which “[...] simulation
models have become principal means of data collection, prediction and decision
making” (Edwards 2010, p. xix), as they make it possible to gain knowledge about
global processes that cannot be explored within the confined boundaries of labo-
ratories. While it seems rather easy to differentiate models from simulations,” it
becomes more difficult to define them in terms of established categories. Peter
Galison underlines that “[c]Jomputers and simulations [...] come to stand in a novel
epistemic position within the gathering of knowledge—not quite a piece of
empirical machinery, and not quite one with theoretical apparatus” (Galison 1997,
p- xix). Related to that normative perspective, other authors have highlighted the
hybrid nature of models and simulations. Merz and Hinterwaldner (2012) ascribe
them two sides: a representative, or demonstrative, side—such as being of heuristic
value, i.e., as a means to understand and learn about the world—as well as a
productive one—and as such being a means for intervention. Similarly, Keller
(2000) describes how computational models in molecular biology are transgressing
the boundary between basic and applied research by simultaneously being “models
of’—representing a certain biological phenomenon—and “models for’—being
developed to be used. The hybridity of computer models and simulations will also
play an important role in transdisciplinary research. It does so in regard to multiple
demands placed on models and simulations by diverse scientific and
extra-scientific actors, and it will play a role in regard to “boundary work” (Gieryn
1983) as carried out by different scientific actors, as will be shown below.
Moreover, computer simulations are ascribed a new level of manipulativeness (or
“Gefiigigkeir”) (Merz 2003, p. 273). On the flipside, simulations show unprece-
dented complexity. In this regard, Sismondo (1999) speaks of simulating as

3Sismondo has defined “[s]limple models and complex simulations [...as] endpoints of a
continuum. [...] Complex computer simulations can be said to use models of many types”
(Sismondo 1999, p. 253).
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experimentation, in which the main subject of investigation is the simulation
behavior itself. Against this background, there is a lively debate both within and
beyond the boundaries of science about how far computer simulations can and
should surrogate “real-world” experiments. Another perspective deals with the
question of how far simulations can be considered as just another form of empirical
data next to others (e.g., Edwards 1999; Morgan 2005). Concerns in regard to the
epistemic status of computer simulations have been expressed, for instance, by
so-called climate sceptics (see, e.g., Oreskes and Conway 2010). Sceptics have
enforced the difference between “real data” and “mere simulation” and urged
policy-makers to wait for “sound evidence” before setting counter-measures to
combat anthropogenic climate change. Thus, computer simulations find themselves
in the middle of credibility battles. Against the backdrop of their highly contested
nature, it appears especially interesting whether and how computer simulations and
models can become the ‘“currency” of all the different heterogeneous actors
involved in transdisciplinary research, in the sense that the results gained by means
of computer simulations are accepted by the respective peer communities.

Looking at the projects under investigation, one can see that different kinds of
simulations and models are being developed and deployed. What all of them have
in common is that they are at some point dealing with the management of the
relations between nature and culture. Some of them are concerned with the study of
the national, local, and/or regional dimensions of global change. The main goal is
therefore to gain insights into the compatibility of local socio-economic develop-
ment and ecological principals. The applications of computer simulations thus deal,
for instance, with the question as to how the demands of several stakeholders can
be met while not jeopardizing biodiversity within a distinct region. A key feature of
(computer) simulations is the role of a scenario. An example for such a scenario
would be that in the near future Austria produces all the food its people need within
the country. Based on this assumption, questions—such as “Can Austria provide
all the food to guarantee a healthy nutrition of its inhabitants?”—are posed. In
doing so, experiments can be probed without—and that is also one of the main
arguments for the use of simulations in general—material intervention and real life
consequences. As will be discussed below, scenarios bind different disciplinary
sub-models together. Furthermore, based on simulations, it seems possible to build
a frame in which disciplines can move—in the very sense of a boundary object
(Star 2010, see below).
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4 Materials and Methods

I have investigated the Austrian research program proVISION? in the area of
sustainability research and the projects funded by it within the last decade,
answering basically the research question of how an integration of both scientific
and extra-scientific knowledge can be realized. The program has strongly
encouraged attempts to bring various kinds of expertise and knowledge together.
This is considered as a chance to handle complex societal problems we are facing
alongside the society-ecology-economy triangle. In line with concepts of new
modes of knowledge production (see above), special emphasis is put on the
integration of extra-scientific actors in knowledge production processes as well as
the applicability of the knowledge produced in the context of a certain societal
problem.

To carve out what integration of knowledge stemming from heterogeneous
scientific and extra-scientific actors means in terms of concrete practices, I can
utilize a wide range of materials collected in the research project “Transdisci-
plinarity as Culture and Practice”.’ Interested in the micro-processes of collabo-
rative involvement in transdisciplinary research, the methodological work
identified eleven projects, which were analyzed in depth. A total of 29 interviews
were conducted with various scientific and extra-scientific actors, and eleven
project meetings of three ongoing projects were observed. Moreover, one focus
group was conducted with scientists interested in reflecting on the reality of
transdisciplinary collaboration, in which additionally available materials such as
project reports, publications, and proposals were taken into consideration.

In this paper, I will specifically focus on sites in which computer simulations
and models are presented, developed and discussed, such as the program and
project outlines on the respective websites, project proposals, publications, and
other forms of dissemination. In addition, the interview and focus group materials

*The project website (www.provision-research.at) is no longer online but still can partly be
accessed via WayBackMachine: http://web.archive.org/web/20131212181724/http://www.
provision-research.at/ (Accessed 18 May 2015).

5The project was carried out by Ulrike Felt (project lead), Andrea Schikowitz, Thomas

Volker, Dorothea Born, and me. See http:/sciencestudies.univie.ac.at/forschung/
abgeschlossene-projekte/transdisciplinarity-as-culture-and-practice/ (Accessed 5 Sep 2014).
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as well as the protocols of the observed project meetings enrich and supplement the
insights gained from the analysis of documents, and support the development of a
comprehensive picture of the use of models and simulations in transdisciplinary
research.®

The analysis of the data is oriented toward a newer method of grounded theory
developed by Clarke (2005), called “situational analysis”. Various elements to be
found within the situation of inquiry as well as the (dis-)entanglements among
them lie in the center of analytical attention. This allows us to grasp how the
specific situation of crafting computer simulations for the integration of hetero-
geneous actors is shaped by the “[...] individual, collective, organizational, insti-
tutional, temporal, geographical, material, discursive, cultural, symbolical, visual
and historical conditions” (Clarke 2005, p. xxii).

5 Empirical Findings

In times in which a considerable amount of research is organized in projects, it is
becoming ever more important not only to look at the projects themselves but also
at the programs that are funding them and at the requirements and prescriptions
they set. Accordingly, I start by outlining how the concrete research program
imagines collaborative participation in transdisciplinary sustainability research.
Afterwards, I present the insights gained from the analysis of the projects as funded
by the program.

SFor reasons of anonymization, I will refer to interview numbers and the line in which the
interviewee expressed a sentence or phrase (e.g., “interview scientists 1, 345”). In cases |
quote from proposals, reports, publications, protocols, etc. of one of the investigated
projects, I will tag that as, e.g., “proposal project x”, or “publication project y”. The
interview quotes are originally in German. I translated all the quotes into English, the same
holds for some of the quotes taken from other materials, such as proposals, presentations at
homepages, etc. Different kinds of models and simulations can be found in the investigated
transdisciplinary research project. For sure, certain arguments, ways of legitimization and
description will hold for one kind of modeling and simulating more than for another.
Basically, however, my results echo characteristics and dimensions that hold for all computer
simulations and models and represent the dominating ways of arguing and reasoning for their
deployment in transdisciplinary sustainability research.



Designing “Integration Machines” 143

5.1 Vague Prescriptions and Powerful Moments: How
the Research Program Does (Not) Prescribe
Transdisciplinary Knowledge Production

The research program defines “transdisciplinarity” as “[...] the sort of scientific
work in which partners from outside the scientific community actively take part
within the production of knowledge” (Begusch-Pfefferkorn 2005, p. 5).” Designed
along the lines of “mode 2 knowledge production” (Gibbons et al. 1994), people
rooted in different scientific and extra-scientific communities and institutions are
encouraged “[...] to come together in temporary working teams and networks
which dissolve when a problem is solved or redefined” (Gibbons et al. 1994, p. 6).

Notably, the prescriptions concerning the concrete steps towards integration
within transdisciplinary knowledge production remain very vaguely formulated by
the program. At some point this is not surprising, as it seems to be the very point of
transdisciplinary research to be vague—everything and everyone is supposed to
flexibly assemble and reassemble around a certain problem, as is indicated in the
following quote:

As a rule, actors with extremely divergent perspectives, interests, and work styles
thereby encounter each other. In contrast to the established routines and methods of
work in the framework of scientific disciplines, in such heterogeneous contexts,
practical research work must be learned a new each time, because the problems
arising in every life always demand their own specific form of a research setting
(Bergmann et al. 2005, p. 9).

It thus seems to be the very idea of transdisciplinary knowledge production not to
produce knowledge according to pre-described standards, not to have pre-set rules.

Also, the vagueness should not be an entry point for critique. Akrich (1992) and
Suchman (2007) have highlighted in different contexts that plans or scripts can
never anticipate all the conditions under which they will be played out in
“real-world” situations. There will always be unforeseeable circumstances, resis-
tance and workarounds. However, this vagueness leaves decisive power to the
project collaborators, so they can select adequate integration procedures, instru-
ments, and equipment for the creation of “socially robust knowledge” (see above).
In the context of the GMO controversies, Boschen (2009) describes a situation in
which heterogeneous actors try to find consensus as a confusing situation, which he

7On'ginal German text: “In proVISION steht Transdisziplinaritit fiir jene wissenschaftliche
Arbeit, in der auBerwissenschaftliche Partner, Partnerinnen an der Entstehung des Wissens
mitwirken” (Begusch-Pfefferkorn 2005, p. 5).



144 J. Igelsbock

defines as an “epistemic no man’s land” (p. 510). He emphasizes that—while
usually not addressed in the political debates—the arguments offered by different
actors need to be understood as “[...] strategies to frame the scope of conflict”
(p- 517), as sources of power. Following this line of argument, the moments in
which certain research instruments or methods are developed and presented can be
considered as key moments in which orders are created, hierarchies among actors
produced and reproduced, power relations negotiated, roles and responsibilities
redistributed, and—in the broadest sense—the relations between science and
society reconfigured.

While the concrete ways in which transdisciplinary knowledge is produced are
hardly touched by the research program, a broad consensus has been reached about
what the adequate means for producing knowledge capable of integrating
heterogeneous kinds of knowledge and expertise is, namely computer modeling
and simulation. In the following, I describe how the computer simulations and
models are discursively designed in the analyzed transdisciplinary projects.

5.2 Arguing for the Use of Computer Models:
The Dream of an Overall Model

When looking at the arguments offered in regard to the attempt to make use of
computer simulations and models for the participatory production of knowledge in
project proposals and in other dissemination formats (e.g., project reports and
publications), one major narrative ascribes to computer simulations the ability to
bring different kinds of knowledge together. The need to do so is derived from the
idea that knowledge produced within single disciplines and interest areas is defi-
cient, while the construction of computer models and simulations is expected to
support the production of a more holistic view, a big picture. It says for instance:

The idea: Different knowledge bricks are assembled to a whole. Knowledge about
hydrology, ecology, political economy and history can be reconciled (presenta-
tion@program homepage, project 6).

The inter- and transdisciplinary overall image (German orig.: Gesamtbild) originates
from the collaboration of natural, economic, social and human scientists, the popu-
lation, schools, tourist and cultural associations, and economic and political
decision-makers on site (presentation@program homepage, project 11).

To assemble more holistic knowledge from different knowledge bricks, a
“Gesamtmodell”—as it is called in one project proposal (project 7)—is crafted.
The term Gesamtmodell could be translated as “overall model” or as an “integrated
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model”, a phrase used in another project’s publication (project 10). The devel-
opment of such a model is basically aimed at responding to two gaps in current
sustainability research.

First, the attempt is related to the impression that the social element is usually
underrepresented in many models that deal with ecological issues. Moreover,
natural and social processes are often investigated separately from each other. In
response to that, the models developed and used within the projects are considered
to be able to contribute to a better understanding of the dynamics between eco-
logical processes and “human” behavior. One project aims to “[...] design ‘tools’
that do not exclude the human factor, but rather actively include it” (proposal,
project 6). To address this scientific challenge (proposal, project 10), existing
models are expanded and adapted (proposal, project 7). Data and models from the
social, economic, and natural sciences are assembled and related to each other. One
project proposal says:

[The model] is expected to yield considerable progress in the integration of
socio-economic and natural-science approaches in [x]-research (proposal, project 10).

Second, a praxis problem (proposal, project 10) is described, which should be
made manageable by using models and simulations. The overall model is thus
attributed a leading role towards achieving a (more) sustainable management of a
specific “problem area”, which may be either Austria or a smaller region within it.
It comes to be considered a “strategic planning instrument” to be used as the basis
for decision-making (proposal, project 7). The insights gained from simulations
should form the basis for directives for handling specific problems in certain
societal problem areas, as is made explicit in the following quote:

The aim is to provide practitioners with decision support tools for developing resilient
land uses and adaptable social and economic structures (homepage, project 9).

Specifically with regard to the “praxis problem”, the demonstrative character of
models and simulations is highlighted, as is clear in these passages from the
proposal from project 8: “The integration of the spatial view with models for [x]-
dynamics can depict change in [y. ...] Different development paths for [z] become
conceivable.” The visualizations (or “perspectives”) produced in the act of mod-
elling and simulating are expected to “[...] help communicate [...],” or “[...] to
overcome barriers of different languages [...],” and allow us to “[...] think across
management perspectives and different societal accounts as well as scientific
accounts from different disciplines.” In this sense, models and simulations are
framed as a kind of translation instrument.
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The aim to handle two challenges (a scientific one and a praxis problem) within
the construction of one overall model is related to Keller’s (2000) analysis of
computer models and their quality of simultaneously being both models “for” and
models “of”. The act of establishing a comprehensive understanding of the rela-
tionship between nature and society is already connected to the development of a
“future managing instrument” expected to be useful for “strategic intervention” in a
certain societal problem context (report proposal, project 7).

When it comes to the ability to integrate knowledge that has been produced by
different people in different times and places, computer simulations are often
portrayed as democratic tools, which support the balanced integration of different
perspectives:

Natural and social sciences contribute equally to the creation of predictive models
with respect to large-scaled succession patterns in the course of potential [x-] man-
agement alternatives (publication, project 6).

The specificity is that simply a computer model is being developed that different
disciplines can access to an equal extent and that different disciplines must really be
able to use as model (interview scientist 6, 1193).

The quotes exemplify how closely the development of a computer model is
interwoven with the idea of bringing heterogeneous kinds of knowledge together
and to do it in a way in which no sort of knowledge is given preference to others.
In view of multitude of collection, alignment, and harmonization activities, com-
puter simulations and models are also considered as research objects themselves.

It is also a long process of learning. It is actually [...] a huge model [...]. When one
turns 90, one still won’t know everything about the model (interview scientist 18, 532).

The quote shows that the models and simulations become research objects them-
selves in the sense that the behavior of the model itself ought to be understood by
its constructors.

5.3 Simulating and Modeling as Balancing Act Between
a Multiplicity of Attributions

The analysis of moments in which use and development of computer simulations
and models are negotiated makes palpable the hybrid nature of models and sim-
ulations, as highlighted in former studies (see Sect. 3). While the aim of the
projects is to simulate certain developments, and in doing so to understand inter-
relations and dynamics, such as the interrelation between human actions and
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biodiversity, the same simulations are expected to be useful for strategic inter-
vention. The following quote makes this point:

Beside well-founded results about the potential for development of the [x-]area, the
project laid the basis for a collective planning process of the responsible
decision-makers, in which the developed models can be incorporated (final report,
project 6).

A multiplicity of attributions ascribed to computer simulations (research object,
instrument to understand the relations between humans and nature, a strategic
planning instrument) is making them hybrids being and doing many different
things at once. This hybridity plays out in an interesting way when the construction
processes of simulations within project meetings is considered, namely as a
“trade-off.” Concretely, the trade-off is circling around the following concerns:

e What can be accomplished within the framework of a research project? The
computer simulations carried out always mirror the available data and the
modeling expertise of the participants. In addition, the time frame of the pro-
jects limits the scope of the computer simulations performed (e.g., in terms of
dimensions considered or in terms of scenarios developed). “This clearly
exceeds the means we are provided in the project” (meeting, project 1), is one
of the phrases used when it comes to legitimize the reduction of complexity in
the process of model development.

e What are (un-)likely and (un-)desired futures? Based on the state of the art in
the respective scientific and extra-scientific communities, and common ideas
about (un-)likely futures, trends are identified from which scenarios are derived.
These are also related to (un-)desired futures of (imagined) users of knowledge
to be produced by the simulations.

e What can be shown and approved? Decisions are also made with regard to the
respective audiences to be convinced and their (cognitive) preferences. Typi-
cally, a time span is chosen from which it can be expected that “[...] one can
really see the difference” (meeting, project 2), as one scientific project col-
laborator stated in a project meeting, pleading for the deployment of “extreme
scenarios” due to their “show effect” (meeting, project 2).

Producing models and simulations in transdisciplinary research becomes a bal-
ancing act between what the scientists aim to achieve in regard to the state of the
art in their discipline, what can be managed within the frame of the project, and
ideas about the ways the produced data are used and read. All these kinds of
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reasoning inform the decision-making processes within the construction of models
and simulations.

5.4 Involvement of Scientists and Extra-Scientific Actors
in the Development of Computer Models
and Simulations

During our studies we observed a considerable number of project meetings in
different constellations, in which the construction of the overall model was in the
center of attention. In some cases, only the scientific core teams were invited, while
in others practitioners and other extra-scientific actors (administrators, teachers,
NGO representatives, etc.) were present. In either case, the schedule was charac-
terized by separate presentations of preliminary results by largely scientific
sub-teams, followed by discussions in which other participants posed questions.
This meeting’s structure itself hints to the fact that disciplinary and institutional
boundaries do not necessarily need to be blurred in so far as the specific expertise
within a certain scientific area is not questioned or challenged by the other par-
ticipants, at least not when it comes to the established ways of manipulating data.
A project leader makes this “keeping untouched” explicit:

There needs to be collective cooperative work, but each one needs to bring things from
his/her discipline, things which are specific to this field (interview scientist 2, 568).

Another scientist states:

It is obvious that everybody uses his/her ideal methods to achieve the objectives
(interview scientist 17, 1023).

In this sense, computer models and simulations work as “boundary objects” (Star
and Griesemer 1989) in their ability to do both, binding different perspectives
together but also keeping them apart, as they allow the coexistence of diverging
approaches and methods without further complications. Not all participants seem
to find entrance into this kind of knowledge production equally easily, however.
A project participant describes how some disciplines are simply too different from
the others to be involved into modeling activities:

Well, methods, that is rather difficult, because each discipline has its own methods,
and many methods that make sense in the natural sciences make no sense at all in the
social area. [...] Some methods that the discipline x uses, they don’t make any sense
for us [...] (interview scientist 17, 861).
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A non-natural scientist describes how she tried to transform her knowledge into a
“model-able” one:

With the [x], I tried it once. And then I got such a cluster from [Sibille]—such a [x]
cluster—which is based upon [Andrea’s] data and I have—well [Sibille] did that—
superimposed [x] with [y]. So we have a map now, from which I cannot really read
out anything now, of course. I can say, okay it is blue—but that has to be done by an
expert, but I think one could use that (interview scientist 20, 1299).

That the ideal methods are kept untouched thus only holds for those participants
who can provide the sort of aggregated knowledge that simulations and models
accept and are able to process. And it seems that scientists who do not model are
shifted from the core of knowledge production to the science-society borderland,
where they take over responsibility for translating knowledge to diverse audiences,
for instance.

Moreover, a separation is created between those who are calculating and
integrating data, for whom the models are research instruments—namely the core
scientists—and those for whom the models are “future-managing instruments” (see
above)—i.e., the extra-scientific actors. Accordingly, scientific and extra-scientific
actors assume different roles regarding the construction and deployment of models
and simulations. In line with this, extra-scientific actors are often considered as
“users” from the beginning of the knowledge production processes and as such not
directly “touching” the model. One of the authors puts it as follows in an interview:
“[...t]lhe development of an interdisciplinary model within a transdisciplinary
process” (interview scientist 6, 1208). By using qualitative methods such as focus
groups, workshops, or interviews, the data of local actors are gathered and then
translated into data that can be modelled (e.g., interview scientist 6, 1203). The
scientists function as intermediaries between the model and extra-scientific actors.
The transdisciplinary process of the development of the interdisciplinary model
remains strongly focused on customization and on the users’ wants and needs. The
customization process can involve different testing phases, in which users are
concerned with the improvement of the simulation’s user interface:

Interface elements (such as sliders and graphs) can be easily implemented allowing
users such as regional stakeholders to test model versions at all stages of model
development (publication, project 10).

In this context, a model is ascribed a certain immediateness, which motivates
extra-scientific actors to engage with it. The users are allowed to witness “in real
time” how their decisions will make a difference in their future: “[L]etting these
data flow into a model that is then put in operation before their eyes” (publication,
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project 10). Extra-scientific actors thus become “pre-inscription witnesses” (Akrich
1992), which is in turn expected to increase both “learning processes and
empowerment of the local population™ (publication, project 10).

The empirical findings have shown that the development of computer models
and the use of computer simulations in transdisciplinary sustainability research are
intimately related to the ability to integrate a variety of knowledge stemming from
different backgrounds. This approach produces knowledge that can be used as a
basis for decision-making in certain societal contexts. In light of the multiple
functions ascribed to computer simulations and models by diverse participants,
their configuration becomes an act of balancing and translating. In the course of
their configuration not only the models and simulations are developed but also the
participating actors themselves are “constructed” as are their roles and responsi-
bilities in transdisciplinary research. The notion, as developed in the following, is
aimed to reflect on the dynamics between calls for collaboration between hetero-
geneous actors and the deployment of computer models and simulations to make
such collaboration possible.

6 Computer Models and Simulations
as “Integration Machines”

Inspired by the ways that models and simulations are characterized in the trans-
disciplinary sustainability projects that I have investigated, I will now develop the
notion of the integration machine, bringing together the empirical insights with
theoretical concepts in order to establish a basis from which I can reflect more
broadly upon the rise of computer modeling and simulations in a changing land-
scape of knowledge production, in which collaboration between diverse scientists
and extra-scientific actors becomes increasingly common.

While models and simulations have to be understood as heterogeneous entities
on many levels, a joint characteristic seems to be the description as instruments for
bringing together the knowledge and expertise stemming from a variety of actors.
My intention, however, is to go beyond characterizations of computer models and
simulations as integrative tools or instruments. The notion of integration machines
is intended to capture the dynamics of calls for integration and the epistemic
practices deployed to achieve such integration. Accordingly, I define “integration
machines” as socio-material assemblages being built and stabilized around com-
puter modeling and simulating in transdisciplinary sustainability research. In doing
so, I follow a tradition in science and technology studies that seeks to understand
scientific and technological developments in terms of the practical forms of
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aligning meaning and matter. Latour (1987) highlighted the collective efforts of
translation between (human and non-human) actors within the stabilization of
networks. Knorr Cetina (1999) also did so, for instance, when paying attention to
the establishment of specific arrangements of resources which in a given field,
make up how we know what we know.

Moreover, Deleuze’s and Guattari’s (1977a) conception of machines, or more
specifically of human-machine relations, is constitutive for my understanding of
integration machines. They state:

The object is no longer to compare man and the machine in order to evaluate the
correspondences, the extensions, the possible or impossible substitutions of one for
the other, but to bring them into communication to show how [hu]man is a com-
ponent part of the machine, or combines with something else to constitute a machine
(Deleuze and Guattari 1977b, p. 125).

Following this definition, we can no longer conceptualize computer simulations as
tools or instruments. They rather become alignments of different actors (human and
non-human), which together constitute a machine. In doing so, they reveal pro-
ductive forces. They re-produce and stabilize identities and ways of being within
the science-society relationship, and they perform realities.

The following sections are devoted to the human and non-human actors that
assemble to form integration machines, as well as to their performative dimensions.

6.1 How Integration Machines Are Made of Ideas,
Imaginations, Hopes, and Promises

Significantly, dramatic and dystopian narratives about a new dimension of societal
challenges are connected to the need to deploy computer simulations. As intro-
duced above, we witness an increase in the awareness of the scope of power that
can and must be granted to humans with respect to their environment. The
imperative to accept responsibility for the environment we are (co-)creating
translates into the idea that the society-economy-ecology triangle needs to be
managed (see Introduction, Sect. 1). And it is exactly the ascribed forward-looking
while not (yet) “materially intervening” character (see, e.g., Morgan 2003) that
seems to make computer simulation and modeling the appropriate means to cope
with these newly accepted challenges.

In consideration of the ever increasing computational power, we additionally
witness a renaissance of the hope that we will finally be able to craft a big picture,
or as Edwards puts it in the context of climate science, a “consistent global data
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image” (Edwards 2010, p. 420), from which political measures can be derived.
Incorporating huge amounts of knowledge and data produced by different people
in different times and places, the consistent data image promises to provide us with
insights so urgently needed for coping with the problems of immense complexity
we currently face.

These examples show how “integration machines” are tied to “a broader
technoscientific economy of promises” (Felt and Fochler 2010, p. 18), how
imaginative resources take part in the creation of the integration machine.

6.2 How Integration Machines Are Black Boxing,
Delegating, Integrating, and Sorting Out

We have come to know computer simulations as hybrids—being and doing many
different things at once. While one of their aims is to simulate certain developments
and in doing so to understand interrelationships and dynamics, the very same
simulations are expected to be useful to determine strategic intervention. More-
over, they are introduced as translation instruments with a demonstrative side that
supports learning processes (see Sect. 5).

How the multiplicity of attributes is balanced in terms of assumptions and data
that inform the construction of models and simulations is often not apparent to
those who are interested in assessing the results or in re-using the data and models
produced. In this sense, integration machines are “black boxing” their conditions of
production, while evoking the impression of mechanical objectivity (Daston and
Galison 2007). As Silvio Funtowicz and Jerome Ravetz emphasize in this regard:

Computer models are the most widely used method for producing statements about
the future based on data of the past and present. For many there is still a magical
quality about computers, since they are believed to perform reasoning operations
faultlessly and rapidly (Funtowicz and Ravetz 1993, p. 742).

Computer simulations, however, can be rather characterized as a composition of
collected, re-used, and adapted models and data. Before a simulation can be run,
there is enormous complexity and uncertainty that needs to be coped with and
reduced. Furthermore, different databases need to be aligned to each other, or
“harmonized” as one of the project participants calls it (meeting, project 1), which
is another source of friction and transformation:

Every interface between groups and organizations, as well as between machines,
represents a point of resistance where data can be garbled, misinterpreted, or lost
(Edwards et al. 2011, p. 3).
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Shipworth (2013) has pointed to a related difficulty. Developing the
funny-sounding notion of the “epistemic sausage machine”, he alludes to a specific
way energy models are functioning as black boxes:

The outputs of the model carry no information regarding the forms of knowledge,
their basis or intention of which they are constituted. This makes building energy
models akin to some kind of epistemic ‘sausage machines’—combining inputs of all
qualities and types into outputs of homogenous and indeterminate quality and type
(Shipworth 2013, p. 254).

Computer simulations are deployed to produce knowledge in transdisciplinary
research because of their ability to integrate knowledge and expertise stemming
from a variety of actors. The analysis, however, has shown that this holds only for
the sort of aggregated knowledge that simulations and models can accept and are
able to process. In this sense, integration machines are not only integrating but also
“sorting out” (Bowker and Leigh Star 1999). This dynamic seems especially
critical with respect to the question as to which knowledge will be kept and which
knowledge will get lost in the long run.

As has been said elsewhere, the notion of the integration machine is inspired by
the way computer simulations and models are portrayed within the transdisci-
plinary sustainability projects themselves. In publications, proposals and reports
they are often characterized as a sort of democratic tool, which partly takes over the
responsibility of integrating knowledge stemming from different scientific disci-
plines and extra-scientific actors. This portrayal provokes the idea that the pro-
cesses of integration are delegated to the computer simulations for their ability to
automatically choose and select knowledge in a symmetric and democratic way.
The integration processes, however, can be described in terms of translation and
transformation (Akrich and Latour 1992) rather than as automation, as has also
been emphasized in a different context:

In contrast to any naive view of automation, delegation to artefacts results not in the
wholesale transfer of human work across a sociotechnical divide, but rather a
reconfiguration of that work bringing new technological and human actors into the
mix (Ribes et al. 2013, p. 10).

How exactly different participating actors are brought into the mix in the course of
the design of integration machines is discussed in the next section.
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6.3 How Integration Machines (Re-)Produce Ways
of Being in the Science-Society Relationship

When Lucy Suchman pays attention to human-machine reconfigurations she
addresses “questions of difference—and more particularly asymmetries [between
humans and machines]” (Suchman 2007, p. 267). With regard to integration
machines, in contrast, it seems especially valuable to deal with asymmetries
between the different human actors participating in transdisciplinary research and
becoming parts of integration machines.

We encountered (natural) scientists mostly as producers and designers of
models and simulations, and extra-scientific actors often as users who add specific
concerns and interests or a specific problem view. Distinct identities, responsi-
bilities, and authorities are thus very well kept. This seems to be connected to
well-established dichotomies—such as “emotion- and interest-driven” societal
actors versus “rational,” “strategic,” and “objective” scientific experts—that are
important resources for public trust in science (see, e.g., Haraway 1997). Models
and simulations seem to offer the possibility to uphold a “snow white fairy tale of
scientific objectivity” (Farrell 2011, p. 354), and maintain a certain autonomy,
which guarantees the acceptance of the produced knowledge in the respective
communities. While “integration machines” allow us to keep certain boundaries
and heterogeneities between different actors (such as the differentiation between
knowledge producers/designers, knowledge translators, and knowledge users), at
the same time they seem to put great pressure on those who have never been
involved in modeling and simulation. As in global climate science, in transdisci-
plinary sustainability research “integrated models [seem to] serve a central orga-
nizing function for large and growing epistemic communities, both within and
beyond science” (Edwards 2010, p. 421). This means that integration machines
seem to be simultaneously doing both integrating and disintegrating knowledge,
overcoming boundaries while (re-)producing others.

il

6.4 How Integration Machines Produce Realities

Last but not least, integration machines also have a strong prescriptive dimension.
Certainly, they are fictional in character and clearly not materially intervening in the
sense that a certain region would change just because simulations were performed.
Nevertheless, integration machines are producing realities. What Deleuze (1989)
has conceptualized as a “time-image” in his analysis of movies, seems to hold for the
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simulation too: it co-produces the virtual and the actual. Subsequently, it may be
valuable not to think of simulations and models as machines that are producing
virtual realities which stay separate from our “real” realities, but of ones that are
connecting the actual and the virtual, and in doing so (re-)produce our past(s),
present(s), and future(s). To give an example, the simulation of futures is sometimes
connected to a deficient or problematic regional development in the past. As an
integral part of simulations, such narrations are crucially prescribing what is to be
considered as deficient or problematic or what as a desirable or less desirable
development.

Moreover, a range of presumptions inscribed into computer simulations remains
unquestioned. This holds for the imperative to assume responsibility for present
and future nature-culture relations as well as for the trust in numbers (Porter 1995).
Against this background, one could speak of “anti-politics machines” in a similar
way as Dourish (2010) has in the context of the design of new information tech-
nologies for the promotion of environmental sustainability. He highlights that

[plolitical, social, cultural, economic, and historical contexts have critical roles to
play, not only because they shape our experience with information technologies, but
also, and even more, because information technologies in contemporary life are sites
at which these contexts are themselves developing (Dourish 2010, p. 8).

Integration machines seem to operate as anti-politics machines as they are pro-
ducing realities, connecting pasts to desirable and less desirable futures, and pre-
scribing problems as well as the ways to solve them, while not leaving much room
to question the actual ways of producing realities, of constructing problems or of
reflecting on the ways in which actors are assembled to integration machines.

7 Conclusions

Against the background of complex and pressing socio-environmental problems
such as climate change—which seem to outweigh the capacities of single scientific
disciplines—, alternative modes of knowledge production are currently being
probed. A central feature of alternative modes of knowledge production is the call
for the integration of heterogeneous—also extra-scientific—actors into knowledge
production processes. I began intending to investigate how these calls for inte-
gration are translated into integrative research practices in different transdisci-
plinary projects as funded by the Austrian research program proVISION in the area
of sustainability research, which were identified as prototypes of new modes of
knowledge production. Based on the observation that most of the analyzed projects
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strongly relied on computer simulation and modeling in order to integrate
heterogeneous kinds of knowledge stemming from scientific and extra-scientific
actors, I developed the notion of the integration machine. The aim of this notion is
to grasp the dynamics of attempts to integrate heterogeneous and extra-scientific
actors into the processes of knowledge production and the specific epistemic
practices employed to do so. It allows us to pay attention to alignments of material
and symbolic recourses and of human and non-human actors that are being sta-
bilized around the deployment of computer simulations.

Other terms have been coined to understand collaboration processes between
heterogeneous (scientific) actors—such as the notion of the “boundary object”
(Star and Griesemer 1989) or the “trading zone” (Galison 1996). They often focus
on how collaboration and coordination between heterogeneous actors are made
possible. The notion of the integration machine specifically attempts to attend to
the productive dimensions, such as the re-production of orders and re-distribution
of responsibilities in science-society relations, the production of realities, or the
asymmetries between different actors and kinds of knowledge constituted by
machines in the course of attempts to integrate heterogeneous kinds of knowledge.

The aim of the analysis was to show how integration machines are not only
integrating, but also excluding knowledge. Substantially, the establishment of
computer simulations in the field of transdisciplinary sustainability research seems
related to the promise that they would provide a basis for political
decision-making. As a consequence, inscribed logics—such as the orientation
towards futures, the trust in quantified knowledge, the idea that nature-culture
relations need to be responsibly handled by extensive monitoring, or the use of
simulations and models themselves—never become part of participatory processes
of negotiation. Thus, integration machines also need to be regarded as anti-politics
machines (Dourish 2010; see above), and arrangements that are not only opening
up put also closing down participatory involvement (Stirling 2008).

The analysis has shown that potential societal uses play an important role in the
processes of model development. The specific forms of involvement and expertise
that are granted to extra-scientific actors, however, could benefit from further
creative rethinking. So far, these seem too closely oriented towards a model of
knowledge production in which scientists assume the role of creators and designers
of computer simulations, while societal actors are usually conceptualized as users.
More finely grained knowledge also seems to be needed with respect to the
dynamics of the multiple “forms of being” (e.g., visualizing tool, planning
instrument, research object) that “co-inhabit” computer simulations.
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Abstract

The 2011 Nobel Prize in physics was awarded to two teams which, working
independently, confirmed the striking fact that the expansion of the universe is
accelerating. For many cosmologists, this prize marked another major point in
the chain of successful results cosmology obtained in its relatively short history
of being an experimental science. In fact, modern cosmology prides itself for
becoming a “precision science,” breaking sharply with its “speculative” past.
I analyze this experimental turn in cosmology and examine different forms of
interdisciplinary transgressions that this epistemic shift is built on. I propose
that these transgressions that cosmology engenders in the process of establish-
ing its scientific legitimacy attests to the fact that a crucial aspect of the way
scientific knowledge is usually characterized is being challenged today. This
characterization, which found, as I argue, one of its best conceptualizations in
Weber’s classic Wissenschaft als Beruf, is summarized in his famous
“disenchantment” thesis proposing that there exists a sharp boundary between
the questions under the jurisdiction of science and the questions of “meaning”
(such as theology), which science refuses to answer. I argue that, as the current
practice of cosmology confronts this boundary, the assumptions pertinent to the
social and epistemic contexts within which scientific knowledge comes into
existence will also be put into question, which is what we witness in the case of
modern cosmology.
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1 Introduction

The 2011 Nobel Prize in physics was awarded to two teams which, working
independently, confirmed the striking fact that the expansion of the universe is
accelerating. For many cosmologists, this prize marks another major point in the
chain of successful results cosmology has obtained in its relatively short history of
being an “experimental science.” In fact, modern cosmology prides itself for
becoming a “precision science,” breaking sharply with its “speculative” past.
This paper aims to probe this transformation that cosmology underwent, from
being a speculation on the “heavens,” to a legitimate empirical science: employing
data-driven computational models, building big science detectors like the Hubble
Space Telescope, and providing mathematically robust explanations of the large
scale structure of galaxies. I study this transformation on the basis of the rela-
tionship between the multidisciplinary constitution of cosmology (to be explicated
below) and the picture of scientific knowledge that this constitution presents us
with. I will be particularly attentive to the way this transformation and constitution
is represented within the cosmology literature itself: the auto-representation of
cosmology. Through a historical analysis of several key texts, I will claim that this
transformation process is very closely tied to various forms of boundary trans-
gressions in and across disciplines, and I question the roles they perform.'

"There is one important question that needs to be clarified for the purposes of this paper,
concerning the relationship between boundary transgressions and interdisciplinarity. For one
can ask whether each interdisciplinary formation corresponds to a boundary transgression,
or, how a boundary transgression is different from a cooperation between two disciplines. To
answer this question, we need to clarify what we mean by a “transgression”: When does a
discipline transgress its boundary? Although it is beyond the scope of this paper to provide a
general treatment, I propose that in any interdisciplinary formation there is an irreducible
element of transgression for the following reason: When a given discipline is employed to
address questions and problems that previously were classified as belonging to another one,
it will need to adjust those questions to its own language and “picture of reality”, in order to
be able to deal with them (here, one good example could be the situation in molecular
genetics and macroscopic biology). I suggest that it is appropriate to understand this form of
disciplinary adjustment as a transgression. To be sure, I do not claim that this is the only
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To this effect, I distinguish three levels of transgression. On what one may call
the lowest level, there exist transgressions within a given traditional discipline, or
intra-disciplinary transgressions. Thus, the cosmological model that is accepted
today by the majority of cosmologists, known as the “concordance model,” would
be impossible without inventing the intra-disciplinary field known as astroparticle
physics. One should also note that the holy grail of theoretical physics—that is,
constructing a consistent combination of quantum and relativity theories, an
intra-disciplinary enterprise par excellence—is a sine qua non for a successful
understanding of the very early history of the universe. On the next level of
interdisciplinary transgression, cosmology exhibits an even richer case. Here, one
important example is the full appropriation by cosmology of the techniques of
computational statistics such as model fitting and Bayesian data analysis. Lastly, I
define an extra-disciplinary transgression as the one between different domains of
knowledge, which, in our case, occurs between cosmology, theology, and phi-
losophy. This form of transgression presents itself not only in books by notable
cosmologists such as Stephen Hawking, Lawrence Krauss, or Joseph Silk, but also
in the debates held between these and other scientists on the one hand, and the-
ologians and philosophers on the other (both in print and in publicly held meetings,
mostly in university settings): Cosmologists debate fiercely with philosophers and
theologians, claiming that their scientific jurisdiction licenses them to argue about
topics such as the existence of God or the nature of nothingness.

I urge that these transgressions that cosmology engenders in the process of
establishing its scientific legitimacy attest to the fact that a crucial aspect of the way
scientific knowledge is usually characterized is being challenged today. This
characterization, which found, as I argue, one of its best conceptualizations in
Weber’s classic Wissenschaft als Beruf (2011), is summarized in his famous
“disenchantment” thesis, proposing that there exists a sharp boundary between the
questions under the jurisdiction of science and the questions of “meaning” (Sinn),
which science refuses to answer. As the current practice of science shatters this
boundary, the assumptions pertinent to the social contexts within which it comes
into existence will also be questionable. This, as I aim to show, is what we witness
in the case of modern cosmology.

My paper is structured as follows: I begin with an exposition of Weber’s
account of scientific knowledge and scientific practice through an attentive reading
of his Wissenschaft als Beruf. 1 mainly focus on Weber’s defense of the

(Footnote 1 continued)
form of transgression possible. But to the extent that it exists in all interdisciplinary con-
structions, this criterion justifies my treatment of them as boundary transgressions.
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disenchantment thesis and explore the justificatory structure of his argument. Next,
I examine the tripartite structure of the boundary transgressions in current cos-
mology. I start with the intra-disciplinary transgression and investigate how one of
the central pillars of modern cosmology, namely the inflationary model was born
out of the intra-disciplinary formation of astroparticle physics. I then consider
interdisciplinary transgressions and treat the statistical techniques cosmology
employs in generating empirical evidence from data. In the last stage of the
argument, I examine the extra-disciplinary transgressions that occur in cosmology
in the context of the current philosophical and theological interventions of some of
today’s leading cosmologists. I argue that this form of transgression directly builds
on the previous two and it has brought about a significant shift in the
auto-representation of this science. I aim to demonstrate that it is the
extra-disciplinary transgression, with a direct support from the previous ones,
which carries cosmology beyond the Weberian dichotomy of science versus
meaning and enables it to make claims that Weber believed to lie beyond the realm
of scientific discourse. I suggest that without examining the recent combination of
cosmology with M-theory, we will not be able to make sense of many pro-
nouncements by authors such as Leonard Susskind or Stephen Hawking on topics
such as the existence of God, the relationship between science and philosophy or
the scientific status of the anthropic principle. In a final concluding section, after
giving a review of the main argument, I consider some possible objections to my
argument and ask to which extent the case in cosmology can represent a more
general trend.

2 The Idea of a Weberian Science

The aim of this section is to give a layout of a view of scientific knowledge that
Max Weber expounded in his lecture Wissenschaft als Beruf (originally published
in 1917). I will first offer a detailed reading of Weber’s argument and then explore
how certain recent developments in cosmology compel us to re-think some of the
premises of it.

2] chose Weber’s text as the background for my discussion since I believe that it provides a
very succinct statement of a view on science that still prevails to this day. Although I cannot
propose an argument here, to the extent that Popper’s views on the tentative character of
scientific knowledge constitute one of the major threads within mainstream philosophy of
science, I contend that Weber’s lecture can be seen as a source text for what has since
followed. Specifically, as we see in the quote below, it is in the idea that fo be superseded
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In order to clarify the connection between Weber’s lecture Wissenschaft als
Beruf and what we observe in modern cosmology, I propose to focus on the way he
uses the term “meaning” (Sinn) and how this term relates to his particular con-
ceptualization of science. To begin with, let me point to the following passage
where he introduces the crucial conceptualization in question, by referring to

[...] the realm of science, where we all know that what we have achieved will be
obsolete in ten, twenty, or fifty years. That is the fate, indeed, that is the very meaning of
scientific work.? It is subject to and dedicated to this meaning in quite a specific sense,
in contrast to every other element of culture of which the same might be said in general.
Every scientific ‘fulfillment’ gives birth to new ‘questions’ and cries out to be surpassed
and rendered obsolete [...] But we must repeat: to be superseded scientifically is not
simply our fate but our goal. We cannot work without living in hope that others will
advance beyond us. In principle, this progress is infinite (Weber 2004, p. 11).

Note that even though Weber seems to take it for granted that for a scientific
achievement to be surpassed is equivalent for it to become “obsolete,” this is only
due to the fact that future science will be far more advanced than ours. In other
words, future science will not simply be different, it will be better.* From this
notion of scientific activity as “infinite progress,” Weber immediately passes on to
question whether such an enterprise which does not have an end can have any
“point”. He refers to this question as the “problem of the meaning of science” (or
the meaning problem of science)’ (Weber 2004, p. 11). He says:

[...] it is far from self-evident that a thing that is subject to such a law can itself be
meaningful and rational.® What is the point of engaging in something that neither

(Footnote 2 continued)
scientifically is not simply our fate but our goal that I see the seeds of what will later become
the central thesis of Popper’s philosophy of science. For the classic statement of Popper’s
philosophy, see Popper (2002). A recent influential reappraisal of Popperian ideas can be
found in Mayo (1996).

The original phrase is: “der Sinn der Arbeit der Wissenchaft” (Weber 2011, p. 15).

“This point becomes clear when we examine how Weber contrasts art with science. He
writes that when, say, a technical development occurs in art, this does not mean that the art
produced as a result of this development is “superior” or “higher” to early eras, whereas in
science, he thinks this is exactly the case. See Weber (2004, p. 11).

5The sentence in German reads: “Und damit kommen wir zu dem Sinnproblem der
Wissenschaft“ (Weber 2011, p. 15).

One should note that in this passage Weber’s aim is to question the “point” of scientific
activity and not to claim that it is “irrational”. The German original reads: “Denn das versteht
sich ja doch nicht so von selbst, dafs etwas, das einem solchen Gesetz unterstellt ist, Sinn und
Verstand in sich selbst hat” (Weber 2011, p. 15).
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comes, nor can come to an end in reality? [...] What meaningful achievement can we
hope for from activities that are always doomed to obsolescence? (Weber 2004, p. 12,
emphasis added).

On the basis of these questions concerning the meaning (Sinn) of science, Weber
introduces the general idea of “intellectual process of rationalization” (Weber
2004, p. 12) of modernity as follows: As we have just seen, the intrinsic nature of
scientific activity, which is characterized as “infinite progress,” makes the very
meaning of this activity questionable: “For the man caught up in the chain of
progress always has a further step in front of him [...]” (Weber 2004, p. 13). Still,
Weber notes that this scientific rationalization process, which could be said to have
begun centuries ago in the West, had an answer to this question of meaning before
the advent of modernity. For both in its logical beginnings in Ancient Greek
philosophy and in the empiricism that appeared in the Renaissance—i.e., in the
idea of “rational experiment as a way of controlling experience reliably”—science
had the meaning of being a “path to true nature” (Weber 2004, p. 15). This notion,
under the influence of Protestantism, was later transformed into the idea of science
as “the way to God” (Weber 2004, p. 16). Here, the idea was, by studying the
findings of the natural sciences, one would “find clues to his [i.e., God’s] intentions
for the world” (Weber 2004, p. 16). For Weber, all this is in sharp contrast with the
modern conception of science, according to which “science is alien to God”
(Weber 2004, p. 16) and all those earlier conceptions of science such as “the path
to true existence,” “the path to true nature,” or “the path to true God” are illusions
that are being shattered (Weber 2004, p. 17).” For a modern person, Weber argues,
it is childish to think that natural sciences can “teach us anything about the
meaning of the world” (Weber 2004, p. 16).

But if science cannot answer the question of meaning—and Weber has no
doubts on this, for he writes: “The fact that science cannot give us this answer is
absolutely indisputable” (Weber 2004, p. 17)—then why is scientific activity im-
portant, in other words, worth pursuing? For him, that science is important can
only be a presupposition which cannot be proven within scientific activity:

It [i.e., the presupposition that science is important] can only be interpreted with
reference to its ultimate meaning, which we must accept or reject in accordance with
our own ultimate attitude towards life (Weber 2004, p. 18).

7Compare these observations of Weber with what we find in some of the modern
cosmologists’ popular books and lectures. For example, a well-known researcher and
popularizer of cosmology, Paul Davies, who was a post-doctoral student of Fred Hoyle in
Cambridge University, wrote: “[...] in my opinion science offers a surer path to God than
religion” (Davies 1984, p. ix).
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At this point, we obtain the argument structure of the disenchantment thesis.
According to Weber, in each science there are presuppositions that cannot be
accounted for by the science in question. This leads to the boundary that I referred
to above as being between questions under the jurisdiction of science and the
questions of meaning. The questions of meaning can only belong to the realm of
presuppositions, with which science is incompetent to deal. Here, it is important to
keep the structure of the argument in mind: Science is an activity which has the
inherent tendency of progressing without limits and therefore cannot supply an end
to be reached which would constitute its meaning. Therefore, the question of
meaning cannot be posed as a scientific question.

I emphasize the link Weber sets up between the idea of “infinite progress” as the
nature of scientific activity and the loss of meaning of the world for the modern
human being. For I argue that the multidisciplinary nature of cosmology carried it
beyond this understanding of science as a system of infinite progress whose goal is
always to surpass itself. It is in this sense that the Weberian argument breaks down.
Modern cosmology, combining the recent advanced observations of the
matter-energy content of the universe, with the developments in string theory and
its most ambitious version, namely the M-theory, which was originally proposed as
a theory of everything, aims to outline a picture of the universe which is essentially
right. To be sure, I do not argue that this aim is achieved or will be achieved in the
near future. My argument concerns the practice of science and how cosmologists
present their work in both scholarly publications and popular articles. I believe—as
I document in the third section of this paper—there is a considerable body of
evidence that modern theoretical cosmologists see their field as capable of
achieving completion. In this regard, I argue that recent theoretical understanding
of the universe gives us good reasons to think that the Weberian notion of the
“infinite progress” of science is highly implausible.

Let me now go back to the question of “rationality” and “rationalization through
science.” I accept that the definition Weber gives for this term, viz., that “we are
not ruled by mysterious, unpredictable forces, but that, on the contrary, we can in
principle control everything by means of calculation” (Weber 2004, p. 13) is, in
principle, still valid for contemporary cosmology. What I question is the
assumption that this “rational science” will always stay within certain pre-given
boundaries due to the idea of infinite progress that Weber brings to the fore. As [
stressed above, once cosmology drops that assumption through the boundary
transgressions that I describe below, “disenchantment due to rationalization”
becomes questionable.
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3 The Multidisciplinary Formations of Cosmology

The cosmological model that the majority of working scientists endorse today
(otherwise known as the concordance model) is technically referred to as the
A-CDM model. Here A refers to the cosmological constant that was first intro-
duced by Albert Einstein to adjust his gravitational field equations in order to
predict a stable universe (which later turned out to be an untenable assumption),
and CDM stands for cold dark matter. The intriguing history of this A-term (see
Earman 2001) led to its being appropriated, through the invention of the
intra-disciplinary field of astroparticle physics, into standard cosmology. Though
Einstein originally introduced the A-term into his field equations as a geometric
entity, it was later re-interpreted within the astroparticle paradigm as a vacuum
energy density. It is worth noting that the best estimate given for A, within the
current astroparticle paradigm, is 120 orders of magnitude off than the observed
value. One might argue that this shows the strength of cosmology’s commitment to
intra-disciplinarity: Although recognized as a problem, this discrepancy does not
lead current cosmologists to repudiate the astroparticle interpretation.

Before, I referred to the transformation of cosmology, as it established itself as a
legitimate science. I aim to argue that this transformation is intimately related to the
boundary transgressions that occur in this context. I should like to point out that I
do not aim to commit myself to a strong stance according to which one can
determine the exact criteria as to what makes a discipline a “science,” or that it can
be established exactly when a discipline became established as one. The point of
transformation, as 1 use this term, is not to pinpoint exact dates, but to draw
attention to the fact that there are considerable differences in the way cosmology is
practiced today as opposed to its earlier formations. Be it the initial attempts at
model building in the works of Einstein, Willem de Sitter or Arthur Eddington at
the turn of the twentieth century, or the work of George Gamow and his collab-
orators in the early 1950s, which paved the way for the discovery of the cosmic
microwave background radiation (CMBR), we should recall that these efforts
existed in an empirical environment which was significantly poorer compared to
today’s “scientific cosmology,” and hence there were considerable difficulties in
deciding between various cosmological models. In contrast, modern cosmology is
a data-driven science based on a “standard model.” A full account of this historical
transformation is beyond the scope of this paper. Below, I will quote from a couple
of influential textbooks to see how this transformation is represented by the dis-
cipline itself.
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For example, Andrew Liddle’s introduction to his undergraduate level textbook
exemplifies the confidence that distinguishes contemporary cosmology:

The development of cosmology will no doubt be seen as one of the scientific tri-
umphs of the twentieth century. At its beginning, cosmology hardly existed as a
scientific discipline. By its end, the Hot Big Bang cosmology stood secure as the
accepted description of the Universe as a whole. Telescopes such as the Hubble
Space Telescope are capable of seeing light from galaxies so distant that the light has
been traveling towards us for most of the lifetime of the Universe. The cosmic
microwave background [...] is routinely detected and its properties examined. That
our Universe is presently expanding is established without doubt (Liddle 2003, p. xi,
emphasis added).

In his widely used textbook, Scott Dodelson also emphasizes the “quantitative
turn”:

There are two aspects of cosmology today that make it more alluring than ever. First,
there is an enormous amount of data. To give just one example of how rapidly our
knowledge of the structure of the universe is advancing, consider galaxy surveys
which map the sky. In 1985, the state-of-the-art survey [...] consisted of the positions
of 1100 galaxies. Today, the Sloan Digital Sky Survey and the Two Degree Field
between them have recorded the 3D positions of half a million galaxies.

The other aspect of modern cosmology which distinguishes it from previous efforts to
understand the universe is that we have developed a consistent theoretical framework
which agrees quantitatively with the data. These two features are the secret of the
excitement in modern cosmology: we have a theory which makes predictions, and
these predictions can be tested by observations (Dodelson 2003, p. x, emphasis
added).

According to Dodelson, the “new” cosmology not only makes precise humanity’s
traditional questions concerning the universe, it can also test them:

The realization that the universe is expanding and was once much hotter and denser
allows us to modernize the deep age-old questions “Why are we here?’ and ‘How did
we get here?” The updated versions are now ‘How did the elements form?’, “Why is
the universe so smooth?’, and ‘How did galaxies form from this smooth origin?’.
Remarkably, these questions and many like them have quantitative answers, answers
that can be found only by combining our knowledge of fundamental physics with our
understanding of the conditions in the early universe. Even more remarkable, these
answers can be tested against astronomical observations (Dodelson 2003, p. 1).

These remarks are typical. To move to another medium from textbooks, one reads
on the web page of a recently founded interdisciplinary research center, the
Institute for Strings, Cosmology, and Astroparticle Physics (ISCAP), at Columbia
University:
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This is the golden age of cosmology. Once a data-starved science, cosmology has
burgeoned as ground and space-based astronomical observations supply a wealth of
unprecedentedly precise cosmological measurements. Questions that were recently
the stuff of speculation can now be analyzed in the context of rigorous, predictive
theoretical frameworks whose viability is determined by observational data. Finally,
cosmological theory is being confronted by cosmological fact. The most surprising
and exciting feature of cosmology’s entrance into the realm of data-driven science is
its deep reliance on theoretical developments in elementary particle physics. At the
energy scales characteristic of the universe’s earliest moments, one can no longer
approximate matter and energy using an ideal gas formulation; instead, one must use
quantum field theory, and at the highest of energies, one must invoke a theory of
quantum gravity, such as string theory. Cosmology is thus the pre-eminent arena in
which our theories of the ultra-small will flex their muscles as we trace their role in
the evolution of the universe (ISCAP 2015).

Note that the last quote combines the transformation of cosmology with the need of
intra-disciplinary expansion. Many other examples can be found in the literature to
the same effect: Cosmology presents itself as a mature, quantitative science which
has a right to exercise a technical sovereignty over ancient questions such as “Why
are we here?” In the next section, I demonstrate how this scientific status is
achieved through various forms of multidisciplinary transgressions.

3.1 Intra-Disciplinary Transgression: The Inflationary
Universe

I previously mentioned that the inflationary model is one of the integral compo-
nents of the ACDM model. Here I aim to explicate how inflation came into
existence as a result of an intra-disciplinary transgression, and to this effect, I will
look at its historical roots in the work of Alan Guth.

Inflation was introduced by Guth, then a particle physicist, in 1981. In his
seminal paper (Guth 1981), he argued that inflation solves three major problems
faced by the standard Big Bang model, namely the horizon, flatness, and the
monopole problems.® Here, without going into technical details, I want to explicate
the role played by intra-disciplinary considerations in his proposal. Let me first
explain the three problems in a qualitative way.

8Detailed discussions of these problems can be found in almost any textbook on
contemporary cosmology. For example, see Dodelson (2003). A very readable
non-technical account is given by Guth (1998).
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Horizon problem: When we observe the CMBR from different parts of the sky,
we see that their temperatures are almost exactly the same. This is puzzling for
when these photons that we observe now were radiated, they were too far away
from each other to be in causal contact. Hence, their temperature could not have
equalized through an interaction. The classical Big Bang Model (BBM) simply
posited that this uniformity must come from the initial conditions of the universe.
However, this way of explaining a uniformity through “fine-tuning™ is not
satisfactory.

Flatness problem: Our observations confirm that the universe is very nearly flat,
i.e., at the very large scale, Euclidean geometry correctly describes space. How-
ever, it can be shown that a flat universe is not stable; a small perturbation could
have made the universe deviate from flatness and become curved. As we do not
observe this, BBM had to assume that the universe began extremely fine-tuned so
that it could stay flat in its entire history.

Monopole problem: A magnetic monopole is a hypothetical particle which
would act as a magnetic charge carrier, similar to an electron as the electric charge
carrier. They have never been observed experimentally, even though they have
been predicted to exist in grand unified theories. As these theories are believed to
describe the early universe also, we expect to observe these particles.

Guth’s original research was not on modeling the early universe but on particle
physics, and in particular, certain problems that arose in the context of grand
unified theories or GUTs. The aim of a GUT is to give a unified theory of three
fundamental interactions in the universe, excluding gravity. In other words, it aims
to create a single quantum theory of electromagnetic, strong and weak forces. In
terms of fields of study, this means combining quantum electrodynamics with
quantum chromodynamics and the quantum theory of weak interactions.'® What

°That is to say, the BBM had to assume that the universe started in a way that the
temperature everywhere was exactly the same as if it was pre-arranged.

19The program of unification in fundamental physics has a long history going back at least to
Maxwell’s work on electricity and magnetism. In the context of particle physics, the most
fruitful result achieved up until today is the unification of the weak and electromagnetic
interactions by Abdus Salam, Sheldon Glashow, and Steven Weinberg, who were awarded
the Nobel Prize in Physics in 1979 for their work. At present, no such success seems to be on
the horizon for the GUT project. I recognize that the question whether unification can be
analyzed as a boundary transgression is an important one but it is beyond the limits of this
paper. Still, it seems reasonable to think that it should be understood as an intra-disciplinary
formation, for in unification one combines two or more subdisciplines with their own
separate set of entities, questions, and methods. Even though in the context of particle
physics there are considerable similarities between the subdisciplines that one aims to unify,
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Guth noticed was that a possible physical scenario which is worked out within the
context of GUT models can be invoked to deal with certain problems within the
“old” Big Bang theory. As I mentioned above, the connection between the BBM
and GUTs is through the monopole problem: Even though the GUTs predict that
plenty of magnetic monopoles should exist, we do not observe them. The solution
that Guth came up with, viz., the inflationary mechanism, to explain the nonex-
istence of monopoles also solves the horizon and flatness problems without
resorting to fine-tuning. I should note that Guth presented his argument putting the
horizon and flatness problems at the forefront and only occasionally mentioned that
inflation can also provide a mechanism to solve the monopole problem. It is
instructive to read from the abstract of his paper:

The standard model of hot big-bang cosmology requires initial conditions which are
problematic in two ways: (1) The early universe is assumed to be highly homoge-
neous, in spite of the fact that separated regions were causally disconnected (horizon
problem); and (2) the initial value of the Hubble constant must be fine tuned to
extraordinary accuracy to produce a universe as flat (i.e., near critical mass density) as
the one we see today (flatness problem). These problems would disappear if, in its
early history, the universe supercooled to temperatures 28 or more orders of mag-
nitude below the critical temperature for some phase transition. A huge expansion
factor would then result from a period of exponential growth, and the entropy of the
universe would be multiplied by a huge factor when the latent heat is released. Such a
scenario is completely natural in the context of grand unified models of elementary
particle interactions. In such models, the supercooling is also relevant to the problem
of monopole suppression (Guth 1981, p. 347, emphasis added).

In very basic terms, what inflation says is that the universe went through a phase
transition in its early history which led to a huge expansion. This solves the horizon
problem for now all the radiation that we receive from CMBR can be considered as
originating from a single causal “patch,” which became the entire observable
universe around us after the expansion ended.'' The flatness problem is also solved
for what this expansion does is to take a very small curved portion of the universe
and smooth it out to become flat. In both cases, an explanatory mechanism replaces
a brute assumption of finely tuned initial conditions. Finally, as the expansion

(Footnote 10 continued)

the differences are far from trivial, which explains why, as I mentioned, a consistent and
empirically adequate GUT does not yet exist.

""In other words, as inflation gives an account of how a small enough space that was causally
connected in the early universe could become the entire observable universe, the
homogeneity of temperature is not puzzling. There was enough time for radiation to
equalize the temperature.



Cosmology and the End of Weberian Science 173

makes a tiny volume into a huge one, we do not expect many monopoles to exist in
the final volume, given that it came from a tiny one which probably only included a
very small amount of monopoles.

The intra-disciplinary structure is unmistakable: Inflation is motivated within
the “context of grand unified models of elementary particle interactions.”
These GUT models, which are intra-disciplinary on their own, are in turn applied
within the context of cosmology. Guth is aware of the transgression he is
engendering. For after introducing the horizon problem as follows: “The initial
universe is assumed to be homogeneous, yet it consists of [...] separate regions
which are causally disconnected (i.e., these regions have not yet had time to
communicate with each other via light signals)” (Guth 1981, p. 355), he adds in a
footnote:

In order to calculate the horizon distance, one must of course follow the light tra-
jectories back to t = 0. This violates my contention that the equations are to be trusted
only for T < Ty. Thus the horizon problem could be obviated if the full quantum
gravitational theory had a radically different behavior from the naive extrapolation
[...] However, it is the point of this paper to show that the horizon problem can also
be obviated by mechanisms which are more within our grasp, occurring at tem-
peratures below Ty (Guth 1981, p. 355, emphasis added).

For the astroparticle physics project to get off the ground, certain contentious
assumptions have to be put in place. Thus one has to assume that the extrapolation
to the very early universe of the standard model is secure. Without this assumption,
the horizon problem could not even be defined within the context of the paper and
the argument would lose a major motivational support. In order to bring the
physics of the early universe within the jurisdiction of the GUT program, an
intra-disciplinary transgression occurs which pictures the early universe as an
astroparticle “laboratory.”

3.2 Interdisciplinary Transgression: Discovery as Model
Selection

The importance of the level of interdisciplinarity in the context of cosmology and
statistics stems from the fact that without this merging, it would be impossible to
transform data to evidence. To be sure, statistical methods and computational
techniques are used in many diverse fields today. What is important for my pur-
poses is not that these methods are used, but how cosmology implements them.
The case of Bayesian methods is especially worth discussing because they can only
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be applied on the basis of some contentious assumptions. Here, I aim to focus on
one particular application of these techniques: the discovery of the acceleration of
the universe.

I will examine, albeit briefly, the work of two research teams that successfully
devised new experimental techniques and methods of analysis to overcome the
obstacles that cosmological distance measurements presented since the time of
Hubble. T aim to explicate how the empirical dynamics that eventually led to both
teams’—namely, the High-Z Supernova Search Team (hereafter, HZS) and the
Supernova Cosmology Project (hereafter, SCP)—receiving credit for the discovery
of the acceleration of the universe depended on certain statistical considerations.
This discovery, which was later interpreted in terms of a still not completely
understood notion of “dark energy,” forms an integral part of the modern con-
cordance model in cosmology.

The central question that I want to pose can be formulated in the following way:
Given that it is generally accepted that the expansion of the universe is acceler-
ating, how is this conclusion justified empirically? In order to deal with this
question, I will focus on the evidence papers, following Staley (2011), that the
groups produced.'” T suggest that the best way to address this question is through
approaching the experimental program that governs the measurements of both
teams within the context of model selection problem in statistical inference theory.
In this setting, it appears that the epistemology of experiment, to use a term
introduced by Allan Franklin, defined as the study of “how we come to believe
rationally in an experimental result” (Franklin 1989, p. 165), that led the
researchers to conclude that the expansion of the universe is accelerating depends
crucially on an epistemic structure with two main components, both of which are
based on the notion of the elimination of systematic errors:

1. Error elimination in observations through identification of bias and contentious
assumptions.

2. Error elimination in data analysis through improved statistical inference
schemes.

Furthermore, tasks to meet the requirements of each of these epistemological
components were carried out with an underlying statistical tool that is known as
robustness analysis. Consequently, the following thesis emerges as the key to the
epistemology of the experiments conducted by HZS and SCP: The experimental

2These being Perlmutter et al. (1999) for the SCP collaboration and Riess et al. (1998) for
the HZS.
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work that resulted in the discovery of the accelerating universe is best characterized
as an experimental model selection effort based on constraining cosmological
parameters statistically, which is achieved by the strategy of error elimination that
employs robustness analyses in various forms.

In line with the fact that the main justificatory argument for the experimental
result is based on statistical inference, both teams aim at finding out which cos-
mological models are ruled out by the data on statistical grounds and which models
are consistent with it. For both teams, the empirical validity of their results comes
from their ability to contain through statistical means the adverse effects of the
systematic uncertainties that are present in their data due to various biases and
other astrophysical problems. That is to say, even though neither of the teams can
eliminate systematic errors fully, they are still able to argue that they can dis-
criminate among competing models, for the favored model is robustly supported.
Here robustness is generally understood as: the value of a parameter remaining
consistent with the result when the fitting method or the data points included in the
analysis are changed.

Thus, HZS explains their aims as:

Measurement of the elusive cosmic parameters Qy and Q, through the
redshift-distance relation depends on comparing the apparent magnitudes of
low-redshift SNe Ia with those of their high-redshift cousins [...].

The High-Z Supernova Search Team has embarked on a program to measure
supernovae at high redshift and to develop the comprehensive understanding of their
properties required for their reliable use in cosmological work (Riess et al. 1998,
p. 1010).

The data they collect consists of spectral and photometric observations of 34
supernovae. Once this data is gathered, the question becomes: What does it imply
about the fundamental cosmological parameters €y and Q4, which, respectively,
stand for the density of matter in the universe and the cosmological constant or
vacuum energy density, in the language of astroparticle physics. The problem
thereby turns into: Given the data, what is the probability of, say, Qy to have a
particular value? At this stage, HZS resorts to Bayes’ theorem, which is a math-
ematical formula that computes the desired probability in terms of several prior
probabilities. As in most cases there is no independent way of ascertaining those
prior probabilities, scientists must use “informed guesses.” HZS puts the issue as
follows:
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Because the values of A,'> are not known a priori, we use an initial guess derived
from the color excess measured from the uniform color range of SNe Ia (Riess et al.
1998, p. 1036).

This apparently subjective method involved in Bayesian analysis makes it suspect
in the eyes of many philosophers of science and some statisticians as well.
However, for HZS, robustness, understood as the agreement of the values of the
parameters obtained through different methods, is a way out of this dilemma. Thus
they employ the two methods of light-curve fitting, viz., the template-fitting
method and the multicolor light curve shape method. The employment of these
methods is crucial for HZS to claim robust statistics for their results.

The case for the SCP collaboration is quite similar. Interestingly, they employ
both Bayesian and frequentist methods and provide 12 different fits, which are all
strongly inconsistent with a non-accelerating universe. These variations in fittings
constitute the basis for the robustness claim of the SCP team. Their result is
expressed in strictly statistical terms, carefully distinguishing statistical from sys-
tematic errors:

The measurement yields a joint probability distribution of the cosmological param-
eters that is approximated by the relation 0.8 Qy — 0.6 Qx ~ — 0.2 £ 0.1 in the

region of interest (4 < 1.5). For a flat (Qu + Qa = 1) cosmology we find Q{\],f“ =

0.28 0% (1 statistical) "y (identified systematics). The data are strongly incon-
sistent —0.04 with a A = 0 flat cosmology, the simplest inflationary universe model.
An open, A = 0 cosmology also does not fit the data well: the data indicate that the
cosmological constant is nonzero and positive, with a confidence of P
(A >0) =99 %, including the identified systematic uncertainties (Perlmutter et al.
1999, p. 565).

They also add: “The size of our sample allows us to perform a variety of statistical
tests to check for possible systematic errors and biases” (Perlmutter et al. 1999,
p- 565). In fact, most of the paper is devoted to statistical analyses of various
systematic uncertainties and cross checks. Comparing this with Edwin Hubble’s
early work (see Hubble 1929) on the expansion of the universe, as a representative
of the “old” cosmology, one cannot help but notice the dominance of statistical
methods in today’s experimentalists’ work. In establishing his result, Hubble did
not resort to any statistical analysis at all.

Through its full appropriation of statistical methods, cosmology transgressed its
boundary in observational astronomy and secured an epistemic domain on this

Here, A, stands for “extinction,” which is the reduction in the intensity of light as it passes
through the interstellar medium.
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basis. It is this ability to establish empirical results that leads to model selection
that Dodelson and Liddle have in mind when they refer to “precision cosmology”
(see Liddle 2003, p. 117 and Dodelson 2003, p. 385).

3.3 Extra-Disciplinary Transgression: Cosmology Contra
Philosophy and Theology

The third form of transgression that I will examine builds on the previous two, in
the sense that it puts to good use the success of them.'* The intra-disciplinary form
of transgression enabled cosmology to construct a “standard” model of the uni-
verse, and the interdisciplinary form facilitated the confirmation of the model. On
the basis of these developments, several prominent cosmologists carry out an
extra-disciplinary transgression and put forward claims with theological and
philosophical resonances. In other words, these theological or philosophical pro-
nouncements are directly connected to this recent transformation in cosmology.
I will examine the works of three prominent cosmologists to argue my point. We
will see that in each of the cases, the authors in question build on their scientific
work to reach conclusions which would traditionally be classified as belonging to
extrascientific domains.

Before passing on to the discussion of the works of cosmologists, there are three
concepts that I need to explicate briefly:

Fine-tuning problem: The notion of fine tuning can, in its most general form, be
defined as the situation in which the stability of a structure depends on a certain
parameter having a precise value,'” without there being any natural explanation
why this should be so. This structure could be a galaxy, the cosmic background
microwave radiation, or life itself. Two well-known fine-tuning problems in cos-
mology are the flatness of the universe and the value of the cosmological constant
(which, in turn, determine various structures in the universe).

I should point out that each form of transgression is equally important for the main
argument of this paper. Still, it will be noticed that I allocate more space to the third form of
transgression compared to the previous two. This is both because the demonstration of the
final transgression requires more textual resources than the others and also it is in the third
form of transgression that we fully observe the effect which constitutes the subject matter of
this paper, namely, the transformation in cosmology which brought certain questions of
“meaning” within the jurisdiction of this science.

'SAs if the value of the parameter is “tuned” by a “purposeful designer.”
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Anthropic principle: The anthropic principle is best viewed as an attempt to
solve the fine-tuning problem. In effect, it says that if the values of these universal
parameters'® were different, universe would not give rise to human beings to
observe these very parameters.

Multiverse: The idea of multiverse arises through several routes, the most
prominent ones being the string theory (which aims to combine quantum and
relativity theories) and inflationary cosmology. According to the multiverse pic-
ture, our universe is only one among many others and the otherwise puzzling
values of the cosmological parameters are explained by a statistical argument. In
other words, the precise values of cosmological parameters are not a result of a
fine-tuning process, for all possible values actually do obtain and they are dis-
tributed to each universe. We just happen to find ourselves in this particular
universe, for it is this one (and here the anthropic selection principle is invoked)
that makes our existence possible.

In what follows, I will argue that the debates concerning the origin of the
universe out of nothing or the existence of human beings being used as a natural'’
explanation of our universe indicate a shift in the discourse of science and scientific
knowledge. To repeat, my claim is that the seemingly “metaphysical” ideas pro-
pounded by Krauss, Susskind, Hawking, and others are actually traceable to
physics articles published in peer-reviewed physics journals. It is on the basis of
this reading of the cosmological problems as they are discussed in scientific
journals and represented in popular magazines and books that I will make my
concluding point concerning why we should re-think the disenchantment thesis.

3.3.1 Krauss on Nothingness and the End of Cosmology
Lawrence Krauss is currently Foundation Professor of the School of Earth and
Space Exploration, and director of the Origins Project at the Arizona State
University. In addition to his publications in scientific journals, he is also the
author of several popular books on cosmology, the latest being A Universe from
Nothing (2012). In this section, I will analyze two particular arguments in this
book.

The first argument is summarized in the title: Current cosmology can explain
the very existence of the universe without the need of invoking a creator God. That

1%Such as the charge of the electron or the value of the cosmological constant.

""That is to say, the anthropic principle is required to explain the universe that we live in
naturally, without invoking the existence of a “creator.”
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is to say, quantum processes combined with inflation and dark energy can explain
how a universe can come into existence from “nothing.”'® As he puts it:

[...] if the quantum properties of matter and radiation end up endowing even an
infinitesimally small region of empty space with energy at very early times, this
region can grow to be arbitrarily large and arbitrarily flat. When the inflation is over,
one can end up with a universe full of stuff (matter and radiation), and the total
Newtonian gravitational energy of that stuff will be as close as one can ever imagine
to zero. A universe from Nothing, indeed (Krauss 2012, p. 104).

The crucial point is: According to Krauss, staying entirely within the limits of
modern cosmology, one can construct a “creation out of nothing” story in a sci-
entifically legitimate way. Here, I will not go into many critical reviews the book,
and this argument in particular, received. I rather wish to mention one exchange
between Columbia University philosopher David Albert and Krauss on latter’s use
of “nothing,” to illustrate my point. Krauss complains:

Before going further, I want to devote a few words to the notion of ‘nothing’—a topic
that I will return to at some length later. For I have learned that, when discussing this
question in public forums, nothing upsets the philosophers and theologians who
disagree with me more than the notion that I, as a scientist, do not truly understand
‘nothing.” (I am tempted to retort here that theologians are experts at nothing.)

‘Nothing,” they insist, is not any of the things I discuss. Nothing is ‘nonbeing,” in
some vague and ill-defined sense [...] some philosophers and many theologians
define and redefine ‘nothing’ as not being any of the versions of nothing that sci-
entists currently describe. But therein, in my opinion, lies the intellectual bankruptcy
of much of theology and some of modern philosophy (Krauss 2012, pp. xiii—xiv,
emphasis added).

Yet, he wants to have none of this. He speaks with full scientific authority:

One thing is certain, however. The metaphysical ‘rule,” which is held as an ironclad
conviction by those with whom I have debated the issue of creation, namely that ‘out
of nothing nothing comes,” has no foundation in science. Arguing that it is
self-evident, unwavering, and unassailable is like arguing, as Darwin falsely did,
when he made the suggestion that the origin of life was beyond the domain of science
by building an analogy with the incorrect claim that matter cannot be created or
destroyed. All it represents is an unwillingness to recognize the simple fact that
nature may be cleverer than philosophers or theologians (Krauss 2012, p. 174,
emphasis added).

3The conceptual and technical details of this argument are beyond the scope of this paper.
As my aim is not to assess Krauss’s argument but simply to document how it represents
cosmology, I will be content with stating it in most general terms.
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In a review published in The New York Times, Albert took direct aim at these
remarks. In his usual terse style, he wrote, concerning Krauss’s story of “creation
out of nothing”:

But that’s just not right [...] the fact that particles can pop in and out of existence,
over time, as those fields rearrange themselves, is not a whit more mysterious than the
fact that fists can pop in and out of existence, over time, as my fingers rearrange
themselves. And none of these poppings—if you look at them aright—amount to
anything even remotely in the neighborhood of a creation from nothing (Albert 2012).

He thus concluded:

But all there is to say about this, as far as I can see, is that Krauss is dead wrong and
his religious and philosophical critics are absolutely right (Albert 2012).

The second argument that I will focus on has its origin in Krauss’s own work done
with his collaborator, Robert Scherrer, a cosmologist at Vanderbilt University. In
their joint paper (Krauss and Scherrer 2007), they presented an argument which
implies that, due to the expansion of the universe, future observers will fail to
receive any light from galaxies in the universe. What this means is that

[...] as we extrapolate the current ACDM universe forward in time, all evidence of
the Hubble expansion will disappear, so that observers in our ‘island universe’ will be
fundamentally incapable of determining the true nature of the universe, including the
existence of the highly dominant vacuum energy, the existence of the CMB, and the
primordial origin of light elements. With these pillars of the modern Big Bang gone,
this epoch will mark the end of cosmology and the return of a static universe (Krauss
and Scherrer 2007, p. 1545).

Thus cosmology shows that we are extremely lucky to live in the current epoch of
the universe. The ambiguity in his usage of the word “cosmology” (is it the fact
that no cosmological event will occur due to the static existence of the universe or
that no science of cosmology will be possible?) is quite harmless in the sense that
both meanings would make the sentence true. In any case, the following quote
shows that Krauss seems to think that the very science of cosmology will cease to
exist:

Observers when the universe was an order of magnitude younger would not have
been able to discern any effects of dark energy on the expansion, and observers when
the universe is more than an order of magnitude older will be hard pressed to know
that they live in an expanding universe at all, or that the expansion is dominated by
dark energy. By the time the longest lived main sequence stars are nearing the end of
their lives, for all intents and purposes, the universe will appear static, and all evi-
dence that now forms the basis of our current understanding of cosmology will have
disappeared (Krauss and Scherrer 2007, pp. 1549-1550).
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Krauss finds this fact astonishing. In A Universe from Nothing, after quoting from
the paper a sentence he also repeats in his popular talks, namely, “We live at a very
special time [...] the only time when we can observationally verify that we live at a
very special time” (Krauss and Scherrer 2007, p. 1549), he remarks that:

We were being somewhat facetious, but it is sobering to suggest that one can use the
best observational tools and theoretical tools at one’s disposal and nevertheless come
up with a completely false picture of the large scale universe (Krauss 2012, p. 118).

Above, I pointed out that Weber understood the development of science as an
infinite progress, i.e., science continuously gets better. However on the basis of
Krauss’s arguments, it appears that this idea of infinite progress depends on a
certain understanding of cosmology, which is not possible to maintain any longer
today. Current cosmology implies that the notion of infinite progress through the
continuous application of scientific method is itself rendered obsolete, in the sense
that it will be the future science that will get things wrong and not today’s.

3.3.2 Hawking on M-Theory, God and Philosophy

I want to mention Stephen Hawking’s case briefly, for his approach is considerably
similar to Krauss’s. In a series of papers (see Hawking 1983, 1984; Hawking and
Hartle 1983), Hawking sought a way of applying quantum mechanics to the entire
universe, a field known as quantum cosmology. On the basis of his work in
quantum cosmology and M-theory, he argued in his popular books and lectures
that physics can explain the origin of the universe naturalistically. For example, in
his recent book, The Grand Design, after remarking that “M-theory is the only
model that has all the properties we think the final theory ought to have” (Hawking
2011, p. 8), Hawking continues:

M-theory predicts that a great many universes were created out of nothing. Their
creation does not require the intervention of some supernatural being or god. Rather,
these multiple universes arise naturally from physical law. They are a prediction of
science (Hawking 2011, pp. 8-9).

Similar to Krauss, Hawking also found the occasion to dismiss philosophy in this
work. Questions such as “How can we understand the world in which we find
ourselves? How does the universe behave? What is the nature of reality?” he wrote,
traditionally belonged to

[...] philosophy, but philosophy is dead. Philosophy has not kept up with modern
developments in science, particularly physics. Scientists have become the bearers of
the torch of discovery in our quest for knowledge (Hawking 2011, p. 5).
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I will remark further on Hawking’s argumentation in The Grand Design in my
conclusion. At this stage, I simply want to observe that Hawking thinks that his
transgression into theology and philosophy with a single stroke is fully justified by
M-theory-based cosmology.

3.3.3 Susskind on Multiverse and the Anthropic Principle

Leonard Susskind is presently the Felix Bloch Professor of Theoretical Physics at
Stanford University and Director of the Stanford Institute for Theoretical Physics.
His main research is on string theory and black hole physics. He is also one of the
main proponents of the anthropic principle in the current scene of theoretical
cosmology. This principle is subject to continuous debate, both within and outside
cosmology and hence the extra-disciplinary transgression that takes place in the
context of anthropic principle is a complicated one, being disputed both by
philosophers and theologians (see, e.g., Bostrom 2007; Craig 1988). As George
Ellis reports in his editorial note to Carter’s classic Large Number Coincidences
and the Anthropic Principle in Cosmology (Carter 1974):

The anthropic principle is one of the most controversial proposals in cosmology. It
relates to why the universe is of such a nature as to allow the existence of life. This
inevitably engages with the foundations of cosmology, and has philosophical as well
as technical aspects. The literature on the topic is vast—the Carter paper reprinted
here [...] has 226 listed citations, and the Barrow and Tipler book [...] has 1740 (Ellis
2011, p. 3213)."

Again, without going into the technical intricacies of the anthropic argument, I
want to argue that Susskind’s employment of the principle is in line with the
general form of boundary transgressions that I have been outlining in this paper. As
he explains in a heavily cited paper (Susskind 2007),%° Susskind arrives at the
anthropic principle via string theory. String theory, which originated in particle
physics as an explanation for quark confinement, was later re-interpreted as a
theory of quantum gravity, i.e., a theory which combines general relativity and
quantum mechanics. As is well known, even though the theory is mathematically
very sophisticated, many physicists think that it failed to fulfil its premise as a
scientific theory for it could not produce any predictions that could be tested
experimentally. One striking feature of the mathematical complexity of the theory
is that it gives rise to an enormous number of possible solutions, the so-called
landscape. Given so many possibilities, the answer why this particular universe

"The book by Barrow and Tipler that Ellis mentions is Barrow and Tipler (1988).

2OThis paper received 561 citations at the time of this writing.
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rather than any other is answered by invoking the anthropic constraint: because this
is the type of universe that gave raise to us. As Susskind explains:

[...] in an anthropic theory simplicity and elegance are not considerations. The only
criteria for choosing a vacuum [i.e., a solution] is utility, i.e. does it have the nec-
essary elements such as galaxy formation and complex chemistry that are needed for
life. That together with a cosmology that guarantees a high probability that at least
one large patch of space will form with that vacuum structure is all we need (Susskind
2007, p. 252).

Susskind does not seem to question string theory. Instead, he accepts the paradigm
and argues that the anthropic principle is an inevitable piece of the puzzle:

With nothing preferring one vacuum over another, the anthropic principle comes to
the fore whether or not we like the idea. String theory provides a framework in which
this can be studied in a rigorous way.

Progress can certainly be made in exploring the landscape [...] We can argue the
philosophical merits of the anthropic principle but we can’t argue with quantitative
information about the number of vacua with each particular property such as the
cosmological constant, Higgs mass or fine structure constant (Susskind 2007, p. 262).

Most critiques of the anthropic principle used the “falsifiability” criterion to attack
it. Susskind answers them as follows:

Good scientific methodology is not an abstract set of rules dictated by philosophers. It
is conditioned by, and determined by, the science itself and the scientists who create
the science. What may have constituted scientific proof for a particle physicist of the
1960’s—namely the detection of an isolated particle—is inappropriate for a modern
quark physicist who can never hope to remove and isolate a quark. Let’s not put the
cart before the horse. Science is the horse that pulls the cart of philosophy (Susskind
2006, p. 194).

And a couple of lines later:

As for rigid philosophical rules, it would be the height of stupidity to dismiss a
possibility just because it breaks some philosopher’s dictum about falsifiability. What
if it happens to be the right answer? (Susskind 2006, p. 196).

I tend to read these lines as exemplifying boundary transgression, in the sense I
describe in the body of this paper, for the following reason. The problem that
Susskind attempts to solve is a strictly scientific one: providing a physical reason
why instead of all possible mathematical solutions in the string landscape, we
observe one particular universe. The solution he offers via the anthropic principle
raises critical methodological worries from the philosophy of science perspective.
At this point, instead of facing the philosophical criticism in its own domain,
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Susskind prefers to reject the question through transgressing the boundary between
science and philosophy: If the anthropic principle is successful, there is no need to
answer the philosophical question for “science is the horse that pulls the cart of
philosophy.”

4 Conclusion
The structure of the argument that I attempted here has four main moments:

1. Cosmology went through what I named a transformation process.

2. This process was built on various multidisciplinary interactions.

3. These multidisciplinary interactions realized various forms of boundary
transgressions.

4. Finally, these boundary transgressions enabled cosmology to reach conclusions
which carried it beyond the Weberian picture of science, the effects of which
can be seen in the auto-representations of cosmology in the writings of
prominent authors.

Throughout the paper, I have been at pain to stress that various philosophical and
theological pronouncements of cosmologists can be traced back to the multidis-
ciplinary developments that characterize modern cosmology. Without the appli-
cation of Bayesian statistical arguments, cosmologists would not be able to
empirically ascertain the existence of dark energy. Also, without the confident
invention and application of astroparticle physics to the early universe, they would
not be able to argue that the universe arose “out of nothing.”

One may still ask whether I put too much weight on popular science books
written by a handful of senior scientists to make my case. To which extent do my
claims represent the majority view of cosmologists? To be sure, it is impossible to
give a fully satisfactory answer to this question without applying quantitative
social scientific methods to intellectual history. But to the extent that these argu-
ments provided by Susskind, Krauss and Hawking can be rationally explained, as I
tried to do, we might claim that their representative force goes beyond their sta-
tistical magnitude.

In what sense does cosmology signal the “end” of Weberian science? Above, |
promised to remark further on Hawking. One theme that he brings up in his
discussion is the notion of a final theory. Provided that physicists are confident that
there are only four types of forces in nature, it is reasonable for them to think that a
theory which can explain them in a unified way would be the theory of everything.
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In this way, physics can have an “end.” But is this what Weber had in mind? If the
possibility of constructing the final theory (which would also complete cosmology)
that would explain the world staying fully within naturalistic premises that Krauss
and Hawking dream of is open, one may expect that this would have serious
theological and philosophical repercussions. Weber argued that science cannot deal
with the question of meaning, assuming its infinite progress. However, we have
seen that the boundary transgressions of cosmology carried several notable prac-
titioners of this science to deal with issues that Weber assumed to lie forever
outside the scope of science, and to do this on the very basis of cosmology. One
other concern in this regard is Krauss’s observation that a knowledge horizon will
exist for the future observers of the universe due to the accelerated expansion.
Once the Weberian idea of an infinitely progressing science is put into question,
Dodelson’s translation of a question such as “Why are we here?” into “How did the
elements form?” might become more than a rhetorical device used to open a
textbook.

Weber delivered his lecture in 1917, when we still “lived” in a static universe. It
was not until Hubble’s (1929) discovery of the galaxy red-shift velocity relation
that the notion of a “dynamic” universe became a real possibility. Considered from
a historical perspective, an evolving universe is a major paradigm change. Perhaps
it is not that surprising that this eventually brings about repercussions on scientific
knowledge itself to re-enchant our world as we cognize the universe in unexpected
ways.
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Fabrice Pataut

Abstract

Cosmological results yield philosophical conclusions only with the help of
extra-philosophical premises that must be grounded on non-question-begging
arguments. I argue that in the cosmology case, the argument from cosmology to
anti-theism is such that the philosophical juice would have to be supplied by an
inference to the best explanation whose role is to justify the thesis that one may
dispense with God in explanations of the existence of the universe. Problems
abound with both in a case of extra-disciplinary transgression. My conclusion is
accordingly negative: No genuine inference is provided here and no dispens-
ability thesis offered an adequate ground. I argue that no additional premise may
provide a bona fide argument with (i) either a scientific principle or some
cosmological data among the premises, and (ii) an anti-theistic philosophical
claim as a conclusion. The relevant details of converse arguments in favor of
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indispensability theses based on inferences to the best explanation are taken into
consideration, and so are stronger reasons, put forward by Immanuel Kant and
Gottlob Frege, to reject the theistic claim within the confines of philosophy.
Concluding remarks are offered to the effect that a genuine philosophical
challenge emerges from Lawrence Krauss’ and Robert Scherrer’s claim
regarding the return to a static universe. If they are right, we know now that
we would have held in the past the false belief that the universe is static and that
we would be holding the very same false belief in the future, when we know,
although only as a matter of sheer luck, that it is indeed expanding.

Keywords
Cosmology - Dispensability arguments - God (existence of) - Inference to the
best explanation - Krauss (Lawrence) - Theology

Suppose that we are able to explain the origin and existence of the universe without
invoking God, by giving some scientific explanation. Lawrence Krauss, for one,
claims that current cosmology is able to do that: Quantum processes combined
with inflation and dark energy can explain how a universe may come into existence
from nothing, so that any appeal to God in the explanation is deemed superfluous
(Krauss 2012)." Is this a case of warranted extra-disciplinary transgression? Are
cosmologists now allowed to debate with theologians on the question of God’s
existence and creation ex nihilo and with philosophers on the question of noth-
ingness? Krauss and others such as Stephen Hawking (arguing from quantum
cosmology) and Leonard Susskind (arguing from the anthropic principle) believe
that they must enter the debate because advances in cosmology ground their the-
ological pronouncements to the theologian’s disadvantage and their philosophical
pronouncements to the philosopher’s disadvantage. Krauss, Hawking and Susskind
thus argue directly from cosmology to theology and philosophy, as if their sci-
entific jurisdiction licensed them the extra-disciplinary transgression (see Hawking
and Mlodinow 2011; Krauss 2012; Susskind 2005).

Or so it seems. The very idea that they are indeed arguing in this particular way
is, I shall argue, a misrepresentation of what they do. Cosmological results yield
theological and philosophical conclusions, if any, only with the help of extra
hidden philosophical premises. Such premises must of course be grounded on

'Note that the conception of God as prime mover or creator doesn’t necessarily involve a
further belief in the perfection of His creation or in divine revelation. In what follows, I shall
not be concerned with either theodicy or revealed religion.
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non-question-begging independent arguments. This is the price one has to pay for
such theological and philosophical conclusions.

The point I wish to start with is that cosmologists, in these particular instances
(quantum cosmology, the anthropic principle), must argue with the help of what
Paul Benacerraf, examining the philosophical use of metamathematical results, has
called “Princess Margaret Premises”.

Let me briefly go back to the parable of the Cohens and Princess Margaret as
told by Benacerraf to make the point clear (see Benacerraf 1996, pp. 9-10). When
the Cohens accept—somewhat reluctantly—the goy Princess Margaret as the right
girl for their son Abie on the basis of the staggering advantages their future
grandchildren would benefit from (being heirs to the throne of England, etc.), only
half the shatchen’s job is done.” Abie still has to marry Princess Margaret. Without
the Cohens’ acceptance of the marriage broker’s final offer, no result could be
obtained, but more is needed nevertheless for the job to be rounded off. The
Cohens’ reluctant acceptance after turning down so many proposals is what
Benacerraf mischievously dubs “the easy part”; what is needed now is the extra
move which will bring the broker’s efforts to their expected conclusion.

Just as “authors who brandish metamathematics as the authority for their
philosophical conclusions are not always ‘up front’ with the particular [Princess
Margaret Premises] to which, if pressed, they would have recourse” (Benacerraf
1996, p. 43) to justify these conclusions, authors who resort to cosmology as the
authority for their theological and philosophical conclusions are not always “up
front” with the extra premises they would hold true and should be ready to defend
on independent grounds to justify their conclusions, if urged to provide some
clarification.

In the metamathematical result case, Benacerraf remarks—pace John Lucas
(see Lucas 1961) and Roger Penrose (see Penrose 1989)—that in order to argue
from Kurt Godel’s first incompleteness theorem to the philosophical claim that we
are not machines, some supply of philosophical “juice” must be provided.® In other
words, some extra independent Princess Margaret Premise is needed to obtain the
anti-mechanistic conclusion that our cognitive abilities transcend those of any
machine. The extra premise to be supplied on independent grounds is that human

2A shatchen is a Jewish professional marriage broker.

3Godel’s first incompleteness theorem may be very roughly stated as follows: In any
consistent formal system S within which a certain amount of arithmetic may be carried out,
there are statements of S which may neither be proved nor refuted in S. Godel’s proof of the
theorem mechanically produces a sentence—often called “the Godel sentence” of S—which
is indeed undecidable in S, i.e., neither provable nor refutable in S.
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mathematicians are able to find the G6del number of any theorem proving machine
and, given that, prove its Godel sentence, something no machine is able to achieve
(see Benacerraf 1996, p. 31).

I shall argue that in the cosmology case, the allegedly direct argument from
cosmology to anti-theism is formulated in such a way that the philosophical juice is
to be supplied—if it can be supplied at all—by an inference to the best explana-
tion, whose role is to justify a dispensability thesis to the effect that one may do
away with God in explanations of the existence and origin of the universe.
Problems abound with both, especially in a case of extra-disciplinary transgression,
and my conclusion will be negative on both counts: No genuine inference to the
best explanation is provided here and no dispensability thesis thereby offered an
adequate ground.

Two points, I think, should be made. The first is that cosmologists who would be
mistakenly granted such an inference and such a thesis would de facto not be
arguing directly from cosmology to theology. The second is that, given the usual
and indeed prominent formulation of the anti-theistic pronouncement, the most
relevant or likely candidates to the role of Princess Margaret Premises (PMPs) both
fall short of the task. One cannot embark on the philosophical voyage from cos-
mology to anti-theism with such PMP baggage. Not only may one not argue directly
from cosmology to theology, but one may not argue by relying on an inference to
the best explanation and a dispensability thesis. This is not to say that there may not
be some other appropriate PMP baggage for the voyage, but I think it will be clear
from what follows that one may have serious doubts about any such possibility in a
situation of extra-disciplinary transgression of the kind we are considering here.

The crucial point of the anti-theistic argument is that since God plays no
theoretical role in our best cosmological explanation of the origin and existence of
the universe, we must dispense with God. Let us focus on the consequent of the
conditional. Suppose that, as a matter of general rule, the mere fact that we can do
something implies that we must do it, so that if we can dispense with God, we
should proceed without further ado. The generality of the principle or recom-
mendation is far from obvious. The converse certainly holds: We must be able to
do whatever is prescribed or deemed preferable, and the particular case where
elimination pure and simple is desirable may even seem paradigmatic. But the
inference from can to must is quite different because it presupposes that bringing
about X by way of an effective disposal thereby engenders a much preferable state
of affairs Y—in our case a desirable theoretical state of affairs in which we have
cured ourselves of any recourse to something we never needed in the first place,
i.e., the recourse to a prime mover, to a creator of the universe. In other words, we
have assumed that theism—or perhaps even creationism, through a literal reading
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of Genesis 1 1-19—is the option one chooses by default when no alternative
cosmological explanation is available. If we grant the presupposition that we are
better off, cosmologically speaking, without the problematic and incautious exis-
tence claim, it looks that, rather than a bona fide argument, we get at best an
overkill and at worst a rather trite observation. Either one is providing an oblit-
eration of the target with more force than required, as if no less than quantum
cosmology or the anthropic principle were needed to dispose of God, or one is
merely pointing to the uncontroversial fact that God appears nowhere in con-
temporary cosmological explanations: Neither in the theory of quantum processes
favored by Krauss and Hawking, nor in the theory of vacuum structures favored by
Susskind.

In other words, under such an unsatisfactory formulation of the anti-theistic
“argument”, we are left with the uncomfortable impression that if the referent of the
word “God”, or of any suitably co-referential expression such as “prime mover”,
did (as it were per impossibile) play a theoretical role in our best cosmological
explanation, it would be easy to find a way of reformulating that (allegedly) best
explanation so that God (or a prime mover) would not play that role at all, and so
that, as a consequence, the formulation of the explanation would not have to
include an occurrence of the word “God” (or of any suitably co-referential
expression such as “prime mover”). On the other hand, it is not even the case that
we have some easy homework to do and that we may enjoy the excess of overkill
by way of a substantiated dispensability thesis because “God” is not part of the
vocabulary of the best cosmological explanation of the origin and existence of the
universe, nor is any other suitably co-referential expression such as “prime mover”.

Cosmologists who claim, either explicitly or implicitly, that they have a direct
argument against theism are particularly unclear on this point. They may be
claiming that something within cosmology plays the very same role that God plays
in a theological account of the origins of the universe, but does a much better job
(and indeed the best job) because it can explain creation out of nothing in a
scientifically respectable way. Hawking and Mlodinow, for instance, remark that
since quantum cosmology can explain the existence of many universes naturalis-
tically, “[t]heir creation does not require the intervention of some supernatural
being or god” (Hawking and Mlodinow 2011, pp. 8-9). The parallel is miscon-
ceived: Theology is not in any sense putting forward an explanation of how the
universe “arise[s] naturally from physical law” or, for that matter, from any natural
law—except perhaps in the derived sense that God is the free creator of natural
laws, in which case we are back to square one since laws of nature would then
result from a supernatural intervention. In any event, the universe, conceived as
God’s creation, is not the object of a prediction justified by anything one could
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invest with the name of “theological science”. (The very same remark applies to
god with the dismissive lower case “g” in its name—or to some particular divinity
of any given polytheistic system—and a set of more than one created universe, i.e.,
a multiverse.) In other words, nothing in cosmology plays the very same role that
the prime mover plays in theology. So, a fortiori, no inference to the best cos-
mological explanation—or to a better one than the theological or philosophical
explanation—may come into play that would serve as a ground on which to justify
the claim that the theoretical role God plays in a theological explanation is a
dispensable one. There is nothing to dispense with in the first place because we are
not in a situation where a theory 71 gives a better explanation than a theory 72. We
are in a situation where 71 gives an explanation of the origin and existence of the
universe from nothing in terms of natural law, and 72 gives a non-naturalistic
account of the same thing in terms of divine intervention ex nihilo so that 71 and
T2 are incommensurable with respect to explanation.* The point here is that the
idea that naturalistic explanations are genuine explanations and that theological or
philosophical “explanations” are pseudo-explanations, uninformative narrations
and therefore no explanations at all, precludes the very possibility of a dispens-
ability thesis being justified by an inference to a better explanation. “Better” misses
the point: Since a naturalistic explanation such as the one favored by Hawking may
not be compared to a theological account of creation couched in terms of divine
intervention, there is indeed an unbridgeable gap in any “argument” from pre-
dictive power—as part of an inference to the best cosmological explanation—to
the negative pronouncement with respect to God’s existence.

Susskind, on the other hand, is careful enough to acknowledge a distinction in
kind between the claim that philosophical conclusions may be derived from the

“We are neither in a case of intra-disciplinary transgression, nor in a case of interdisciplinary
transgression, but, as remarked earlier, in a putative case of extra-disciplinary transgression.
Guralp’s three-fold distinction serves another purpose in his paper. He resorts to it to
distinguish between (i) grand unified theories of elementary particles interactions being
applied to cosmology, (ii) the implementation of Bayesian methods in cosmology, and
(iii) the justification of philosophical and theological conclusions on the basis of
cosmological results. I am using it here to stress that contemporary cosmology is neither
(i) rejecting creation ex nihilo or divine intervention from within as an unworkable though
genuine cosmological hypothesis, nor (ii) as a hypothesis coming from another scientific
discipline that cannot be successfully integrated into current cosmology. In the
extra-disciplinary case we are considering, the two disciplines (cosmology and theology,
or cosmology and philosophy) do not even share theoretical terms so that the
extra-disciplinary transgression may not be carried out.
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anthropic principle and the cosmological data about vacuum structures when he
remarks that

[w]e can argue the philosophical merits of the anthropic principle but we can’t argue
with quantitative information about the number of vacua with each particular property
such as the cosmological constant, Higgs mass or fine structure constant (Susskind
2007, p. 262, emphases added).

Why can we argue with the conclusion and not with the premises? Presumably
because philosophical or theological claims and scientific claims, either positive or
negative, are not on a par, at least as far as inference to the best cosmological
explanation is concerned, and if they are not, then a fortiori nothing within cos-
mology may play the role that God as a prime mover plays in theology, and nothing
in theology may play the role that the anthropic principle plays in cosmology. For
the very same reason, it is equally pointless to remark—turning now to quantum
cosmology—that

[...] if the quantum properties of matter and radiation end up endowing even an
infinitesimally small region of empty space with energy at very early times, this
region can grow to be arbitrarily large and arbitrarily flat. When the inflation is over,
one can end up with a universe full of stuff (matter and radiation), and the total
Newtonian gravitational energy of that stuff will be as close as one can ever imagine
to zero [...] A universe from Nothing [...] indeed (Krauss 2012, p. 104).

Notice just how far we are from creation ex nihilo, i.e., creation from nothing,
creation from non-being ab initio. Quantum properties of matter and radiation do
not and indeed cannot amount to nothing; this is not because one would define
“nothing” as one chooses, @ la Humpty-Dumpty, so that “nothing” ends up never
being “any of the versions of nothing that scientists currently describe” (Krauss
2012, pp. xiii—xiv). Krauss’s irritated complaint is inappropriate. The point is that
any descriptive version of nothing turns nothing into something.

Because of the independence and autonomy of the disciplines, no PMPs are
available that would help us to work out a bona fide argument with a scientific
principle such as the anthropic principle, or some relevant quantitative information,
among the premises, and an anti-theistic philosophical or theological claim as a
conclusion.

It will nevertheless be instructive to consider some specific details of the failure.
One way to do this is to consider converse arguments in favor of indispensability
theses based on inferences to the best explanation. Advocates of such arguments
hold that we must accept whatever objects we quantify over in a scientific dis-
course delivering a best explanation because of these objects’ ineliminable theo-
retical role. Unless we are able to show how to dispense with such roles, we must,
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however reluctantly, accept the objects that play them. It is also remarked in
connection with the issue of theoretical role that these objects appear in the course
of values of the variables bound by the objectual existential quantifiers occurring in
the language of the regimented theory offering the best explanation, so that, unless
we are able to provide an alternative formulation of the regimented theory, we must
accept them in our ontology, qua values of the bound variables. The epistemo-
logical issue of theoretical role and the logico-linguistic issue of the binding of
variables connect in the following way: Bound variables are part of the apparatus
which exhibits the logical form of the sentences of the theory we must hold to be
true, but it is the theoretical role of these values that takes responsibility for the
ontological commitment.

A difficulty emerges from the idea that our ontological commitments are sen-
sitive to considerations of indispensability and explanatory force in the case of the
(alleged) undermining of the theological account of the origin of the universe.
According to this conception of the way arguments pro and con theism interact, the
view that God is the transcendent creator of the universe is inextricably linked to
the view that God is part of our ontology. But God, for the theist, is not in any way
part of our ontology. The prime mover may not be counted as part of “the furniture
of the world” (to use a familiar phrase). The God of theism is indeed transcendent
to the world and to whatever “furniture” it may “contain”, in particular to what
cosmology claims it contains (e.g., dark energy). One may not use Quine’s cri-
terion of ontological commitment according to which to be is to be the value of a
bound variable and argue that there are “modes of existence” to solve the difficulty:
Immanent existence for whatever is needed for the cosmological account of the
origin and existence of the universe, and transcendent existence for theology’s
prime mover. The distinction between what belongs to the natural world and what
is transcendent to it is invidious indeed as far as the criterion is concerned. So we
are in a situation exhibiting a very strong disparity between the cosmology case
and the theology case precisely because it is believed (mistakenly) that the con-
troversial existence claim may be refuted by way of an inference to the best
scientific explanation. The strong disparity emerging from the contention that a
best explanation grounds an indispensability claim with respect to, say, dark en-
ergy and, by parity, a dispensability claim with respect to God as a prime mover
working ex nihilo, amounts to this: Matter and radiation are both part of the
ontology of cosmology and of the furniture of the world just in case cosmology
says truly that the world came to existence because of an inflation, whereas God is
part of the ontology of theology but not part of the furniture of the world just in
case theology says truly that a transcendent God created the world ex nihilo.
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One may wish to insist at this point that the prospect of proving the existence of
a transcendent God has weakened considerably from within the confines of phi-
losophy anyway, quite independently of cosmological results established within
the confines of natural science, namely because of Kantian considerations firmly
rooted in philosophical ground, so that cosmological considerations of a philo-
sophical nature—as opposed to the scientific cosmological considerations we have
been considering so far—are now ruled out from the start as far as the existence of
God is concerned.’

Immanuel Kant’s crucial point against the argument for the unconditioned
existence of a first cause of the origin of the universe is that it relies on the
ontological argument, which must be rejected (Kant 1965 [1781], B634). The
Kantian attack on the cosmological argument builds on the idea that the conclusion
to the effect that a necessary prime mover exists must be construed as the claim that
a prime mover whose non-existence is impossible (in the sense that the denial of its
existence is “absolutely inconceivable”) exists as a matter of logical necessity
(Kant 1965 [1781], B621). The ontological argument’s basic contention is that we
would be contradicting ourselves in denying the existence of God. Nothing, Kant
remarks in this respect, may be determined to exist by virtue of its very concept
involving necessary existence. In other words, no being is logically necessary, so
that “God is a necessary being” may not be read or understood as meaning “The
proposition ‘God exists’ is logically necessary”. Kant’s insight that existence is not
a “determining” predicate on a par with other non-logical predicates is fully
articulated in Gottlob Frege’s claim that existence is a second-level predicate that
may be assigned to first-level concepts and not to individual objects, and thus not,
e.g., to God. Existence is thus not a first-order property of individuals but a
second-order property of concepts (see Frege 1950 [1884], § 53). Frege’s dis-
tinction solves the problem at the heart of the cosmological argument rejected by
Kant in a most radical way: The proposition “Anything that has property X also has

SNote nevertheless that Richard Swinburne has proposed an Inductive Cosmological
Argument (Swinburne 1979) that appeals to an inference to the best explanation whose role
is to increase the probability of the conclusion “God exists”. Swinburne considers theism to
be the best explanation of the complexity of the universe, ruling out humanism and
materialism as unlikely candidates. “Explanation” in this context, directly appeals to God’s
intentions and actions. The idea that an explanation of the origin and existence of the
universe is complete (and therefore the best) only insofar as the intentions and actions of a
conscious agent are taken into consideration presupposes that God is the uncaused cause of
the universe, acting from without. The Swinburnian theistic explanation, allegedly being
better for not letting the existence of the universe amount to a brute fact (something Hawking
is not guilty of), illustrates the disparity just mentioned.
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the property of existing” may not be expressed at all because existence is not a
property we assign to objects. So we are not, despite appearances, ascribing the real
property of existence to the unique object falling under the concept GOD when we
claim that God exists. Existence is not, pace Saint Anselm, an additional property
we attribute to God, so that a being having all of God’s properties minus existence
would be less perfect than Him.

Although God does play a theoretical role, qua prime mover, as the referent of
the word “God” in a theological account of the origin and existence of the universe,
the referent of the expression “being whose non-existence is impossible” may not
play that role, because of the deductive failure diagnosed by Kant. Kant’s insight
and Frege’s construal of existence as a second-order property of concepts thus
seem to offer strong reasons to conclude that God, conceived as a being whose
existence it would be contradictory to deny, may not as a matter of fact play any
part in a theological explanation of the existence and origin of the universe. So
even if, as it were per impossibile, one could argue from scientific cosmological
results and principles to a denial of God’s existence with the PMP baggage we
have previously considered (and rejected as inefficient), the negative conclusion to
be justified, i.e., “God does not exist” couldn’t be cashed out as the denial that an
uncaused cause of the origin and existence of the universe, i.e., a prime mover,
necessarily exists. It seems that there are stronger reasons to deny this claim so that
the very idea of a justification of the interdisciplinary transgression via a dis-
pensability claim applied to the particular case of God as prime mover is threatened
by purely philosophical considerations of a Kantian nature. No matter how hard we
squeeze, we don’t seem to get any philosophical or theological juice from current
cosmology with the help of an inference to a best explanation and a dispensability
claim as PMPs.

I now want to offer some concluding remarks concerning another argument
related to the one we have considered so far. The argument is proposed by Krauss
and Scherrer and is based on the remark that,

[...] as we extrapolate the current ACDM universe forward in time, all evidence of
the Hubble expansion will disappear, so that observers in our ‘island universe’ will be
fundamentally incapable of determining the true nature of the universe, including the
existence of the highly dominant vacuum energy, the existence of the CMBR, and the
primordial origin of light elements. With these pillars of the modern Big Bang gone,
this epoch will mark the end of cosmology and the return of a static universe (Krauss
and Scherrer 2007, p. 1545).6

°In the ACDM cosmological model, A is the cosmological constant introduced by Einstein
to allow the gravitational field equations to predict a stable universe and “CDM” stands for
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Given the effects of the dark energy at the origin of the universe,

[o]bservers when the universe was an order of magnitude younger would not have
been able to discern any effects of dark energy on the expansion, and observers when
the universe is more than an order of magnitude older will be hard pressed to know
that they live in an expanding universe at all, or that the expansion is dominated by
dark energy. By the time the longest lived main sequence stars are nearing the end of
their lives, for all intents and purposes, the universe will appear static, and all evi-
dence that now forms the basis of our current understanding of cosmology will have
disappeared (Krauss and Scherrer 2007, pp. 1549-1550).

The philosophical claim one is now grounding on cosmology is that we know now
that (i) we would not have been able earlier to recover any dark energy related
evidence to the effect that we are living in an expanding universe, and that (ii) we
will not be able to recover that very same dark energy related evidence at a later
time. In other words, we know at time #, that we would have falsely believed in the
static nature of the universe at time 7—; and that we would falsely believe the very
same thing in the future at #,; had we not been lucky enough to gather at #, the
evidence that we have indeed gathered. We know now that, just because the
universe expands, future observers will not be able to receive light from galaxies of
the universe, so that our best observational and theoretical tools give us reason to
believe that although the universe will appear static to us, it will as a matter of fact
continue to expand. This, it seems to me, provides a genuine philosophical puzzle
that does not rely on any pernicious ambiguity in the use of the word “cosmology”
in the first quote: The “end of cosmology” might mean either the very end of that
scientific enterprise, along with the ontological commitments pertaining to it, or the
end of the cosmological data and events that are still accessible today but will not
be in the future due to the static appearance of the universe.

To know with that degree of certainty that nothing we may think of today may
tell us how we might ground the cosmological beliefs we nevertheless know will
be true in the future independently of anything that will be then available to us to
justify such beliefs—that present knowledge of a lack of a basis for our future
knowledge certainly is food for philosophical thought. One should indeed like to
reveal the unexpected premises and consequences of such a philosophical position
when it is informed by established cosmological results.

(Footnote 6 continued)

cold dark matter. A is interpreted in current astro-particle physics as referring to a vacuum
energy density. “CMBR” stands for cosmic microwave background radiation. I am indebted
to Guralp’s paper for both quotation and explanation.
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Part Il
Radical Transgression of Boundaries
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Abstract

In this paper, I argue that scientific disciplines are not natural kinds; rather their
boundaries and limits are the result of contingent, historical processes. In his
inductive philosophy, the Cambridge-based, influential polymath William
Whewell depicted scientific fields as each referring to one definite object, based
on one particular principle and largely independent from the rest of disciplines.
This static portrait of the division of science contrasts with the history of the
configuration of disciplines in the old English university during the second half
of the nineteenth century. Taking the career of the physicist Joseph John
Thomson as a case study, I describe the process by which physics became
institutionally distinct from chemistry, in spite of his constant attempts to create
a large department for what he called the “physical sciences”, which would
include physics, chemistry and engineering. Moreover, his interest in spiritu-
alism strengthened his views on the unity of all science and the continuity
between different “provinces of knowledge”. Interestingly, this unity was
instrumental in his work on electrical discharge in gases and the eventual
discovery of the electron. Thus, I argue that the boundaries between disciplines
should be readily transgressed, following the circulation of knowledge, methods
and principles before such boundaries actually crystallized.
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English nineteenth-century rhetoric of science is replete with metaphors related to
imperial terminology. Knowledge is often depicted as a territory to be explored,
fenced and colonized by adventurers at the service of the empire. In analogy to
campaigns overseas, science would progress from the known to the unknown by
charting territories (natural history), securing strategic points (inducing first prin-
ciples), and extending a network of power (deducing consequences from such first
principles). Furthermore, the chart of knowledge was to be split into clearly
delimited fields or disciplines, based on their natural objects, similar to the division
of overseas dominions on the grounds of geographical boundaries, natural
resources or ancient tribal territories.

This rhetoric was highly present in the writings of William Whewell (1794—
1866), a very influential figure in the reforms that took place in the division of
knowledge in Cambridge in the early nineteenth century. Often referred to as a
polymath, Whewell was a key figure in reforming the curricula and organization of
knowledge in Cambridge and, from there, to Victorian Britain. His philosophy
partly materialized in the implementation of the new “triposes”, the exams that
configured the pedagogical itineraries in the old university.1

Whewell’s philosophy of science took his history of science as its foundational
stone. The History of the Inductive Sciences was published in 1837, 3 years before
he published the first edition of his The Philosophy of the Inductive Sciences,
Founded Upon Their History (Whewell 1840), as a way to demonstrate that his
inductive philosophy for the sciences was grounded on the very history of each and
every science. Using imperial analogies, he warns the reader that in the task of
developing his philosophy of science,

I shall take, as a chart of the country before me, by which my course is to be guided,
the scheme of the sciences which I was led to form by travelling over the history of
each in order (Whewell 1840, vol. 1, p. 79).

Thus, the History serves the purpose of classifying the initially wild territory of
knowledge.

In the first edition of the Philosophy, we find a table with the classification
shown in Fig. 1. This “Classification of Sciences must result from the considera-
tion of their nature and contents” which his History has revealed. His classification
depends on “the Ideas which each science involves”, where “Ideas regulate and
connect the facts, and are the foundations of the reasoning, in each science”
(Whewell 1840, vol. 2, p. 278). His inductive philosophy highlights the importance

ISee especially Warwick (2003). On Whewell, see Yeo (1993), Fisch and Schaffer (1991),
and Snyder (2006).
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CLASSIFICATION OF SCIENCES.
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Fig. 1 The classification of sciences in William Whewell’s the philosophy of inductive

sciences (Whewell 1840, vol. 2, p. 281)
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of the foundational ideas of each science, ideas that constitute the basis for the
further development of every field. Indeed,

[...] their progress depends upon the distinctness of certain fundamental ideas; and
[...] these ideas being first clearly brought into view by the genius of great discov-
erers, become afterwards the inheritance of all who thoroughly acquire the knowledge
which is thus made accessible (Whewell 1838, p. 20).

Thus, every single science, every discipline, is delimited and distinct from any
other due to its foundation on one particular idea.

Just to mention a few, geometry would be founded on the idea of space,
dynamics on matter, chemistry on affinity, biology on organization or psychology
on emotion. The point I want to stress here is that, for Whewell, as for many other
philosophers and practitioners of science after him, the sciences are naturally
organized in separate fields of study. Certainly, many contemporary historians of
science have shown that the emergence of particular fields or disciplines is always
a historically contingent process. But even in that case, there seems to be a nat-
uralization after the event; i.e., an implicit endorsement that the separation between
scientific fields is here to stay and that all we can aspire to is attempts of inter-,
trans- or cross-disciplinarity.

Drawing from my expertise on late-nineteenth-century British science, I want to
argue that the history of science can shed light on the ways historical actors have
tried to build bridges between separate fields of study in the past or, on the other
hand, how certain fields have split and turned into separate disciplines. My case
study will be the early career of Joseph John (J.J.) Thomson (1856-1940), a
Cambridge physicist, whose career partly shows the frustrations generated by an
increasingly divided territory of the sciences and the generation of more and more
specialized fields, disciplines, and departments.

In the first section, I shall consider Thomson’s attitude towards the distinction
between physics and chemistry and his (unsuccessful) political moves to create a
large department of the Physical Sciences in the University of Cambridge that
would include both physics and chemistry. As we shall see, his attempts to erase
the institutional gap between these neighboring fields of knowledge were guided
by the idea that physics was the science that had achieved maturity and which other
sciences had to imitate. Chemistry would, in this framework, be on the right track
to become an adult science and, therefore, potentially subsumed into the broader
category of The Physical Sciences. This territorial imperialism of physics was also
present in the blurred limits between materialism and spiritualism that we find in
Thomson’s career and that of many of his contemporaries.
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In the second section, we shall come across the status quo of spiritualism as a
legitimate field of study within the physical sciences and not as a topic in the
fringes of science only fit for mystics and charlatans. The episode will reveal that
keeping a dogmatic limit between what may and may not be the subject of sci-
entific study is not necessarily the most scientific attitude. Although the line taken
by Victorian physicists did not take them very far, it certainly did encourage
attention to some of the phenomena treated by early psychology.

In the third section, we shall step onto the metaphysics of matter. Thomson’s
career took place at the time quantum physics was emerging. Classical notions of
causality, rationality or observation, just to mention a few, were seriously chal-
lenged and reformulated. If we follow a Kuhnian pattern, the old worldview had to
be abandoned in order to embrace the new paradigm. We shall see that those
scientists of the old generation who, like Thomson, refused to accept the quantum
worldview did so not in spite of the evidence against the old physics but in order to
preserve their epistemology. In this third section, I shall argue for pluralism in the
sciences and the benefits of preserving old explanatory tools in modern science.

1 Physics, Chemistry and the Physical Sciences

A tourist visiting Cambridge will most likely be shown the old building of the
Cavendish Laboratory on Free School Lane. The guide will talk about James
Maxwell and the early days of the laboratory and then turn to two plaques on the
fagade: One commemorating the discovery of the electron in 1897 by J.J. Thomson,
the other the elucidation of the helix structure of DNA by James Watson and Francis
Crick in 1953. The knowledgeable tourist may ask why it was that DNA, a biological
structure, was unraveled in a physics laboratory and not in the biology department, to
which the guide will probably answer that the structure of DNA was the outcome of a
long tradition in crystallography, thus cancelling the disciplinary doubts of the
visitor. It is unlikely, however, that anybody questions the legitimacy of the
Cavendish to host the discovery of the electron since the first elementary particle is,
obviously, a topic for physicists.

In this section, we shall have a look at the career of J.J. Thomson leading to his
finding of electrons and argue that his project was not an exclusively physical one
but included much of what people at the time considered to belong to the chemical
realm. In preparation, however, let us continue the tour on Free School Lane. At
the end of the street, the guide may point at the building on the corner with
Downing Street where the old Chemistry Department lies. Built in 1888, more than
a decade after the inauguration of the Cavendish, this building symbolized the
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separation between physics and chemistry in the architecture of the university,
destroying the dreams of Thomson and others to create a big department of
physical sciences that would include chemistry. In 1894, his hope for merging both
fields of research under the same umbrella was not over. In his lecture at the British
Association for the Advancement of Science he used the following metaphor:

The work of chemists and physicists may be compared to that of two sets of engineers
boring a tunnel from opposite ends—they have not yet met, but they have got so near
that they can hear the sounds of each other’s advances (Thomson 1894, p. 493).

If we follow this metaphor in our touristic visit, we might be tempted to explore the
space between both buildings, only to find out that the dreamt-of connection
between both departments was filled, in the early twentieth century, not by a tunnel
or a passage-way but by a third department: That of physical chemistry. Special-
ization won the battle against those hoping for more inclusive departmental
umbrellas.

In 1909, Thomson would complain that the search for the unity of science was
threatened by the ongoing specialization of young students, which

[...] injures the student by depriving him of adequate literary culture, while when it
extends, as it often does, to specialization in one or two branches of science, it retards
the progress of science by tending to isolate one science from another. The bound-
aries between the sciences are arbitrary, and tend to disappear as science progresses.
The principles of one science often find most striking and suggestive illustrations in
the phenomena of another (Thomson 1910, p. 4).

This view of the arbitrariness of boundaries was manifested in the way that he
directed the Cavendish in the first years of his tenure.

To what extent did this process relate to Whewell’s earlier ideas on the essential
distinction between areas of knowledge? And how did Thomson understand this
separation? To answer these questions we need to take into account that, in Vic-
torian Cambridge, the big separation was between mathematics and the natural
sciences, and that most parts of physics were included in the former. Together with
territorial metaphors, the other image that Whewell used was that of adult and
under-aged sciences. The former would be those that had succeeded in the
inductive process of finding their first principles from which to deduce all related
phenomena. The latter were those sciences still engaged in their inductive process,
i.e., in finding the very first principles from which to work mathematically or
logically. Certainly, chemistry was still in the under-age stage of its development,
while most physical topics had already achieved maturity: The last to do so,
electricity and magnetism through the work of Maxwell. Thus, when Thomson was
hoping to embrace chemistry within the big umbrella of the physical sciences, he
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was not saying chemistry was essentially the same but that it was in the verge of
acquiring adulthood by the formulation of chemical principles in mechanical and
dynamical terms, as Maxwell had done with electromagnetism.

Let us have a look at the steps J.J. Thomson took in his early career that may
help us illustrate his Unitarian idea of the physical sciences. Graduating as second
wrangler in 1880 in the Cambridge Mathematical Tripos, Thomson was, in prin-
ciple, the perfect product of the wrangler system: One that trained physicists as
applied mathematicians, never having any contact with experimental science. His
skills as an applied mathematician were revealed when he won, in 1882, the
prestigious Adams Prize. The subject for that year was “an investigation of the
action of two vortex rings on each other”, and it was typical of the Cambridge of
the day. The question of vortex rings had been present among mathematicians and
physicists since 1867, when William Thomson had suggested an atomic model in
which atoms could be represented as vortex rings in the ether. Certainly, by
1882 W. Thomson had given up this cosmological idea, but the topic remained of
interest to mathematicians. Most of the papers on vortex theory were published in
journals of mathematics, not physical journals, because it was regarded as a most
interesting mathematical problem. Not only hydrodynamics was involved, but also
the new area of the topology of knots (Kragh 2002, p. 46).

In this situation, the 1882 Adams Prize was intended mainly as an exercise with
a purely mathematical interest, but J.J. Thomson managed to broaden the question
and to turn the problem of the stability of two vortex rings into an all-embracing
theory of matter, thus giving a revival to the group of Victorian physicists who
were involved in developing the idea of vortex atoms. In his words, an atomic
theory based on the behavior of vortex rings

[...] has & priori very strong recommendations in its favour. For the vortex ring
obviously possesses many of the qualities which a molecule that is to form the basis
of a dynamical theory of gases must possess. It is indestructible and indivisible; the
strength of the vortex ring and the volume of liquid composing it remain for ever
unaltered; and if any vortex ring be knotted, or if two vortex rings be linked together
in any way, they will retain for ever the same kind of be-knottedness or linking. These
properties seem to furnish us with good materials for explaining the durable qualities
of the molecule (Thomson 1883a, p. 1).

“On Vortex Rings” reveals in its last section that all these calculations “would
enable us to work out a complete dynamical theory of gases” (Thomson 1883a,
p. 51). Atoms could thus be represented in terms of these vortex rings in a fluid,
and he concluded that there could be stable combinations of up to six such rings.
This is completely in agreement with the possible valences of most elements, and
he was led to speculate as follows: “The atoms of the different chemical elements
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are made up of vortex rings all of the same strength, but some of these elements
consist of only one of these rings, others of two of the rings linked together, others
of three, and so on”, which meant that “each vortex ring in the atom would
correspond to a unit of affinity in the chemical theory of quantivalence” (Thomson
1883a, p. 54). In this model, the mass of the atoms ceases to be their fundamental
characteristic and their chemical affinity assumes such a role. This shows that
Thomson was very much interested in chemical combinations of elements and
substances as a way to better understand the foundations and the constitution of
matter.

The essay on vortex rings is, I think, revealing about the way in which Thomson
approached chemistry. Physical chemistry was, at the time, an emerging field
interested in explaining the physical mechanisms of the chemical processes; that is,
in getting rid of affinities as some sort of force that was different from mechanical
forces. That Thomson was trying to reduce chemistry to physics was evident to
those who read the essay in Cambridge. G.H. (George Howard) Darwin, the
professor of astronomy, would congratulate Thomson for winning the Adams Prize
in the following terms:

The problems you have solved are of amazing difficulty, and the results of the greatest
interest. May you go on and discover a true dynamical theory of chemistry.”

Nevertheless this aim was not exclusive to Thomson. In 1885, for instance, G.F.
(George Francis) FitzGerald would correspond with Thomson while trying to
develop a model of the electromagnetic ether, saying:

I thought it possible that electrical forces might be explained by these general effects
of vortices & c. and that chemical forces might be due partly to these and partly to
actions produced by the distortions of the vortices. For though chemical and electrical
forces are due to like causes nevertheless chemical action is of a much higher order of
complexity than simpler electrical actions.’

With this essay as his only major work, Thomson was appointed professor of
experimental physics and director of the Cavendish Laboratory in 1884. By then,
not only was he a young and quite inexperienced second wrangler, but the labo-
ratory also was a recently created institution with no clear role in the University of
Cambridge.4 The origins of the Cavendish Laboratory show a tension in the role of

2G.H. Darwin to J.J. Thomson, 25 January 1883, Cambridge University Library Manuscripts
(CUL), Add. 7654, D4.

3G.F. FitzGerald to J.J. Thomson, 1 January 1885, CUL, Add. 7654, F15.
“For a history of the first years of the Cavendish Laboratory, see Kim (2002).
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a university laboratory in Cambridge. While Germany and France had discovered
the benefits of large-scale research centers that were closely related to the uni-
versities, Cambridge was perhaps one of the last major academic institutions in
Britain to accept the new role of research in the context of a university (see
Sviedrys 1976; Gooday 1990). Especially in Cambridge, where physics was
understood in terms of mathematical expertise, the laboratory could only be
understood as a place in which to incarnate such mathematical precision (see
Schaffer 1992).

In the first years of Thomson’s directorship, the laboratory saw a number of
changes. Partly due to his lack of experience, but partly also because of a lack of
any experimental tradition in Cambridge, the Cavendish developed a
“laissez-faire” policy. It is commonplace to say that there was no such thing as a
Cavendish school before 1895, but that it became a place in which individual
scientists were allowed to develop their own projects. There are four reasons why
this policy developed under Thomson’s guidance: (i) his lack of manual skill;
(ii) his fertile imagination which prevented him from confining himself to routine
experiments; (iii) his preference for visual rather than metrical approximations; and
(iv) his preference for qualitative rather than exact results (see Falconer 1989,
p. 108).

This laissez-faire policy can also be understood, however, as the result of a
particular idea of the way that the sciences evolve, and not as a consequence of the
young Thomson’s lack of a program. Proof of that is the fact that Thomson did
have a project of his own, with both a theoretical and an experimental side to it.
After his work for the Adams Prize, Thomson undertook a study of the phenomena
of electrical discharge through gases, which eventually led him to the discovery of
the electron. It is interesting that Thomson dedicated himself to such a topic: From
an experimental point of view, it was the field mainly of amateur scientists and it
did not involve the precision and accuracy needed for it to be thought of as a
serious Cambridge science. This did not bother Thomson, for he never thought
these were the most relevant characteristics of experimental science. He was not
interested in quantitative precision, or in a close match between theory and ex-
periment, being satisfied with a rough qualitative comparison (Falconer 1989,
p- 107). But, from a theoretical point of view, he was convinced that the apparently
catastrophic phenomena occurring in the gases in discharge tubes would prove to
be relevant to an explanation of a very fundamental issue: That of the interaction of
electricity with matter, and thus to a better understanding of the nature of both
substances. As a matter of fact, Maxwell had written in his Treatise a decade earlier
that
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[...] these, and many other phenomena of electrical discharge, are exceedingly
important, and when they are better understood they will probably throw great light
on the nature of electricity as well as on the nature of gases and the pervading space.
At present, however, they must be considered as outside the domain of the mathe-
matical theory of electricity (Maxwell 1891, p. 61).

His research on the behavior of electric discharge in tubes had a physical as well as
a chemical side to it. From his early days as a schoolboy in Manchester, Thomson
was fascinated by the problems of chemical combination and chemical structure
(see Chayut 1991, p. 528). Electrolysis was the model that he used to account for
the phenomena he observed in the discharge tubes. The different mental
mechanical models that he proposed in the period prior to 1897 had in common
electrolysis as a heuristic tool. The major point was that molecules in the gas split
to make the transfer of charge possible. Although the specific mental models that
Thomson proposed changed with time, the splitting of the molecules was a per-
manent characteristic, and this was an important concept that eventually led to the
speculation that electrons were the carriers of electricity in cathode rays. The
importance given to electrolysis can also be traced back to another suggestion of
Maxwell. In the Treatise, he stated that

[...] of all electrical phenomena electrolysis appears the most likely to furnish us with
a real insight into the true nature of the electric current, because we find currents of
ordinary matter and currents of electricity forming essential parts of the same phe-
nomenon (Maxwell 1891, p. 374).

When Thomson abandoned the vortex atoms as an explanatory tool, he imagined a
different ether-based structure, which he called Faraday tubes. With them he also
tried to account for the affinity of elements and the formation of molecules, con-
sistent with his idea of giving chemistry the status of a science dependent on
physical models. In a paper of 1895, affinity is understood as a consequence of the
way that Faraday tubes end in the atoms. The atoms are described in terms of
gyroscopic structures and the moment of momentum created by the interaction of a
Faraday tube with the vorticity and the momentum of the atom accounts for the
existence of ions with a greater affinity to some atoms than to others. The gyro-
scopic structures would account for the electrochemical behavior of atoms, and
would reappear in his atomic model in the early 1900s to explain the role of
corpuscles in the atom. In this way, chemical behavior could be explained in terms
of physical mechanisms and not simply as the result of electrical forces. As an
example, Thomson points to the apparent asymmetry in the bond between
hydrogen and chlorine: A negatively electrified hydrogen atom and a positive
chlorine atom will experience less attractive force than a positive hydrogen atom
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and a negative chlorine atom, although the electrostatic force would be the same.
This is what Thomson meant when he said that “when charged atoms are close
together, there may be forces partly electrical, partly chemical, in their origin in
addition to those expressed by the ordinary laws of electrostatics” (Thomson 1895,
p- 518). In his 1904 book Electricity and Matter, a compilation of a series of
lectures given at the University of Yale in 1903, Thomson regrets that even though
the idea that the chemical forces are of electrical origin has many supporters
(Berzelius, Davy, Faraday, Helmholtz), “chemists seem, however, to have made
but little use of this idea, having apparently found the conception of ‘bonds of
affinity’ more fruitful” (Thomson, 1904, p. 133).

A last example of his constant interest in chemical affinity can be taken from a
long paper published in 1914, “Forces between Atoms and Chemical Affinity”. In
it, Thomson studies the electrical forces of neutral atoms, assuming that these can
be understood as electrical doublets due to the arrangement and the mobility of the
negatively charged corpuscles in the positive electricity of the atom. From this
asymmetry, the forces between atoms in one molecule as well as the intermolecular
forces can be accounted for. In this model, the mobility of the corpuscles is
important, since an atom with mobile corpuscles is more flexible in arranging its
charges and, thus, forming molecules with other atoms, than that with fixed cor-
puscles. The latter would be saturated atoms. In agreement with what is seen in
Mendeleev’s table, the number of free corpuscles in an atom ranges from O to 8;
and “when the number reaches 8 the ring is so stable that the corpuscles are no
longer mobile and the atom is so to speak self-saturated” (Thomson 1914, p. 781).
The way to saturate an atom with free corpuscles is, in his view, the following.
When an atom is free, the tubes of force of every corpuscle end in the positive
charge of the atom. The mobile corpuscle “will not be fixed unless the tube of force
at its end is anchored to something not in the atom, i.e. it must end on another
atom” (Thomson 1914, p. 782). The valency of an atom is, thus, related to the
tubes of force originating in the free corpuscles and going out of the atom.

Thomson’s engagement with physics and chemistry as part of a unitarian goal
had his reward in 1923. In a visit to the US organized by the Franklin Institute in
Philadelphia, Thomson was received by Irving Langmuir, Gilbert Lewis and others
as a founding father of physical chemistry. The reason for that was that by
explaining electrical phenomena in terms of electrons, Thomson had triggered the
study of the inner composition of the atom as well as the role this composition had
in the intricacies of chemical bonding. The electron was, by that time, the patri-
mony of both physicists and chemists along the lines of Thomson’s unitarian
project.
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2 Matter, Spirits and the Boundaries
of the Sciences

Ordinary material systems must be connected with invisible systems which possess
mass whenever the material systems contain electrical charges. If we regard all matter
as satisfying this condition we are led to the conclusion that the invisible universe—
the ether—is to a large extent the workshop of the material universe, and that the
phenomena of nature as we see them are fabrics woven in the looms of this unseen
universe (Thomson 1907a, p. 21).

This is J.J. Thomson at the end of a public lecture in Manchester, in November
1907, in which he argued that the latest discoveries in electricity proved a deep
metaphysical unity in the world, one that stemmed from the real existence of the
ether and from the fact that all phenomena in Nature were a result of matter in
movement. Two analogies permeate the rhetoric of this lecture: The machine-like
fabric of the world, and the existence of an unseen universe that keeps that machine
in productive movement. The first comparison is only natural at the center of
British manufacturing industry. The latter resonates with a best-seller by Peter
Guthrie Tait and Balfour Stewart who had argued for a strong link between the
science of energy and the existence of spirits and their action in the visible
universe.

This mention of an unseen universe is not an isolated occurrence. In his
autobiography, J.J. felt the need to write one full chapter, albeit the shortest, on
psychic research, a topic to which he had devoted intellectual attention and
political support, especially through his membership of the Society of Psychical
Research (SPR), of which he was even vice-president for some time. His interest
on psychic research may be traced back to his youth, to his pre-Cambridge years.
The mixture of smoke and humidity that permeated the atmosphere in industrial
Manchester is a compelling image of one important aspect in the worldview of
Victorian scientists: The world of matter was equally permeated by an entity—the
ether—which was a major seat of energy and interactions, and the medium for the
transmission of light. The ether was supposed to be weightless but, at the same
time, rigid enough to transmit light waves. The question about the relationship
between ordinary matter and ether, between matter and energy, was at its specu-
lative peak in the second half of the nineteenth century, giving the ether some
elements of science fiction among the educated public. Science made its existence
necessary; its characteristics made it open to mystery and to all manner of
speculation.
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Balfour Stewart, a physicist in Manchester who happened to teach J.J. Thomson
in junior school, used this cosmological idea to write, in 1875, together with the
also physicist Peter Guthrie Tait, a bestseller on natural theology, called The
Unseen Universe (Stewart and Tait 1875). Taking ether as the ultimate reality in
Nature, Tait and Stewart tried to prove the immortality of the soul and the possible
existence of many spiritual entities. The main idea was that the world as we know
it, the “visible universe” as they put it, was only a minor part, contingent and finite
in time, of a greater universe, the unseen universe, which would include all created
things:

We maintain that the visible universe—that is to say the universe of atoms—must
have had its origin in time, and that while THE UNIVERSE is, in its widest sense,
both eternal and infinite, the universe of atoms certainly cannot have existed from all
eternity (Stewart and Tait 1875, p. 9).

In this context, the atoms of matter would be a transient entity:

We are not led to assert the eternity of stuff or matter, for that would denote an
unauthorised application to the invisible universe of the experimental law of the
conservation of matter which belongs entirely to the present system of things (Stewart
and Tait 1875, p. vii);

or, to put it more bluntly,

[...] it appears no less false to pronounce eternal that aggregation we call the atom,
than it would be to pronounce eternal that aggregation we call the sun (Stewart and
Tait 1875, p. vi).

Matter was regarded as a non-fundamental entity in the complete universe, but only
as an ephemeral phenomenon of the visible universe. Here they introduce a dis-
tinction between “objective” and ‘“‘substantive” reality, saying that, while atoms
have both types of reality, the unseen world of ether is “objective” but not “sub-
stantive”, an idea that can only be understood in the light of the science of energy
that crystallized in the previous decades:

It is only within the last thirty or forty years that there has gradually dawned upon the
minds of scientific men the conviction that there is something besides matter or stuff
in the physical universe (Stewart and Tait 1875, p. 100).

And, continuing with the same kind of rhetoric, they take energy as this “some-
thing” besides matter:

Taking as our ‘system of bodies’ the whole physical universe, we now see that [...]
energy has as much claim to be regarded as an objective reality as matter itself
(Stewart and Tait 1875, pp. 114-115).
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In Tait and Stewart’s views, there was, however, an ontological asymmetry
between matter and ether, for the latter was considered to be more fundamental
than the former. They regarded the ether as a non-perfect fundamental fluid, in
which the vortices appear and disappear as a result of spontaneous fluctuations. In
this way, the visible world would be ephemeral “just as the smoke-ring which we
develop from air [...] is ephemeral, the only difference being in duration, these
lasting only a few seconds, and the others it may be for billions of years” (Stewart
and Tait 1875, p. 157).

This holistic idea was not at all characteristic only of Stewart and Tait: Late
nineteenth century science was over-enthusiastic about the possibilities of reducing
all knowledge to one metaphysical principle from which all phenomena, including
the spiritual, would be deduced (see Harman 1982; Myers 1989; Smith 1998;
Noakes 2005). The Unseen Universe is only one example of a “growing com-
mitment to a belief in the uniformity of nature, the restriction of divine action to the
creation of the universe, the rejection of suppositions of divine interventions to
explain apparent discontinuities in the natural world, and the separation of the
natural and the supernatural” (Heimann 1972, p. 75). The interest of this book, as
far as J.J. Thomson is concerned, resides not only in the fact that it was a best-seller
among those with interests in science and natural philosophy, but mainly in the fact
that Stewart was writing this book precisely in the years when J.J. spent long hours
in the laboratory under his guidance, and this must have certainly exerted a direct
influence on him (Sinclair 1987, p. 90). As Davis and Falconer stated, Thomson
received from Stewart a thorough grounding in the prevalent Victorian method of
reasoning by analogy and in ether physics, and, perhaps also an interest in psy-
chical research (Davis and Falconer 1997, p. 6; see also Chayut 1991).

This brings us back to the quote at the beginning of this section and Thomson’s
involvement in the Society for Psychical Research. The society, formally founded
in 1882, was intended as a scientific response to the multitude of groups and
associations interested in all kinds of paranormal phenomena in Victorian Britain.
Interest in spiritualism and related issues had all sorts of motivations: As a way to
prove the reality of an afterlife and the need for religion, as a means to challenge
the authority of the established Anglican Church, as a response to the threat of
increasing materialism, or as a way to extend the scientific ethos to the matters of
the mind (Oppenheim 1985; Gauld 1968; Haynes 1982). The Society for Psychical
Research was particularly cautious about the status of spiritual and psychic phe-
nomena and its aim was “to examine without prejudice or prepossession and in a
scientific spirit those faculties of man, real or supposed, which appear to be
inexplicable in terms of any generalized hypotheses” (quoted in Gauld 1968,
p- 137). The society was well respected among Cantabrigian academics since
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amongst its most enthusiastic driving forces were two Cambridge dons: Henry
Sidgwick and Frederick Myers.

Sidgwick was a Trinity graduate in classics who became lecturer in moral
philosophy and, eventually, Knightsbridge Professor of Philosophy in Cambridge.
In 1869, he resigned from his appointment in Trinity College, since he no longer
felt he could assent to the 39 articles of faith that fellows had to sign, although the
College found extraordinary ways to keep him until 1882, when regulations were
changed, and he was re-admitted as an ordinary fellow. Ever since his under-
graduate years, Sidgwick had been involved in psychic research through the
Cambridge Ghost Society, and, as a mature philosopher and Anglican apostate, he
saw in spiritualism a possible way to support Christian morality without assent to
its theological content (Oppenheim 1985, pp. 113-116). In J.J. Thomson’s words,
“he was one of the most brilliant talkers of his time [...] [and] the most brilliant in
Cambridge” (Thomson 1936, p. 294), and greatly involved in reforms at the
University. Particularly important was his and his wife’s work in connection with
women’s education and the creation of Newnham College.

Sidgwick became the first president of the Society for Psychical Research. “He
was an ideal president for such a society, absolutely fair and unbiased and critical”
(Thomson 1936, p. 299): He was a highly respected and honest man who did not
hide his many disappointments in his search for psychic and spiritual evidence. As
a matter of fact, Sidgwick was “notoriously unlucky as a psychical researcher”, and
while people like William Crookes, Oliver Lodge or Alfred R. Wallace saw
indubitable evidence of some paranormal phenomenon, Sidgwick, “in spite of
repeated trials, [...] never witnessed anything” (Crookes, quoted in Oppenheim
1985, p. 124). His interest in the subject was challenged by many disappointments,
turning him into a moderate agnostic and, thus, a respectable president of the
society.

Myers was by far more enthusiastic than Sidgwick and the one who brought
J.J. into the Society for Psychical Research: “in the nineties, at the instance of
F.H.W. Myers, I attended a considerable number of séances at which abnormal
physical effects were supposed to be produced” (Thomson 1936, p. 147). Although
no longer a lecturer in Trinity College, he stayed in Cambridge as part of the
intellectual elite, making himself a name as a poet, critic and essayist. He was first
interested in psychic and paranormal research through the advice of Sidgwick, his
undergraduate tutor at Trinity in the 1860s, but his interest had surpassed that of his
tutor’s from the 1870s onwards. Through the work of the Society for Psychical
Research, he became increasingly convinced of the importance of hypnotism in
developing a science of the psyche, and he developed the concept of the
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‘subliminal self’, “the boldest and best known of the contributions that psychical
research made to psychology before World War I’ (Oppenheim 1985, p. 254).

In his recollections, J.J. seems to have mixed feelings about the activities of the
Society for Psychical Research. He was clearly disappointed about the fact that “at
all but two of those [séances] I attended nothing whatever happened, and in the two
where something did there were very strong reasons for suspecting fraud”
(Thomson 1936, p. 147). In spite of that, J.J., as well as Lord Rayleigh and some
other physicists in Cambridge, “maintained a deep interest in the society’s work
but conducted only occasional investigations into psychical phenomena” (Noakes
2005, p. 426): They were observers and not active actors in this research. Thus,
they had no serious grounds to dismiss an activity to which they were, at least in
principle, not opposed. Their interest was probably not so much in psychology,
let alone a belief in spirits and ghosts, but in the possibility of extending the
domains of physics to the study of the mind. J.J. had a better attitude towards
telepathy, “another branch of psychical research which may be connected with
physics”, and of which he had witnessed some positive instances. By the time he
wrote his memoirs, J.J. still thought that “in my opinion the investigation of
short-range thought transference is of the highest importance” (Thomson 1936,
p. 154).

One highly popular story in Cambridge was the visit of an illiterate Italian
peasant, Eusapia Palladino, who had acquired a name as a medium, in the summer
of 1895. Invited by the Society for Psychical Research after Lodge and Myers were
convinced of her powers at a séance in France (also attended by the more sceptic
Sidgwick), Palladino performed a number of what many saw as deceptive tricks.
Apparently, her behavior “stimulated the prejudices latent in the Sidgwick group”,
J.J. included. In a most ironic paragraph, J.J. also describes the case of the famous
Madame Blavatsky in her visit to Cambridge:

One of my most interesting experiences was a séance when nothing at all happened
[...] She said at the beginning that her Mahatma in Tibet would precipitate a message,
a cushion and a bell, and we sat waiting for, I should think, more than an hour, and
nothing whatever arrived. The medium was not in the least abashed. She took the
offensive, said it was all our fault, that our scepticism had created an atmosphere
impenetrable to anything spiritual. She was a short and stout woman with an
amazingly strong personality, very able and an excellent speaker. So well did she
speak that she convinced the great majority of the audience that the failure was their
fault, and they went away thoroughly ashamed of themselves for having spoiled what
would otherwise have been a most interesting experience (Thomson 1936, pp. 153—
154).
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In spite of this account, J.J. still thought that the Society for Psychical Research
was a good idea:

This work has not been wasted. To put its claims at the very lowest it is surely a great
thing to have created an organisation for collecting and testing these abnormal
phenomena and thereby to go far to ensure that no genuine ones will escape discovery
(Thomson 1936, p. 299).

As Richard Noakes argued, Thomson’s interest and membership in the Society for
Psychical Research problematizes the positivistic view that, by the turn of the
century, there was a clear-cut definition of the limits of physics. The history of
psychic research needs to be seen “as an episode in late-classical physics” rather
than as something alien to it (Noakes 2008, p. 326).

3 Corpuscles Versus Waves: A Problematic
Distinction

What is a particle? Questions like this make many scientists and philosophers
uneasy. The history of atomism and of fundamental particles is one with constant
U-turns, dead-ends, sudden multiplication of entities and wonderful ideas to
organize the chaos brought about by the inflation in the number of particles. More
fundamental than the structure of matter is, actually, the quest on the nature of
matter, which is not exactly the same. Thomson’s career addressed both issues,
although only the first is regarded as scientifically relevant. Thus, his discovery of
the electron, portrayed as the first elementary particle in a long list to come,
overshadows his stubbornness (from a modern perspective) to keep some sort of
ether and, with it, a metaphysics of the continuum. But, as I have argued at length
elsewhere, Thomson’s career cannot be fully understood without the ether, even
when it comes to explain his discovery of the electron (Navarro 2012). In this last
section, I shall try to explain the ways Thomson tried to engage with material and
energetic discreteness from a metaphysics of the continuum.

JJ. Thomson was interested in the constitution of matter and in linking
mechanical, electrical and chemical phenomena within the same explanatory
framework. In his first work, he unified electricity and mass, bringing forward the
concept of electromagnetic mass (see Thomson 1881). Later, as we have already
seen, the vortex theory presented him with an opportunity to unify mechanical and
chemical phenomena. In his theory of Faraday tubes, starting in 1891, the three
kinds of phenomena would be roughly united, an aim that he would continue to
pursue after the discovery of the corpuscle and the various different atomic models
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he designed. The electron brought an apparently different model on the structure of
the atom based on electrons. This section addresses all these models of matter with
the following aim: That, at least for Thomson, a discrete model of the atom based
on elementary discrete particles was not incompatible with a continuous idea of
matter.

In April 1881, soon after his graduation, Thomson published a paper in the
Philosophical Magazine in which he calculated the resistance of an electrified body
in an electromagnetic field, a phenomenon that had been studied experimentally by
Crookes and Eugen Goldstein. Thomson suggested that the behavior of high-speed
charged particles could be explained by attributing to them an increase in apparent
mass. His calculations assumed that

[...] the resistance cannot be analogous to an ordinary frictional resistance, but must
correspond to the resistance theoretically experienced by a solid in moving through a
perfect fluid. In other words, it must be equivalent to an increase in the mass of the
charged moving sphere, which we now proceed to calculate (Thomson 1881, p. 230).

In this way he introduced the idea of electromagnetic mass, which was going to be
very relevant in the forthcoming decades.

The electromagnetic theory of matter that Thomson was tentatively suggesting
was the first of a series of theories in which the ontological status of matter was a
bit fuzzy. The observed mass was not a constant attribute of bodies, as a
mechanical approach would suggest, but a variable magnitude. Following the
hydrodynamic analogy, this also meant that the moving body had no definite
spatial limits. The limits were imposed by the strength of the electromagnetic field
and the speed of the particle. After the discovery of the corpuscle, he would even
develop a model in which the only source of mass was the movement of charges,
thus giving pre-eminence to continuity in the metaphysical explanation of matter.

In the vortex ring theory, the link between discrete and continuous comes from
the fact that vortex rings are permanent (according to Helmholtz and Kelvin), so
that atoms are always there, and no part of the ether ever becomes matter:

Some portions of this [perfect fluid] are supposed to be rotating, the rest not: The
rotating parts of the fluid on this theory are the atoms (Thomson 1914, p. 25).

Thus, the main characteristic of atoms (that they cannot be created nor destroyed)
still holds. In 1914, while still making claims for the beauty of the vortex atom
theory, Thomson would make it clear that the power of the theory resided in it
being an ultimate explanation of matter, but not that any explanation of matter
should be reduced to this approach. He would
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[...] consider some of the properties of the individual atoms in this theory, remem-
bering that if we took a collection of a large number of them, the properties of the
aggregate would be those of ordinary matter (Thomson 1914, p. 25).

This is, I think, very significant, for there is no continuity of explanatory power. It
is not that with the vortex ring theory any other approach to the material world is
invalidated (the goal of extreme reductionism): They are valid approaches, but they
are not ultimate explanations, which emphasizes the metaphysical character of the
vortex theory.

With the vortex theory in mind, Thomson developed his first theory of disso-
ciation to explain the discharges in high vacuum tubes. In June 1883, he published
a paper in the Philosophical Magazine imagining the molecules of a gas dissoci-
ating due to an electric discharge in the gas (Thomson 1883b, p. 428). His program
of studying the discharge of electricity in gases made it clear to him that there was
a strong similitude between the discharge in gases and electrolysis in liquids. In
1890, this forced him to shift from an explanation of atomic bonds due to vorticity
to an explanation based on electrical phenomena. Significantly, the importance he
gave to the mechanisms of electrolysis to account for the discharge in gases
enabled him to develop and work with the ideas of discrete matter and charge. The
tension between discreteness and continuum had to be resolved both in the case of
matter and of electricity. Maxwell’s theory assumed a continuum displacement, not
discrete charges. Thomson’s new theory of Faraday tubes helped him to think of
charge as a phenomenon at the end of them. He first achieved an atomization of
charge in 1897 and of matter in 1899.°

But, what are Faraday tubes exactly? Electrostatically, they are unit tubes of
electrostatic induction, all with the same strength corresponding to the electrolytic
unit of charge. Mechanically, they are structures in the ether in the form of vortical
tubes that begin and terminate in matter or form closed circuits. These tubes have a
direction and the atoms on which they begin and end receive a unit of positive and
negative electrification respectively. To support his new theoretical device,
J.J. stressed that these structures were already present in the work of Faraday and

3See Falconer (1987), especially p. 243: “This attribute was not contained in Thomson’s
original corpuscle suggestion as is shown by his references in 1897 to it as a ‘carrier’ of
electric charge; a continuation of his earlier ideas of charge as a surface interaction between
Faraday tubes and material particles. He modified this view after 1899 as he worked out the
corpuscular theory of matter, according to which the charge was the origin of the corpuscle’s
mass. [...] For Thomson there was no empty space and matter was simply a particular
conformation of the all-pervading ether. Corpuscles were no exception. He envisaged
corpuscles as located at the ends of tubes of electrostatic force which he thought of as
vortices within the surrounding ether”.
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Maxwell, at least in the first sense of connecting positively and negatively elec-
trified bodies (without the possibility of closed loops). In doing this, he set himself
in continuity with the two main British authorities on electricity and magnetism. As
a matter of fact, J.J. explicitly quoted Maxwell’s description in the Treatise on how
to generate a tube of induction force from a line of force:

If the line of force moves so that its beginning traces a closed curve on the positive
surface, its end will trace a corresponding closed curve on the negative surface, and
the line of force itself will generate a tubular surface called a tube of induction
(Maxwell 1873, § 82).

As with the vortex-ring theory, Faraday tubes were structures emerging from the
dynamics of the ether. Since the ends of Faraday tubes had opposite electrifica-
tions, a tube had direction. Polarization in one point of a dielectric was a vector
quantity that represented the density and direction of Faraday tubes of force per
unit volume. Since Faraday tubes in a dielectric “cannot be created nor destroyed”,
a change in polarization would take place only when tubes moved or deformed.
And, from these changes in polarization, which, at the end of the day, were
dynamical changes treatable with the usual methods of dynamics, Thomson
showed the direct connection between his method and the energy transfers
obtained using the Poynting vector.

Two atoms would form a stable molecule when united by a short tube of force,
i.e., a Faraday tube of molecular dimensions. At this stage, however, he did not
speculate much on the relationship between Faraday tubes and atoms of ordinary
matter. In his previous vortex theory, all phenomena were supposed to be mani-
festations of the ethereal vortex rings and their movements in the ether. There was
no asymmetry between ether and matter precisely because, in a way, matter did not
exist as essentially distinct from the ether but only as a manifestation of it. Fur-
thermore, and more importantly, there was only one kind of structure in the ether:
The vortex rings. Now, on the other hand, atoms were essentially different from the
Faraday tubes, since these ended—or “fell”, as he normally said—on atoms. It was
not until 1895 that he actually started to explicitly think on the relationship
between Faraday tubes, ether and atoms.

In the 1895 paper “On the Relation between the Atom and the Charge of
Electricity Carried by It”, Thomson would talk about discrete electrical charges as
the ends in the ordinary matter of Faraday tubes. It is significant that when he
introduced the concept of discrete charge, this was accounted for in terms of a
continuous entity (the Faraday tubes in the ether). “Ordinary matter” was seen as
composed of gyrostats. The important thing is that the atom has a structure, a
mechanical structure, which gives it a particular behavior with the vorticity of the



Boundaries Between Territories of Knowledge 221

Faraday tubes. Positive and negative ions will have different energies because their
rotation is consistent with or contrary to that of the Faraday tubes.

In retrospect, the key moment of Thomson’s career was his suggestion of the
idea of the corpuscle. In my story this is also a significant issue, because it turns out
that, in spite of his faith in the fundamentally continuous character of matter,
Thomson is known as the person who found the first elementary discrete subatomic
particle. However, the nature of the corpuscle was progressively modified. The
1897 corpuscle was a particle, with a ratio m/e 1000 times smaller than that of the
hydrogen ion, which could be assumed to be present in all atoms. This could be
deduced from the fact that the corpuscles were independent of the gas used in the
cathode rays and that their mean free path was independent of their origin. These
corpuscles were “matter in a new state, a state in which the subdivision of matter is
carried very much further than in the ordinary gaseous state [...] a state in which all
matter is of one and the same kind” (Thomson 1897, p. 312). Thus, the corpuscle
brought a hint of hope in the attempts to unify matter, electricity and chemical
properties, with only one fundamental component. The only problem was the
atomization of matter to a more profound layer, a problem that could eventually be
solved by considering the mass of the corpuscle to be of electromagnetic origin,
thus reviving his hypothesis of 1881. This possibility was only mentioned in the
1899 paper, admitting that “we have no means yet of knowing whether or not the
mass of the negative ion [i.e., the corpuscle] is of electrical origin” (Thomson
1899, p. 563). This idea would gain momentum in the following years and the
continuous ether would be considered as the source of matter, electricity and the
chemical properties of the atoms. In a trip to America in 1903, he would say:

The view I wish to put before you is that it is not merely a part of a body which arises
in this way, but that the whole mass of any body is just the mass of ether surrounding
the body which is carried along by the Faraday tubes associated with the atoms of the
body (Thomson 1904, p. 51).

As the existence of corpuscles was proposed, Thomson was aware of the impor-
tance of finding “the configurations of stable equilibrium for a number of equal
particles acting on each other according to some law of force” (Thomson 1897,
p- 313), a task that was manifestly impossible, due to the great number of equa-
tions involved, as well as the ignorance of such forces. However, he found the
model of free floating magnets and their spontaneous configurations to be very
suggestive, for such configurations kept proportions that resembled the relations in
the periodic table. As seen in the examples in the previous section, a chemical
property—the valence—was the characteristic that was used to determine the
validity of a particular atomic model. Thus, the atomic model that evolved from the



222 J. Navarro

discovery of the corpuscle was a very simple one: One kind of element—the
corpuscle—would be the only subatomic constituent. Positive electrification
(certainly not positively charged particles), together with the mutual repulsions of
the different corpuscles, would explain the arrangement of the corpuscles in atoms
in a state of equilibrium (see Thomson 1903). Several thousand corpuscles in fast
motion within the atom would account for its mass, since the positive electrifi-
cation did not have any mass. He was still using his theory of Faraday tubes to
explain why negative corpuscles had mass, while positive electricity didn’t, saying
that

[...] the lines of force will therefore be very much more condensed near the corpuscle
than at any other part of the system, and therefore the quantity of ether bound by the
lines of force, the mass of which we regard as the mass of the system, will be much
greater near the corpuscle than elsewhere (Thomson 1904, pp. 93-94).

Thus, positive electricity did not have any mass because Faraday tubes spread too
much in the positive end, while they concentrated, forming the corpuscle, in the
negative end. Again, the existence of discrete particles of matter was but a phe-
nomenon of something more fundamental and of a continuous nature, i.e., the
ether.

In the Victorian tradition, the ether is the entity that links mechanics and
electromagnetism. In his book Electricity and Matter, written in 1903, Thomson
would claim that the search for unity in the explanation of natural phenomena was
closer to being completed than ever before:

I have attempted to discuss the bearing of the recent advances made in Electrical
Science on our views of the Constitution of Matter and the Nature of Electricity; two
questions which are probably so intimately connected, that the solution of the one
would supply that of the other (Thomson 1904, preface).

Even though he does not explicitly mention it in this book, the ether provides him
with a continuous metaphysical entity, a characteristic which is important to avoid
action at a distance:

The fluid theories, from their very nature, imply the idea of action at a distance. This
idea, although its convenience for mathematical analysis has made it acceptable to
many mathematicians, is one which many of the greatest physicists have felt utterly
unable to accept, and have devoted much thought and labor to replacing it by
something involving mechanical continuity (Thomson 1904, p. 7).

Nevertheless, in 1906, Thomson realized that this simple model was not possible.
His calculations of the number of corpuscles in atoms revealed this to be close to
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the atomic weight. This meant that corpuscles were only responsible for a minor
part of the mass of atoms, and that the positively charged part of the atom
accounted for most of the mass of the atom. This undermined the previous atomic
model and triggered the search for corpuscles of positive electricity. Thomson
would spend the following years trying to determine the nature of positive elec-
tricity in a similar way to that which had led him to the discovery of the negative
corpuscle (see Falconer 1988).

The new model, which he started to develop in his book The Corpuscular
Theory of Matter, would acknowledge that the search for ultimate unity was not at
hand. The mass of the positive particles could not only be of electromagnetic
origin, thus giving rise again to a dualism, with mechanical and electrical matter.
His disappointment is clear at the beginning of the book, where he emphasizes that
the new model has only a heuristic value:

The theory of the constitution of matter which I propose to discuss in these lectures, is
one which supposes that the various properties of matter may be regarded as arising
from electrical effects. The basis of the theory is electricity, and its object is to
construct a model atom, made up of specified arrangements of positive and negative
electricity, which shall imitate as far as possible the properties of the real atom. The
theory is not an ultimate one; its object is physical rather than metaphysical (Thomson
1907b, p. 1).

Not surprisingly, Thomson regarded the atomistic model of matter as purely
physical, which, in his terms, meant that it was only a model. Continuity was
absent in this model and, therefore, it could not be the last word as for the essence
of matter.

Popular histories of J.J. Thomson regard his career after the discovery of the
electron as irrelevant. I do not. Electrons became the highlight of his legacy, but his
career continued with a constant reference to Faraday tubes, not to electrons. His
experimental program shifted towards the study of what he called “positive rays”.
Theoretically, he was engaged, as many other physicists at the time, in the task to
explain the increasingly contradictory properties of light and radiation, which
appeared to behave at times as wave and at times as particles. Famous is his image,
in the mid-twenties, of both conceptions being like “a battle between a tiger and a
shark, each is supreme in his own element, but helpless in that of the other”
(Thomson 1925, p. 15).

And it was in the attempts to explain the discreteness of radiation that Thomson
kept using his Faraday tubes, since they were, at the same time structures (thus,
explaining discreteness) in the ether (thus, preserving the wave approach). Just to
give an example, one image he used to visualize the discrete structure of light



224 J. Navarro

supposed that “the ether has disseminated through it discrete lines of electric force
and that these are in a state of tension and that light consists of transverse vibra-
tions, Roentgen rays of pulses, travelling along these lines” (Thomson 1907c,
p- 421). The energy of the wave would be concentrated in these pulses, thus giving
a discrete appearance to the wave-front when traversing a black screen: “the energy
of the wave is thus collected into isolated regions, these regions being the portions
of the lines of force occupied by the pulses or wave motion” (ibid.). The effect
would be, of course, very similar to that given by what he calls “the old emission
theory” that spoke of corpuscles of light. The independence from intensity was
explained in the following terms: “if we consider light falling on a metal plate, if
we increase the distance of the source of light” (ibid.), and considering spherical
symmetry from the source, “we shall diminish the number of these different
bundles or units falling on a given area of the metal, but we shall not diminish the
energy in the individual units” (ibid.).

The latter would explain why the energy of the emitted particle did not depend
on the intensity of the incident light. But J.J. had now to explain Erich Ladenburg’s
finding that the speed of the photo-particles was dependent on the frequency of the
light it was irradiated with. He faced this problem by moving a step backwards and
incorporating into the picture his theory of the formation of Roentgen rays (which,
by “analogy”, would be valid for other forms of light): When cathode rays sud-
denly stopped, they would emit Roentgen rays, the more rapidly moving (thus,
more energetic) cathode particles producing thinner pulses (thus, higher frequen-
cies). Thus, the energy present in each unit of light would depend on its frequency,
which is what Ladenburg’s experiments showed.

Although, 10 years later, Robert Millikan saw this theory as almost equivalent
to Einstein’s 1905 corpuscular theory of light (Millikan 1917, pp. 221-223), it is
clear from Thomson’s words that his structured light is perfectly within the bounds
of ether physics. It is the physicality of Faraday tubes which allows for this
structure of light:

Thus the structure of the light would be of an exceedingly coarse character, and could
perhaps best be pictured by supposing the particles on the old emission theory
replaced by isolated transverse disturbances along the lines of force. The greater the
frequency of the light the greater is the energy in each unit, so that if it requires a
definite amount of energy to liberate a corpuscle from a molecule of a gas, light
whose wave length exceeds a particular value, which may depend on the nature of the
gas, will be unable to ionize the gas, for then the energy per unit will fall below the
value required to ionize the gas (Thomson 1907c, p. 423).

As is well known, the tension between corpuscular and undulatory theories of light
would persist until the general acceptance of Einstein’s quantum of light and the
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formulation of a generalized principle of wave-particle duality, both in the
mid-1920s (Stuewer 1975). The final acceptance of the corpuscular theory of light
came hand in hand with a new, unexpected principle: Louis de Broglie’s
wave-particle duality. Certainly, Thomson’s belief in the reality of the ether, a
continuous entity, as the substance constituting electrons, discrete entities, was
very far from de Broglie’s ideas. Nevertheless, the duality wave-particle rein-
forced, in a new way, something that had been present in Thomson’s work: A
belief in pluralistic explanations of matter, each one valid at different epistemic and
ontological levels.

4 Conclusion

In his latest book, Hasok Chang (2012) has argued for epistemic pluralism in the
sciences. He makes his case on the basis of the history of chemistry in the late
eighteenth century up to the early twentieth. From his point of view, the aban-
donment of phlogiston as a valid—not necessarily true—explanatory tool for many
phenomena in chemistry was responsible for a delay in finding a solution to certain
problems, problems that were only accounted for after the discovery of the elec-
tron. His pluralism is a call against monism in science, against the stance not only
that there is one single method in science but also one only set of theories valid at a
given time and discipline. His pluralism is related to the points I have tried to make
with J.J. Thomson’s career in this paper.

The boundaries between physics and chemistry, as well as between any other
disciplines, evolved as the result of professionalization and institutionalization of
different traditions, methods and questions. Thus, the separation between physics
and chemistry into two separate buildings and curricula consolidated both fields as
naturally separate. As I have tried to show, this separation was not a necessary one
although it was naturalized a posteriori. Cross-, inter-, or transdisciplinarity have
been turned into common currency by contemporary policy-makers; but by so
doing, they reinforce the naturalness of the separation between “departments of
science”. The pluralism that Thomson unsuccessfully tried to institutionalize in the
Cambridge of his time involved a plurality of methods and objects within a broad
department and not the generation of a multiplicity of departments.

This plurality refers also to what could and should be researched. Contemporary
scientists smile at the thought of nineteenth-century physicists wasting their time
with spiritualism, thought transfer and psychic research. Interestingly, most of
these topics are still objects for research in psychology or in neurosciences today.
And these researches use mathematical models, electrical apparatuses, etc.
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A certain brand of positivism tried to dismiss the aims and methods of the Society
of Psychical Research as non-scientific, only to return as legitimate areas for
research in the last few decades. Thus, one should be careful to dismiss any
potential area of knowledge as irrelevant: The old wish to establish a demarcation
between science and non-science proves to be related to the ideologies of particular
times.

Finally, the tension between discrete and continuous accounts of matter,
between ether and corpuscles, shows that forcing exclusive explanations into the
minds of scientists may backfire. Thomson was trying to keep both explanations as
valid, only that at different epistemic levels. Quantum theory and the principle of
complementarity transformed physics into a more pluralistic enterprise than a
generation earlier had allowed for. Certainly, Thomson and de Broglie’s approa-
ches were essentially different. But they both coincided in that they tried to keep
complementary explanations of the same phenomena rather than sticking to one
and exclusive truth.
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Abstract

The objective of the present chapter is to find a solution that might overcome
what seems to be an unassailable philosophical incompatibility between the
normative (i.e., epistemological and hierarchical) dimension of scientific
practice and the worldview that results from such an endeavor. This
incompatibility could also be understood as a conflict between, on the one
hand, the a priori assumptions that guide the conduct of scientific practice,
legitimize the manner in which such an endeavor is structured (i.e., disciplines
and academic hierarchy), and justify its claims, and on the other hand, the
metaphysical and/or ontological position that seems to be suggested by the
results of empirical research. This is, in so many words, an incompatibility
between scientific normativity and naturalism.
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Initially, the term naturalism seems to have been used to designate a variety of
positions not necessarily continuous with each other. Recent uses of the term
denote a call for continuity between science and philosophy. In this regard,
ontological scientific naturalism can be adequately described as the commitment to
restricting one’s ontology (or one’s complete inventory of reality) to that which
falls under the purview of science, whilst methodological naturalism is a call for
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methodological continuity between science and philosophy. The worldview that
obtains from the practice of systematic empirical scrutiny, however, is one marked
by particular characteristics. That is, scientific results offer a specific outlook on
things in which entities and phenomena are embedded in a network of cause and
effect relationships. Within this worldview, there seems to be no space for the
positing of entities not ontologically contingent on their context.

Methodological naturalism, in turn, at least where it has found success, can be
adequately read as the penetration of science and scientific explanations into areas
formerly restricted to the purview of alter-scientific disciplines (i.e., religion or
philosophy). In practice, this has resulted in the reconceptualization of such pre-
viously transcendent items as being causally determined by their context.

For the purposes of the present work, the most important exercise of method-
ological naturalism has been that of issues pertaining to the organization and
justification of science. In this regard, research movements such as the Strong
Programme in the Sociology of Scientific Knowledge (SPSSK), the program of
science and technology studies (STS), and the embodied approach at the study of
cognition (which examines the causal relationship between the body and the mind)
have produced scholarship that finds contextual causality and consequence for
notions such as scientific rationality, scientific fact, validity, and even logic. By
locating the source of scientific legitimacy in the same level of contingency as that
which falls under its purview, the naturalization of epistemological concerns has
been accused of depriving science (and/or rationality) of its capacity to function as
a norm in regards to epistemic issues (Putnam 1982). This, furthermore, results in a
challenge to the normative dimension of science as a whole including the orga-
nization of scientific practice as a cognitive hierarchy divided in disciplines (Fuller
and Collier 2003).

Previous attempts to solve the problem (Fuller 2002; Longino 2002; Kitcher
2001) have had to forgo a strict rendering of naturalism and settle for a solution
that allows the meta- or super-natural in either ontological or epistemological
terms.

An account of normativity that may provide science (or any other organized
endeavor) with ideal guidance or prescription without falling into any form of
natural transcendentalism would have to adhere to the following:

1. It would have to be sourced from scientific evidence,

2. also, maintain all of its ontological posting within the bounds of that which falls
under the purview of scientific explanations (namely entities and phenomena
contingent on causal-consequential relations to their spatiotemporal context),
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3. abstain from assuming any source of normative import for its determinations
that transcends the possibility of revision, correction, scrutiny or change within
the framework it creates, and, finally,

4. be capable of providing normative import beyond its context (i.e., normative
import for third parties).

The main purpose of the present work is to provide the means for such an account.

1 Strict Naturalism: Ontological, Methodological
and Epistemological

A particular worldview results from abstaining from positing the presence or
existence of phenomena and entities prior to the systematic scrutiny of reality or
nature. In other words, a particular worldview results from maintaining one’s
ontological inventory within the boundaries of that which results from the practice
of science. Entities and phenomena, in this worldview, are hypothesized as
explainable. Explanations (at least not circular ones) do not account for entities in
virtue of themselves (i.e., A because of A); they, rather, require accounting for the
nature of entities or phenomena, in virtue of their relationship to other entities or
phenomena. In this regard, the worldview that obtains from the accounts of science
is one of causality-consequence relationships or, in other words, of ontological
inter-dependence. For example, a first cause (i.e., the creator) cannot be explained
but in virtue of itself: It is its own cause and its own explanation. A scientific
account of tides, on the other hand, explains these by reference to the gravitational
forces exerted by the moon and the sun in combination of the Earth’s rotation. Said
forces, in turn, are also accounted for in regards to other causes and so on, and so
forth.

This position—the commitment to restricting one’s ontological positing or
one’s ontology (understood as one’s complete inventory of reality) to that which
falls within the purview of science—has been called ontological naturalism
(Rudder Baker 2013, p. 5; De Caro and Macarthur 2004, p. 3; Kornblith 1994,
p- 40; Sellars 1963). Historically speaking, the term can be traced back to Spi-
noza’s (1996 [1677]) pantheism, or the position that God and the physical Universe
(“Nature”) are a single unified substance (Fuller 2007b, p. 106). Modern uses of
naturalism conserve this understanding of the term in relation to physical or
material immanence. In this sense, the meta- or the super-natural is understood as
that which transcends the physical domain. This would obviously include posited
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entities such as ghosts, goblins and gods (Ritchie 2008, pp. 2-5), but also abstract
entities such as numbers (in a universalist sense), other mathematical abstractions,
Platonic forms, etc. This means, in so many words, that anything that is posited is
located “outside or ‘extra to’ space and time” (Armstrong 2010; Melnyk 2003,
p- 9).

Both of these understandings, however, are continuous with each other. For
example, entities and phenomena whose ontological attributes are contingent upon
their relation with other aspects of their domain are not, by definition, transcendent
of said domain. Likewise, that which is transcendent or ontologically independent
cannot by definition be ontologically contingent on anything else. It could be said
then that ontological naturalism is, in overall terms, a commitment to ontological
monism or horizontality in the sense that it rejects the positing of entities and
phenomena that somehow occupy a higher status in regards to the ontological
circumstances of the rest, either on account of being a first cause or otherwise able
to escape the network of ontological contingency observed in “nature”.

A related use of the term “naturalism”, one that has come to be emphasized in
contemporary academia, is as an appeal for methodological continuity between
science and philosophy at the expense of the latter (De Caro and Macarthur 2004,
pp. 3-9). Naturalism can thus be understood as a call to subject phenomena and
entities that had been previously accounted for by purely philosophical or other-
wise alter-scientific means (such as the mind, political rights, or the notion of
knowledge) to the purview of systematic empirical scrutiny and, thereby, within
the reach of causal explanation. Methodological naturalism in this sense can be
fortunately understood as a historical tendency in which natural philosophy and
later science has gradually displaced meta-natural or alter-scientific explanations
for a wide range of phenomena.

Much of what was displaced, especially in early attempts, would count as what
is commonly labelled as religion or religious. The most notable example of this is
the displacement of transcendental theism by theories that suggest that life is
governed by natural causality (i.e., Charles Darwin’s The Origin of Species). The
most interesting displacements of transcendental accounts are not, however, related
to religion. A case in point is the Marxist explanation of liberal ideology, partic-
ularly that of the notion of individual liberties—which had until then been
understood as universal and self-evident—, as an integral element of the legal and
political superstructure that results from (and is therefore causally related to) a
social arrangement based on capitalist modes of production.

As can be deduced from the above description and inferred from the given
examples, once something that had previously been excluded from the purview of
science is then placed in its sphere, it acquires, in consequence, the characteristics
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of nature, namely a place within the realm of causal-consequential relations and
ontological contingency.

That which falls under the purview of epistemology is no exception. That is,
when matters pertaining to epistemic value and/or knowledge are the subject of
systematic empirical scrutiny, they are found to be as contextually contingent and
as causally determined as any other entity or phenomena that occupies a place
within the realm of nature. One of the most notable examples of the above is the
sociology (and overall social study) of (scientific) knowledge.

Scientific knowledge, traditionally understood as being valid regardless of
context, was initially spared the scrutiny of the sociological endeavor. In the words
of Camic and Gross (2001), the “old sociology of ideas” (i.e., Mannheim 1929;
Parsons and Platt 1973; Merton 1970) “assumed unproblematic distinction
between the content of ideas”, that is their “internal substance” and any and all
“external factors”. These authors contend that within the methodological frame-
work of the old sociology of ideas, the substance of scientific thought was assumed
to be “in varying degrees the realm of an asocial, scientific rationality about which
sociology could have little to say” (Camic and Gross 2001, pp. 238-239). It is in
this sense that Karl Mannheim, for example, contended sociology was only suit-
able for the explanation of certain forms of knowledge, such as religious, moral or
social knowledge, but not for the “exact sciences” (Mannheim 1929, p. 43).

In this sense, it is of interest to note, that the methodological exclusion of these
matters from sociological (or otherwise social-scientific) scrutiny translates into the
assumption that the content of scientific knowledge requires no contextual
explanation and is, thereby, causally independent of all social phenomena or
context. For these studies, the cause or source of scientific knowledge (if they
assume that the production or possession of such knowledge is attributed to any-
thing at all) must then be something that is also independent of context. Examples
could include “method”, “rationality” or other means of acquiring truth or validity
transcending a situation.

Once this a priori methodological constraint is no longer operative and, thereby,
scientific knowledge and matters pertaining to its production and justification are
placed under the purview of systematic empirical scrutiny, phenomena such as
epistemic value and knowledge show characteristics at odds with those described
above. Early examples of the above are found in the work of Ludwik Fleck, who as
a result of empirical research on scientific practices claimed that truth and per-
ception were relative to what he termed thought collectives or Denkkollektive
(Fleck 1979 [1935], p. 100). More recent work in the same vein is found under
what is commonly grouped under the heading of the Strong Programme in the
Sociology of Scientific Knowledge (see Barnes et al. 1996; Barnes and Bloor
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1982). The best received and also most controversial research movement contin-
uous with a methodological commitment in line with those described above,
however, is that which is commonly grouped under the designation science and
technology studies (STS). STS proceeds under a methodological naiveté that
constitutes an attempt to forgo all preconceptions, thereby eliminating all a priori
assumptions that could lead to certain phenomena being excluded from systematic
empirical treatment. One of the most important claims that result from the bulk of
ethnographic work classified under STS (e.g., Latour and Woolgar 1986; Latour
1988; Knorr-Cetina 1999) is that scientific facts are created by contingent action. In
their words, “the assumed ‘out-there-ness’ [of ‘scientific reality’] is a consequence
of scientific action rather than its cause” (Latour and Woolgar 1986, p. 182).
The naturalization of epistemological matters, however, is not the exclusive
result of the empirical scrutiny of phenomena pertaining to knowledge production
and justification. Arguments leading to a call for epistemology to be reduced to a
chapter of empirical science, and thereby to causal-consequential explanation, have
also emanated from philosophy itself. Such is the case of W.V.0O. (Willard Van
Orman) Quine’s (1969b) Epistemology Naturalized. Quine calls for the natural-
ization of the epistemological endeavor because he finds no philosophical warrant
whatsoever for advancing (or elaborating) principles whose epistemological
firmness is such that they transcend the possibility of being changed upon revi-
sion.! If all knowledge is subject to the possibility of future correction, there are

'Also called the rejection of the synthetic-analytic distinction, Quine sustains this position on
a variety of negative philosophical arguments (see Quine 1969b, 1975); all of these are
sophisticated versions of historically powerful arguments against the possibility of
epistemological (or otherwise metaphysical) certainty such as: (1) the inscrutability of alter
experience (or perspective) which questions the epistemic certainty required to stipulate
(normative or otherwise) accounts that transcend its author, in virtue of the impossibility to
determine if the very same arguments would still hold the assumed validity from a different
perspective (the perspective of your listener or receiver perhaps); and (2) the inscrutability of
the future, or the realization that future knowledge is by definition unknown and therefore
unforeseeable, therefore something that is “not known” may (from a realistic perspective)
shed light into past errors once it is “known”, making it therefore impossible to ascertain
what elements of our theory are true and which are erroneous. Either of these two positions
provides for an extremely simple but illustrative rendering of Quine’s (1951) rejection of the
analytic-synthetic distinction. This means, either position points to the realization that all
knowledge is subject to revision (either by future experience or by communication with an
agent of alter experience). And so, even if one acknowledges the a priori validity of some
sort of rules or norms that dictate one’s reasoning (one might call this form “logic”), one
must thereby assume validity to all that results from the computations of such rules,
including the challenges that question a certain universally stable and non-temporal validity
of the logical laws that one is acquainted with (such as the two principles stated above). Not
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then no grounds for principles being prior, firmer or epistemologically higher than
that which results from scientific scrutiny. This implies a rejection of the possibility
of the establishment of a meta-theoretical framework for the prescription of
knowledge production and/or a standpoint for the judgement of epistemic validity.

The rejection of a meta-theory or, in Quine’s (1981) words, a “first philosophy”
translates into a commitment of “epistemic horizontality”. In traditionalist episte-
mological accounts (i.e., epistemology/methodology or philosophy of science), the
value of scientific theories is contingent on their adherence to the principles of a
meta-theory upon which all other theories are to be judged. Even if such principles
were (within such a philosophy) not considered to constitute “transcendent truths”,
they would, nonetheless transcend the possibility of scrutiny (and thereby revision
or correction) by the framework they create, precisely by being the foundational
basis for such a framework (in a way not dissimilar to the manner in which a “first
cause” transcends the network of causality of its own creation).

By eliminating a prior or higher framework for the determination of a higher
value or reference, epistemic horizontality commits itself to a relativist under-
standing of reference and (epistemic) value: The meta-theoretical perspective is
precisely the rejection of a meta-theoretical perspective. Both of these attributes are
necessarily contingent on a particular theoretical perspective that cannot be valued
as being higher or lower than any other perspective. In Quine’s words, “reference
is nonsense except relative to a coordinate system” (Quine 1969a, p. 48).

If ontological naturalism can be understood as a commitment to ontological
horizontality that results from maintaining one’s ontological positing to that which
falls under the purview of systematized empirical scrutiny, epistemological natu-
ralism (at least in Quine’s strict rendition) can be understood as the commitment to
epistemological horizontality that results from the realization that no form of
knowledge escapes the possibility of revision, correction, and change.

Whilst the ontologically naturalist perspective of knowledge and epistemic
value/justification (the view that results from STS) finds these to be contingent on a
specific ontological context (i.e., social or cultural context), the philosophical
account of naturalist epistemology (Quine) finds these very same contingent on a
determined theory, theoretical perspective, or coordinate system. In this sense, one

(Footnote 1 continued)

doing so would imply an arbitrary choosing of logical validity contingent to epistemological
convenience. Because all knowledge, including logical form or any other assumed parameter
of a priori validity (such as standards of rationality), is subject to revision, there is then no
philosophically important distinction between synthetic or analytic knowledge.
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may speak of a certain degree of continuity between these approaches, whose
extent (the continuity’s), however, is (from the above) difficult to grasp.

Regarding that which they reject, the continuity between the practical and the
philosophical dimensions of naturalized epistemology is, nevertheless, easier to
appreciate. First philosophies (i.e., methods and/or accounts of rationality, etc.)
seem to be exactly that which the social studies committed to the internal-external
distinction assume is the cause of scientific knowledge and/or its source of the
epistemic validity. In this sense, once scientific knowledge is naturalized, the
firmer epistemological ground of first philosophies that provides their assumed
epistemological firmness turns out to have a direct ontological equivalent in what
Nagel (1986) calls a “view from nowhere”.

2 Naturalism and Normativity

Metaphysical horizontality (both ontological and epistemological), however, seems
to find itself at odds with all attempts at normativity. As discussed above, Quine’s
rejection of a firmer standpoint from whence to judge epistemic value leads to a
rejection of the epistemological endeavor understood as a normative project (Quine
1969b, pp. 82-84). The scientific process, for Quine, is an inherently circular
enterprise in which one proceeds from “the standpoint of a theory building pro-
cess” towards the standpoint of “a theory being built” (Quine 1960, p. 22). All
assumed validity is relative to the position of the presently accepted theory. Sci-
entific justification, a meta-theoretical endeavor, is beyond possibility and thereby
considered to be, from a Quine (1969b) perspective, futile and unnecessary; nat-
uralist epistemology (understood thusly) is, thereby, just an attempt at under-
standing (Hylton 2007, p. 83; Quine 1969b, p. 83).

Ontologically speaking, furthermore, norms have historically also had hard time
locating themselves within nature (Hume 1888 [1970]). That is, within an onto-
logical inventory constituted entirely by entities and phenomena located within the
domain of causality, empirical scrutiny and change, there seems to be then “no
room for normative facts—or at least be so insofar as they cannot be reduced to the
kinds of objective, causal facts with which the natural science deals” (De Caro and
Macarthur 2010, p. 1).

In general terms, the problem between naturalism and normativity seems to be
that the overall metaphysical (ontological or epistemological) firmness that a first
philosophy is required to possess in order to have any normative import in regards
to that which is purported to fall under its sway seems, further, to be required by all
attempts at normativity: In order to achieve normative import, that which functions
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as a norm must be firmer than that which is to be normed. Norms, it seems, must
not be subject to the same contingencies, otherwise, their value determinations
and/or prescriptions would be as transient as the characteristics of that which is to
be judged, prescribed or valued. In so many words, normativity (understood
thusly) would seem to require commitments to metaphysical hierarchy that are not
continuous with naturalism’s commitments to metaphysical horizontality.

Many have, on similar grounds (see De Caro and Macarthur 2010; Putnam
1982), contended that a strict rendering of scientific naturalism is incompatible
with normativity. In order to maintain its commitments to metaphysical horizon-
tality in either ontological or epistemological terms, strict naturalism would seem
to be restrained to fallibilist or hypothetical causal realism, that is to the positing of
causal-consequential explanations without being able to judge in regards to their
epistemic value.

Science, nevertheless, seems to be a profoundly normative endeavor, which acts
in ways at odds with those described above. First, science is a methodological and
therefore prescriptive endeavor (Ritchie 2008, p. 74). As explained above, this
would not be at odds with naturalism (specifically its epistemological component)
if science abstained from judging the epistemic value of that which is obtained
from the adherence to its methods. This, however, hardly seems to be the case.

It is hardly controversial to sustain that science, understood as the formal
systematic effort at the production of knowledge, proceeds under the assumption
that the adherence to such methodological prescriptions does lead to the production
of epistemological value, and that these prescriptions provide an objective
framework for epistemic discrimination. Science, for example, distinguishes itself
and its claims from the claims and practices of other knowledge producing ven-
tures that are deemed, by its own (methodological) standards, as pseudo- or
un-scientific (examples might include homeopathy and astrology).

Science, also, does not seem to pronounce these deliberations in the first person
or allude to their contextual validity. Science, rather, speaks in universal terms: It
treats its pronouncements as facts, which, furthermore, are received by wider
society (both tacitly and formally) as such, leading to a normative relationship
between science and society at large (Fuller 2002, p. 177).

Finally, on account of the above, scientific (epistemic) judgements have prac-
tical, economic and political consequences. Expert or scientific knowledge, for
example, plays an important part in the diagnosis and determination of possible
courses of action in regards to both individual problems and social issues (Rouse
1987, p. 227). In formal terms, the epistemic determinations of the scientific
establishment constitute the foremost authority concerning the standardization of
the education curriculum and health provision (Fuller 2000, p. 8; 2002, p. 177).
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Also, scientific epistemic determinations play an important role regarding the
determination of the formal legal verdict on what counts as “objective”, “secular”,
“valid” or “neutral” statements and claims to knowledge.”

Regarding economic matters, scientific valuation also has consequences that
extend well beyond the bounds of the scientific establishment. The scientific
enterprise requires vast amounts of resources to conduct its activities. In this
regard, and in lieu of their recognition of epistemic (cognitive) authority, scientists
as a class are able to procure vast amounts of economic capital and manpower both
to conduct their professional activity and to extend the products of their work into
the domain of laymen (Rouse 1987, pp. 212-226).

From the above, a relationship between science and the rest of society, or
between formal experts and laymen, can be inferred. It seems to be the case that the
epistemic judgments of science or scientists (hereafter [a]) have import for the
capacity of action of wider society or laypersons (hereafter [b]). However, it seems
that the determinations of (a) are assumed to be valid before or independently of the
participation or position (situation/location/context) of (b). The source (i.e., method)
of the authority that (a) is capable to exert in regards to (b) must, therefore, be
assumed to transcend (b)’s situation/location/context (Fuller 2002, pp. 175-189;
2007a, pp. 43-52).

This situation also implies a tacit and formal socio-political hierarchy in regards
to cognitive or epistemic matters. Since it is implied that the “expert” (a) is—in
objective or realist terms—more knowledgeable than the layman (b), then (a) has a
higher cognitive or epistemic ranking than (b), also in objective or realist terms.
Given this understanding of cognitive authority, the ideal is then to formally
reproduce this assumed factual cognitive hierarchy. In practice, it means that
members of the cognitive hierarchy are selected from the top down. In other words,
those (a) that, as a result of their future formal relation to science, will acquire the
capacity to act in ways that will affect others (b) are not selected by the bulk of
those possibly affected (b), but rather by those who already have a high rank in the
cognitive hierarchy (a+). The choosing of future experts and scientists is done by,
and according to standards developed by, firmly established experts and scientists
“through examination and publication policies that proceed with little external
scrutiny” (Fuller 2000, p. 8).

This is evidenced by a plethora of examples, of which the most significant are: (1) The
admissibility of expert testimony for both judicial and administrative matters in most secular
states is commonly regulated by procedural legislation that defers to scientific standards (i.e.,
Rule of Evidence 702 in the U.S.A., see Bernstein and Jackson 2004).
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An expert (a) in one area is a layman (b) in another, leading to the guiding
principle for setting disciplinary boundaries. Academic disciplines, in this sense,
can be understood as the horizontal dimension of the cognitive hierarchy (Fuller
1997, pp. 49-59; 2002, pp. 191-195).

In short, the internal organization of science as well as its formal relation to the
rest of society presupposes an epistemic, or cognitive, hierarchy in which certain
individuals ([a], experts) have a higher standing than others ([b], laymen) in virtue
of a source of authority that is independent of both. To refer again to Nagel’s
(1986) expression, “view from nowhere”: A perspective ontologically (and epis-
temologically) located beyond that which it observes (nature).

If the above were a fortunate approximation of the current organization of the
scientific enterprise, then the epistemological assumptions that (supposedly) norm
the scientific establishment (and justify science’s normative dimension) would
seem to be at odds with the general worldview that obtains from its practice. This
purely philosophical contradiction is, however, the least pressing of the possible
negative consequences that might result from a hierarchical organization legit-
imized by assumptions of political transcendentalism. In this sense, the movement
commonly grouped under the heading naturalist social epistemology (or NSE; see
Fuller 2002, 2007a, 2009; Fuller and Collier 2003) claims that such a situation may
result in important consequences for the capacity of wider society to produce
knowledge (understood as the capacity to procure new capacities of description
and action) as well as other significant consequences of political nature.

The NSE, founded on reasons such as those mentioned above, takes seriously
the possibility that a source of authority that is un-revisable and non-contingent to
the causal forces of its spatial-temporal context and is therefore un-situated in
nature (i.e., a “view from nowhere”) is unwarranted. If this is the case, and sci-
ence’s validity is different to that which legitimizes its cognitive hierarchy, then in
a situation such as that described above the primary incentive of science’s highest
ranking members (a+) is to maintain or further the hierarchical structure of the
establishment, in spite of the consequences this may have in regards to the pro-
duction of knowledge. This may translate into the following consequences:

e The scientific hierarchy is able to set the evaluation criteria of its own activity,
that is, the appropriateness of methods. As the benchmarks of progress, or
improvement, are altered to benefit the current orthodoxy, the history of
standards is altered as well to make it appear that the current situation would
also seem fortunate from the perspective of previous times (Fuller 2000, p. 10;
2002, pp. xx—xxi; 2007a, p. 25).
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e Regarding new players, that is, new theories or research approaches that might
seriously challenge the current orthodoxy and therefore the hierarchical
arrangement of the discipline in question, the lack of external scrutiny allows
the established structure to decide how they will incorporate, or import, theories
into their research. In this sense, it is then in their best interests to “capitalize on
their initial conceptions, and ignore—not test—the theories that challenge”
them (Fuller and Collier 2003, p. 32). Furthermore, as scientific research begins
to increase in terms of scale, that is, in terms of “size, complexity, hierarchical
level and [required] material investment”, the incentives to allow challenges are
reduced dramatically (Fuller 2000, p. 29).

e If, however, a significant challenge is being posed from within (scientific hier-
archy) or a specific scientific movement manages to acquire the social, political
and economic capital required to compete against the established status, the
competitor will most probably not disappear, but rather a new discipline will find
its place amongst the others. Two disciplines may then have “orthogonal”
objects of study (such as cognitive psychology and neurophysiology). This is
equivalent to a spatial (as opposed to a temporal) paradigm shift in Kuhnian
terms Kuhn (1970). In this sense, “disciplinary boundaries many [sic] be seen as
fault lines that conceal future scientific revolutions” (Fuller 2002, p. 195). The
maximizing of the pool of funds available would not necessarily translate into an
increased capacity of knowledge production but rather “enable all to continue on
their current trajectories as they see fit” (Fuller and Collier 2003, p. 43).

All true scientific progress can be understood as a transgression of boundaries,
since it is precisely the scientific hierarchy in its horizontal dimension that serves as
the most pressing social epistemological problem. This does not imply that, under
the organizational assumptions at hand, scientific research will not lead to any
results that might translate into practical benefits. It does mean, however, that the
incentives are not geared to that purpose, but rather to the maintenance of the status
quo, the accumulation of resources, and the increased cognitive separation between
expert and layman. As this takes place, the latter begins to rely increasingly on the
opinions of experts, to the point that a greater number of issues are increasingly
removed from the arena of public debate and placed under the testimony of sci-
entists (Fuller and Collier 2003, p. 11), which leads to the main political problem
that arises from this situation, namely that

[...] carried to its logical extreme, cognitive authoritarianism of this sort would claim
that the only decision that the public is entitled to make is to fund more social
scientific research to determine the identity of the ‘public interest’ from the many
misleading things that people say and do (Fuller and Collier 2003, p. 287).



Naturalism and Scientific Hierarchy 241

In lieu of the above, the question arises then as to how science is to be organized.
The philosophical and practical consequences that obtain from taking epistemo-
logical naturalism seriously have been addressed in various ways. Some such as
Quine (1969b), STS and SPSSK retreat from the (categorical) normative endeavor.
Most (e.g., Putnam 2010; Longino 2002; Kitcher 2001) deny the causal-contextual
nature of knowledge in one way or another, acknowledge the results that suggest it
in other ways, and find a solution in between.

Those who attempt to maintain themselves within the bounds of strict episte-
mological naturalism, namely the NSE, appeal to the elaboration of a republican
constitutional regime for science, in which the currently assumed transcendental
authorities (the source) are replaced by socially sanctioned counterparts that
mediate between knowledge producers and those with an economic, political and
practical interest in the production of knowledge (namely, society at large). The
general spirit behind such a suggestion is to “recast disciplinary boundaries as
artificial barriers to the transaction of knowledge claims” (Fuller and Collier 2003,
p- 31), and to place researchers “in direct competition with one another where they
previously were not”, in order to force them to account for their findings “not only
to their own discipline’s practitioners, but also to the practitioners of other disci-
plines and maybe even the public” (Fuller and Collier 2003, p. 23).

The problem with Fuller’s proposal is that it seems to be afflicted with the same
issue that his negative account attempts to address. That is, Fuller’s strong natu-
ralist commitments are hardly compatible with his transcendental commitments to
constitutionalism and his own version (termed “civic republicanism” [Fuller 2000])
of (epistemic) social democracy. In other words, Fuller trades transcendental
epistemological commitments for an a priori valorization of specific political
theories or ideologies.

The above-mentioned attempts to provide science with normative guidance—in
spite of or by taking into account the results of the naturalization of epistemo-
logical matters—can be reduced to renditions of what has been called liberal
naturalism (De Caro and Macarthur 2010), namely a commitment to ontological
and epistemological naturalism in regards to all that does not interfere with what
is necessary for one’s attempt at normativity, and an allowance of transcenden-
talism in regards to that which does.

Provision of a means to organize and prescribe the conduct of science whilst
maintaining oneself within the bounds of a strict rendering of naturalism—such as
that described in the preceding sections—would imply providing a normative
account that:
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i. was sourced from scientific evidence,

ii. maintained all of its ontological posting within the bounds of that which falls
under the purview of scientific explanations (namely entities and phenomena
contingent on causal-consequential relations to their spatiotemporal context),

iii. does not assume any source of normative import for its determinations that
transcends the possibility of revision, correction, scrutiny, or change within
the framework it creates, and

iv. is capable of providing normative import beyond its context (i.e., normative
import for third parties).

What follows is precisely an attempt to provide such an account.

3 Horizontal Normativity: An Attempt at Strict
Naturalist Social Epistemology

Considering the seemingly intuitive relationship between knowledge and cognition,
the cognitive sciences would seem to offer the most fertile ground to find a source
for a naturalist attempt at scientific normativity. In this regard, it is interesting to note
the presence of a similar situation in the cognitive sciences as that observed in the
sociology of knowledge: Most of the traditional approaches to the study of the mind
have a priori methodological commitments that translate into the attribution of
transcendental characteristics to cognitive phenomena. These are commitments that
lead to phenomena being posited as un-situated or non-contingent on the spa-
tiotemporal characteristics of its context.

For example, the elements that have been collectively grouped under “cognitive
computationalism” (Thompson 2007, p. 10) or “cognitive realism” (Varela et al.
1991, p. 147), represented by the research programs of cognitivism (Pylyshyn
1984; Fodor 1987, 1985) and connectionism (Hofstadter 1995; Dennett 1978),
commit themselves to an a priori understanding of cognition as the processing of
symbols or representational stand-ins for a stable and prior reality whose semantic
content is causally related to this exterior.

Initially, this position would seem to provide for a naturalist account of realism
and therefore a (scientific) foundation for (categorical) scientific realism (Goldman
1993). It is hard to argue, however, in favor of the scientific credentials of such a
position when the quality that defines it and would seem to provide empirical
support for a scientific account of scientific validity has been determined a priori as
methodological commitments that lead to a transcendentalist understanding of the
mind (not dissimilar to those proposed by Cartesian dualism). For example, such a
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position assumes both (1) universalism in the sense that concepts or tokens are
caused by a reality that is both previous to and independent of the cognitive agent’s
spatiotemporal situation (e.g., Fodor 1987; Pylyshyn 1984, p. 50); and (2) the lack
of a spatiotemporal situation and determination of the rules that determine the
computations at hand. Even cognition is thus assumed to be causally related to
external reality, to concepts themselves and to the rules that determine computa-
tions held ontologically irrespective of the situation or spatial-temporal location. In
this sense, Fodor (1985) acknowledges that “the only respect in which [realist]
contemporary cognitive science represents a major advance over the RTM
[representational theories of mind] [of] its eighteenth- and nineteenth century
predecessors” is its use of the “computer metaphor” (Fodor 1985, p. 93; also see
Chemero 2009, pp. 3-17).

The theoretical work grouped under the heading “radical embodied cognition” or
“embodied dynamicism” (Gallaguer and Zahavi 2008; Gallaguer 2005; Thompson
and Varela 2001; Gelder 1995; Varela et al. 1991), on the other hand, abstains from
ontological claims that might interfere with the interpretation of empirical evidence.
The evidence that specifically touches on the matter, furthermore, seems to locate all
cognitive phenomena within the bounds of space-time and ontological contingency.
An unsurprising situation considering what seems to be required for scientific
explanations (see Sect. 1).

For example, since the 1800s, scientific work on color vision (Young 1802; von
Helmbholtz 1970 [1866]) has hypothesized that the phenomenal structure of human
color perception results from a limited number of perceptual parameters. Empirical
work (Brown and Wald 1964) later confirmed that phenomenal color structure was
determined by anatomic characteristics, specifically the number of visual pigments
found in the retina, which in the case of humans are commonly three: Short-wave,
or blue (capable of absorbing maximally at wavelengths of 430—450 nm of the
electromagnetic spectrum), middle-wave, or green (540-550 nm), and long-wave,
or red (555-575 nm). The most accepted account of animal color vision, the
“dual-process theory of colour” (Hurvich and Jameson 1957), draws on findings
such as the above and hypothesizes that color phenomena are the result of the
structural arrangement of hues in opposing pairs (i.e., black/white, red/green) based
on the number of parameters (visual pigments) found in an organism. Color then
varies significantly and is contingent, amongst species and individual organisms,
on the number of visual pigments observed and their spectral sensitivity. For
example, birds such as ducks and pigeons are tetrachromats (possibly pentachro-
mats) (Bowmaker 1980, p. 196; Goldsmith 1990).
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Work concerning the ontologically contingent (embodied, sensory-motor
grounded, etc.) nature of perception is still dominated by research and argu-
ments revolving around color experience (Wessel 2006, p. 93). There is, however,
some incipient empirical (or semi-empirical) work concerned with the situatedness
of auditory experience (Wessel 2006; Lochhead 1995), and there has been
important and continuous work related to the sense of smell (Skarda and Freeman
1987). The overall trend of these studies is that, in general terms, the phenomenal
structure (the structure of perception) is contingent on the specific characteristics of
the body (and, therefore, sensory-motor capacity). In other words, experience is
ontologically contingent on anatomy. Because sensory-motor capacity is in con-
stant change (either in genetic [evolutionary] or ontogenetic [even cognitive]
terms), experience is also contingent on time or rather on the temporal situation. Of
most importance, however, is the realization that the phenomenal structure of two
agents—depending on their specific characteristics—may be incommensurable.
For example, in terms of color dimensionality, agents seem to have
non-comparable experiences: Two different color spaces cannot be mapped or
translated from one to the other without remainder (Matthen 2005, pp. 184-185;
Thompson 1995, p. 151).

So far, this line of work has been concerned with what is called on-line cog-
nition, that is, cognitive phenomena constituted by a direct relation to the envi-
ronment (i.e., sensorial experience or perception). There is substantial work,
however, that suggests that a similar situation is present in the case of off-line
cognition (i.e., abstraction, imagination, representation). In this regard, evidence in
fields such as linguistics and psycholinguistics (e.g., Gibbs 2003; Lakoff and
Johnson 1999) and neurophysiology (e.g., Kiefer and Barsalou 2013; Barsalou
2008) suggest that cognitive phenomena such as language, imagination and overall
abstraction (“representation”) are also grounded (Barsalou 1999), embodied
(Lakoff and Johnson 1999) or otherwise contingent on the organisms’ perceptual
and motor mechanisms.

Some of the most stimulating research in this regard stems from studies in the
field of neuropsychology that suggest a strong correlation between abstract rea-
soning and the neural mechanism used in perception and movement (see Kiefer
and Barsalow 2013). For example, studies have found that sound-related concepts
quickly (150 ms after word onset) activate an auditory-associated cortex (Kiefer
et al. 2008). A related example comes from Pulvermiiller (2005), who found a
similar correlation between action-related concepts and motor areas.

Findings such as these have prompted theorists to hypothesize that all abstract
(representational or symbolic cognition) is grounded or constituted by sensori-
motor simulation: The areas of the brain that are used for perception and action are
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the same areas used for abstract cognition (Lakoff and Johnson 1999, p. 20;
Barsalou 1999, pp. 582-583), including mathematical reasoning (Lakoff and
Nuiez 2000).

It is then interesting to note that these studies operate as an individualist
counterpart for the STS: Whilst STS suggests that scientific knowledge is deter-
mined by the causal and spatiotemporal situation of a specific cultural or social
context, studies such as the above suggest that cognitive phenomena—in general
terms and including scientific knowledge—are also situated within the domain of
causality, time/change and naturalist explanation, in this occasion, however, within
the bounds of organism anatomy. Furthermore, by suggesting that all cognitive
phenomena are situated and that cognitive phenomena vary in ways that are even
incommensurable, they also challenge the possibility of an un-situated higher
ground on which to norm true from false, the valid from the invalid, or the real
from unreal.

Embodied dynamicism can be understood as the ontologically uncommitted
theoretical approach that stems from the results of the afore-mentioned studies. The
term, as used by Thompson (2007), highlights the theoretical continuity between
two programs of different origins: The dynamical systems approach to cognition
(e.g., Thelen and Smith 1994; Gelder 1995) and radical embodied cognition
(Chemero 2009; Thompson 2007; Varela et al. 1991). A wide variety of work
differing in regards to specifics and main focus of study can be grouped under these
headings. In general terms, however, they are all, in one way or another and to
different degrees, committed to a statement such as the following:

Cognition, in general terms (this is including perceptual “experience” and “abstract
thought” or its equivalent), is both relative to and constrained by the ultimate spa-
tiotemporal situation. The spatial dimension is represented by the physical, functional
and organizational characteristics of the body. And the temporal dimension is rep-
resented by the body’s genetic, ontogenetic and social history.

In order to explain how a normative account continuous with strict naturalism may
be obtained from such a position, it is necessary to explain its two main compo-
nents. The first is that cognition is relative to a natural location
(ontologically/causally contingent on anatomy and/or sensory-motor capacity).
This is equivalent to a rejection of the “view from nowhere” and the impossibility
of a higher or firmer (meta-cognitive) ground to judge the fortune of cognitive
phenomena.

The second position is that cognition is constrained by natural location. This is
a related but different claim from the above. It implies that cognition, even though
relative, is not arbitrary. For example, it may be the case that an object that I
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(being a trichromatic being) perceive as (what I have been culturally instructed to
label as) blue is perceived by another (possibly pentachromatic) agent as colored
by three different hues which he has been culturally instructed to label as X, Y and
Z (differences in chromatic dimensionality imply the perception of more “hues”).
The fact that I perceive blue and my alien friend perceives X, Y and Z, does not
imply that we have a choice in the matter. Our perception is then both relative and
constrained by the ultimate spatiotemporal characteristics of our phenomenal
cognitive structure, specifically the relationship of anatomy and our environment.
In this particular example, constraint means that our cognitive situation transcends
the (direct) volition of cognitive agents.

Consider, in this regard, Thompson’s (2007) elaboration on the relationship
between, on one hand, the specific sensory motor capacities of a bacteria (its
metabolic needs) and, on the other hand, a specific aspect of the bacteria’s envi-
ronment, sucrose.

When swimming in the presence of a sucrose gradient [bacteria] will tumble about
until they hit upon orientation that increases their exposure to sucrose (Thompson
2007, p. 74).

The bacterium acts in such a way because its requirement of sustenance results in a
specific categorization of the environment. Certain aspects of it, then, have func-
tional significance to others, and in regards to its metabolic needs, certain aspects
of the environment acquire value (metabolic value). Living structures, according to
the author,

[...] are thus ontologically emergent with respect to mere physical structures. They
constitute a new order of nature that is qualitatively distinct from the merely physical
order. [...] [A characteristic of] the living order is that the relation between organism
and environment is meaningful and normative (Thompson 2007, p. 74).

Value (functional or otherwise), from such a naturalistic perspective, is a result of
the necessary categorization, differentiation, and discrimination of the environ-
ment. Life is equivalent to evaluation and significance and, therefore, life is
normative.

Whereas for the biological requirements of the bacteria the whole evaluative
domain may be encompassed in functional terms (i.e., by the duality of attrac-
tiveness and repulsiveness), the evaluative domains of more sophisticated organ-
isms may in turn also be laden with greater sophistication. And so, for example, a
meta-zoan will categorize his environment in regards to various different sensorial
standards. The above-described work on color is a prime example of this
phenomenon.
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As has been the matter of the present work, in the case of humans, we find that
one of the most (if not the most) important aspects of our evaluative domain is that
which concerns epistemic matters. Like any other biological valuation, however,
epistemic valuation is also relative and constrained to a situation (not arbitrary).
Whilst this might initially seem a bold claim, it is actually equivalent to a relatively
uncontroversial position within analytic philosophy, namely doxastic involun-
tarism or the notion that “[cognitive agents] lack [...] direct voluntary control over
[their] beliefs” (Alston 1988, p. 260).

In specific terms, this implies that one cannot alter one’s doxastic state (cog-
nitive state in regards to belief) without engaging in action, and even so one cannot
control the effects that such action may have on such as state. As an example of this
situation, Alston (1996) requests the reader to attempt to voluntarily believe that
the USA is still a colony of Great Britain. In my case at least, I am unable to do so.
I am unable to believe at will.

If one has no direct control over the one’s relationship between doubt and
certainty (what I call one’s limit of certainty) regarding any particular matter, this
implies then that (for practical purposes) one has (ultimately) no direct control over
the degree of cognitive authority that one awards to cognitive (intellectual) posi-
tions, experience, and/or communication of positions and statements. In other
words, one does not have direct control over one’s epistemic judgements. It is
precisely this experienced constraint which allows for a normative account that is
both compatible with naturalism and may provide the ground for a normative
framework for science.

The first step to reach such a goal lies in the notion of situational necessity: A
modal qualification that does not claim authority from any metaphysically tran-
scendent source.

In order to arrive at the manner in which situational necessity operates, a review
of where we currently stand is necessary. So far we have found two insurmount-
able positions:

(1) The (ontological, epistemological or phenomenological) relativity of expe-
rience, knowledge and cognition or the inscrutability of the impossibly ex-
perienced (IIE): For both philosophical and empirical reasons it has been
concluded that a (normative, epistemological or empirical) perspective that
transcends causality/possibility of explanation and time/change is unwar-
ranted (by any presently known standard). This means that there is no warrant
to claim for an independent (non-contingent) standpoint on which to judge
reality; no standpoint to determine real from unreal, the true from the false,
and the valid from the invalid.
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(2) The inevitability and inevitable experience of constraint (IIEC): For empirical
reasons, it has also been concluded that, even though IIE implies that all
(normative, epistemological or empirical) standpoints are relative, they are
not arbitrary. The situation both relativizes and constrains cognition and value
judgements.

IIEC is sustained by scientific evidence but its fortune is also suggested by present
and personal experience (i.e., on phenomenological grounds). This is, I can safely
affirm, that at the present moment I am cognitively constrained. In regards to all
(off-line and on-line) cognitive matters, my certainty is limited by my doubt, and
the relationship between these two is not (directly) mediated by my own will. And
so, when I compute 2 + 2, I can state without fear of dishonesty that I find myself
constrained to provide 4 as an answer. In other words, I find 4 as a necessary
answer.

If I claimed, however, that the characteristics of my experience of constraint are
universal, in the sense that they apply to all, I would then fall into a phe-
nomenological transcendentalism of sorts, and by doing so, would then find myself
in a position at odds with IIE (which I find as necessary as 2 + 2 = 4).

It would then seem that the necessary outcome of this philosophical conundrum
would be some sort of (normative) solipsism. This position, however, would also
be at odds with IIEC. That is, even if I do not find the warrant to claim anything
beyond my perspective at this present moment, the constraint I experience from my
un-arbitrary perspective includes emotional and physiological necessities that I feel
required to fulfil. As part of this required fulfilment I find myself in the need to
negotiate with other aspects of my experience that seem to have the same char-
acteristics as me (i.e., other people). For example, at this very present moment, one
of the reasons I am writing this is the need to procure a safer financial future for my
family and myself. I am, amongst other things, constrained to treat you, my reader,
as precisely that: A reader. Finally, because I am constrained to IIEC, I am limited,
cognitively exhausted, as regards to other ways in which the cognitive structure of
those that I find similar to myself might work. This constraint, then, leads me far
from solipsism, at least in practical or pragmatic terms.

The only outcome then that I am able (and therefore constrained and necessi-
tated) to find for IIEC + IIE is the following: Because I cannot claim IIEC uni-
versally on account of IIE, and because I cannot imagine a situation different from
IIEC in others like me: I am constrained to hypothesize that all others are also
IIEC, but because of 1IE I must maintain myself open to the possibility of revision
(scrutiny).
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The (situational) confirmation of my hypothesis can only be realized by my
receiver upon communication. In this particular case, it can only be confirmed by
you (my reader).

If this takes place, however, you will also find yourself incapable of finding a
solution to the inscrutability of the impossibly observed, whilst at the same time
you find yourself incapable of directly commanding the limits of your doubt and
your certainty: My account would then have categorical normative implications for
both of us. This is situational necessity.

The above example allows for an understanding of how situated necessity is
able to provide validity of itself, without falling into any sort of transcendentalism.
Situational necessity, however, is able to do this for any intellectual position. For
example, I can safely state without fear of dishonesty that I am constrained to find
the statement “All bachelors are unmarried” as necessarily being unproblematic.
This does not imply that I find it “true” in a metaphysical sense (again, if so I
would then do violence to IIE, which I also find as necessarily unproblematic). It
rather implies that in this precise moment and from my perspective I have no
option—I am cognitively exhausted—but to find it unproblematic in the same way
that I find 4 to be the only result for the computation 2 + 2. This implies that I am
also constrained to hypothesize that you, my reader, are as constrained as I am to
find it unproblematic. I am open, however, to the possibility that upon further
knowledge—that is, upon future communication and experience—my limit of
certainty on the matter may be altered. It may be the case that it is you who will
change my limit of certainty and, therefore, you do not find it as unproblematic as I
do. I am unable to know what sort of communication or experience could alter my
limit of certainty in this regard. If I knew, it would mean that my limit is already
altered. If, however, it were the case that upon communication with another agent I
realize something (which I cannot foresee) that enables me to understand a problem
in 2 + 2 = 4, my cognitive capacity (we could call this “cognitive affordance”) in
this regard would be dramatically changed as a result.

Furthermore, because such a change takes off precisely from my previous
position, it therefore contains it. In other words, because the previous state served
as the ground for the change at hand, the resulting outcome must then be judged as
superior or complementary from the perspective of the previous situation. The
new, and necessarily previously unforeseen, possibility of action or description
(affordance) is, from the perspective of the past cognitive situation, seen as better
or complementary. From the perspective of the affected agent, all changes to limits
of certainty are cognitive enhancements. They are positive.

In this regard, from the perspective of situated necessity, the primary standard
of epistemological valuation is not the presently identified form which seems to
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constitute my cognitive exhaustion and thereby the means of the current cognitive
constraint (i.e., my present reading of the identified rules of logic and/or fortunate
induction) since, from the perspective of situated necessity, this identified form, its
rules or characteristics, is always subject to change. Principles of deduction and
induction can be understood as first person readings of phenomenological pro-
cesses that lead to constraint. These, however, can only provide explanatory
import. If there is any individual epistemic standard that can be obtained from the
present account, it is cognitive change itself. A key epistemological principle that I
am exhausted/constrained to identify (and exhausted/constrained to hypothesize
you will recognize) is that, in epistemological terms, the future is stronger than the
present and the unknown stronger than the known.

This does lead to a (situationally) necessary understanding of epistemic value
judgement. Epistemic value is (involuntarily) awarded by an agent to that which
changes his/her limits of certainty. From the perspective of a determined agent’s
cognitive situation, however, not all communication or experience will result in
changes to his/her limits of certainty. For example, in an hypothetical exchange
between agent (a) and agent (b), if (b)’s interpretation of (a)’s communication
proposed the existence of the Loch Ness monster because of a picture (a) had seen
in a sensationalist journal, it may be the case that (b)’s limits of certainty in regards
to the fauna of Loch Ness will not be altered in any significant way. If (a),
however, shows (b) the documentation of an HIV vaccine testing that she (a) co-
ordinated in which said prophylactic proved 100 % effective in 1000 human trials,
then the limits of doubt and certainty that (b) held in regards to the possibilities of
AIDS prevention would be altered. That is, in relation to the time/moment before
the exchange (TMBE), (b) will now experience either a higher degree of doubt or a
higher degree of certainty regarding the matter at hand. From her post-TMBE
cognitive perspective, (a)’s communication was laden with epistemic validity.

This epistemic standard, however, does not allow for an individualist episte-
mology. Amongst other things, the knowledge that results is one in which
knowledge as a natural phenomenon cannot be reduced in individualist terms: Not
only are all accounts of what exactly causes changes (i.e., rules of logic and
induction) subject to change themselves, but also whilst situational necessity
hypothesizes a natural understanding of situated epistemic validity (that which
caused cognitive change), it does so in a way that makes it unable for this to be
proven in any reliable way. This is because it is only the affected agent (b) who is
aware of the situation and, furthermore, always able to choose not to disclose the
validity that his own position is awarding to a specific position.

From this understanding of situated epistemic validity, however, a number of
other premises necessarily obtain. These constitute a specific understanding of the
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relationship between social dynamics, cognitive hierarchy, and epistemic scrutiny.
It is from these that hypothetical courses of action regarding the organization of
knowledge production activities can be developed.

We have already explained (1) IIE and (2) IIEC, which as we have seen lead to:

(3) From the perspective of the affected agent (b), all cognitive change is posi-
tive. From the perspective of the agent, all cognitive change translates into
cognitive enhancement.

This, in turn leads to:

(4) Because (2, IIEC) cognitive change is not subject to an agent’s volition and
because (3) (from the perspective of the affected agent) all cognitive change is
positive, then if a certain agent (a) is able to change the limits of certainty of
another agent (b) through communication, this would mean that agent’s
(b) cognitive situation awards (without the need of [b]’s volition) cognitive
authority to (a)’s communication.

This last concept (4) can be fortunately called natural cognitive authority, namely,

the capacity of a determined agent to change—through communication—the cogni-
tive situation (limit of certainty) of another.

The notion of natural authority corresponds to a social rendering of the already
described notion of situated epistemic validity that results from situated necessity.
Natural authority, in turn, provides the framework for a naturalist and horizontal
rendering of normativity.

Unlike other attempts at normative accounts, the source of authority (in this
case cognitive/epistemic) does not transcend situation. From the perspective of the
offered theory, within an exchange between two agents (a and b) cognitive (or
epistemic) authority always stems from the cognitive situation of the receiver (b).
One (a) has cognitive authority over another agent (b) (and therefore one’s state-
ments hold epistemic validity) but only if one (a) is capable of changing agent’s
(b) limit of certainty.

In these terms, the historical validity of science can then be explained, not in
relation to the approximation of a transcendent standard (i.e., science as true or
universally valid) but rather on its incontestable capacity to change the limits of
certainty within a specific historical context and thus change the way a great
variety of cognitive agents understand the world.
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The next hypothesis that obtains from the premises of situational necessity
could be called the hypothesis of the primacy of difference. That is, as implied
above, in order for a determined agent (a) to have natural authority over another
(b), these must perceive some sort of difference between their positions, either
because (b) perceives (a)’s as adding to his position, or because they see their
positions as conflicting or incommensurate. Communication between two agents
whose limits of certainty are perceived as similar is “easier” but does not promise
(for either of them) the level of cognitive alteration (and therefore enhancement)
that the communication between two agents in extremely different cognitive sit-
uations may produce. Experimentation (scientific or otherwise) in these terms can
then be understood as the pursuit of knowledge by means of locating oneself,
through the attainment of experience, in a different cognitive situation to one’s
peers.

In order to simplify matters, we have so far explained the theory of natural
(cognitive) authority and the hypothetical cognitive exchange between two dif-
ferent agents as if only one of the agents (a) possessed cognitive authority over the
other (b). It is more fortunate, however, to consider that each of two different
agents who meet wants to have cognitive authority over the other, even regarding a
single matter. One (a) will, almost certainly have a greater capacity to change the
limits of certainty than the other (b). But also almost certainly, the other (b) will
have the capacity to change the limits of certainty of (a). Any exchange will
cognitively alter and therefore enhance all the agents. If time is not an issue, then
the greater the difference between them, the greater the possibilities of cognitive
enhancement.

The primacy of difference then can be stated as follows:

(5) In order for a cognitive agent (a) to change or have the possibility to change
another cognitive agent (b)’s limit of certainty, his/her (a) cognitive situation
must differ from the other’s (b). The greater the difference, the greater the
possibility for change. And since (3) all change is positive from the per-
spective of the affected cognitive agent (b), the greater the difference, the
greater the promise of cognitive enhancement.

This understanding of cognitive authority (and epistemic validity), however, also
has implications for the relationship between (social or cognitive) hierarchy and
knowledge. That is, (4) above implies that the notion of natural authority takes into
account a form of (temporal and metaphysically horizontal) hierarchy: In a rela-
tionship of (cognitive) natural authority, he who knows, namely he (a) who has the
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capacity to change the limit of certainty of another (b) sits in a higher cognitive
position in regards to that particular relationship.

This hierarchy, however, dissolves as a result of its practice. The capacity to
change limits of certainty is practiced through communication. Successful com-
munication will result in both change and approximation (elimination of differ-
ence) between the states of both the agents who are part of the exchange. As (b)’s
limits of certainty are changed and his cognitive situation is enhanced by com-
munication, (a) begins to lose the capacity to change them. Hypothetically, if their
communication is successful (this may take time or even training), (b) will have the
same capacity as (a). As a result, (a) will lose all natural authority she has in
relation to (b).

This leads to the fifth necessary hypothesis that obtains from IIE + IIEC:

(6) Cognitive authority (4), namely the capacity to change the limits of certainty
of another agent and the hierarchical relationships that it implies are
levelled/stabilized as a result of its practice (communication). In other words,
the communication of knowledge and the resulting cognitive enhancement
eliminate both cognitive difference and cognitive hierarchy.

Without any situation-independent (transcendent) standard that may provide
capacity to determine or judge epistemic value, from the above four hypotheses—
which (necessarily) obtain (in regards to my present situation and hypothetically in
yours) from IIE + [IEC—one is constrained to predict the following:

All things being equal, which in this case means assume specifically:

X. that there are no major temporal constraints or boundaries for communication,

Y. that there are no major spatial or material constraints for communication, and

Z. that all participating agents are willing and incentivized to engage in com-
munication until stabilization, and to acknowledge all changes that occur to
their limits of certainty; then:

It can be predicted that unbounded communication will lead those with less
capacity to change the limits of certainty towards cognitive enhancement, and that
all positions (or aspects of positions) that survive change correspond to the highest
level of cognitive enhancement for both these individuals and for the community.
In so many words, according to the above necessary hypotheses, it can be predicted
that, ceteris paribus, unbounded communication will act as a naturalist, specifically
socio-cognitive, exercise of falsification or refutation, whilst at the same time also
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acting as a distributor of knowledge, and a levelling of cognitive hierarchy.
Without any transcendent or objective standard it is only the difference, combined
with constraint, that provides grounds for epistemic scrutiny.

Once all differences have been levelled, or levelled as much as the circum-
stances of its members may allow, the only way to acquire further collective
enhancement is by finding a new difference.

The above situation serves as an ideal for the most effective circumstance for
the acquisition of individual and collective cognitive enhancement. It is clear to
see, however, what it is that gets in the way of this “open society”, namely
(X) temporal, (Y) spatial and material constraints, and—under the assumption that
ranking members within a hierarchy has the incentive to maintain this position—
then also (Z) the social boundaries for communication that a cognitive hierarchy is
afforded to maintain in lieu of (X) and (Y). Or in other words, (Z) any social
structure that might actively repress or set boundaries for communication that has
the capacity to change the limits of certainty, or that might prescribe the individual
psychological repression of these.

In lieu of the above, epistemology and/or philosophy of science would cease to be
endeavors aimed at the prescription of fortunate means of knowledge production, or
to be attempts to establish firm standpoints for epistemic judgement or demarcation.
These philosophical efforts would now relocate themselves within the social and
cognitive sciences in order to attempt to understand what form of social organization
would provide the most un-intermediated, unbounded and efficient form of com-
munication amongst the largest quantity of cognitive agents taking into consideration
that which is afforded by the interplay between technology, spatial, material and
temporal constraints, and the political incentives that may be in the way; an enterprise
whose overall prescriptive spirit is not dissimilar to that of the NSE.

And so whilst strict naturalism may not be able to provide an epistemologys, it is
able to provide the means of a normative social theory of epistemological import,
or in other words, it is able to provide a social epistemology.
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Abstract

This paper is divided into two parts, one on the theological and the other on the
philosophical roots of the transgressive mindset, which when seen against the
backdrop of Western intellectual history is ultimately about establishing a
continuity of being between the human and the divine. Along the way, various
intermediate positions are discussed, including Prometheus, Faust, Superman,
and Plato’s philosopher-king—with the image of Jesus figuring in the
background as an unstable human-divine hybrid. The linchpin philosopher
for consideration of the transgressive mindset turns out to be the medieval
scholastic John Duns Scotus, whose theory of “univocal predication” under-
writes modern notions of literalness, which opens up the prospect of converting
possibility into actuality through an act of will, as exemplified by the
ontological argument for the existence of God, in which the deity self-realizes
by definition.
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In what follows, I consider successively the theological and the philosophical roots
of the transgressive mindset, which in the Western tradition has been about
establishing a continuity of being between the human and the divine. Along the
way, | examine various intermediate positions, including Prometheus, Faust,
Superman, and Plato’s philosopher-king—with the image of Jesus figuring in the
background as an unstable human-divine hybrid. The medieval scholastic John
Duns Scotus plays a pivotal role in my account, mainly for his theory of “univocal
predication”, which underwrites modern notions of literalness. Specifically, Duns
Scotus opens up the prospect of converting possibility into actuality through an act
of will, as exemplified by the ontological argument for the existence of God, in
which the deity self-realizes by definition.

1 Back from Prometheus to Faust and Simon
Magus: The Theological Roots
of Transgression

Blumenberg (1985) may well be correct to assert that in today’s world the myth of
Prometheus serves as the template for humanity’s ambitions to transcend its
intermediate status between animal and deity. Certainly the myth is a transgressive
one. Prometheus, an angel-like figure, steals fire from the Greek gods and gives it
to humanity, for which he himself is then punished and humanity is consigned to
an uncertain fate. In Christian theology, the closest analogue is Satan, a somewhat
shadowy figure in the Bible who is given clear form in the early modern era via
John Milton’s Paradise Lost. But this shift in mythic context also suggests that the
more appropriate model for the transgressive being is Adam, the first human, who
is tempted by Satan’s emissary to eat of the forbidden fruit, which hangs from the
tree of knowledge of good and evil (Genesis 2: 16-17). In that case, Faust—not
Prometheus—is the better starting point for our discussion. Faust is invariably
portrayed as a human—not an angel—who in some sense oversteps his divine
entitlement, typically in ways that implicate the interference of his animal nature
(i.e., a woman is involved). The main post-Adamic Biblical precedent for Faust is
Simon Magus, a very interesting figure who appears in the Acts of the Apostles in
the New Testament—more about whom below. Indeed, Prometheus only starts to
compete seriously with Faust as an icon of humanity’s transgressive tendencies
with the English translation of the ancient Greek classics in the early nineteenth
century, an important beneficiary of which was Mary Shelley, who subtitled her
1818 novel on Frankenstein “The Modern Prometheus” and began with a quote
from Paradise Lost.
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But before turning to the image of Faust as transgressor, it is worth observing
that Prometheus has at least two rivals for the Greek mythic source of transgressive
humanity: Tantalus and Sisyphus. Tantalus was a son of Zeus by a human mother
who doubted the omniscience of the gods and so put it to the test by seeing whether
they would recognize Tantalus’ own son served up as the main course of a meal.
Zeus saw through the ruse and condemned Tantalus to stand in a pool of water in
Hades surrounded by sources of nourishment that receded whenever he approached
them. The punishment may be understood as apt for someone who underestimates
the distance between the gods and their creations. In contrast, Sisyphus, the
founding king of Corinth, enjoyed disobeying and deceiving the gods as he
extended his rule. For his insolence, he was sentenced to push a boulder up a hill
that only rolled back down whenever he approached the top. This punishment is
meant to signify the ultimate vanity of power pursued for its own sake. It merely
consumes the energies of those in its pursuit, as Sisyphus forever fails to see that
all his efforts constitute a “sunk cost” that will never be redeemed. Taken together,
these two myths suggest a picture of humans failing to realize that there is more to
divinity than simply the indefinite extension of human capacities: It also involves
orienting those capacities to the right ends. It is here that Prometheus poses a
special challenge because his tale is less about doubting the power of the gods per
se than doubting that such power is exclusively theirs.

Prometheus’ original crime lay in tricking Zeus into accepting a superficially
pleasing sacrifice, in response to which Zeus withdrew fire from humans, which
then Prometheus promptly stole back for them. He was punished for this second
malfeasance by his liver being eaten by an eagle, only for the organ to be
regenerated and eaten once again. It is the sort of punishment that only a god could
suffer in perpetuity—never to be relieved in outright death—since only gods have
the power of self-regeneration. (If transhumanists get their way, and we have
indefinite lifespans, then this might come to replace capital punishment.) Trans-
ferred to a Christian context, the Prometheus narrative suggests that God deals with
humans on a discretionary basis, at first enabling them to share divine properties
but then withdrawing that capacity in light of some transgression, say, as described
in Adam’s Fall. In that case, the presence of a mediator who might circumvent
divine will is cast as the ultimate evil who threatens to undo the specific order
imposed by God. Thus, Milton’s Satan is a being whose power grows with the
onset of “disorder”, once divinely circumscribed capacities in the human are
allowed to run amok, as in the case of an insatiable curiosity or an unquenchable
thirst for power.

In contemporary transhumanist terms, Prometheus and Satan are purveyors of
an extreme version of “ableism”, the ideology of the indefinite expansion of
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particular human capacities, even if that entails exploding the integrity of the
person, understood as a bundle of mutually limiting capacities that are jointly
focused on realizing some reasonable life project (Wolbring 2008). It is perhaps
easiest to envisage this prospect in materialist terms, namely, as “living within
one’s means”, e.g., that the frontal lobe of the cerebral cortex cannot expand
indefinitely without making the human body structurally unstable—hence the
physical awkwardness associated with Frankenstein and associated cyborg cre-
ations in science fiction. Against this backdrop, God is presumed to have designed
the body in just the right proportions to enable it to function as it should.

At this point, [ want to leave the discussion of Prometheus/Satan because, in the
end, both narratives portray humans as pawns in an eternal chess match between
Good (aka Zeus/God) and Evil (aka Prometheus/Satan). To be sure, this image is
familiar from the cosmologies of Zoroastrianism. and Manichaeism, the latter often
treated as a Christian heresy. However, the Faust tale more directly implicates
humans in their own predicament, as they actively seek to appropriate what they
believe is rightly theirs. In this context, there is little for Evil to do other than nudge
humans to do something that they are already predisposed to do. Satan’s emissary,
Mephistopheles, presents the matter as a bargain, in which Faust is forced to admit
that there is a cost for transgressing the divine settlement with Adam (i.e., his
descendants are fallen but they are promised redemption, in a manner to be
determined by God). Strictly speaking, the cost to Faust involves the acceptance of
risk, since he cannot foresee all the consequences of his pact with the devil, as
opposed to God’s own unilaterally imposed securitized arrangements for human
salvation.

The modern image of Faust underwent a subtle metamorphosis from the dra-
matic portrayal offered by Christopher Marlowe in the early seventeenth century to
that by Johann Wolfgang von Goethe two centuries later. Whereas Marlowe’s Dr.
Faustus meets a grisly end after refusing to repent his ways, Goethe’s Faust receives
divine salvation despite his erring ways. The Ur-text of the tale is arguably Book V
of Augustine’s Confessions, where someone named “Faustus” is presented as
incredibly learned yet ignorant of his own limitations. For Augustine, Faust’s
arrogance epitomized our inherited fallen state, even as we have been created “in the
image and likeness of God” (in imago dei), a Genesis formulation to which
Augustine himself had drawn significant hermeneutical attention (van der Laan
2007, p. 7). From Augustine’s time to the start of the Protestant Reformation, this
turn of mind had been associated mainly with the Pelagian heresy, which invested in
humans the capacity to redeem themselves from Original Sin without any divine
mediation, simply by virtue of possessing a will to do so, albeit the very same will
that first led Adam down the path of sin (Passmore 1970, Chap. 5). However,
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alongside—and of equal significance by the time of the Scientific Revolution—was
the Arian heresy, which questioned the uniqueness of Jesus as a human invested
with divine powers of redemption (Fuller and Lipinska 2014, Chap. 2).

The difference is worth highlighting in terms of the transgression that might be
attributed to a Faust-like figure: The Pelagian supposes that humans can find their
own means to achieve divine ends, while the Arian supposes that humans “always
already” possess divine capacities which may have yet to be discovered. In terms of
contemporary philosophy of science, one might associate the Pelagian with a
“constructivist” and the Arian with a “realist” attitude towards human nature—or,
more precisely, humanity’s divine nature. In that case, Marlowe’s Dr. Faustus is a
failed Pelagian, and Goethe’s Faust a failed Arian. The significance of “erring” in
the two cases is different. In Marlowe’s case, it reflects a bloody minded sense of
one’s own correctness, whereas in Goethe’s case it reflects a sense of infinite
striving to achieve an ideal state: The one is condemned, the other rewarded (van der
Laan 2007, Chap. 10). The relevance of this difference to the Scientific Revolution
is that taboo “magical” practices like alchemy come to be seen in a different light,
independently of any change in their actual efficacy, again a shift from a con-
structivist to a realist interpretation. Thus, instead of imagining alchemists as
constructing fraudulent versions of effects that only God could produce, they come
to be seen as trying—often unsuccessfully—to imitate divine agency in their own
practice. A frequently cited Renaissance precedent for Faust, the sixteenth century
philosopher-physician Paracelsus, regarded the experimental arts as micro-
expressions of divine creativity and contributed to what is nowadays regarded as
the “hermetic” roots of the Scientific Revolution (Yates 1964, Chap. 8).

To be sure, from today’s standpoint, the Renaissance turn to realism looks like a
salutary shift towards a modern understanding of practitioners of the magical arts.
What previously might have appeared to be acts of deception or self-deception now
looked like sincere inquiry. However, at the time the shift made the magicians
seem still more dangerous to clerical authorities, eventuating in the executions of,
say, Giordano Bruno and Michael Servetus. A focal point for this anxiety was the
Socinian heresy, which made its way in the sixteenth century from Italy to
Jagiellonian Poland, the most liberal Christian regime of the time (e.g., as home to
Copernicus), where the heretics were known as the “Polish Brethren”. Their most
notable member was one Fausto Sozzini. Perhaps the most distinctive feature of
their legacy was its ambiguous take on Arianism, which shaped the Enlighten-
ment’s theological tendencies to Deism and Unitarianism, especially through John
Locke’s ideas of a “reasonable Christianity” (Wallace 1984). Socinians clearly
denied the uniqueness of Jesus’ divinity. But was this because everyone is born
divine or no one is? In the former case, our species task is to unleash divine powers
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that we each possess individually, which is a counsel of liberty; in the latter, our
species task is to achieve the divinity we lack as individuals by means of some
form of collective self-organization, a counsel of solidarity. The full range of
modern political ideologies from libertarianism to communism are licensed under
this rubric, though the version that has proved most durable is the balanced per-
spective epitomized in the US Constitution, a document notable in its day for
making human self-realization—not simply domestication—a central task of
government, one which in the past might have been left to churches (Hillar 2009).

The person who brought all of the above strands of thought into focus for the
image of Faust that appears in Goethe was Germany’s answer to Voltaire, Gotthold
Lessing. Lessing was widely known to have written, but never published, the first
notable version of the Faust tale which ends with protagonist being saved, not
damned (van der Laan 2010). Lessing’s Faust is an internally divided yet ulti-
mately sympathetic character. On the one hand, he is sufficiently arrogant to
interpret his having been created “in the image and likeness of God” quite literally
to mean that he need not adopt the supplicant’s position in prayer, the point of
which would be to have the deity look kindly on a request without questioning the
divine modus operandi. Rather, the Faustian communicates with God on the
presumption of equality by means of his own acts of technical creation and
interrogating the divine modus operandi via testable hypotheses. Yet, on the other
hand, Faust is, in the end, a mere human, who is constitutionally prone to error,
including in terms of his capacity to learn properly from error—which is tanta-
mount to learning from experience, since every experience is potentially an error if
it is not responded to properly. This meta-level sense of fallibility (including a
reference to Goethe) can be found in Norbert Wiener’s concerns about the perils of
“positive feedback” in cybernetic systems (Wiener 1961, p. 176). I shall return to
Wiener below, but it is worth mentioning that the prospect of harnessing the
redemptive power of error informs Karl Popper’s Goethe-inspired observation that
humans began to make rapid intellectual progress once we learned to detach
ourselves from the divine modus operandi (Popper 1972).

Integral to the Faustian turn is the violation of a specific taboo whose obser-
vance enabled a world order as comprehensive and stable as that of Roman
Catholic Christendom to survive as long as it has. Put in today’s terms: Qualitative
differences cannot be converted to quantitative ones simply by an act of human
will. (In the next section, I explore this point more deeply under the rubric of
“taboo cognition”.) In whatever sense humans may have been created in imago dei,
they cannot measure the immeasurable or compare the incomparable, which
includes inter alia creating life from non-life, not least the “homunculus”,
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something which virtually all versions of Faust, both in fact and fiction, are
accused of at some point (Ball 2011). This doctrine, familiar in pagan culture from
Aristotle, is nowadays discussed in terms of “irreducible incommensurability” or,
more simply, a “patchwork reality” (e.g., Galison and Stump 1996). The under-
lying assumption is that if there is an ultimate deity, the logic of its creativity is
impenetrable to humans and hence we are forced to experience reality’s intelligent
design in an unresolved fashion. Thus, any claims to having fathomed a common
set of a few underlying principles for generating the full diversity of observable
phenomena—of the sort that physicists continue to search for under the rubric of
“Grand Unified Theories of Everything”—was seen as prima facie heretical. This
helps to explain Isaac Newton’s own caginess with regard to whether his “laws of
nature” represented mere empirical regularities or God’s original recipe for
Creation. To be sure, Newton’s own reticence did not stop John Maynard Keynes
from dubbing him “The Last Magician”, admittedly from the safe secular distance
provided by the 300th anniversary of Newton’s birth.

This is an apt moment to consider the figure of Simon Magus, a Biblical source
for Faust and arguably the patron saint of all heretics. The crucial Biblical episode
(Acts 8: 9-24) was instrumental in the coinage of “simony”, the buying and selling
of church services, a symbol of corruption that was frequently cited by the early
Protestant Reformers as grounds for splitting with the Church of Rome. In the
original story, which takes place after the death of Jesus, Simon is portrayed as a
Samaritan divine and recent Christian convert who is very impressed by Peter’s
powers to conjure up the Holy Spirit. Thus, Simon asks him at what price those
powers might be bought. Peter disdainfully responds that such powers are a gift
and not for sale, and the very fact that Simon thinks otherwise demonstrates his
unworthiness of the gift. The Biblical author—conventionally thought to be Luke
of the Gospels—is probably reminding his readers of Adam’s original attempt to
arrogate for humanity a power that can only be provided by the Grace of God. In
any case, clearly Simon had transgressed a sacred ontological boundary by
attempting to render a difference in kind into one of degree—in this case, divine
powers understood as a highly potent skill-set that nevertheless might be obtained
via human currency.

Two aspects of this story are relevant to the development of the Faustian
imagination. First is that divine powers might be copied, simulated or otherwise
reproduced by human means. Second is that this capacity might be acquired by a
transaction involving humans renegotiating their relationship with God. In other
words, contra Prometheus, the Faustian does not attempt to steal divine powers or
operate behind God’s back. Rather, he sees the securing of divine powers as a
reasonable request for someone who has already made the basic faith commitment
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to the Christian deity, and hence recognizes his fallen state. Interestingly, even in
the authorized Acts version, Simon has the final word, hoping that God will not
abide the curse that Peter had effectively cast on his soul. In the past century,
perhaps the most interesting secular update of this sensibility was Thomas Mann’s
1947 novel, Doctor Faustus, in which the main character, the composer Adrian
Leverkiihn, deliberately contracts syphilis to induce a madness that leads him (via
an hallucinated exchange with Mephistopheles) to unprecedented levels of cre-
ativity, each exacting a greater toll on his body and soul, as if the entropy principle
were in operation.

Peter, the Apostle whom Jesus anointed as his immediate successor, was not the
only early church leader disturbed by Simon Magus. Several other stories
involving Simon were edited out of the Bible in writings declared “apocryphal” by
various ecclesiastical councils in Christianity’s early history. Georg Wilhelm
Friedrich Hegel’s great theological follower, Ferdinand Christian Baur—the
founder of the Tiibingen critical-historical school-—made the problem of Simon
Magus explicit. In terms popularized by the institutional economist Williamson
(1975), Simon was a man of the “market”, whereas his nemesis Peter was a man of
the “hierarchy”—at least when it came to the organizational logic of Christianity.
For this reason, Baur argued that “Simon Magus” did not exist as such but was a
euphemism for what Peter’s followers despised about St Paul’s missionary work,
as exemplified in his Epistles, which basically involved selling Christianity to a
variety of Mediterranean peoples in terms that enabled them to see the relevance of
Christ’s message to their lives, as Paul himself had, without having directly
encountered the human Jesus or someone whose own authority descended from
contact with Jesus. In other words, Paul proposed that it was possible to be a
Christian simply by allowing the Word of God to circulate in one’s own mind, a
simple act of persuasion, the result of which would be a voluntary change of life
that one would regard as an improvement.

But this meant that Paul presented the message of Jesus in different terms to
different audiences, highlighting spiritual and practical conflicts to which each
target audience would be already attuned. Such a strategy suggested that Paul
thought of Christian conversion on the model of merchandising, in which the exact
price is determined in terms of the target audience’s need and budget. Thus, some
audiences—e.g., Stoics—may find it easier to convert than others because they are
already doing and thinking in ways that would make it easy for them to accom-
modate Christ’s message. Indeed, this is how historical specialists on the spread of
Christianity normally see the matter.

The problem arises when this retrospective explanation is seen as having been
part of Paul’s original modus operandi, which could be seen as undermining the
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qualitative change of being implied by the idea of “conversion”, if not an outright
expression of cynicism on Paul’s part. After all, Paul could be seen as someone
simply interested in increasing the number of Christian believers without much
concern for the interpersonal consistency of their beliefs, very much like an
advertiser or campaigner who does not really care how one comes to purchase a
product or vote for a policy, just as long as they manage to “close the deal”. In that
case, it would be left to “Divine Grace”, perhaps ironically understood, to deter-
mine whether the converted Christian received “value for money” at the Final
Judgement. Arguably this is what Calvinism is all about.

However, this then raises a politically delicate historical paradox, which Max
Weber and Werner Sombart debated at the dawn of the twentieth century vis-a-vis
the responsibility of Protestants versus Jews for the rise of capitalism. The main
practices that Christians would have had to model their individual negotiations of
the faith in the name of a universal Christianity a la St Paul would have been the
money-based exchange relations that were relegated to the Jews until the modern
period. Indeed, the wealth that the Jews accumulated by brokering successful
exchanges may have been the model for the secular success of a Christendom,
understood as a Christian empire, closed under the common spiritual currency
underwritten by the Church. However, the Jewish brokers themselves would be
deemed sacrilegious because they assumed (without authorization) the divine
position of personally determining the rate of exchange. This is the background
against which it made sense to portray Satan’s agent in the Faust legend,
Mephistopheles, as Judaic in aspect.

2 The Indefinite Pursuit of Reason for Its Own
Sake: The Philosophical Roots
of Transgression

Thoughts about “the limits of rationality” normally spark images of things that get
in the way of reason: Emotions, bias, lack of evidence, etc. We rarely think about
cases in which reason falls short of its own potential, but that certainly happens. In
this respect, reason becomes its own worst enemy by not trusting its own pro-
cesses. Here I mean situations, always quite striking in retrospect (i.e., once we
“return to reason”), when something that we had believed on independent, usually
metaphysical, grounds prevented us from applying a line of argument to its logical
conclusion.

Such arguments typically have a mathematical character. Specifically, they
attempt to convert a difference in kind to one of degree. For example, you start by
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thinking that X is good but Y is bad, but then your friend observes that Y is really
not so different from X, and so if you accept X you should also accept Y. In order
to appear to future observers as having been on the right side of history, you should
concede your friend’s point. Put as a rule of thumb: In a dispute between someone
who claims that A and B are radically different from each other and someone else
who claims that A and B are versions of each other, the second person has history
on his side and will be eventually regarded as the more progressive thinker.

Consider the following line of thought: If we can measure moving bodies in the
heavens and on Earth, why can’t we also measure the motions of people on Earth
or, for that matter, the motions of whatever “spirit” lurks in their bodies? Until the
late nineteenth century, the overriding objection to such projects—be it called
“political economy” or “experimental psychology”—was that people are somehow
qualitatively different from ordinary physical things. That metaphysical belief casts
a pallor of moral corruption on anyone who would dare derive useful information
from measuring or calculating the activity of human beings. It has proved to be the
main retardant in the development of the social sciences. The attitude lingers today,
say, in the instinctive antipathy displayed by even quite learned people to eco-
nomic appraisals of value or behavioral indicators of thought. The US political
psychologist Tetlock (2003) has coined the phrase taboo cognition for this
self-limitation of reason.

The ancient Greek logicians may have made the original discovery of taboo
cognition when they pondered the paradox surrounding the style of argumentation
that we now call “slippery slope”. A typical argument of this kind goes as follows: A
full head of hair clearly makes one “hairy”. But suppose just a single hair is
removed: Is not that person still “hairy”? Of course. Then you remove another, and
another, and so on. Clearly, at some point, the person is no longer “hairy” but
“bald”—but when exactly? Over my career, I have had occasion to consider the
various mechanisms deployed to transgress taboo cognition, from the Greeks to
Tetlock himself (Fuller 1988, 2005, 2010b). The general lesson to be learned is that
once an absolute distinction such as “hairy” versus “bald” is turned into a contin-
uum admitting of degrees of “hairiness” or “baldness”, then intuitions relating to the
values carried by the distinction—such as the difference between age and youth—
start to be lost. After all, a value can carry no normative force (i.e., be officially
enforced) in a society unless there are reliable empirical indicators of the value’s
presence or absence. In that case, once one realizes that some relatively bald people
are quite young and some relatively hairy people are quite old, the taboo distin-
guishing old and young has been breached, if not outright broken. In that case, those
who still wish to mark a socially recognized distinction between “youth” and “age”
need to re-draw the boundary on some other empirical basis.
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If the values at stake in being hairy or bald seem to be of purely cosmetic
interest, then consider more morally freighted taboo topics such as the difference
between “living” and “non-living” or, for that matter, “human” and “non-human”.
Once we admit the existence of intermediate cases, the significance of these dis-
tinctions is similarly called into question. This helps to explain the heated con-
troversies generated by, on the one hand, the prospect of what used to be imagined
as “creating life in a test tube” but now goes by the no-nonsense name of “synthetic
biology”, and, on the other, the very idea that only a few genes separate humans
from the other primates. Taken to the extreme, in full taboo violation, why not say
that a rock is, in some sense, a “minimum” form of life or a human is, in some
sense, a “maximum” form of matter? Here the word “complexity” is often invoked
to capture the continuum along which the rock and the human lie at opposite ends,
though in this context “complexity” does more metaphysical work than can be
reasonably expected of it. Two self-styled “monistic” philosophies popular among
scientists in the late nineteenth and early twentieth centuries—panpsychism (i.e.,
matter as unrealized mind) and hylozoism (i.e., mind as emergent from matter)—
captured this spectrum of thought, which has persisted longest in the biological
sciences (Weir 2012).

The more that science has accepted the atomic world view, which treats the
qualitative differences between things as literally a surface appearance of an
underlying combinatorial reality, the easier it has been to confront taboo cogni-
tions. The overall effect of this intensive application of science has been to weaken
the taboos, allowing reason to flow more freely. But it would be a mistake to think
that science alone is capable of removing the barriers to our self-imposed
restrictions on reason. In fact, poetry may be seen as anticipating science in its
taboo-busting function.

The Greeks originally understood poetic activity as the production of worlds
with words, with all the potential for fraud suggested by such a definition, as
people tend to be moved by the striking images they hear or see, regardless of
whether they correspond to anything in empirical reality. Thus, the Greeks seem to
have had the concept of a hologram avant la lettre. At least Plato thought so, which
led him to ban poets lacking official authorization from his ideal republic. Against
this philosophical liability, Jesus Christ’s youngest publicist, John the Evangelist,
deserves credit for re-instating “creation by the word” (logos) to unequivocally
divine status, which perhaps reached its fullest expression in the modern era
through the Romantic movement (Bloom 1973). In any case, poetry’s world
production requires a rather disciplined use of the imagination in which metaphor
plays a central role.
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The cognitively striking feature of metaphor is its rendering of two seemingly
quite different things very similar, if not two instances of the same underlying
reality. When a metaphor works, it opens up a new way of seeing the world. And
once a metaphor has been sufficiently elaborated, it turns into an analogy, on the
basis of which models may be constructed for scientifically comprehending and
sometimes even controlling the world. The Scientific Revolution of the seventeenth
century marked a watershed in this intellectual trajectory, which amounts to taking
figures of speech with an unprecedented degree of literalness, typically with the aid
of mathematical reasoning (Hesse 1963). Of course, scientific models harbour their
own mental restrictions. So for the past two centuries or more, certainly since
Immanuel Kant’s Critique of Judgement, there has been much fussing about the
boundary between a machine and an organism, especially when the identity of the
“human” has been involved. The elusive field of “biophysics”, counterpoised to
both artificial intelligence and molecular biology, was an important site for this
discussion in the middle third of the twentieth century (Rasmussen 1997).

Generally speaking, the difference between machine and organism as vehicles
for grasping the workings of reality in its entirety has turned on whether intuitions
about human craftsmanship provide good models for understanding how things are
generally brought into being, even when humans are not implicated. Mechanists
trust such intuitions, organicists do not. What accounts for the difference? The
historically clearest answer is that mechanists take literally the Biblical claim that
humanity’s distinctiveness lies in our having been ‘“created in the image and
likeness of God”. In that case, human creations with at least a certain measure of
autonomy in their modus operandi, including freestanding machines (the ana-
logues to ourselves, from God’s point of view), are reasonably seen as descendants
of this original divine creativity. This is how the Scientific Revolution’s signature
love affair with the “mechanical world view” arose out of various forms of
Christian dissent—usually but not always Protestant—from the Church of Rome.
However, within two centuries, this vision would be taken to grotesque Gothic
proportions in Mary Shelley’s Frankenstein (Ball 2011).

In short, mechanists hold that humans differ only by degree from God, who is
regarded (flatteringly) as The Ultimate Engineer, whereas organicists claim that
there is a difference in kind between divine and human creation that will always
elude mechanistic models. This elusive difference then serves to distinguish
“natural” from “artificial” forms of life, such that life always ends up escaping
artifice. In a more theological vein, “nature” also stands for the ineffable,
ungraspable character of the deity, even beyond the mightiest of human efforts.
Although the theology may have receded over the last two centuries, the persistent
openness to the “mystery” of those features that have historically connected the
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human to the divine—most notably ‘“consciousness”—have continued to motivate
the turn to organicism, which nowadays travels under the rubric of “vitalism”.

Yet to anyone with a robust sense of history, these appeals to mystery are
simply periodic moments of exhaustion of the human will. They do not so much
mark a failure of the human imagination as a much more personal failure to take
our own imaginings seriously, which is to say, literally. As John the Evangelist
would put it, we fail to “make the word flesh”. To be sure, at any given moment,
there are all sorts of reasons why it might be in our interest not to think that we
could have the sort of God-like powers implied of the mechanical world view—
namely, that if we think it, therefore it should be enacted. Most of these reserva-
tions can be classified as “risks”, even though that term, strictly speaking, implies
that we can calculate outcomes because the imagined future is sufficiently like the
past for us to anticipate the likely harms. (To be sure, a confidence in such temporal
continuity is itself a very big assumption.) Nevertheless, seen from the view of
history, most of what we think—however horrible it may appear at the moment of
conception—does end up being realized, even if our initial conceptions rarely do
full justice to what has come about in our name. To put it glibly, even if the
extreme positive and negative scenarios implied by our thoughts rarely, if ever,
happen, almost everything else in between does. On this basis, organicism is
always likely to prove to be a rear guard position in the face of increasingly
sophisticated versions of mechanism that would blur the boundary between human,
animal and machine.

Here I allude to the idea of a “cybernetic organism”, or “cyborg”, introduced by
the US mathematician Wiener (1961) at the dawn of the Cold War as the central
topic of a book that treated all three entities as variations on a common theme. As
Wiener saw it, humans were the most cyborg-like of the three highlighted entities
because we exhibit the greatest sense of self-governance, or autonomy. For
Wiener, this meant that we do not merely “adapt” to the environment in the weak
sense of mirroring it; rather, we make the environment part of ourselves—often
with temporary losses—so that it responds either neutrally or it favorably changes
in response to our will. Weaker versions of this idea—which retain a sense of what
is inside and outside oneself—include “smart environments” and “extended phe-
notype”, while stronger versions encompass “autopoiesis”, a literal incorporation
of the alien into oneself, very much in the spirit of a Hegelian dialectic. Biomedical
scientists will recognize this as a generalization of the concept of immunity, itself a
physical realization of Friedrich Nietzsche’s gnomic maxim, “What doesn’t kill
me, makes me stronger”, a policy that has entered modern folklore through the
character of Superman, who acquires his special powers after exposure to radiation.
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The prospect of Superman—-be it in its Zarathustrian or DC Comic form—begs
the question of such a being’s transgressive nature: Is it the sheer monstrous
hybridity of Superman himself or the fact that his existence points to a continuity
between the human and the divine? While the former certainly feeds the popular
imagination, the latter points to its ultimate source—namely, that “being” means
the same whether one is speaking of the divine or the human—or perhaps even the
animate and the inanimate. In modern times, this sentiment is probably most
familiar, albeit expressed not quite as originally intended, from the works of Martin
Heidegger. Indeed, his own version hides his debt to the medieval master of
transgressive semantics (aka “univocal predication”, to be explained below), the
great scholastic opponent of Thomas Aquinas, John Duns Scotus (1266-1308), on
whom Heidegger based his Habilitationsschrift, the second dissertation required of
German academics for professorial eligibility (Tonner 2008). As we shall see,
Scotus introduced a set of general considerations, which when taken together offer
the prospect of our developing into some higher state of being, as well as a
realization that this higher state may be quite different from our current state of
being. In short, the Scotist perspective invites the thought that we are inherently
self-transformative beings and hence not tied down to habits of the past. In this
capacity, the human may beget the transhuman. But before getting to Scotus’ own
seminal role, let us start with Heidegger’s twist.

In relatively accessible form, Heidegger (2014) proposed in Introduction to
Metaphysics that humanity is constituted by the temporality of being, which is
bounded, on the one hand, by one’s being in each moment as it happens and, on
the other, the standpoint of eternity, in which one is equidistant from all possible
times. Any deity that might exist would inhabit the latter extreme, while the
continuum itself can be understood as consisting in increasing levels of abstraction
from humanity’s intrinsic temporality. In this context, science and technology,
understood as abstracting practices that remove one increasingly from the flow of
being can be seen as “de-humanizing” precisely as it tries to simulate the stand-
point of eternity. This certainly seems to be how Heidegger and most of his
existentialist and phenomenological followers have interpreted the situation, which
reflects the post-theistic bent of Heidegger’s own thinking, which (contra, say,
Leibniz and Hegel) denies any sense in which becoming “less human” could mean
becoming “more divine”. As for Scotus himself, the matter is much more
ambiguous, given the strictness with which he interprets “being” as having the
same meaning (hence “univocal predication”), regardless of what is being talked
about. Thus, Scotus defended a version of the “ontological argument” for God’s
existence, according to which God is defined simply as a being greater than which
cannot be conceived. Implied here, once again, is that the deity lies at one extreme
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of a continuum of being—or “chain of beings”, each separated from each other by
degree, not kind.

It would be difficult to underestimate the significance of Scotus’ move as an
incentive to the theological transgressions associated with the Scientific Revolution
and, more recently, transhumanism (Fuller 2011, Chap. 2). Specifically, it under-
mined the appeal to “analogy” that was characteristic of scholastic interpretations
of the Bible in Scotus’ day—and certainly upheld by Aquinas. That appeal stressed
the negative side of analogy: Namely, the extent to which Biblical accounts might
fall short of reality, given the imperfect natures of its human recorders. At one
level, the emphasis on negative analogy looked liberal, especially against the
backdrop of Islam’s claims for the Qur’an’s infallibility as delivered directly by
God to Muhammad. It also prevented a present-focused, flat-footed version of
literalism of the sort that Augustine had warned against in his own commentary on
Genesis. However, the stress on analogy’s epistemic shortfalls kept the true/false
distinction indefinitely fuzzy, which was resolved in particular cases at the dis-
cretion of prescribed clerical authorities—what, in natural law theory, is still called
“subsidiarity”.

Absent from this superficially tolerant approach to Biblical interpretation was
any clear fact-fiction distinction in the modern sense. Modernization effectively
required a sense of what is clearly “true” (fact) and “false” (fiction) for all at a
given moment, while at the same time leaving open the prospect that a proposition
might migrate from one side of the divide to the other—say, through the positive
development of a suggestive analogy. For example, even though not every aspect
of human existence naturally lends itself to a mechanistic interpretation, never-
theless the very attempt to “reduce” in point-for-point detail the machine-like
aspects of human physiology clearly served to advance the frontiers of knowledge
in the history of medicine at various moments (e.g., William Harvey, Claude
Bernard, Walter Cannon).

It was just this openness to the exploration of analogical relations—as “mod-
els”, as we would now say—that Scotus’s univocal approach to “being” allowed.
Practically speaking, it meant that people were afforded the cognitive licence to
leverage their vivid and coherent ideas—even if they have no explicit precedent in
reality—as a rational basis for action. Thus, one should not simply succumb to the
impulse to dismiss those ideas as mere phantasms. At the same time, one would
need to take personal responsibility for whatever ideas they decided to act upon.
This is the basis of the modern epistemological idea of “belief” as the expression of
a private state of mind for which one is willing to be held publicly accountable. In
this context, science provides a relatively safe haven by expressing such ideas as
hypotheses, which incur no personal liability, just as long as the proposer submits
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to the public trial known as an “experiment” (Fuller 2007, Chap. 3). In triggering
this line of thought, Scotus broke with Aristotle—and Aquinas—in distinguishing
what is logically possible and what is empirically probable, the former providing a
conceptual space for what the modern era would recognize as the utopian imagi-
nation, whereby something that had been previously “false” (in the sense of
“unrealized”) may subsequently become “true” (as realized). By contrast, the
pre-Scotist imagination was captive to the still commonsensical tendency for
people to say “possible” when they mean “probable”, and “impossible” when they
mean “improbable”. By enforcing a stricter form of modal discourse, Scotus
opened up humanity’s epistemic horizons, which the Scientific Revolution fully
exploited, the formal legacy of which is the breakdown of the concept of possi-
bility into “degrees of probability”.

Moreover, Scotus took seriously that if God exists, we should be able to say
something meaningful about this being’s nature, which means that the deity should
be discussable in the language we normally use. Indeed, it is a Biblical require-
ment, given our supposed creation in the image and likeness of this deity, whose
privileged mode of communication is language. Thus, God does not simply imprint
his will on us—and here Muslims depart from Jews and Christians, at least with
regard to the delivery of the Qur’an to the otherwise illiterate Muhammad. Rather,
we are God’s interlocutors, in a manner that was updated in the twentieth century
by Martin Buber’s “I and Thou”. Not surprisingly then, Scotus talks more about
God than most other scholastics—and certainly much more than Aquinas. He
rejects the “analogical” reading of the Bible, which makes it easy to dismiss talk of
God as “all powerful” as using “powerful” in a non-literal fashion. On the contrary,
it is just this literalness (i.e., “univocity”) in the meaning of “powerful” when
applied to both ourselves and God that Scotus insisted upon, as an implication of
our own being (as imago dei). Language is not something we invented to under-
stand God; rather, it marks our relatively poor—yet improvable—expression of our
own God-like character, who after all creates through the word. In this regard, it is
disappointing that Biblical literalists and scientific operationalists fail to see the
similarity of their self-appointed epistemic remit, courtesy of two great legalistic
minds, John Calvin and Francis Bacon. Both took univocity with the sort of deadly
seriousness that makes them part of the modern secular world view, one that gives
enormous significance to “creation by the word”, be it through the laws of man or
the laws of nature (Fuller 2010a, Chap. 5).

Last but not least, if a predicate attributed to God and humans means the same
in both cases, then the difference between the two can be discussed in terms of a
continuum, such that we can literally compare ourselves to God. In that case, the
prior existence of humanity’s Original Sin provides a motivation for humans to



Prolegomena to a Genealogy of the Transgressive Mindset 275

move along the continuum from “less” to “more” in terms of these divine attri-
butes, though in the end God judges whether we have truly made the move,
however good our intentions. Moreover, Scotus was aware that all the perfections
that are convergent in God (i.e., his “all-powerful”, “all-good”, “all-knowing”, etc.
nature) exist to varying degrees—in different states of imperfection—as human
virtues (e.g., the intelligent people are not necessarily the good ones). Indeed, God
may be defined as the limiting case of our imagination, as a being who jointly
maximizes all virtues simultaneously. However, the Franciscan order to which
Scotus belonged generally believed that this imaginative shortfall need not remain
mysterious but could be remedied through proper mental training, as in The Mind’s
Journey to God by the great thirteenth century Minister General of the Order,
Bonaventure (Fuller 2015, Chap. 2).

However, one consequence of such training is that virtues that appear separately
and perhaps somewhat at odds in humans may start to look different as we come
closer—"“evolve”, if you will—to their joint instantiation, as they exist in God. In
other words, the sensibility associated with, say, “being good” may change as we
get to very extreme cases that approach divinity. After all, the morality of the saint
or the martyr is not that of the father or mother, the intelligence of the scientist is
not that of the carpenter, and so forth. Thus, while we may be doing the best we
can in light of the information at our disposal and our capacity to anticipate
consequences, we should expect that as our cognitive horizons expand, the moral
character of our actions might change as well. The somewhat problematic standing
of compassion in Christian theology is worth considering in this context. Although
there is no denying Jesus’ compassion, many theologians have seen this virtue as a
feature of his human—but not divine—nature, as it involves forming a bond based
on the target creature’s current physical condition. In contrast, God understands
and values his creatures through the lens of their ultimate cosmic significance,
which while generally positive is not necessarily related to how they experience
their own immediate circumstances. The popular, secular version of this sensibility
appears in the rather detached and somewhat enigmatic demeanor of “superior
beings” in science fiction.

Perhaps more consequentially, the Scotist image of the divine convergence of
virtues resurrects the idea of a being just short of divine—Plato’s philosopher-king—
who merges the worlds of science and politics in his style of rule. In the wake of the
Second World War, and against the spirit of the times, Alexandre Kojeve famously
(albeit unsuccessfully) tried to persuade Strauss (2000) of the prospect of rulers in the
future who would dialectically overcome both the abstractness of science and the
short-term horizons of politics, as well as many of the other contradictions that define
modern ethics and epistemology. Even if this quest to realize the philosopher-king
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fails to get us closer to God, it remains intriguing as both an intellectual and a political
project (Fuller 2011, Chap. 5). As a concluding case in point, consider the tremendous
amount of philosophical ink spilled on the supposed distinction between “utilitarian”
and “deontological” approaches to normativity. The utilitarian proportions the
desirability of ends in terms of the availability of means, so as to produce the greatest
good for the greatest number, whereas the deontologist pursues an end for its own
sake, regardless of cost and consequence. The former position derives its plausibility
from the need to make trade-offs under conditions of scarcity, the latter from the need
to act in spite of profound ignorance of the empirical upshot of our decisions. Both try
to generate virtue out of human liabilities from which God does not suffer. In God
these seemingly contradictory ethical horizons are integrated into a coherent whole.
And in the person of the philosopher-king, this “coherent whole” acquires a con-
creteness that can arguably function as a principle of authority in society, insofar as
each subject can see him- or herself as the philosopher-king sees them. This would
amount to a political version of the categorical imperative, the content of which
would be one’s social utility function. In this respect, the identities of the king and
subject would be blurred.
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