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Earthquakes and Multi-hazards around the Pacific Rim, Vol. 1: Introduction

YONG-XIAN ZHANG,1 THOMAS GOEBEL,2 ZHIGANG PENG,3 CHARLES WILLIAMS,4 MARK YODER,5 and JOHN RUNDLE
5

The seismic belt along the Pacific Rim is the greatest

earthquake zone in the world, generating more than

80% of the world’s largest earthquakes (https://

earthquake.usgs.gov/learn/topics/megaqk_facts_fanta

sy.php). It is also susceptible to tsunamis and vol-

canic eruptions, which could generate serious multi-

hazards. Since the beginning of the twenty-first cen-

tury, most countries along the Pacific Rim have

suffered from tremendous multi-hazards, especially

earthquakes and tsunamis. For example, the 2004

Sumatra M9.1 earthquake in Indonesia and the 2011

Tohoku M9.0 earthquake in Japan triggered mega-

tsunami and caused significant damages and human

casualties. An improved understanding of the

underlying physical processes and potential interac-

tions of these multi-hazards, and better simulation

and forecasting of their occurrences are needed for

better disaster prevention/mitigation.

The APEC Cooperation for Earthquake Simulation

(ACES) (http://www.aces.org.au/), endorsed by

APEC (Asia–Pacific Economic Cooperation) in 1997,

has been focusing on understanding, forecasting, and

mitigating the effects of earthquakes and other natu-

ral disasters for about 20 years. It links the

complementary strengths of the earthquake research

programs of individual APEC member economies via

collaborations toward the development of earthquake

simulation models and creates the research infras-

tructure to enable large-scale simulations and to

assimilate data into the models. Since 1997, twelve

workshops, including nine international workshops

and three working group meetings on earthquake

simulations (http://www.aces.org.au/), have been

held by ACES: (1) Inaugural ACES Workshop, Jan-

uary 31–February 5, 1999, Brisbane and Noosa,

Queensland, Australia; (2) 2nd ACES Workshop,

October 15–20, 2000, Tokyo and Hakone, Japan; (3)

2nd ACES Working Group Meeting, July 29–August

3, 2001, Maui Supercomputer Center, USA; (4) 3rd

ACES Workshop, May 5–10, 2002, Maui, Hawaii,

USA; (5) 3rd ACES Working Group Meeting, June

2–6, 2003, Melbourne and Brisbane, Australia; (6)

4th ACES Workshop and iSERVO colloquium July

9–14, 2004, Beijing, China; (7) 5th ACES Interna-

tional Workshop April 4–6, 2006, Hawaii, USA; (8)

6th ACES International Workshop May 11–16, 2008,

Cairns, Australia; (9) 7th ACES International Work-

shop October 3–8, 2010, Hokkaido, Japan; (10)

ACES Workshop on Advances in Simulation of

Multihazards, Maui, Hawaii, May 1–5, 2011; (11) 8th

ACES International Workshop on Advances in Sim-

ulation of Multihazards, Maui, Hawaii, October

23–26, 2012; (12) 9th ACES International Workshop

on Advances in Simulation of Multihazards,

Chengdu, China, August 10–16, 2015. As a result of

ACES, much progress has been achieved on Lattice

Solid particle simulation Model (LSM), Australian

Computational Earth Systems Simulation (ACcESS),

Earth Simulator of Japan, Geotechnical Finite Ele-

ment Analysis (GeoFEM), Geophysical Finite

Element Simulation Tool (GeoFEST), Earthquake

Simulator (QuakeSIM), Solid Earth Virtual Research

Observatory Institute (SERVO), International Solid

Earth Virtual Research Observatory Institute

(iSERVO), Load–Unload Response Ratio (LURR),
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University of California, Santa Cruz, Santa Cruz, CA 95064, USA.

E-mail: tgoebel@ucsc.edu
3 Georgia Institute of Technology, Atlanta, GA 30332, USA.

E-mail: zpeng@gatech.edu
4 GNS Science, Lower Hutt 5040, New Zealand. E-mail:

c.williams@gns.cri.nz
5 Department of Physics, UC Davis, Davis, CA 95616, USA.

E-mail: mryoder@ucdavis.edu; jbrundle@ucdavis.edu

Pure Appl. Geophys. 174 (2017), 2195–2198

� 2017 Springer International Publishing

DOI 10.1007/s00024-017-1580-4 Pure and Applied Geophysics

1



Reprinted from the journal

Pattern Informatics (PI), Critical Sensitivity, Earth-

quake Critical Point Hypothesis, the Virtual

California model (VC), Relative Operating Charac-

teristic (ROC), Multiscale Finite-Element Model

(MFEM), the Uniform California Earthquake Rupture

Forecast (UCERF), etc. In the late 2000s, multi-

hazards became a theme of ACES, and the ACES

Workshop on Advances in Simulation of Multihaz-

ards was held in Maui, Hawaii, May 1–5, 2011, soon

after the Tohoku M9.0 earthquake and tsunami.

Special Issues have been published after each

ACES workshop, with themes related to the themes

of the workshop (Donnellan et al. 2004, 2015;

Fukuyama et al. 2013; Matsu’ura et al. 2002; Mora

et al. 2000; Yin et al. 2006). This special issue,

named ‘earthquakes and multi-hazards around the

Pacific Rim,’ contains many of the results presented

at the 9th ACES International Workshop on Advan-

ces in Simulation of Multihazards, Chengdu, China,

August 10–16, 2015 (http://www.csi.ac.cn/

ACES2015/Home/index.html), as well as additional

related topics.

The 9th workshop included seven regular sessions

(microscopic simulation; scaling physics; macroscale

simulation: earthquake generation and cycles; mac-

roscale simulation: dynamic rupture and wave

propagation; computational environment and algo-

rithms; data assimilation and understanding; model

applications) and four special sessions. The special

sessions were highlighted by ‘Global Navigation

Satellite System (GNSS) Tsunami Early Warning

System: Models, Simulations, Data and Technology.’

The research results of the April 24, 2015, Magnitude

7.8 Lamjung (Kathmandu), Nepal Earthquake were

also discussed in a special session. The other two

special sessions were ‘Earthquake simulation and

forecasting in China: State-of-the-art and future

prospective,’ and ‘The lure of LURR—Celebration of

Professor Yin’s 80th Birthday.’

This topical issue is divided into two volumes. The

first volume (Vol. I) includes 16 papers, which are

further divided into three sections. Papers on earth-

quake physics are presented first, followed by papers

on earthquake simulation and data assimilation. The

final section covers multi-hazard assessment and

earthquake forecasting models.

In the first section, S. W. Hao et al. present

experimental results that examine the evolution

properties of rocks during the secondary, nearly

constant strain rate stage of deformation. Their

experiments indicate that a lower ratio in the slope of

the secondary stage with respect to the average rate of

the entire lifetime implies more brittle failure modes.

Y. Urata et al. examine the influence of loading

velocity, cumulative slip and gouge on constitutive

parameters within a rate-and-state friction law, using

experiments and a spring-slider model. The authors

find that conventional rate-and-state formulations

cannot capture the observed evolution of frictional

parameters with cumulative slip. R. R. Castro et al.

determine source parameters and quality factors for

an earthquake sequence that occurred in the Gulf of

California in October 2013. They resolve a main-

shock stress drop of 1.7 MPa and the frequency

dependence of seismic wave attenuation. In order to

study the stress distribution near the seismic gap

between the M8.0 Wenchuan and M7.0 Lushan

Earthquakes, Y. H. Yang et al. determine the focal

mechanisms of 228 earthquakes with magnitude

M C 3 from January 2008 to July 2014 near the

seismic gap along the Longmenshan Fault Belt by

using a full waveform inversion method and then

apply a damped linear inversion method to derive the

regional stress field based on the determined source

parameters. Their results suggest that from west to

east across the three main imbricated faults of the

Longmenshan fault system, the faulting types change

from thrust in the westernmost region to strike-slip in

the central part and to normal and mixed faulting at

the east end.

In the second section, K. W. Schultz et al. (2017)

introduce a new slip-weakening friction law used in

the Virtual Quake Simulator. They explore the effects

of the frictional law parameters on seismicity rate

simulations with the UCERF3 California fault model.

They find that the new model extends the magnitude

ranges where earthquake rates from simulations

match observations in California, and improves the

agreement between the simulated and observed

scaling relations. M. Wilson et al. develop a statistical

method to evaluate earthquake simulators based on

observed seismicity data. J. Parker et al. discuss

automated methods to locate and measure surface

Y. Zhang et al. Pure Appl. Geophys.
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fault slip using deformation measurements from the

NASA Uninhabited Aerial Vehicle Synthetic Aper-

ture Radar (UAVSAR) data. UAVSAR is similar to

satellite-based SAR, but can facilitate higher mission

flexibility and superior pixel resolution, of approxi-

mately 7 m. The presented methods use freely

available data products from the UAVSAR mission.

T. H. W. Goebel et al. examine the variability of

seismic stress drops, looking specifically at the San

Gorgonio Pass and Ventura Basin in southern Cali-

fornia. They improve the resolution of their method

by stacking large numbers of source spectra. They

find that events in the Ventura Basin (high loading

rates) have lower stress drops than those in the San

Gorgonio Pass (slow loading rates). Y. Y.

Kropivnitskaya et al. analyze anthropogenic data

from social media sources like Twitter in combina-

tion with contemporary physical sensor data, to

estimate local earthquake intensity. Their algorithm

and results show that combining social media-based

metrics with data from physical type sensors pro-

duces intensity maps with more complete coverage,

improved accuracy, and higher resolution than maps

using either data source separately.

In the third section, H. W. Li et al. conduct a

probabilistic tsunami hazard assessment in the South

China Sea and neighboring basins. They perform a

thorough review of historic earthquake and tsunami

events followed by evaluations of the upper and

lower bounds of tsunami hazard based on different

corner magnitudes. They suggest that multi-disci-

plinary studies with seismic, geodetic, tectonic, and

tsunami generation are needed to improve tsunami

hazard evaluation in this region. Z. L. Wu et al.

summarize the approach in China since the last 1.5

decade of using apparent stress for time-dependent

seismic hazard assessment or earthquake forecasting.

The research results show that this approach, seem-

ingly uniquely carried out on a large scale in

mainland China, provides the earthquake catalogues

for the predictive analysis of seismicity with an

additional degree of freedom, deserving a systematic

review and reflection. H. Z. Yu et al. use a combi-

nation of spatial and temporal earthquake forecast

methods and suggest that using this ensemble of

methods may help improve short to intermediate term

forecasts. S. F. Zhang et al. investigate methods to

determine false alarm rates in annual earthquake

forecasts for China and suggest a method to reduce

such false alarms. Y. X. Zhang et al. present and

validate an earthquake forecast, based on the Pattern

Informatics (PI) method, of the Tibetan Plateau

region during the time period 2008–2014, including

the 2008 M8.0 Wenchuan earthquake. The forecast is

verified using a receiver operating characteristic

(ROC) metric and R score. They show that the PI

metric significantly outperforms a random forecast

and that some models with a larger grid and longer

time window have higher forecasting efficacy.

K. Katsumata analyzes earthquake catalogues pro-

vided by the International Seismological Center (ISC)

to detect earthquake quiescence in and near Japan by

using a simple scanning technique (ZMAP). They de-

cluster earthquake swarms and aftershocks by a

stochastic de-clustering method based on the Epi-

demic-Type Aftershock Sequence model (ETAS).

Their results show that 11 significant quiescences of

more than 9 years occurred during 1964–2012, and 3

of them were followed by Mw C8.25 earthquakes,

while there were 4 Mw C8.25 earthquakes during this

time period. A. Hawkins et al. examine the statistics

of induced and triggered seismicity at the Geysers

geothermal field in California. Their results support

the idea that these earthquakes are caused by a

reduction in friction on the associated faults as a

result of injected fluid. They also find that the induced

seismicity obeys Gutenberg–Richter (GR) scaling,

and that aftershocks of the induced earthquakes obey

GR scaling as well.

We thank the contributors to this and previous

topical volumes, especially the authors, reviewers,

Birkhauser personnel to make this topical volume

happen. We would like to thank Dr. Renata

Dmowska, the Editor-in-Chief, for Topical Issues of

PAGEOPH, for her support and patience during the

editing process. Special thanks to Prof. X. C. Yin’s

contribution to ACES for nearly 20 years. Finally, we

would like to acknowledge our sponsors of the 9th

ACES workshop, the China Earthquake Administra-

tion, the Ministry of Science and Technology, and the

Ministry of Finance of the People’s Republic of

China. The China Earthquake Networks Center hos-

ted the ACES workshop together with the Institute of

Earthquake Science, the China Earthquake

Vol. 174, (2017) Earthquakes and Multi-hazards around the Pacific Rim, Vol. 1: Introduction
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Administration, the Sichuan Earthquake Administra-

tion, the Computer Network Information Center, the

Chinese Academy of Sciences, and the State Key

Laboratory of Nonlinear Mechanics, Institute of

Mechanics, Chinese Academy of Sciences.
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Scaling law of average failure rate and steady-state rate in rocks

SHENGWANG HAO,1,2 CHAO LIU,1 YINGCHONG WANG,1 and FUQING CHANG
1

Abstract—The evolution properties in the steady stage of a

rock specimen are reflective of the damage or weakening growth

within and thus are used to determine whether an unstable transi-

tion occurs. In this paper, we report the experimental results for

rock (granite and marble) specimens tested at room temperature

and room humidity under three typical loading modes: quasi-static

monotonic loading, brittle creep, and brittle creep relaxation.

Deformed rock specimens in current experiments exhibit an

apparent steady stage characterized by a nearly constant evolution

rate, which dominates the lifetime of the rock specimens. The

average failure rate presents a common power–law relationship

with the evolution rate in the steady stage, although the exponent is

different for different loading modes. The results indicate that a

lower ratio of the slope of the secondary stage with respect to the

average rate of the entire lifetime implies a more brittle failure.

Key words: Steady stage, time-to-failure, failure mode, rock.

1. Introduction

When a rock specimen is loaded quasi-statically

in the laboratory, the accelerating deformation that

leads to eventual failure always follows an apparent,

constant strain rate stage. This stage is called the

steady, or secondary stage, and can be observed in

three types of experiments: monotonic loading by

controlling the crosshead of the testing machine

moving at a constant velocity (Hao et al. 2013),

brittle creep testing (Brantut et al. 2014), and creep

relaxation testing (Hao et al. 2014). Creep failure in

rocks is typically classified within three temporal

stages: primary creep, secondary creep, and acceler-

ating tertiary creep (Scholz 1968; Okubo et al. 1991;

Lockner 1993). The primary and tertiary stages

receive the most attention because researchers

believe they are more closely associated with failure.

At the primary creep stage, the strain rate _eðtÞ decays
as a power law _eðtÞ� t�pc , called the Andrade’s law

(Andrade 1910), with time following the application

of the stress. The exponent pc � 2=3 (Andrade 1910).

The power law decaying behavior for the rate of

damage events (Amitrano and Helmstetter 2006) in

the primary stage is similar to the modified Omori’s

law (Omori 1894; Utsu 1961) _nðtÞ� ðcþ tÞ�pn ,

which describes the rate _nðtÞ of earthquakes decaying
with time after the main shock. The exponent pn
could differ from 1, though it is usually almost equal

to 1. These relations could suggest a clue for under-

standing and predicting the delayed failure triggered

by the main shock or other causes.

The tertiary creep stage represents rapid, unsta-

ble growth, and thus it should provide insight into the

failure process. Power–law creep acceleration

behavior during tertiary creep was revealed by

researchers (Voight 1988, 1989; Guarino et al. 2002;

Nechad et al. 2005). Voight’s relation (Voight

1988, 1989) _X�h €X� A ¼ 0 has been widely accepted

as the predominant method for describing the

behavior of a material in the terminal stage of failure,

where A and h are the constants of experience and X
is a measurable quantity such as strain. The dot refers

to differentiation with respect to time. Similar power–

law accelerations were also observed for natural

structures, such as landslides (Saito and Uezawa

1961; Saito 1969; Petley et al. 2002), volcanoes

(Voight 1988), or cliff collapses (Amitrano et al.

2005). Kilburn (2012) proposed a model to extend

analyses to deformation under increasing stress and

suggested an alternative relation between fracturing

and stress. Hao et al. (2013) compressed granites and

marbles in the laboratory by controlling the crosshead

of the testing machine moving at a constant velocity.
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They defined a response function as the change of the

sample’s deformation with respect to the displace-

ment of crosshead. The results showed that following

a pseudo-steady stage, the response function

increased rapidly as a power law relationship with

displacement. Hao et al. (2016) presented a system-

atical analysis of this critical accelerating behavior

and suggested a new relation _X�1 €X�ðtf � tÞ to

predict failure. where tf represents the failure time.

Efforts on describing the primary and tertiary stages

improved our knowledge on the mechanism of failure

and its prediction. The results also imply that the

secondary stage as a stable stage between the primary

and tertiary stages should reflect the specific proper-

ties of a specimen and its lifetime. Especially, the

secondary stage reflects how a sample evolves from

the decelerating stage to the accelerating stage.

It should be noted that damage, or weakening

growth, in the secondary stage determines the

unstable transition to the accelerating tertiary stage,

and thus its evolution properties should contain

information linked to the time to failure. In the lab-

oratory tests, the secondary stage always dominates

the lifetime of rock samples. Likewise in earthquake

cycles, it is stated that throughout the interseismic

period, the secondary stage is the dominant process

(Perfettini and Avouac 2004). The slow speed of pre-

earthquake deformation and strain accumulation

(Chen et al. 2000; Shen et al. 2005; Meade 2007;

Zhang 2013) in the Longmen Shan fault zone, which

hosted the 2008 Wenchuan Mw 7.9 earthquake,

China, led to an incorrect assessment of this hazard

event. Therefore, revealing the relationship between

the secondary stage and ultimate failure is critical to

predicting failure and understanding the underlying

mechanisms for it.

The strain rate in secondary stage creep is

strongly dependent on the applied stress (Amitrano

and Helmstetter 2006). It was shown that the time to

failure for a rock decreases with increasing mean

stress (Scholz 1968; Kranz et al. 1982; Boukharov

et al. 1995; Baud and Meredith 1997; Lockner 1998),

and that the average time to failure and the applied

stress exhibits an exponential relationship (Das and

Scholz 1981). The experiments (Hao et al.

2013, 2014) indicated that the monotonic and creep-

relaxation experiments also showed a pseudo-steady

stage similar to the creep experiments. The depen-

dence of the secondary creep rate and time to failure

on the applied stress suggests that there should be a

possible relationship between the secondary creep

stage and the time to failure (Hao et al. 2014).

In this paper, we aim to establish an empirical

relationship between the eventual failure and the

evolution properties in the secondary stage in a rock

sample under quasi-static tests. Monotonic (quasi-

static constant displacement rate), brittle creep, and

brittle creep relaxation experiments are the three

typical laboratory experiments performed to investi-

gate the dependency of the time-to-failure and failure

modes on the secondary stage property.

2. Experimental methodology and material

Granite and marble, of the two major types of

rocks found in the earth’s crust, are tested in this

experiment. Some of the physical properties of these

two types of rocks are listed in Table 1. The rocks

were sampled from a depth of *10 m from Beijing,

China, and cut into prismatic blocks (40 mm in

height and 16 mm 9 20 mm in cross-section). The

surfaces of the specimens were cut for parallelism

and perpendicularity between the faces, with partic-

ular emphasis on ensuring that the two ends were

exactly perpendicular to the longitudinal axis of the

sample. The specimens were intact, but had many

randomly distributed intrinsic and natural microfrac-

tures. Figure 1 shows two microscopic images of

crack pattern measured by SEM (scanning electron

microscope) for two investigated rocks under loading

to give an insight into their microstructures and

fracture behaviors.

We performed three types of quasi-static experi-

ments that were designed to simulate the three typical

types of fault loading occurring in the upper crust.

Figure 2 illustrates the experimental set-up and

loading processes: monotonic loading (type 1), brittle

creep (Amitrano and Helmstetter 2006; Heap et al.

2011; Brantut et al. 2013, 2014) (type 2), and brittle

creep relaxation (Hao et al. 2013) (type 3). In labo-

ratory tests, the loading system consists of a load

apparatus and a deformed sample. The load apparatus

is always modeled by an analogous ‘‘elastic spring’’

S. Hao et al. Pure Appl. Geophys.
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as shown in Fig. 2. The displacement, U, of the

crosshead of the testing machine includes the defor-

mations of the loading apparatus, and that, u of the

rock samples. In the first type of experiment (type 1),

a rock specimen is compressed by monotonically and

quasi-statically moving the crosshead of the testing

machine at a constant rate (i.e. U is in linear relation

with time). Brittle creep experiments (Amitrano and

Helmstetter 2006; Heap et al. 2011; Brantut et al.

2013, 2014) were the second type of experiment (type

2) performed. In these experiments, a rock specimen

was first loaded to a prescribed initial stress, which

was then maintained at a constant value to observe

the evolution of the deformation. The evolution of the

deformation relates to the responses under applied

and invariant stresses, (Benioff 1951; Scholz 1968;

Singh 1975; Lockner 1993; Du and McMeeking

1995; Lienkaemper et al. 1997; Heap et al. 2011) and

could be possibly analogous to some processes of

fault weakening that may lead to a seismic rupture.

Brittle creep relaxation (Hao et al. 2014) was the

third type of experiment (type 3) performed. In this

experiment, a rock specimen was first loaded to an

initial state by imposing an initial displacement to the

crosshead of the testing machine. Then, the dis-

placement was held at a constant value. The rock

specimen then undergoes a combination process in

which it deforms but the stress relaxes because the

crosshead of the testing machine is held constant.

This experiment simulated the process in which the

Table 1

Physical properties of rocks

Rocks Bulk density (g/

cm3)

Water absorption

(%)

Uniaxial compressive strength

(Mpa)

Type 1

experiments

Type 2

experiments

Type 3

experiments

Granite *2.5 to 2.7 0.16 222.5 4 4 4

Marble *2.6 to 2.8 0.46 162.4 4 – 4

Water absorption is the mass’s ratio of water absorbed in the atmosphere by unit volume rock with respect to the mass of the dry rock

Figure 1
SEM images of crack patterns under loading for a granite. b Marble

Vol. 174, (2017) Scaling law of average failure rate…
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elastic energy release of the surroundings drives the

damage propagation, or weakening of a fault zone

after a main earthquake (Hao et al. 2014).

In the experiments, the rock specimens were

compressed uniaxially along the 40-mm axis at room

temperature, ranging from 10 to 30 �C, and room

humidity, with average relative humidity *62%.

Uniaxial compression was achieved using a screw-

driven crosshead, which is a universal electrome-

chanical testing machine equipped with a load cell

with an offset load of 1 kN. The deformation, u, of a

specimen was measured using 1 lm resolution

extensometers located on the sides of the specimen.

The displacement, U, of the crosshead was continu-

ously measured using a linear variable differential

transformer with a resolution 1 lm.

In the type 1 experiment, the rock specimens

were compressed by monotonically increasing the

crosshead displacement at a rate of 0.02 mm/min

(leading to a strain rate of approximately

8.3 9 10-6 s-1) until failure (i.e., no-hold step).

The experimental protocols for type 1, type 2, and

type 3 are illustrated in Figs. 3, 4 and 5. In brittle

creep tests (type 2), the rock specimen was first

loaded to an initial stress, (AB portion in Fig. 4)

which was held at a constant value (AB portion in

Fig. 4) while the deformation was measured. In the

brittle creep relaxation experiment (type 3), the

rock specimen was first rapidly loaded to the initial

deformation state (OA part in Fig. 5) with a

crosshead speed of 1.5 mm/min for the subsequent

relaxation test. The crosshead was then held at this

constant position (AB portion in Fig. 5) and the

deformation and stress of the sample were mea-

sured as it relaxed. Hao et al. (2014) have detailed

this loading process.

Figure 2
Sketch of the experimental set-up and loading processes. a Sketch of the experimental set-up; b the monotonic loading process; c the brittle

creep test loading process; d the creep relaxation test loading process

S. Hao et al. Pure Appl. Geophys.
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In this paper, the symbol tf denotes the failure

time and t0 represents the start time of the creep

phase, or creep-relaxation phase, in brittle creep or

creep-relaxation experiments. Thus, (tf - t0) is the

creep time or creep-relaxation time in these two

experiments. The experimental parameters of all

specimens tested in three types of experiments are

listed in Tables 2, 3 and 4. It should be mentioned

that there was an event of fracture that occurred

during the testing of specimens SC-G-80-2 and SC-

G-85-3. An audible sound was emitted by the fracture

but the specimen did not fail completely. This small

event induced a small jump in the curves (see Fig. 7a,

b). Thus, the steady stage has a more direct relation

with this small event than the macroscopic failure,

and then we select the uf and tf corresponding to this

small event to calculate the value of the average

creep rate l ¼ lf�l0
tf�t0

.

We calculated the rate of deformation (or stress)

du/dU, dr/dt or de/dt by using the finite difference

method. This constant rate stage is defined as the

secondary stage in the present paper, and corre-

spondingly, the value of the rate plateau is

determined as the slope, ks, of the steady stage in the

deformation (or stress) curves.

3. Results

3.1. Stages of evolution to failure

Let us have a close examination of the evolu-

tion of the response variables, such as stress or

deformation, in the three experiments. Figure 3

shows a typical result for rock specimens tested in

the type 1 experiment. The solid blue line plots the

axial deformation (u) against time, and the solid

red squares plot the stress–time curve. It can be

seen that at the early stage, the stress–time curve is

slightly convex upwards (also see Rudnicki and

Rice 1975; Jeager et al. 2007; Hao et al.

2007, 2013) and the deformation growth is char-

acterized by an initial convex upward phase of

decreasing strain rate. Later, an almost linear

stress–time relation, as well as a nearly linear

u * t relation, follows. Finally, the deformation, u,

Figure 3
Deformation–time and stress–time plots from a static monotonic experiment illustrating the experimental protocol. The displacement, U, of

the crosshead of the testing machine is controlled to increase linearly with respect to time and is a combination of the deformation of the

loading apparatus and the deformed rock sample. The rock specimen failed catastrophically at the post-failure portion after the peak stress

Vol. 174, (2017) Scaling law of average failure rate…
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of the sample increases rapidly to catastrophic

failure, which is associated with a jump of stress

(Fig. 3). It has been demonstrated that the catas-

trophic failure is induced by the elastic energy

release from the loading apparatus, which occurs at

some point in the strain softening section after peak

stress (Salamon 1970; Hundson et al. 1972; Labuz

and Biolzi 1991; Bai et al. 2005; Jeager et al. 2007;

Hao et al. 2007, 2010, 2013). Figure 6 plots the

deformation–displacement curves for specimens. It

shows that specimens exhibit the typical three-

staged behavior of primary, secondary, and termi-

nal accelerated evolution to failure. In the primary

stage, the deformation–displacement curve is con-

cave downward and the slope of the deformation–

displacement decreases with increasing displace-

ment. Later, an almost linear deformation–

displacement relation, i.e. a pseudo-steady stage

follows. In the tertiary stage, the curve is concaved

upwards and the deformation increases rapidly.

In brittle creep tests, rock specimens were loaded

with different, constant applied stresses. Figure 4

shows a typical result of the type 2 experiment to

illustrate the complete process of brittle creep testing.

It can be seen that at the creep phase (AB portion)

after imposing the initial stress (OA portion), the

stress was held well at a constant value. Figure 7a–d

shows the curves of strain against time for all samples

during the creep phase, and the applied stresses are

indicated in the corresponding figures. It can be seen

that the deformation vs. time curves show typical

brittle creep behavior characterized by the three-stage

behavior as seen in previous studies (Amitrano and

Helmstetter 2006; Heap et al. 2011; Brantut et al.

2013, 2014). Each primary creep stage is character-

ized by an initially high strain rate that decreased

over time to reach an almost constant secondary stage

strain rate, which is often interpreted as steady creep.

Finally, the samples entered a tertiary phase charac-

terized by an accelerated increase in strain. This

Figure 4
Stress–time and deformation–time curves in a brittle creep experiment on rocks. The experiment is divided into two phases: a phase (0A) of

imposing an initial stress on rock samples, and a constant stress (creep) phase (AB). The inset shows a zoomed-in view to the creep phase.

Three creep phases (I, II, III) are labeled on the inset and a long steady stage with almost constant creep rate is indicated

S. Hao et al. Pure Appl. Geophys.
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eventually resulted in macroscopic failure of the rock

specimen.

Figure 5 illustrates a typical brittle creep relax-

ation result to demonstrate the complete process. As

shown, the displacement was held constant (AB

portion) well after the crosshead had reached the

initial position (OA portion) (Fig. 5). The evolution

curves of the deformation and stress at the constant

displacement (AB) portion shown in the inset indicate

that stress relaxation accompanied the increase in the

deformation of the specimen. Figure 8 shows the

results at the creep relaxation phase. It is clear that a

typical stress relaxation process can be described as

the rapid initial relaxation of stress, followed by a

pseudo-steady stage in which the stress decreases at

constant rate (Hao et al. 2014). This constant rate of

stress relief terminates abruptly by an acceleration of

stress loss and deformation that often culminates in

catastrophic failure (Fig. 5).

In the brittle creep and creep relaxation experi-

ments, some specimens immediately failed upon

application of the initial stress or displacement. These

experiments were discarded as they produced no data

(the typical curves in type 2 and type 3 experiments

are shown in Figs. 15 and 16 in Appendix, respec-

tively). Some specimens did not fail during the

available time window of 4 days. These experiments

were also discarded (the exemplary curves in type 2

and type 3 experiments are shown in Figs. 15 and 16,

respectively).

3.2. Scaling law of average failure rate and steady-

state rate

It can be seen that the monotonic and creep-

relaxation experiments showed a pseudo-steady stage

similar with the creep experiments. To further

characterize the three stages of the evolution of the

Figure 5
An example of the creep-relaxation curves observed in the experiments. The experiment is divided into two phases: a phase (0A) of applying

an initial displacement on the crosshead, and a constant displacement (creep-relaxation) phase (AB). The inset shows a zoomed-in view of the

creep-relaxation phase. Three phases (I, II, III) are labeled on the inset and a long steady stage with a nearly constant creep-relaxation rate is

indicated

Vol. 174, (2017) Scaling law of average failure rate…
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properties of rock failure, the first derivatives of the

deformation with respect to the displacement (du/dU)

for the monotonic experiments were plotted and two

such plots are shown in Fig. 9 as examples. For the

brittle creep experiments, the first derivatives of the

deformation–time curves (i.e., the strain rate against

time) are calculated and shown in Fig. 10. Figure 11

presents the curves of the strain and stress rates

against time for the creep relaxation tests.

It can be seen that the responses showed a common

three-stage behavior for all three experiments. All of

these plots demonstrated that there are long segments

with an almost constant slope, as indicated by the

horizontal sections of the curves. It is clear that the

secondary stage dominated the lifetime of the spec-

imens in all experiments under the three loading

modes. The evolution characteristics of the secondary

stage determine the transition from the steady state to

the unstable state in the tertiary stage and thus

determine whether macroscopic failure will occur.

For the brittle creep relaxation experiments and

creep experiments, the resultant creep deformation is

given by uf - u0, and hence, l ¼ lf�l0
tf�t0

represents the

average creep deformation rate. Similarly, for the

monotonic loading experiments, the average defor-

mation rate is l ¼ lf
Uf
. Here, lf is the resultant

deformation and lf is the resultant loading displace-

ment (or a proxy measure of lifetime because U has a

linear relationship with time). For a brittle rock

material, the initiation, propagation, interaction, and

coalescence of cracks are the main mechanism of

deformation. Therefore, the deformation can be a

proxy measurement of the change in damage during

sample deformation. The ratio ks=l represents pro-

portion of damage rate in the secondary state. A

larger value of ks=l implies a smaller proportion of

duration in the secondary stage, and consequently, a

larger part of the damage is developed in the tertiary

stage.

Therefore, as shown in Figs. 6, 7 and 8, a steep

slope of the steady stage implies a short lifetime. The

double-logarithm plots of the lifetime and ks, are

shown in Figs. 12, 13 and 14. The linear relationship

in the double-logarithm plots indicates that l follows

a power law

l ¼ Akas ð1Þ
with the secondary creep rate ks.

Table 2

Experimental conditions and results for all type 1 experiments

Sample number rmax (MPa) rf (MPa) uf (mm) Uf (mm) Sample number rmax (MPa) rf (MPa) uf (mm) Uf (mm)

Tl-M-1 189.2 189.0 0.221 0.550 Tl-G-1 77.76 77.89 0.271 0.596

Tl-M-2 183.7 182.6 0.262 0.573 Tl-G-2 58.45 58.73 0.258 0.548

Tl-M-3 180.9 179.3 0.272 0.570 Tl-G-3 69.79 69.97 0.243 0.585

Tl-M-4 182.5 180.1 0.272 0.560 Tl-G-4 59.85 60.10 0.252 0.563

Tl-M-5 110.4 108.6 0.220 0.397 Tl-G-5 39.179 40.146 0.328 0.423

Tl-M-6 127.6 126.4 0.205 0.397 Tl-G-6 61 61.40 0.304 0.610

Tl-M-7 125.6 124.4 0.241 0.396 Tl-G-7 61.88 61.98 0.228 0.542

Tl-M-8 113.3 112.4 0.260 0.407 Tl-G-8 42.46 42.63 0.216 0.431

Tl-M-9 133.5 132.5 0.211 0.398 Tl-G-9 49.05 49.46 0.311 0.526

Tl-M-10 111.5 110.1 0.236 0.375 Tl-G-10 41.19 41.76 0.303 0.502

Tl-M-11 122.7 121.4 0.233 0.384 Tl-G-11 46.61 47.77 0.292 0.509

Tl-M-12 174.5 173.2 0.335 0.542 Tl-G-12 62.96 63.36 0.213 0.515

Tl-M-13 121.0 119.9 0.216 0.386 Tl-G-13 68.54 68.7 0.206 0.559

Tl-M-14 196.1 196.1 0.240 0.582 Tl-G-14 71.69 71.96 0.233 0.581

Tl-M-15 174.4 174.4 0.186 0.481 Tl-G-15 74.51 74.91 0.277 0.583

Tl-M-16 172.6 172.5 0.183 0.466

Tl-M-17 88.8 87.9 0.289 0.395

Tl-M-18 91.3 90.8 0.287 0.395

Tl-M-19 182.4 181.3 0.298 0.584

T1 type 1 experiments, M marble, G granite. Load rate: dU/dt = 0.02 mm/min

S. Hao et al. Pure Appl. Geophys.
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Table 3

Experimental conditions and results for all type 2 experiments

Sample number rmax (MPa) u0 (mm) uf (mm) tf - tf (s)

T2-G-80-1 181.2 0.208 0.262 570

T2-G-80-2 181.2 0.216 0.267 6355

T2-G-80-3 181.2 0.208 0.232 5775

T2-G-85-1 190.6 0.227 0.265 133

T2-G-85-2 190.6 0.226 0.255 397

T2-G-85-3 190.6 0.216 0.227 2051

T2-G-90-1 203.1 0.247 0.271 56

T2-G-90-2 203.1 0.222 0.248 19

T2-G-90-3 203.1 0.237 0.269 115

T2-G-9(M 203.1 0.239 0.267 122

T2-G-90-5 203.1 0.228 0.252 290

T2-G-90-6 203.1 0.231 0.262 539

T2-G-90-7 203.1 0.232 0.254 830

T2-G-90-8 203.1 0.227 0.252 9929

T2-G-90-9 203.1 0.227 0.245 1317

T2-G-90-10 203.1 0.232 0.250 378

T2-G-90-11 203.1 0.224 0.257 4569

T2-G-90-12 203.1 0.232 0.253 481

T2-G-95-1 212.5 0.293 0.321 23

T2-G-95-2 212.5 0.289 0.310 20

T2-G-95-3 212.5 0.251 0.276 32

T2-G-95-4 212.5 0.250 0.279 153

T2-G-95-5 212.5 0.244 0.266 230

T2-G-95-6 212.5 0.236 0.269 559

It should be mentioned that there was an event of fracture that occurred during the testing of specimens SC-G-80-2 and SC-G-85-3. We heard

a sound emitted by the fracture but the specimen did not fail completely. This small event induced a small jump in the curves (see Fig. 7a, b).

Thus, the stable stage has a more direct relation with this small event than the macroscopic failure, and then we select the uf and tf
corresponding to this small event to calculate the value of the average creep rate l

T2 type 2 experiments, G granite

Table 4

Experimental conditions and results for all type 3 experiments

Sample number U (mm) r0 (MPa) rf (MPa) u0 (MPa) uf (MPa) tf - tf (s)

T3-G-1 0.770 238.4 227.9 0.241 0.231 347

T3-G-2 0.750 222.2 237.1 0.214 0.232 797

T3-G-3 0.760 2040 229.1 0.174 0.193 497

T3-G-4 0.730 228.0 209.3 0.222 0.243 2471

T3-G-5 0.710 2140 193.6 0.214 0.238 1345

T3-G-6 0.682 169.7 120.9 0.107 0.182 125

T3-G-7 0.753 214.7 183.1 0.169 0.219 285

T3-G-S 0.753 225.4 198.3 0.147 0.189 208

T3-G-9 0.741 203.1 170.0 0.220 0.281 593

T3-G-10 0.721 202.7 149.8 0.233 0.324 926

T3-M-1 0.760 225.8 214.8 0.226 0.237 593

T3-M-2 0.783 186.0 157.8 0.160 0.239 83

T3-M-3 0.756 191.9 152.9 0.543 0.382 129

T3-M-4 0.756 166.9 127.2 0.342 0.456 64

T2 type 3 experiments, M marble, G granite

Vol. 174, (2017) Scaling law of average failure rate…
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The power law exponent was approximately 0.70

[0.72 ± 0.04 for the marble specimens (Fig. 12a) and

0.70 ± 0.04 for the granite specimens (Fig. 12b)] in

the monotonic loading experiments. The exponent a
is 0.92 ± 0.04 in the brittle creep experiments

(Fig. 13), which is almost a linear relationship

between l and ks. On the other hand, the exponent

a is about 0.85 [0.84 ± 0.03 (Fig. 14a) for stress

relaxation and 0.86 ± 0.03 (Fig. 14b) for deforma-

tion evolution] in the brittle creep relaxation

experiments. Our results indicate that the power law

relation (1) is fitted well for the three types of

experiments.
Figure 6

Deformation curves in monotonic tests. The curves exhibit the

apparent tri-stage behaviors. T1 type 1 experiments, G granite,

M marble

Figure 7
Creep curves for different applied stress levels. a Load level: 80% peak stress; b load level: 85% peak stress; c load level: 90% peak stress;

d load level: 95% peak stress. The curves exhibit the apparent tri-stage behaviors. The specimens present different failure times and strain

under the same stress level. T2 type 2 experiments, G granite, M marble

S. Hao et al. Pure Appl. Geophys.
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4. Discussion

The subcritical growth of micro cracks, i.e. crack

growth, can occur when the stress intensity factor K is

lower than its critical value (also called as facture

toughness). Kc, is suggested to be the main mecha-

nism responsible for brittle creep of rocks (Scholz

1972; Atkinson and Meredith 1987; Lockner 1993;

Amitrano and Helmstetter 2006). Subcritical crack

growth can be caused by several competing mecha-

nisms, including: stress corrosion, diffusion,

dissolution, ion exchange and microplasticity

(Atkinson 1984; Atkinson and Meredith 1987). The

theory of stress corrosion postulates that the reaction

between strained bonds and the environmental agent

produces a weakened (an activated) state that can

then be broken at lower stresses than the unweakened

bonds. The model of diffusion assumes that mass

transport can be the dominant mechanism of sub-

critical crack growth. The dissolution model suggests

that the growth rate of cracks is controlled by the

silica dissolution rate. According to the theory of ion

exchange, if the chemical environment contains

species which can undergo ion exchange with species

in the solid phase and if there is a gross mismatch in

the size of these different species, then lattice strain

can result from ion exchange which can facilitate

Figure 8
Creep-relaxation curves for six rock samples. Temporal evolution of a the stress and b deformation. The curves exhibit the apparent tri-stage

behaviors. T3 type 3 experiments, G granite, M marble

Figure 9
Deformation rate-displacement curves in the monotonic test.

G granite, M marble

Figure 10
Deformation rate–time curves in the brittle creep experiments.

G granite
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crack growth. The theory of micro-plasticity suggests

that the dislocation activity allowing plastic flow may

be a significant mechanism of crack propagation. It is

assumed that stress corrosion is the main mechanism

of subcritical growth in shallow crustal conditions

(Atkinson 1984; Atkinson and Meredith 1987).

The crack velocity fits a power law with stress

intensity factor (Charles 1958; Atkinson 1984;

Atkinson and Meredith 1987; Amitrano and Helm-

stetter 2006)

V

V0

¼ K

Kc

� �q

exp
�H

RT

� �
K0\K\Kc ð2Þ

where V is the crack growth velocity, R is the gas

constant, T is the temperature, H is the activation

energy, and K0 is the threshold value below which no

crack propagation is observed. Based on Eq. (2), a

power–law relationship of the time-to-failure with the

applied stress (Charles 1958; Cruden 1974; Kranz

1980; Lockner 1993; Amitrano and Helmstetter

2006) has been derived analytically and observed

experimentally

tf ¼ t�
r
r�

� ��p

ð3Þ

The constants t� and r� depend on rock properties

and ambient conditions (Scholz 1972). An exponen-

tial relation (Wiederhorn and Bolz 1970; Das and

Scholz 1981; Amitrano and Helmstetter 2006)

tf ¼ t� exp �b
r
r�

� �
ð4Þ

has also been suggested. These two empirical rela-

tions (3) and (4) are equivalent in terms of correlation

coefficient (Amitrano and Helmstetter 2006) and

indicate the stress dependence of the time-to-failure.

A theoretical derivation presented by Main (2000)

gives a relationship between the strain rate _e and

stress

_e ¼ Crm; ð5Þ
where C is a constant. Then, Eqs. (3) and (5) suggest

a possible power law relation

Figure 11
Stress rate–time curves in the creep-relaxation experiments.

G granite

Figure 12
Double-logarithm plots of l and ks in the monotonic loading tests. a Marble, b granite. The data fit well a power law. The two types of rock

exhibit few differences with the exponents: marble is 0.72 and granite is 0.70
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K

tf
¼ _eb ð6Þ

between the strain rate and the time-to-failure similar

with the relation (1). It should be noted that if j = (ef
–e0), then expression (6) reproduces our empirical

relation (1).

Under quasi-static loading experiments, the

damage evolution processes in rocks could present

some common properties. In three types of experi-

ments, the first stage is either related to the elastic

closing of the pre-existing cracks and pores, or to the

condition where the crack-closure rate exceeds the

crack-opening and propagation rates (Rudnicki and

Rice 1975; Heap et al. 2009; Hao et al. 2013). This

leads to an effect of strain hardening in the type 1

(Hao et al. 2013) and type 2 experiments (Lockner

and Byerlee 1980; Lockner 1993). The secondary

stage corresponds to the stage where damage to rock

samples occurs randomly, and thus the spatial dis-

tribution of the strain field presents weak fluctuations

(Hao et al. 2007, 2010). This occurs so that the

macroscopic physical quantities (e.g., average strain

or stress) that describe the global average mechanical

responses evolve steadily. The diffused distribution

of acoustic emission events has also been observed

throughout secondary stage in the creep experiments

and quasi-constant acoustic emission rate experi-

ments (Lockner et al. 1991; Lockner 1993). The

accelerating evolution in the tertiary stage always

results from the localization and coalescence of

cracks observed in monotonic loading experiments

(Hao et al. 2007, 2010), creep experiments, and in

quasi-constant acoustic emission rate experiments

(Lockner et al. 1991).

To further demonstrate the relationship between

failure and the secondary stage, let us focus on the

brittle creep relaxation experiments. For a plastic

material, stress relaxation is achieved through a

process in which the initial imposed elastic strain is

replaced over time by an inelastic strain. However,

for heterogeneous brittle materials such as rocks, a

Figure 13
The double-logarithm plots of l and ks in brittle creep tests. The

data fit well a power law

Figure 14
The double-logarithm plots of l and ks in brittle creep-relaxation tests. a (rmax - rf)/(tf - t0) versus -ks and b (uf - u0)/(tf - t0) versus ks.

The data fit well to a power law
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drop in the stress is induced by the development of

damage, which includes the initiation, propagation,

coalescence, and growth of cracks and defects.

It should be mentioned that the evolution of the

macroscopic response depends on themicrophysical of

the rock specimen, which induces sample-specificities

of rock specimens. The evolution properties (e.g., the

slope ks of the secondary stage) of the response (strain
or stress) curves and the eventual failure are deter-

mined by the properties of damage evolution for a

specific specimen and the loading condition. In type 1

and type 3 experiments, the elasticity of the testing

machine (the stiffness of the loading apparatus is

*130 kN/mm) played an extremely important role in

promoting failure. The condition of catastrophic rup-

ture in type 1 experiments is controlled by two main

factors (Bai et al. 2005; Jeager et al. 2007; Hao et al.

2007, 2010, 2013): the stiffness ratio between the load

apparatus and the rock sample, and the damage evo-

lution properties of the rock. The condition of

catastrophic rupture in type 3 experiments is controlled

by three factors (Hao et al. 2013): the stiffness ratio

between the load apparatus and the rock sample, the

initial applied displacement, and the damage evolution

properties of rock. In the type 2 experiment, failure is

determined mainly by the initial stress level and the

specific damage evolution properties of a rock speci-

men. Therefore, it is difficult to decouple these

combined effects of loading level, testingmachine, and

sample-specificities of rock specimens. Both the slope

of the secondary stage and failure time are commonly

dependent on these conditions. As a result, the vari-

ability of these factors do not change the scaling law

between the two main macroscopic responses (ks and
l), but lead to the differences in ks, power exponent and
failure time among the specimens.

The ratio ks/l between the average deformation

rate ks of the secondary stage and the average rate ks
for whole lifetime reflects the contribution of the

secondary stage to the whole failure.

5. Conclusions

In the three types of our quasi-static experiments,

rock specimens presented an apparent long steady (or

pseudo-steady) stage followed by a rapid deformation

stage, leading to a macroscopic failure. The steady

stage dominates almost the entire lifetime of a rock

specimen. A steep slope of the steady stage implies a

short lifetime. These properties promise a unified

description of the relationship between the time-to-

failure and failure with the evolution properties in the

steady stage.

The present experimental results show that the

lifetime of rock specimens can be commonly

expressed as a power–law relationship with the slope

of the steady stage [cf. Eqs. (1) and (6)]. The power

law exponent is approximately 0.70 in the monotonic

loading experiments, 0.92 ± 0.04 in the brittle creep

experiments, and approximately 0.85 in the brittle

creep relaxation experiments. Further investigations

are needed to determine the reason for the different

exponent values. Under the creep experiments, the

approximate linear relationship of the lifetime of rock

specimens with a steady stage slope provides a

potential method for predicting time-to-failure by

using a linear extrapolation.

ks/l, which is the ratio of the evolution rate in

the steady stage with respect to the average rate of

the total lifetime, is proposed to describe the failure

mode. A larger value of ks/l means a smaller

damage proportion occurred in the steady stage,

and consequently, a larger portion of damage

occurred in the tertiary stage, corresponding to

more brittle failure.
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Appendix: results for specimens that failed

immediately and did not fail after a long time

loading

See Figs. 15 and 16.

S. Hao et al. Pure Appl. Geophys.

18



Reprinted from the journal

REFERENCES

Amitrano, D., Grasso, J. R., & Senfaute, G. (2005). Seismic pre-

cursory patterns before a cliff collapse and critical point

phenomena. Geophysical Research Letters, 32(5), L08314.

doi:10.1029/2004GL022270.

Amitrano, D., & Helmstetter, A. (2006). Brittle creep, damage and

time to failure in rocks. Journal of Geophysical Research, 111,

1–17, B11201. doi:10.1029/2005JB004252.

Andrade E. N. da C. (1910). On the viscous flow in metals and

allied phenomena. Proceedings of the Royal Society of London.

Series A, 84, 1.

Atkinson, B. K. (1984). Subcritical crack growth in geological

materials. Journal of Geophysical Research, 89, 4077–4114.

Atkinson, B., Meredith, P. (1987) The theory of subcritical crack

growth with applications to minerals and rocks. In: Fracture

mechanics of rocks (pp. 111–166). New York: Academic Press.

Bai, Y. L., Wang, H. Y., Xia, M. F., & Ke, F. J. (2005). Statistical

mesomechanics of solid, liking coupled multiple space and time

scales. Applied Mechanics Review, 58, 372–388.

Baud, P., & Meredith, P. (1997). Damage accumulation during

triaxial creep of darley dale sandstone from pore volumetry and

acoustic emission. International Journal of Rock Mechanics and

Mining Sciences and Geomechanics Abstracts, 34(3–4), 1–8.

Figure 15
Results of the brittle creep tests: one specimen failed immediately while trying to hold the stress and one did not fail after a long load time.

a The results of a specimen that did not fail after a long load time. After approximately 12.16 h of testing, the data are too large to be stored.

b The curves of stress vs. time of a specimen that failed immediately while trying to hold the stress

Figure 16
Results in creep relaxation tests: one specimen failed immediately when trying to hold the displacement and one that did not fail after a long

time loading. a The results of a specimen that did not fail after a long time loading. After about 5.1 h in the tests, the data is too large to be

stored. b The results of a specimen that failed immediately when try to hold the displacement

Vol. 174, (2017) Scaling law of average failure rate…

19



Reprinted from the journal

Benioff, H. (1951). Earthquake and rock creep. Bulletin of the

Seismological Society of America, 41(1), 31–62.

Boukharov, G., Chanda, M., & Boukharov, N. (1995). The three

processes of brittle crystalline rock creep. International Journal

of Rock Mechanics and Mining Sciences and Geomechanics

Abstracts, 32(4), 325–335.

Brantut, N., Heap, M. J., Baud, P., & Meredith, P. G. (2014). Rate-

and strain-dependent brittle deformation of rocks. Journal of

Geophysical Research, 119, 1818–1836. doi:10.1002/

2013JB010448.

Brantut, N., Heap, M. J., Meredith, P. G., & Baud, P. (2013). Time-

dependent cracking and brittle creep in crustal rocks: a review.

Journal of Structural Geology, 52, 17–43.

Charles, R. (1958). The static fatigue of glass. Journal of Applied

Physics, 29, 1549–1560.

Chen, Z., et al. (2000). Global Positioning System measurements

from eastern Tibet and their implications for India/Eurasia

intercontinental deformation. Journal of Geophysical Research,

105, 16215–16227.

Cruden, D. (1974). The static fatigue of brittle rock under uniaxial

compression. International Journal of Rock Mechanics and

Mining Sciences and Geomechanics Abstracts, 11, 67–73.

Das, S., & Scholz, C. (1981). Theory of time-dependent rupture in

the Earth. Journal of Geophysical Research, 86, 6039–6051.

Du, Z. Z., & McMeeking, R. M. (1995). Creep models for metal

matrix composites with long brittle fibers. Journal of the

Mechanics and Physics of Solids, 43, 701–726.

Guarino, A., Ciliberto, S., Garcimartin, A., Zei, M., & Scoretti, R.

(2002). Failure time and critical behavior of fracture precursors

in heterogeneous materials. European Physical Journal B:

Condensed Matter and Complex Systems, 26, 141–151.

Hao, S. W., Liu, C., Lu, C. S., & Elsworth, D. (2016). A relation to

predict the failure of materials and potential application to vol-

canic eruptions and landslides. Scientific Reports, 6, e27877.

doi:10.1038/srep27877.

Hao, S. W., Rong, F., Lu, M. F., Wang, H. Y., Xia, M. F., Ke, F. J.,

et al. (2013). Power–law singularity as a possible catastrophe

warning observed in rock experiments. International Journal of

Rock Mechanics and Mining Sciences, 60, 253–262.

Hao, S. W., Wang, H. Y., Xia, M. F., Ke, F. J., & Bai, Y. L. (2007).

Relationship between strain localization and catastrophic failure.

Theoretical and Applied Fracture Mechanics, 48, 41–49.

Hao, S. W., Xia, M. F., Ke, F. J., & Bai, Y. L. (2010). Evolution of

localized damage zone in heterogeneous media. International

Journal of Damage Mechanics, 19(7), 787–804.

Hao, S. W., Zhang, B. J., Tian, J. F., & Elsworth, D. (2014).

Predicting time-to-failure in rock extrapolated from secondary

creep. Journal of Geophysical Research Solid Earth, 119,

1942–1953. doi:10.1002/2013JB010778.

Heap, M. J., Baud, P., Meredith, P. G., Bell, A. F., & Main, I. G.

(2009). Time-dependent brittle creep in Darley Dale sandstone.

Journal of Geophysical Research Solid Earth, 114, B07203.

doi:10.1029/2008JB006212.

Heap, M. J., Baud, P., Meredith, P. G., Vinciguerra, S., Bell, A. F.,

& Main, I. G. (2011). Brittle creep in basalt and its application to

time-dependent volcano deformation. Earth and Planetary Sci-

ence Letters, 37(1–2), 71–82.

Hundson, J. A., Crouch, S. L., & Fairhurst, C. (1972). Soft, stiff and

servo-controlled testing machines: a review with reference to

rock failure. Engineering Geology, 6, 155–189.

Jeager, J. C., Cook, N. G. W., & Zimmerman, R. (2007). Funda-

mentals of rock mechanics (4th ed.). London: Wiley-Blackwell.

Kilburn, C. R. J. (2012). Precursory deformation and fracture

before brittle rock failure and potential application to volcanic

unrest. Journal of Geophysical Research, 117, B02211. doi:10.

1029/2011JB008703.

Kranz, R. (1980). The effect of confining pressure and difference

stress on static fatigue of granite. Journal of Geophysical

Research, 85, 1854–1866.

Kranz, R., Harris, W., & Carter, N. (1982). Static fatigue of granite

at 200�C. Geophysical Research Letters, 9(1), 1–4.

Labuz, J. F., & Biolzi, L. (1991). Class I vs class II stability: a

demonstration of size effect. International Journal of Rock

Mechanics and Mining Sciences and Geomechanics Abstracts,

28(2/3), 199–205.

Lienkaemper, J. J., Galehouse, J. S., & Simpson, R. W. (1997).

Creep response of the Hayward fault to stress changes caused by

the Loma Prieta earthquake. Science, 276, 2014–2016.

Lockner, D. A. (1993). The role of acoustic emission in the study of

rock fracture. International Journal of Rock Mechanics and

Mining Sciences and Geomechanics Abstracts, 30(7), 883–899.

Lockner, D. A. (1998). A generalized law for brittle deformation of

westerly granite. Journal of Geophysical Research, 103(B3),

5107–5123.

Lockner, D. A., & Byerlee, J. D. (1980). Development of fracture

planes during creep in granite. In H. R. Hardy, F. W. Leiton,

(Eds.) Proceedings of 2nd conference on acoustic emission/mi-

croseismic activity in geological structures and materials (pp

11–25). Clausthal-Zellerfeld, Germany: Trans Tech Publications.

Lockner, D. A., Byerlee, J. D., Kuksenko, V., Ponomarev, A., &

Sidorin, A. (1991). Quasi-static fault growth and shear fracture

energy in granite. Nature, 350(7), 39–42.

Main, I. (2000). A damage mechanics model for power–law creep

and earthquake aftershock and foreshock sequences. Geophysical

Journal International, 142, 151–161.

Meade, B. J. (2007). Present-day kinematics at the India–Asia

collision zone. Geology, 35, 81–84.

Nechad, H., Helmstetter, A., Guerjouma, R. E., & Sornette, D.

(2005). Andrade creep and critical time-to-failure laws in

heterogeneous materials. Physical Review Letters, 94, 045501.

Okubo, S., Nishimatsu, Y., & Fukui, K. (1991). Complete creep

curves under uniaxial compression. International Journal of

Rock Mechanics and Mining Sciences and Geomechanics

Abstracts, 28(1), 77–82.

Omori, F. (1894). On the aftershocks of eathquakes. Journal of the

College of Science, Imperial University of Tokyo, 7, 111–120.

Perfettin, H., & Avouac, J. P. (2004). Postseismic relaxation driven

by brittle creep: A possible mechanism to reconcile geodetic

measurements and the decay rate of aftershocks, application to

the Chi-Chi earthquake, Taiwan. Journal of Geophysical

Research, 109, B02304. doi:10.1029/2003JB002488.

Petley, D., Bulmer, M., & Murphy, W. (2002). Patterns of move-

ment in rotational and translational landslides. Geology, 30(8),

719–722.

Rudnicki, J. W., & Rice, J. R. (1975). Conditions for the local-

ization of deformation in pressure-sensitive dilatant materials.

Journal of the Mechanics and Physics of Solids, 23, 371–394.

Saito, M. (1969). Forecasting time of slope failure by tertiary creep.

In Proc. 7th Int. Conf. Soil Mechanics and Foundation Engi-

neering, Mexico City (Vol. 2, pp. 677–683).

S. Hao et al. Pure Appl. Geophys.

20



Reprinted from the journal

Saito, M., Uezawa, H. (1961) Failure of soil due to creep. In Proc.

5th Int. Conf. Soil Mechanics and Foundation Engineering,

Montreal (Vol. 1, pp. 315–318).

Salamon, M. D. G. (1970). Stability, instability and design of pillar

workings. International Journal of Rock Mechanics and Mining

Sciences, 7(6), 613–631.

Scholz, C. (1968). Mechanism of creep in brittle rock. Journal of

Geophysical Research, 73(10), 3295–3302.

Scholz, C. (1972). Static fatigue of quartz. Journal of Geophysical

Research, 77, 2104–2114.

Shen, Z. K., Lu, J. N., Wang, M., & Burgmann, R. (2005). Con-

temporary crustal deformation around the southeast borderland

of the Tibetan Plateau. Journal of Geophysical Research, 110,

11409. doi:10.1029/2004JB003421.

Singh, D. P. (1975). A study of creep of rocks. International

Journal of Rock Mechanics and Mining Sciences and Geome-

chanics Abstracts, 12, 271–276.

Utsu, T. (1961). Statistical study on the occurrence of aftershocks.

Geophysical Magazine, 30, 521–605.

Voight, B. (1988). A method for prediction of volcanic eruption.

Nature, 332, 125–130.

Voight, B. (1989). A relation to describe rate-dependent material

failure. Science, 243, 200–203.

Wiederhorn, S. M., & Bolz, L. H. (1970). Stress corrosion and

static fatigue of glass. Journal of the American Ceramic Society,

50, 543–548.

Zhang, P. Z. (2013). Beware of slowly slipping faults. Nature

Geoscience, 6, 323–324.

(Received February 1, 2016, revised March 2, 2017, accepted March 10, 2017, Published online March 21, 2017)

Vol. 174, (2017) Scaling law of average failure rate…

21



Reprinted from the journal

Apparent Dependence of Rate- and State-Dependent Friction Parameters on Loading Velocity

and Cumulative Displacement Inferred from Large-Scale Biaxial Friction Experiments

YUMI URATA,1 FUTOSHI YAMASHITA,1 EIICHI FUKUYAMA,1 HIROYUKI NODA,2 and KAZUO MIZOGUCHI
3

Abstract—We investigated the constitutive parameters in the

rate- and state-dependent friction (RSF) law by conducting

numerical simulations, using the friction data from large-scale

biaxial rock friction experiments for Indian metagabbro. The

sliding surface area was 1.5 m long and 0.5 m wide, slid for 400 s

under a normal stress of 1.33 MPa at a loading velocity of either

0.1 or 1.0 mm/s. During the experiments, many stick–slips were

observed and those features were as follows. (1) The friction drop

and recurrence time of the stick–slip events increased with cumu-

lative slip displacement in an experiment before which the gouges

on the surface were removed, but they became almost constant

throughout an experiment conducted after several experiments

without gouge removal. (2) The friction drop was larger and the

recurrence time was shorter in the experiments with faster loading

velocity. We applied a one-degree-of-freedom spring-slider model

with mass to estimate the RSF parameters by fitting the stick–slip

intervals and slip-weakening curves measured based on spring

force and acceleration of the specimens. We developed an efficient

algorithm for the numerical time integration, and we conducted

forward modeling for evolution parameters (b) and the state-evo-

lution distances (Lc), keeping the direct effect parameter (a)

constant. We then identified the confident range of b and Lc values.

Comparison between the results of the experiments and our sim-

ulations suggests that both b and Lc increase as the cumulative slip

displacement increases, and b increases and Lc decreases as the

loading velocity increases. Conventional RSF laws could not

explain the large-scale friction data, and more complex state evo-

lution laws are needed.

Key words: Rate-and-state friction, large-scale experiment,

stick–slips, numerical simulation, spring-slider model.

1. Introduction

An earthquake cycle involves a very wide range

of slip velocities, from orders of magnitude slower

than a plate motion to as fast as a slip velocity at a

rupture front during an earthquake. As earthquakes

occur on a fault repeatedly, the internal structure of

the shear zone and its mechanical properties are

considered to evolve with increasing cumulative slip

displacement (e.g., Beeler et al. 1996). The modeling

of a sequence of earthquakes over the geologically

long time scale probably requires a fault constitutive

law which can comprehensively describe the

mechanical properties of faults over the wide range of

slip velocities and cumulative displacement.

The rate- and state-dependent friction (RSF) laws

have been widely used to simulate earthquake

sequences (e.g., Hori et al. 2004; Lapusta and Liu

2009; Noda and Lapusta 2013). These laws were

originally proposed to model laboratory experimental

data (Dieterich 1978, 1979; Ruina 1983), and the RSF

parameters have been investigated using biaxial

loading apparatuses at the low slip velocity

from *0.01 lm/s to *1 cm/s, in which the cumu-

lative displacement was of the order of cm at most

(e.g., Mair and Marone 1999).

To achieve higher slip velocity and larger cumu-

lative displacement, rotary shear apparatuses were

developed (e.g., Tullis and Weeks 1986; Tsutsumi

and Shimamoto 1997). Beeler et al. (1996) estimated

the RSF parameters for large cumulative displace-

ment at the slip velocity of 1–10 lm/s. Since a rotary

shear apparatus is capable of producing high slip

velocity up to a seismic rate, steady-state friction

coefficients of various rock types have been investi-

gated at a wide range of slip velocities, and a
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remarkable velocity-weakening property of rock

friction was revealed (e.g., Di Toro et al. 2011).

Although a rotary shear apparatus enables the

investigation of rock friction properties with a wide

range of slip velocities and large displacement as

described above, the apparatus would not be suit-

able to investigate stick–slip behavior, which could

be considered analogous to a sequence of earthquakes

on natural faults (Brace and Byerlee 1966). To study

the effect of cumulative displacement, it is important

to consider the history of slip velocity in nature. In

usual friction experiments at low slip rates, steady-

state sliding of a fault is simulated, and the shear zone

internal structure is developed under such circum-

stances. Natural fault hosting a sequence of

earthquakes experiences quite different deformation

conditions (e.g., repeated transients in the slip

velocity with stress concentration at rupture fronts),

and the resulting internal structure should be different

from what is developed under steady-state sliding.

Since the evolution of the internal structure causes

evolution in the parameters in RSF (e.g., Beeler et al.

1996), it is important to study them in experiments

with stick–slips to better understand behavior of

seismogenic faults.

In addition to the limitations of the slip velocity

and the cumulative displacement, conventional stud-

ies used small (on the order of 10 cm at most) rock

specimens to estimate the constitutive friction

parameters (e.g., Dieterich 1972; Marone and Cox

1994; Beeler et al. 1996). The constitutive friction

parameters estimated for the small rock specimens

may be different from those for the large rock spec-

imens, as Yamashita et al. (2015) suggested that rock

friction in meter-sized rock specimens starts to

decrease at a work rate (the product of the shear stress

and the slip rate) one order of magnitude smaller than

that in centimeter-sized rock specimens.

Many previous studies stated above obtained the

RSF parameters by the method of step changes in

load point velocity. The RSF parameters can be

estimated also from stick–slip behaviors (Mitchell

et al. 2015). Mitchell et al. (2015) performed the

inversions of experimental data for unstable sliding

using a spring-slider model, but they ignored the

inertia in their numerical simulations [see their

Eq. (7)], which may lead to inaccurate estimation of

the RSF parameters because in the quasi-static sys-

tem, finite amplitude periodic oscillations are

observed for very limited parameters and the slip

velocity becomes infinite in unstable sliding regimes

(Gu et al. 1984) where the inertia makes the slip and

stress evolution completely different (Rice and Tse

1986).

In this study, we estimated the RSF constitutive

parameters for the data obtained in experiment data

by large-scale (on the order of meters) biaxial rock

friction experiments conducted by Fukuyama et al.

(2014) to investigate the dependence of the parame-

ters on the loading velocity and cumulative

displacement. For the estimation, we performed fully

dynamic simulations of a single-degree-of-freedom

spring-slider model. For efficient calculation, we

developed a new algorithm of numerical simulations

which tremendously reduces the calculation time

relative to conventional methods such as embedded

Runge–Kutta method.

2. Large-Scale Biaxial Rock Friction Experiments

2.1. Experimental Procedure

Fukuyama et al. (2014) constructed a large-scale

biaxial friction apparatus using a large-scale shaking

Table (15 m wide and 14.5 m long) at the National

Research Institute for Earth Science and Disaster

Resilience (NIED) in Japan. Figure 1a shows a

schematic diagram of the apparatus. A pair of rock

specimens made of Indian metagabbro (see

Fukuyama et al. 2016 for its mineral composition)

was used. The lower specimen moved with the

shaking table and the upper specimen was fixed to the

outer base of the shaking table by a reaction force

bar. The simulated fault between the specimens was

1.5 m long and 0.5 m wide, slid at the nominal

loading velocity (�vL) of either 0.1 or 1.0 mm/s in a

single experiment. The shaking table was instructed

to move at the constant loading velocity, but the

loading velocity oscillated slightly, which will be

detailed in Sect. 2.2.2. The slip displacement was

approx. 40 and 400 mm for experiments with �vL of

0.1 and 1.0 mm/s, respectively. The specimens were

reused in a series of experiments.
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Shear force on the simulated fault was produced

by the movement of shaking table and was sustained

by the reaction bar. The constant normal stress of

1.33 MPa was applied by three jacks and was

measured using three load cells serially connected

to each jack (Fig. 1a). Before the first experiment, the

sliding surfaces were flattened within 0.01 mm

undulation by a large-scale surface grinder. After

each experiment, we sometimes removed and other

times left gouge particles produced during the

previous experiments. It should be noted that even

when the gouge particles were not removed, detailed

gouge structure might not be preserved because we

have to unload the normal stress and separate two

sliding surfaces at each end of the experiment due to

the limitation of shaking table operation. The detailed

conditions of experiments analyzed in this study are

shown in Table 1.

The relative displacement of the sliding surfaces

was measured by two laser displacement transducers

with different measurement ranges: a long-range

transducer (LDT-L) and a short-range transducer

(LDT). The LDT-L was installed on the side plate

attached to the end of the lower specimen, and its

target was attached at the edge of the upper specimen

(magenta squares in Fig. 1a). The LDT and its target

were attached at the center of the lower and upper

specimens, respectively (green squares in Fig. 1a).

Acceleration was measured by two accelerometers

installed in the upper and lower specimens at 20 mm

from the slip interfaces (yellow circles in Fig. 1a).

The force applied by the reaction force bar Fs1 was

measured by a load cell (Fig. 1a).

The apparatus can be considered as a coupled

two-degree-of-freedom model (Fig. 1b), in the same

manner that Shimamoto et al. (1980) and Noda and

Shimamoto (2009) did. The force applied by the

reaction force bar corresponds to the spring force of

the upper spring Fs1. The loading velocity applied by

the shaking table is represented by vL. The equations

of motion in this system are:

m1a1 ¼� k1u1 � F2d
t

¼Fs1 � F2d
t

ð1Þ

m2a2 ¼ �k2u2 � k2vLt þ F2d
t ; ð2Þ
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Figure 1
a A schematic diagram and b an equivalent mechanical model of a

large-scale rock friction apparatus. The spring force Fs1 is

measured by a horizontal load cell, and the normal force Fn is

measured by three vertical load cells. The relative displacement of

the sliding surfaces u is measured by two laser displacement

transducers with different measurement ranges: short-range (LDT,

green squares) and long-range (LDT-L, magenta squares). In this

study, the LDT-L was installed on the side plate attached to the end

of the lower specimen and its target was attached at the edge of the

upper specimen. The LDT and its target were attached at the center

of the lower and upper specimens, respectively. Acceleration (a1
and a2) was measured in the upper and lower specimens at 20 mm

from the slip interface by two accelerometers installed there

(yellow circles). The table displacement l was measured by a

magnetostrictive linear-position sensor installed at the bottom of

the shaking table (purple squares)

Table 1

Conditions of analyzed experiments

Experiment ID �vL (mm/s) Slip

displacement

(mm)

Gouge removal

before experiment

LB01-127 0.1 40 Yes

LB01-134 0.1 40 No

LB01-142 1.0 400 No
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where m is mass of the rock specimens, a is the

acceleration of the specimens, k is the spring stiff-

ness, u is the displacement of the specimens,

subscripts 1 and 2 stand for the upper and lower

specimens/springs, respectively, t is time, and F2d
t is

the shear force between the two specimens. It should

be noted that LDT and LDT-L measured u

(¼u1 � u2), and that F2d
t could not be measured

directly.

2.2. Experimental Results

2.2.1 Behavior of Stick–Slips

Figures 2 and 3 show the experimental results for the

friction (l0ob ¼ Fs1=Fn) obtained by a shear load Fs1

divided by a normal load Fn (Fig. 1a). We applied a

4-kHz Butterworth-type low-pass filter to the load

cell data to remove high-frequency noise. Many

stick–slip events occurred during the experiments,

and they had the following features.

The recurrence interval (DTob), friction drop

(Dl0ob), and displacement during a stick–slip event

increased with cumulative slip displacement within a

single experiment (LB01-127, Fig. 2a) if gouges on

the surface were removed before it. The average DTob
increased from approx. 1.5 s at short cumulative

displacement (*10 mm, window W1, Fig. 2b) to

approx. 3.1 s at long cumulative displacement

(*24 mm, window W2, Fig. 2c). The average Dl0ob
increased from approx. 0.022 at short cumulative

displacement to approx. 0.046 at long cumulative

displacement. The slip amount during a stick–slip

event increased from approx. 0.14 mm at short

cumulative displacement to approx. 0.32 mm at long

cumulative displacement (bottom panels in Fig. 2b, c;

black solid circles in Fig. 4). In contrast, DTob and

Dl0ob became almost constant throughout the
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Figure 2
Results of an experiment (LB01-127) that started after the removal

of gouges on the sliding surface. The loading velocity �vL was

0.1 mm/s. a Time history of reaction force Fs1 normalized by the

normal force Fn. b, c Upper and lower panels show the time

histories of Fs1=Fn and cumulative displacement u, respectively,

for time windows b W1 and c W2 in a. The origin times of b and

c correspond to 161 and 299 s in a, respectively. The red star is

referred to in Fig. 5
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Time history of Fs1=Fn for experiments before which several
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a 0.1 mm/s (LB01-134) and b 1.0 mm/s (LB01-142). The insets in

a and b show the details for time windows W3 (20 s) and W4 (3 s),

respectively. The origin times of the insets in a and b correspond to

301 and 278 s in their panels, respectively
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experiment when the gouge particles were left on the

fault prior to the experiment (Fig. 3a; blue triangles

in Fig. 4).

In addition to the dependence on the cumulative

slip, those characteristics of stick–slips depended on

�vL; the slip amount during an event and Dl0ob were

larger and DTob was shorter for the experiments with

faster �vL. The average DTob was approx. 3.6 s for

slow �vL (�vL ¼ 0:1 mm/s, LB01-134, window W3 in

Fig. 3a) and approx. 0.44 s for fast �vL
(�vL ¼ 1:0 mm/s, LB01-142, window W4 in Fig. 3b).

The average Dl0ob was approx. 0.052 for slow �vL
(window W3) and approx. 0.060 for fast �vL (window

W4). The slip amounts per event were approx.

0.35 mm for slow �vL (window W3) and 0.39 mm

for fast �vL (window W4) (blue triangles and red

crosses in Fig. 4).

We estimated the shear force F2d
t as a function of

slip on the fault u1 � u2 during the stick–slip events.

Figure 5 shows an example for the event indicated by

a red star in Fig. 2c. From Eq. (1), the shear force F2d
t

is

F2d
t ¼ �m1a1 � k1u1

¼ �m1a1 þ Fs1:
ð3Þ

Following this equation, we can obtain F2d
t from the

values of m1 calculated from rock density (2980 kg/

m3) and mass volume, a1 measured by the

accelerometer (Fig. 5a), and Fs1 ¼ �k1u1 measured

by the load cell (Fig. 5b).

For the estimation of u1 � u2, we conducted a

double time-integration of a1 � a2 because LDT-L

did not have enough resolution. Figure 5c shows a

comparison of u1 � u2 obtained by the double time-

integration of a1 � a2 and u measured by LDT,

indicating that we can estimate the short-term slip

displacement from the accelerograms. Examples of

estimated slip-weakening curves are shown in

Fig. 5d. In this estimation, we corrected the timing

of the recording system as pointed out by Fukuyama

et al. (2014). We applied a 400-Hz Butterworth-type

low-pass filter to Fs1. We examined the contribution

from high-frequency waves by applying a 500-,

750-Hz, and 1-kHz low-pass Butterworth filter to the

acceleration data, and we computed the slip-weak-

ening curves (black, blue, light blue curves,

respectively, in Fig. 5). Since we did not observe

any significant differences in the slip-weakening
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Estimation of a slip-weakening curve for the event marked by the

red star in Fig. 2c. a Time history of the acceleration of the upper

rock specimen a1. Three different low-pass filtered accelerations

are shown: 1 kHz (light blue curve), 750 Hz (blue curve), and

500 Hz (black curve). b Time history of Fs1=Fn. c Time history of

the displacement of the upper (black curve) and lower (blue curve)

specimens estimated by double integration of the original accel-

eration waveforms. The relative displacement by acceleration (red

curve) was consistent with that of the LDT (gray line). d Slip-

weakening curves obtained using the acceleration data with a

1-kHz (light blue), 750-Hz (blue), and 500-Hz (black) low-pass

filter applied
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curves, we confirmed that the high-frequency waves

did not contribute to the estimated slip-weakening

curves and used a 400-Hz cutoff. We will show the

results using the acceleration data in which the

750-Hz low-pass filter was applied below.

We estimated the peak slip velocity during stick–

slip events by time-integration of a1 � a2. The peak

slip velocity was approx. 0.02 m/s for time window

W1, 0.04 m/s for time windows W2 and W3, and

0.05 m/s for time window W4.

2.2.2 Behavior of Experimental Apparatus

Since we used a shaking table system, which was

originally developed for the vibration experiments of

large-scale constructions, we needed to carefully

examine the behavior of the shaking table during the

friction experiments. The shaking table was

instructed to move at the constant loading velocity

�vL (instructed loading velocity to the apparatus), but

the loading velocity oscillated slightly. This is due to

the delay of servo controller response of the actuator

of the shaking table. As can be seen in Fig. 6, we

observed that the shaking table moved faster than �vL
immediately after a stick–slip event occurred. This

might have been the result of dynamic overshoot of

shear stress observed by the friction apparatus during

a stick–slip event. The shaking table moved slightly

slower than �vL just after the fast movements. Note

that the total movement of the shaking table was

consistent with �vLt as a long time period average.

We estimated the fast and slow loading velocity,

vLf and vLs, respectively, and the duration of the fast

movement, df , from the observed movement of the

shaking table (l), as follows. We divided each time

window from W1 to W4 (Figs. 2, 3) into the shorter

time windows for large and small slopes of l, and we

estimated l for each time window by a straight line, as

shown in Fig. 6c. The average values of the large and

small slopes and the duration of the large slopes

correspond to vLf , vLs, and df , respectively. Table 2

lists the values for each time window from W1 to

W4.

We estimated the stiffness k1 for each time

window from W1 to W4. We measured the increasing

rate of the spring force ( _Fs1) during each stick from

Figs. 2 and 3, and obtained k1 ¼ _Fs1

�
vLs. The

average values of k1 for each time window were

almost the same, as shown in Table 3.

The fast recovery of the friction immediately after

the sharp friction drop observed at a stick–slip event

would be related to the oscillation of the shaking
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table. This is because the ratio of _Fs1 during the fast

recovery of the friction and during stick was similar

to the ratio of vLf and vLs, that is, the stiffness k1 was

almost constant through our experiments.

3. Method for Numerical Simulations

We applied a spring-slider model with mass with

one-degree-of-freedom (Fig. 7) to explain the stick–

slips because we found that the displacement of the

lower specimen is approx. 10% of that of the upper

specimen during dominant slip (16.653–16.664 s in

Fig. 5c) and can be ignored. The equation of motion

is

dv

dt
¼ Fs � Ftð Þ=m; ð4Þ

where v is the slip velocity, t is time, Fs is spring

force, Ft is the shear force on the fault, and m is mass.

We perform dynamic simulations (i.e., accounting for

the inertial effects), in contrast to the previous studies

which ignored the inertia at low slip velocity (e.g.,

Rice and Tse 1986; Bizzarri 2011). Fs is

Fs ¼ F0 þ k vLt � uð Þ; ð5Þ
where F0 is the steady-state shear force at a reference

slip velocity of the friction law v0, k is the spring

stiffness, vL is the load point velocity, and u is the

fault displacement. Ft is assumed to obey the RSF

law. We examine both Slip law (Ruina law)

Ft ¼ F0 þ aFn ln v=v0ð Þ þ h ð6Þ
dh
dt

¼ � v

Lc
hþ bFn ln v=v0ð Þð Þ ð7Þ

and Aging law (Slowness law)

Ft ¼ F0 þ aFn ln v=v0ð Þ þ bFn ln v0h=Lcð Þ ð8Þ
dh
dt

¼ 1� vh
Lc

; ð9Þ

where a and b are parameters representing the direct

and evolution effects, respectively, h is the state

variable, and Lc is the critical slip distance (e.g.,

Marone 1998a). We calculated m from rock density

and dimensions (Table 4). We used the estimated

values of k1 (Table 3) as k, which was constant in our

simulations because k1 was almost constant through

the experiments, as stated in Sect. 2.2.2. The

parameters used in the simulations are shown in

Table 4.

If we solve Eqs. (4)–(7) for the Slip law and

Eqs. (4), (5), (8), and (9) for the Aging law by the

Runge–Kutta method with adaptive step-size control

(Press et al. 1992), it takes too long to integrate in

Table 2

Estimated loading velocity

Experiment ID Time

window

vLs
(mm/s)

vLf
(mm/s)

df (s)

LB01-127 (short

cumulative disp.)

W1 0.0753 0.9622 0.039

LB01-127 (long

cumulative disp.)

W2 0.0750 1.9717 0.042

LB01-134 W3 0.0740 2.3608 0.036

LB01-142 W4 0.7356 3.3027 0.046

Table 3

Estimated stiffness

Experiment ID Time

window

Stiffness

k1
(108 N/m)

Normalized critical

stiffness j

Slip law Aging law

LB01-127 (short

cumulative

disp.)

W1 1.42 2.6 9 10-2 2.4 9 10-2

LB01-127 (long

cumulative

disp.)

W2 1.48 3.2 9 10-2 1.6 9 10-2

LB01-134 W3 1.48 7.4 9 10-2 7.4 9 10-2

LB01-142 W4 1.48 6.5 9 10-3 7.7 9 10-3

vL
m

u kFs
Ft

Figure 7
The one-degree-of-freedom spring-slider model used in our

numerical simulations

Table 4

Simulation parameters

Property Symbol Value

Mass m 1.1 9 103 kg

Direct effect parameter a 0.008

Reference velocity v0 10�5 m/s
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time domain during interseismic periods for some of

the parameter sets. Therefore, we newly developed an

efficient algorithm for the numerical time integration

which is an example of the exponential time differ-

encing method (e.g., Cox and Matthews 2002) similar

to that used by Noda and Lapusta (2010), as descri-

bed in ‘‘Appendices 1 and 2’’.

We confirmed for the Slip law that the time-in-

tegration method provided results that were identical

to those obtained by the Runge–Kutta method, but

required only for 1/10,000 of the calculation time for

a ¼ 0:008, b ¼ 0:0092, Lc ¼ 0:5 lm, and the con-

stant vL of 0.1 mm/s (Fig. 18).

The loading velocity slightly fluctuated in our

experiments, as stated in Sect. 2.2.2. Therefore, we

assumed in our simulations that vL is the faster

loading velocity vLf for the duration of df after a

stick–slip event finishes and vL is the slightly slower

loading velocity vLs at other times. We defined that

the event occurs when v[ 10vLs and it finishes when

v� vLs. Table 2 lists the values of vLf , df , and vLs,

which were decided from the observed movement of

the shaking table (Sect. 2.2.2).

Using the new time-integration method, we con-

ducted many numerical simulations with various

combinations of the evolution parameter b and the

state-evolution distance Lc while keeping the direct

effect parameter a constant. We then estimated the

combinations of b and Lc which reproduce the

recurrence time and the friction drop consistent with

DTob and Dl0ob. We also calculated the slip-weaken-

ing curve with each combination, because we could

not determine the optimal parameters only by the

recurrence time and the friction drop as described in

the next section.

4. Results

4.1. Slip Law

4.1.1 Dependence of Constitutive Parameters

on Cumulative Displacement

We estimated the combinations of constitutive

parameters b and Lc to reproduce the stick–slip

events that occurred at short and long cumulative

displacement in the experiment LB01-127 with �vL ¼
0:1 mm/s (windows W1 and W2 in Fig. 2).

First, we modeled the observed recurrence time of

the stick–slip events (DTob) and the observed friction

drop (Dl0ob). Figure 8a, b shows the computational

results of the recurrence time of the stick–slip events

(DTsy) and friction drop (Dl0sy), respectively, for

various combinations of b and Lc values for the long

cumulative displacements (window W2). The colored

and gray circles indicate the parameters with which

the system reached the limit cycle and the stable slid-

ing, respectively. The crosses indicate parameters

which provide the combination of plural recurrence

time. The multiple recurrence time does not appear in

the simulations for the constant vL; it comes from the

changes in vL in our simulations. If DTsy for vLf is

shorter than df (duration of vLf), the stick–slip events

occur during vL of vLs and vLf , and the multiple

recurrence time arises. Our simulations are not

suitable in these cases because vL decreases from

vLf to vLs after duration df , whether or not a stick–slip

event occurs during vLf . However, we need not

consider these cases because DTob is much larger than

df . The diamonds show the parameter sets (b, Lc) that

provide DTsy within D�T � rT and Dl0sy within

D�l0 � rl, where D�T and D�l0 are the average DTob
and Dl0ob for window W2, respectively, and rT and

rl are the standard deviation of DTob and Dl0ob for

window W2, respectively. The parameter sets pro-

viding DTsy within D�T � rT are similar to those

providing Dl0sy within D�l0 � rl. To model DTob and

Dl0ob simultaneously, we calculated the following

evaluation function

J1 ¼
DTsy � D�T
� �2

rTð Þ2 þ
Dl0sy � D�l0
� �2

rl
� �2 ; ð10Þ

as shown in Fig. 8c. The diamonds in Fig. 8c indicate

the parameter sets with which J1 � 5:99146. If the

recurrence time and the friction drop exhibit normal

distributions and they are independent of each other,

J1 follows the Chi-squared distribution with two-de-

grees-of-freedom, and J1 � 5:99146 corresponds to

the 95% confidence regions. Although this assump-

tion is inadequate because the recurrence time

correlates with the friction drop, the small J1 indi-

cates that DTsy and Dl0sy are consistent with DTob and

Y. Urata et al. Pure Appl. Geophys.
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Dl0ob. That is, b and Lc values shown by the diamonds

in Fig. 8c can reasonably reproduce DTob and Dl0ob.
Figure 8c shows that DTob and Dl0ob have little

information on Lc, and thus we cannot constrain the

parameter set of b and Lc uniquely only from the

recurrence time and friction drop data.

To further constrain the possible range of Lc, we

tried to fit the slip-weakening curves (Fig. 5d). We

examined the following evaluation function

J2ðiÞ ¼ min
l0

XNjðiÞ
j¼1

lsyði; jÞ � lobði; jÞ
	 
2" #,

NjðiÞ

ð11Þ
for event i, where NjðiÞ is the number of data for the

event i, and lsy and lob are the synthetic and

observed shear force divided by the normal force,

respectively. For this calculation, we applied the

linear interpolation to the numerical result. Note that

the initial friction coefficient l0 ¼ F0=Fn affects only

the absolute level of lsy. We analyzed all of the

events for window W2. Figure 9a shows the average
�J2 ¼

PNi

i¼1 J2ðiÞ=Ni, where Ni is the number of the

events, for many computations with parameter sets

(b, Lc). The diamonds show �J2 less than the minimum

value of �J2 þ rJ in all simulations, where rJ is the

standard deviation of J2ðiÞ for each simulation. The

parameter set with small value of �J2 can reproduce

the observed slip-weakening curves, but the param-

eter set with large value of �J2 cannot, as demonstrated

in Fig. 9b.

For a joint inversion of the recurrence time, the

friction drop, and the slip-weakening curves, we

evaluated the following function

J ¼ J1 þ a1
a2

�J2; ð12Þ

as shown in Fig. 10a, where a1=a2 is a weight coef-

ficient, a1 is the average of J1 in the range of

J1 � 5:99146 (diamonds in Fig. 8c), a2 is the average
of �J2 less than the minimum value of �J2 þ rJ (dia-

monds in Fig. 9a). The minimum of J (star in

Fig. 10a) gives the optimum parameter set

ðb; LcÞ ¼ ð0:0094; 0:3 lmÞ, and J� 2a1 (diamonds in

Fig. 10a) can be a possible range of b and Lc. The

comparison of the observed and synthetic time his-

tories for 20 s of displacement and of the spring force
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Figure 8
Synthetic a recurrence intervals DTsy and b friction drop Dl0sy, and
c evaluation function J1 plotted as a function of the constitutive

parameters b and Lc in numerical simulations for long cumulative

displacement of the LB01-127 (Fig. 2c, window W2). Gray circles

show parameters with which the system reaches stable sliding.

Crosses indicate parameters which provide multiple recurrence

time. Diamonds in a and b show the parameters which provide

DTsy within D �T � rT and Dl0sy within D�l0 � rl, respectively.

Diamonds in c indicate J1 � 5:99146
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is shown in Fig. 10b, c. Our simulation could repro-

duce the very sharp friction drop and the subsequent

fast recovery of the friction observed at a stick–slip

event. These behaviors in our simulation result from

the variable vL (Table 2) because the features do not

appear in the simulations with the constant vL. In

addition, the synthetic recurrence time, slip amount

during an event, cumulative slip for 20 s, friction

drop, and the slip-weakening curves for the optimum

parameter set are similar to the observations, as

demonstrated in Fig. 10b, c and by the red solid line

in Fig. 9b.

We estimated the combinations of b and Lc to

reproduce the stick–slip events that occurred at the

short cumulative slip displacement (window W1), in

the same manner as at the long cumulative slip

displacement (window W2). By a joint inversion of

the recurrence time, the friction drop, and the slip-

weakening curves (Eq. (12)), we obtained the

optimum parameter set ðb; LcÞ ¼ ð0:0085; 0:09 lmÞ,
as shown in Fig. 11. Our simulations cannot repro-

duce the observed fluctuations with events of DTob,
Dl0ob, slip amount during an event, and the slip-

weakening curves, which are larger than those at the

long cumulative slip displacement. However, DTsy,
Dl0sy, slip amount during an event, and the slip-

weakening curves for a large value of J are out of the

observed fluctuations. Therefore, our estimation is

reasonable.

Possible parameter sets (b, Lc) are summarized in

Fig. 12. For the short cumulative slip displacement

case (window W1), ðb; LcÞ ¼ ð0:0085; 0:09 lmÞ was

the best of the examined cases (i.e., J was the

minimum, Fig. 11a), and the possible ranges for b

and Lc were b ¼ 0:0085 and 0:04� Lc � 0:1 lm,

respectively (triangles in Fig. 12). For the long
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LB01-127 (Fig. 2c, window W2). Diamonds in a indicate �J2 less

than the minimum value of �J2 þ rJ. Small letters ‘c’ and ‘e’ in

a correspond to those in b. Small letter ‘c’ corresponds to the star

in Fig. 10a. We plotted the observed slip-weakening curves for all

of the events in window W2 (blue circles in b)
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LB01-127 (Fig. 2c, window W2). a Star and diamonds show the
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Blue lines show the experimental data and red lines show the

synthetic data for the optimum parameter set (star in a). The

observed and synthetic data are plotted by the same scales. c The

initial coefficient of friction l0 is set arbitrarily for plotting
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cumulative slip displacement case (window W2),

ðb; LcÞ ¼ ð0:0094; 0:3 lmÞ was the best (Fig. 10a),

and the possible ranges of b and Lc were

0:0092� b� 0:0096 and 0:04� Lc � 0:8 lm, respec-

tively (circles in Fig. 12).

These results suggest that the evolution-related

constitutive parameters (b and Lc) increased as the

cumulative displacement increased, even in a single

experiment. By comparing the triangles and the

circles in Fig. 12, we can say that the b value is

significantly different. The Lc value might be differ-

ent between these two time windows, but the error

range was too large to judge the differences.

We compared DTsy at limit cycles with DTob not

at limit cycles. The synthetic stick–slips reach a limit

cycle after several stick–slips in the simulations with

the possible parameters. However, the observed

stick–slips did not reach a limit cycle even after

many stick–slips occurred. Therefore, other processes

such as changes in the state of the fault surfaces may

have occurred in the experiment, which were not

taken into account in synthetic model. This will be

discussed in Sect. 5.

4.1.2 Dependence of Constitutive Parameters

on Loading Velocity

We estimated the constitutive parameters b and Lc to

reproduce the stick–slip events observed in experi-

ments LB01-134 with the slow �vL (�vL ¼ 0:1 mm/s)

and LB01-142 with the fast �vL (�vL ¼ 1:0 mm/s)

(Fig. 3). Throughout each of these experiments, DTob
and Dl0ob were almost constant (blue triangles and red

crosses in Fig. 4). We estimated the constitutive

parameters b and Lc in the same manner as that

described in Sect. 4.1.1. Figures 13 and 14 show the

results of the joint inversion of the recurrence time,

the friction drop, and the slip-weakening curves for

the slow and fast �vL, respectively. The observed

fluctuations of DTob, Dl0ob, and the slip-weakening

curves with events are smaller than those in LB01-

127 (Sect. 4.1.1), and thus the synthetic slip-weak-

ening curves fitted the observations better and we

constrained the Lc value better.
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a J plotted as a function of the RSF parameters b and Lc and b–

d comparison of the observed and synthetic data for the optimum

parameter set (star in a) for the small cumulative displacements of

LB01-127 (Fig. 2b, window W1). a–d are drawn in the same

manner as in Figs. 9b and 10, respectively
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Figure 12
Parameter sets that provided stick–slip behaviors consistent with

the experimental data in cases with the Slip law. Triangles and

circles show the parameter sets for small and large cumulative

displacement, respectively (slip dependence, Sect. 4.1.1). Squares

show the rate-dependence (Sect. 4.1.2). Open and solid symbols

correspond to �vL of 0.1 and 1.0 mm/s, respectively. Red symbols

indicate the parameter sets with which J is the minimum
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For the case of the slow �vL, the best parameter set

was ðb; LcÞ ¼ ð0:0098; 0:9 lmÞ, and the possible b

and Lc values were 0:0097� b� 0:0098 and

0:7� Lc � 1:0 lm, respectively (open squares in

Fig. 12). For the case of the fast �vL, the best

parameter set was ðb; LcÞ ¼ ð0:0103; 0:1 lmÞ, and

the possible b and Lc values were

0:0103� b� 0:0105 and 0:09� Lc � 0:2 lm, respec-

tively (solid squares in Fig. 12). Therefore, the

constitutive parameters show clear dependence on

�vL; b increases and Lc decreases as �vL increases. By

comparing the open and solid squares in Fig. 12, we

can say that the b and Lc values are significantly

different.

4.2. Aging Law

We examined the Aging law, in the same manner

as in Sect. 4.1 for the Slip law. The estimated

constitutive parameters b and Lc and the possible

ranges are summarized in Fig. 15. The results for the

short and long cumulative displacements (triangles

and circles in Fig. 15) suggest that the evolution-

related constitutive parameters (b and Lc) increase as

the cumulative displacement increases in a single

experiment. The b value is significantly different. The

Lc value can be different between these two time

windows, but the error range was too large to judge

the differences. The comparison of the results for the

slow and fast �vL (open and solid squares) suggest that
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b increases and Lc decreases as �vL increases and that

the b and Lc values are significantly different.

The values of the evaluation functions J1, J2, and

J (Eqs. (10)–(12)) for the estimated parameter sets

were slightly different between the Slip and Aging

laws, but we did not see any superiority of one over

the other (Table 5). The b and Lc values estimated for

the Aging law are smaller than for the Slip law

(Fig. 12) in all of the examined cases (windows from

W1 to W4). However, our results for the Aging law

stated above are the same as for the Slip law in

Sect. 4.1.

5. Discussion

The results of this study suggest that when a

friction experiment starts without gouges on the fault,

both the b and Lc values increase as the cumulative

slip increases, as stated in Sect. 4.1.1. Beeler et al.

(1996) also reported the decrease in a� b in some

initially bare surface experiments. On the other hand,

Leeman et al. (2016) suggested that decreases in both

a� b and Lc with the cumulative slip. They con-

structed 3-mm-thick layers of powdered silica to

simulate granular fault gauges, which might cause the

contradiction between their results and ours on Lc.

Our results on the slip dependence of the RSF

parameters can be partly explained by the production

of gouges, since the state-evolution distance Lc
increases with increasing gouge layer thickness as

suggested by Marone and Kilgore (1993). In fact,

many gouge particles were produced during the pre-

sent friction experiments as described by Fukuyama

et al. (2014). From the estimated gouge production

rate, we calculated 5.013 9 10-7 and 1.303 9 10-6

m as averaged thicknesses of the gouge layers for W1

and W2 in LB01-127, respectively. See ‘‘Appendix

3’’ for detail of this estimation. Note that we esti-

mated these thicknesses assuming that the produced

gouge materials are uniformly distributed over the

fault surface. Actually, the gouge materials were

locally produced in and around the generated grooves

as revealed by Yamashita et al. (2015). Therefore,

these thicknesses could be minimum estimates. The

estimated b and Lc values were larger in experiment

LB01-134 (open squares in Figs. 12, 15) than in

experiment LB01-127 (triangles and circles in

Figs. 12, 15), which is consistent with the slip

dependence described in Sect. 4.1.1, because LB01-

134 was conducted after several experiments fol-

lowing LB01-127 without the removal of gouges.

The conventional RSF laws with a single set of the

RSF parameters were not sufficient to explain the

results of the long cumulative displacement experi-

ments, and more complex state evolution laws

accounting for gouge production are needed to

comprehensively describe the large-scale experi-

mental data.

It is important to note that most earthquake cycle

simulations (e.g., Hori et al. 2004; Lapusta and Liu

2009; Noda and Lapusta 2013) used the conventional

RSF law with a single state-variable. Based on the

present findings, however, the evolution of friction as

a function of slip during evolution of the internal

structure of the shear zone (e.g., accumulation of

b
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Figure 15
Parameter sets which provide stick–slip behaviors consistent with

the experimental data in cases with the Aging law. This figure is

drawn in the same manner as Fig. 12

Table 5

Values of evaluation functions for optimum parameter sets

Time window Slip law Aging law

J1 �J2
(�10�5)

J J1 �J2
(�10�5)

J

W1 0.180 0.932 2.52 0.108 0.930 1.97

W2 0.0710 5.21 2.00 0.0414 5.21 1.99

W3 0.0743 2.96 2.53 0.0268 5.68 4.16

W4 1.28 5.77 4.44 1.29 6.89 4.86
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wear material) could not be well expressed by the

conventional RSF law. To account for the large-scale

behavior in which the apparent RSF parameters

evolve with changes in the internal structures of the

shear zone, a different framework is required.

We found an increase in b as �vL increased, as

stated in Sect. 4.1.2. This indicates a positive corre-

lation between �vL and the friction drop. Some

previous studies, however, suggested that the friction

drops of the stick–slip events decreased with the

increase of the loading velocity (Karner and Marone

2000; Mair et al. 2002; Anthony and Marone 2005;

McLaskey et al. 2012). The negative correlation

between �vL and the friction drop shown by the pre-

vious studies can be interpreted to result from contact

aging associated with frictional healing during the

inter-seismic period of the seismic cycle. Our results

do not deny the effect of the frictional healing because

peak friction was slightly higher at lower �vL in our

experiments as shown in Fig. 3. Instead, our results

may suggest that the velocity-weakening effect is

stronger than that expected from the conventional

RSF law with a single set of the RSF parameters. The

estimated peak slip velocity was approx. 0.02–

0.05 m/s and higher for the faster �vL in our experi-

ments (Sect. 2.2.1). In this velocity range, friction

weakens as a function of slip velocity (e.g., Di Toro

et al. 2011); therefore, larger friction drop would

occur for higher slip velocity. Kato et al. (1991)

obtained similar data in experiments with a granite

specimen as well as a composite specimen of granite

and marble. The correlation between the friction drop

and the loading velocity might relate to the charac-

teristics of the apparatus used in the experiments.

The estimated Lc values except for time window

W3 are smaller than those obtained by the previous

studies (0.7 lm or longer, e.g., Dieterich 1979;

Marone et al. 1990). The small Lc could result from

the thin gouge layer. As described above, Marone and

Kilgore (1993) proposed a scaling relation that Lc is

proportional to the gouge thickness. The gouge layer

thicknesses estimated in this study are two orders of

magnitude smaller than those in the previous exper-

iments (e.g., Marone et al. 1990; Marone and Kilgore

1993); therefore, Lc could be smaller in our experi-

ments than in the previous studies. The small Lc
might be also related to the velocity weakening

processes. This is because the previous studies

obtained Lc by velocity step change tests, while we

obtained Lc from stick–slips which involve high slip

velocity (0.05 m/s at most).

Unstable (seismic) slip may occur for spring

stiffness smaller than a critical value, as theoretically

shown by Ruina (1983). Leeman et al. (2016) showed

that the behaviors of stick–slips and stable sliding are

related to normalized critical stiffness j ¼ k=kc
where k is loading system stiffness, kc ¼
rn b� að Þ=Lc is critical stiffness of a fault, and rn is

the normal stress. From the stiffness and the RSF

parameters obtained in Sects. 2.2.2 and 4, we esti-

mated j as shown in Table 3. Many stick–slip events

were observed for j 	 1, which are consistent with

Leeman et al. (2016) and the theoretical works (e.g.,

Ruina 1983). However, stick–slip behaviors cannot

be explained only by j in our experiments. For

example, Dl0ob of stick–slip events and slip amount

per event were high in the order of W4, W3, W2, and

W1, but j was small in the different order.

We assumed that a value is constant since a is

considered as the material property. However, a

might depend on temperature change (e.g., Blanpied

et al. 1995; Nakatani 2001) and on the loading

velocity because Marone (1998b) showed that the

static friction increases with the loading rate (1–

10 lm/s) by double-direct shear experiments. To

investigate the dependency of a on the estimation of b

and Lc, we conducted the same computation using

a ¼ 0:005 and a ¼ 0:011 for window W2. We esti-

mated the constitutive parameters (b, Lc) and their

possible ranges, in the same manner as in Sect. 4.1.1,

summarized in Fig. 16. The estimated Lc values were

slightly different among the examined cases. On the

other hand, the estimated b� a values increased as a

values decrease because DTsy and Dl0sy depended on

not only b value but also a value. The values of the

evaluation functions J1, J2, and J (Eqs. (10)–(12)) for

the estimated parameter sets were similar in the cases

with different a values, as shown in Table 6. This

means that the optimum parameter set (a, b, Lc)

cannot be determined uniquely. Thus, the Lc values

estimated in Sect. 4 do not depend on the choice of a

value, but the dependence of b values on the cumu-

lative displacement and on �vL could be explained by

the dependence of a values.
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Fukuyama et al. (2014) observed that a stick–slip

event was initiated by the nucleation of a dynamic

rupture, which propagated on the simulated fault

surface. In this study, we used a one-degree-of-free-

dom spring-slider model (Fig. 7) and did not take into

account the finiteness of the slip area. The minimum

nucleation size for the Aging law for anti-plane

strain,

Lb ¼ GLc

1� mð Þbrn ; ð13Þ

where G is the shear modulus and m is the Poisson’s

ratio, was estimated by Ampuero and Rubin (2008).

G and m for Indian metagabbro used in our experi-

ments are 39.3 and 0.31 GPa, respectively. From the

parameters obtained in Sect. 4.2, Lb is estimated to be

0.31, 0.48, 2.8, and 0.36 m for windows W1 (short

cumulative slip displacement), W2 (long cumulative

slip displacement), W3 (slow �vL), and W4 (fast �vL),

respectively. The increase in Lb for windows from

W1 to W3 could represent the gouge production. The

Lb values are smaller than the sample size, except for

window W3; therefore, a rupture can propagate

dynamically as a stick–slip event. It matters whether

or not the sample size is larger than the nucleation

size, and the effect of dynamic rupture propagation

on the overall friction deserves future experimental

and theoretical investigation.

There is evidence that the stick–slip behavior may

be related to the damage of sliding surface as

described below. Unfortunately, in the series LB01

presented here, we did not conduct the stick–slip

experiment at the beginning. However, we observed

the dependence of the stick–slip behavior on the slip

surface damage in the LB09 series, in which the

width of the lower rock specimen was reduced to

0.1 m to increase the normal stress to 6.7 MPa. The

rock was Indian metagabbro, same as in the present

experiments described above. The fault surface was

repeatedly slid for 900 s at �vL of 0.01 mm/s, and the

gouges were removed after each experiment. We

compared the stick–slip behaviors at the same time

window (600–700 s) to avoid the effect of cumulative

slips from gouge removal.

We found that DTob and Dl0ob were small in the

first experiment of the LB09 series (Fig. 17a),

whereas both became larger and almost constant in

subsequent experiments (Fig. 17b). These observa-

tions support the idea that the friction drops and the

recurrence time depend on the damage on the fault

surface in addition to �vL and the cumulative dis-

placement demonstrated in this paper. The effects of

the damage on the fault surface will be further

investigated in future works.

6. Conclusions

We estimated the constitutive parameters in the

RSF law (for both Slip and Aging laws) by fitting

numerical simulations to stick–slip experiments with

a large-scale biaxial rock friction apparatus at the

NIED. During the friction experiments, many stick–

slip events were observed, and their features are

summarized as follows. (1) The friction drop and

recurrence time of the stick–slip events increased

Lc (μm)

b
a

−
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a=0.008
a=0.011
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Figure 16
Optimum parameters (red symbols) and possible ranges for long

cumulative displacement in experiment LB01-127 (window W2)

for various a values. Gray, open, and black circles show the

possible ranges when a is equal to 0.005, 0.008, and 0.011,

respectively. Open circles are the same as those in Fig. 12

Table 6

Values of evaluation functions for optimum parameter sets for a of

0.005 and 0.011

a values J1 �J2
(�10�5)

J

0.005 0.0287 4.69 1.56

0.011 0.0321 5.05 1.99
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with cumulative displacement within a single exper-

iment when gouges were removed before the

experiment. (2) The friction drop and recurrence time

became more or less constant throughout the exper-

iment when the experiment was done after several

experiments without removing gouges. (3) The fric-

tion drop became lager and the recurrence time was

shorter for an experiment with faster loading velocity.

We estimated the slip-weakening curves during the

stick–slip events from measured spring force and the

accelerations of the specimens. We applied a one-

degree-of-freedom spring-slider model with mass to

explain the observed stick–slips. We developed an

efficient algorithm for numerical time integration,

and we conducted many numerical simulations with

various b and Lc values while keeping a constant. We

then identified the values of b and Lc that provided a

consistent recurrence time, friction drops, and slip-

weakening curves during the stick–slip events.

The results of our analyses suggest that (1) both b

and Lc increase as the cumulative displacement

increases, and (2) b increases and Lc decreases as the

loading velocity increases, for both Slip and Aging

laws. Therefore, the conventional RSF laws with an

invariable single set of the RSF parameters cannot

explain the whole of the experimental data. More

complex state evolution laws are needed to compre-

hensively describe the experimental data and to

consider an earthquake cycle involving a wide range

of slip velocities and a sequence of earthquakes over

geologically long times during which the evolution of

the internal structure of the shear zone is significant.
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Appendix 1: Exponential Time Differencing Method

for the SLIP Law

Governing Equations

A spring-slider system with one-degree-of-free-

dom consists of Eqs. (4)–(7) in the main text:

m _v ¼ Fs � Ft ð14Þ
_Fs ¼ kðvL � vÞ ð15Þ

Ft ¼ F0 þ A ln
v

v0

� �
þ h ð16Þ

_h ¼ v

Lc
�B ln

v

v0

� �
� h

� �
; ð17Þ

where dots on the top represent derivatives with

respect to time t, A ¼ aFn and B ¼ bFn are parame-

ters representing the direct and evolution effects,

respectively, and the definitions of the other charac-

ters are the same as those in the main text. The time-

derivative of Eq. (16) is:

_Ft ¼ A
_v

v
þ _h: ð18Þ

(b)(a)

600 700
Time (s)

0.64

0.66

0.68

600 700
Time (s)

1sF
F n

Figure 17
Time history of Fs1=Fn a for the first experiment with the rock

specimens whose surfaces were prepared using a surface grinder

and never used in any experiments (LB09-001) and b for the

second experiment with the same specimens under the same

conditions (LB09-002). Note that the gouges produced in the first

experiment were removed before the second experiment
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Now we normalize these equations by introducing

nondimensional parameters. The slip rate shall be

normalized by the steady-state velocity:

w ¼ v=v0: ð19Þ
The nondimensional time shall be defined as:

s ¼ v0t=Lc: ð20Þ
The nondimensional frictional stress difference from

the steady-state is:

g ¼ Ft � F0

A
; ð21Þ

and the nondimensional spring force difference from

the steady-state is:

h ¼ Fs � F0

kLc
: ð22Þ

The nondimensional state variable is:

W ¼ h=B: ð23Þ
The nondimensional equations then take the form of:

w0 ¼ Ch� Dg ð24Þ
h0 ¼ E � w ð25Þ

g0 ¼ C
h

w
� D

g

w
� bw lnðwÞ þWð Þ ð26Þ

W0 ¼ w � lnðwÞ �Wð Þ; ð27Þ
where primes represent derivatives with respect to the

nondimensional time. The parameters in the nondi-

mensional equations are:

b ¼ B=A ð28Þ

D ¼ ALc

mv20
ð29Þ

C ¼ kL2c
mv20

¼ kLc

A

ALc

mv20
¼ j1D ð30Þ

E ¼ vL=v0: ð31Þ
D represents the significance of the direct effect with

respect to the inertia, j1 is the nondimensional spring

constant, and C represents the significance of spring

stiffness with respect to inertia. Note that C1=2 is

proportional to the natural angular frequency of the

harmonic oscillator.

There are four Eqs. (24)–(27), but we have one

constraint from the friction law:

w ¼ exp g� bWð Þ: ð32Þ
Therefore, the system is a three-dimensional ordinary

differential equation. Since Eq. (32) describes the

relation between w, g, and W, we have only to inte-

grate Eq. (25) and additional two equations among

Eqs. (24), (26), and (27).

Exponential Time Differencing Method

By integrating Eqs. (25)–(27) with (32), we

obtained the following second-order accurate (in

terms of s1) expressions at s1, supposing we have h0,

g0, and W0 at s ¼ 0:

h�1 ¼ h0 þ ðE � w0Þs1 ð33Þ
g�1 ¼ g0 expð�s1=sg0Þ þ gss0ð1� expð�s1=sg0ÞÞ

ð34Þ
W�

1 ¼ W0 expð�s1=sW0Þ þWss0ð1� expð�s1=sW0ÞÞ;
ð35Þ

where

w0 ¼ exp g0 � bW0ð Þ ð36Þ

gss0 ¼ C

D
h0 � b

D
w2
0 lnðw0Þ þW0ð Þ ð37Þ

sg0 ¼ w0=D ð38Þ
Wss0 ¼ � lnðw0Þ ð39Þ
sW0 ¼ 1=w0: ð40Þ

Note that gss0 and Wss0 are (pseudo-)steady-state

values which would be achieved if g and W were only

variables in Eqs. (26) and (27), respectively. sg and

sW are decay time constants. Then we can estimate w

at s1 as:

w�
1 ¼ exp g�1 � bW�

1

� �
: ð41Þ

Adopting those starred values leads to a first-order

integration scheme, but we can iterate this scheme to

increase the order of accuracy (see Noda and Lapusta

2010). In the second-order scheme, we integrate the

first half time-step using values at s ¼ 0:

h1=2 ¼ h0 þ ðE � w0Þs1=2 ð42Þ
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g1=2 ¼ g0 expð�s1=2sg0Þ þ gss0ð1� expð�s1=2sg0ÞÞ
ð43Þ

W1=2 ¼ W0 expð�s1=2sW0Þ
þWss0ð1� expð�s1=2sW0ÞÞ

ð44Þ

and then the latter half using the starred values esti-

mated above

h��1 ¼ h1=2 þ ðE � w�
1Þs1=2 ð45Þ

g��1 ¼ g1=2 expð�s1=2s
�
g1Þ þ g�ss1

ð1� expð�s1=2s
�
g1ÞÞ

ð46Þ

W��
1 ¼ W1=2 expð�s1=2s

�
W1Þ

þW�
ss1ð1� expð�s1=2s

�
W1ÞÞ

ð47Þ

where

g�ss1 ¼
C

D
h�1 �

b
D
w�2
1 lnðw�

1Þ þW�
1

� � ð48Þ

s�g1 ¼ w�
1=D ð49Þ

W�
ss1 ¼ � lnðw�

1Þ ð50Þ
s�W1 ¼ 1=w�

1: ð51Þ
We then estimate w at s1 as:

w��
1 ¼ exp g��1 � bW��

1

� �
: ð52Þ

Variable Time Step for the Exponential Time

Differencing Method

To decrease the calculation time, we use variable

time steps determined by the following equation:

Ds ¼ min Dsmax;Dscnstvmax=vð Þ: ð53Þ
The time interval is Dsmax when the slip rate of the

block v is very small. When v is nearly vmax, the time

interval is smaller than the time interval Dscnst for
appropriate calculations with the constant time

interval. We set Dsmax ¼ 0:01, Dscnst ¼ 10�5, and

vmax ¼ 0:05 m/s, which is consistent with the maxi-

mum slip rate in the large-scale experiments. Note

that the slip increment for a time step is a fixed

fraction of Lc because s is equal to v0t=Lc and Ds is

inversely proportional to v.

Comparison with the Runge–Kutta Method

The parameters of an example problem are

vL ¼ 0:1 mm/s, b ¼ 0:0092, and Lc ¼ 0:5 lm. Simu-

lations were carried out until t ¼ 20 s. Figure 18

shows the stick–slip behaviors obtained by the

Runge–Kutta method and our exponential time

differencing method. They are almost identical; our

numerical method works properly. The calculation

time necessary for our method was approx. 1/10,000

of that needed to use the Runge–Kutta method.

Appendix 2: Exponential Time Differencing Method

for the AGING Law

We developed the same method for the Aging law

as for the Slip law. The definitions of the characters in

the following equations are the same as those in

‘‘Appendix 1’’. We also used the same variable time

step stated in ‘‘Appendix 1.3’’.

Governing Equations

A spring-slider system with one-degree-of-freedom

consists of Eqs. (4), (5), (8), and (9) in the main text:

m _v ¼ Fs � Ft ð54Þ
_Fs ¼ kðvL � vÞ ð55Þ

Ft ¼ F0 þ A ln v=v0ð Þ þ B ln v0h=Lcð Þ ð56Þ
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Figure 18
Comparison of stick–slip behaviors obtained by the Runge–Kutta

method (black curves) and our exponential time differencing

method (red curves). a Changes in the friction coefficient

Ft � F0ð Þ=Fn as a function of slip velocity. b Time history of

slip velocity for a stick–slip event
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_h ¼ 1� vh
Lc

; ð57Þ

where the definitions of the other characters are the

same as those in ‘‘Appendix 1’’ and the main text.

The time-derivative of Eq. (56) is:

_Ft ¼ A
_v

v
þ B

_h
h
: ð58Þ

Now we normalize these equations by introducing

nondimensional parameters. Nondimensional slip

rate, time, frictional stress difference from the

steady-state, and spring force difference from the

steady-state shall be defined as Eqs. (19)–(22). The

nondimensional state variable is:

W ¼ v0h=Lc: ð59Þ
The nondimensional equations then take the form of

Eqs. (24), (25) and

g0 ¼ C
h

w
� D

g

w
� bwþ b

1

W
ð60Þ

W0 ¼ 1� wW: ð61Þ
The parameters in the nondimensional equations, b,
D, C, and E, are Eqs. (28)–(31).

There are four Eqs. (24), (25), (60) and (61), but

we have one constraint from the friction law:

w ¼ exp g� b lnðWÞð Þ: ð62Þ
Therefore, the system is a three-dimensional ordinary

differential equation. Since Eq. (62) describes the

relation between w, g, and W, we have only to inte-

grate Eq. (25) and additional two equations among

Eqs. (24), (60), and (61).

Exponential Time Differencing Method

By integrating Eqs. (25), (60), (61) with (62), we

obtained the second-order accurate (in terms of s1)
Eqs. (33)–(35), where sg0 and sW0 are Eqs. (38) and

(40), respectively, and

w0 ¼ exp g0 � b lnðW0Þð Þ ð63Þ

gss0 ¼ C

D
h0 þ b

D

w0

W0

� b
D
w2
0 ð64Þ

Wss0 ¼ 1=w0: ð65Þ

Note that gss0 and Wss0 are steady-state values which

would be achieved if only g and W were variables in

Eqs. (60) and (61), respectively. sg and sW are decay

time constants. Then we can estimate w at s1 as:

w�
1 ¼ exp g�1 � b ln W�

1

� �� �
: ð66Þ

Adopting those starred values leads to a first-order

integration scheme, but we can iterate this scheme to

increase the order of accuracy (see Noda and Lapusta

2010). In the second-order scheme, we integrate the

first half time-step using values at s ¼ 0, Eqs. (42)–

(44), and then the latter half using the starred values

estimated above, Eqs. (45)–(47), where s�g1 and s�W1

are Eqs. (48) and (50), respectively, and

g�ss1 ¼
C

D
h�1 þ

b
D

w�
1

W�
1

� b
D
w�2
1 ð67Þ

W�
ss1 ¼ 1=w�

1: ð68Þ
We then estimate w at s1 as:

w��
1 ¼ exp g��1 � b ln W��

1

� �� �
: ð69Þ

Appendix 3: Estimation of Gouge Production Rate

To evaluate effect of the increasing gouge layer

thickness, we estimated the gouge production rate

from the volume of collected gouge material and

amount of mechanical works done during the exper-

iments. Mass of the gouge materials collected after

the experiment LB01-111 was 12.0009 g. This gouge

was produced by four frictional experiments, LB01-

104, -106, -108, and -111. See Fukuyama et al.

(2014) for the details of the experimental conditions.

From the measured mass, we estimated the volume of

the produced gouge material to be 6.330 9 10-6 m3

under the assumption that effective density of the

gouge material of metagabbro is equal to 1896 kg/m3

following Yamashita et al. (2015). Total amount of

mechanical works was calculated as 1.086 9 105 J

from Fs1 integrated over the entire slip distances in

the four experiments. As the result, we estimated the

gouge production rate to be 5.828 9 10-11 m3/J.

From this estimated rate, we can calculate the

averaged thicknesses of the gouge layer for W1 and

W2 in LB01-127 as 5.013 9 10-7 and 1.303 9 10-6
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m, respectively. Note that we estimated these thick-

nesses assuming the produced gouge materials are

uniformly distributed over the fault surface. Actually,

the gouge material was locally produced in and

around the generated grooves as revealed by Yama-

shita et al. (2015). Therefore, these thicknesses could

be minimum estimates.
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Source Functions and Path Effects from Earthquakes in the Farallon Transform Fault Region,

Gulf of California, Mexico that Occurred on October 2013

RAÚL R. CASTRO,1 JOANN M. STOCK,2 EGILL HAUKSSON,2 and ROBERT W. CLAYTON
2

Abstract—We determined source spectral functions, Q and site

effects using regional records of body waves from the October 19,

2013 (Mw = 6.6) earthquake and eight aftershocks located 90 km

east of Loreto, Baja California Sur, Mexico. We also analyzed

records from a foreshock with magnitude 3.3 that occurred 47 days

before the mainshock. The epicenters of this sequence are located

in the south-central region of the Gulf of California (GoC) near and

on the Farallon transform fault. This is one of the most active

regions of the GoC, where most of the large earthquakes have

strike–slip mechanisms. Based on the distribution of the after-

shocks, the rupture propagated northwest with a rupture length of

approximately 27 km. We calculated 3-component P- and S-wave

spectra from ten events recorded by eleven stations of the Broad-

band Seismological Network of the GoC (RESBAN). These

stations are located around the GoC and provide good azimuthal

coverage (the average station gap is 39�). The spectral records were
corrected for site effects, which were estimated calculating average

spectral ratios between horizontal and vertical components (HVSR

method). The site-corrected spectra were then inverted to deter-

mine the source functions and to estimate the attenuation quality

factor Q. The values of Q resulting from the spectral inversion can

be approximated by the relations QP ¼ 48:1� 1:1f 0:88�0:04 and

QS ¼ 135:4� 1:1f 0:58�0:03 and are consistent with previous esti-

mates reported by Vidales-Basurto et al. (Bull Seism Soc Am

104:2027–2042, 2014) for the south-central GoC. The stress drop

estimates, obtained using the x2 model, are below 1.7 MPa, with

the highest stress drops determined for the mainshock and the

aftershocks located in the ridge zone. We used the values of

Q obtained to recalculate source and site effects with a different

spectral inversion scheme. We found that sites with low S-wave

amplification also tend to have low P-wave amplification, except

for stations BAHB, GUYB and SFQB, located on igneous rocks,

where the P-wave site amplification is higher.

Key words: Earthquakes in the Gulf of California, source and

path effects, Farallon transform fault.

1. Introduction

The plate boundary between North America and

the Pacific plates cuts across the Gulf of California.

The present style of rifting started at *6 Ma (At-

water and Stock 1998), and the deformation in this

region is governed by oblique faults in the north and

transform faults in the south (Fenby and Gastil 1991;

Nagy and Stock 2000).

The October 19, 2013 (Mw = 6.6) earthquake was

located by the National Seismological Service of

Mexico (SSN) at 90 km east of Loreto, Baja Cali-

fornia Sur, Mexico, near the Farallon transform fault

(Fig. 1). This event and eight aftershocks with mag-

nitudes (Mw) ranging from 1.9 to 4.4 occurred in one

of the most seismically active regions of the Gulf of

California. The aftershocks were located in the Car-

men basin, between the Carmen and Farallon

transform faults. The focal mechanism of the main-

shock (Fig. 2), taken from the GCMT catalog,

exhibits right-lateral strike–slip motion on a NW-

striking fault (strike = 222�, dip = 86�, rake = 6�).
Most of the aftershocks (Figs. 1, 2) are located within

27 km northwest of the epicenter of the mainshock,

suggesting unilateral rupture to the northwest. The

location of the centroid, where the maximum slip of

the fault occurs, is also to the northwest (az-

imuth = 334�) of the epicenter reported by the SSN.

The large earthquakes in this region typically

accommodate strike–slip movement (Goff et al.

1987; Castro et al. 2011a), but normal faulting events

occur near the ends of the spreading centers where

they connect to transform faults. Previous events on

the Farallon transform fault include the Mw = 7.0 of

December 9, 1901 (Pacheco and Sykes 1992); the

Mw = 6.2 of August 28, 1995 (Tanioka and Ruff

1 Departamento de Sismologı́a, CICESE, Carretera Ense-

nada-Tijuana 3918, 22860 Ensenada, Baja California, Mexico.

E-mail: raul@cicese.mx
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1997); and the February 22, 2005 event, a moderate

magnitude earthquake (Mw = 5.5) that occurred

48 km southeast of the October 19, 2013 epicenter.

Rodriguez-Lozoya et al. (2008) calculated the focal

mechanism of this event and found a right-lateral

strike–slip fault plane solution. The southern region

of the Gulf of California (GoC), where these earth-

quakes were located, is characterized by thin oceanic

crust (Zhang et al. 2007), which suggests that longer

rupture lengths may be expected for a given magni-

tude, than those from events in other tectonic

environments with thicker crust and deeper rupture.

A few studies of source parameters have been

made from earthquakes in the GoC, for instance,

Munguı́a et al. (1977) studied the aftershock

sequence of the July 8, 1975 Canal de Ballenas

(MS = 6.5) earthquake; Goff et al. (1987) calculated

earthquake source mechanisms of events that occur-

red on transform faults; Rebollar et al. (2001)

estimated source parameters of a MS = 5.5 earth-

quake that occurred in the Delfin basin, northern

GoC; and López-Pineda and Rebollar (2005) deter-

mined the source characteristics of the March 12,

2003 (Mw = 6.2) Loreto earthquake and 20 other

earthquakes with magnitude greater than five that

occurred in different parts of the GoC. More recently,

Castro et al. (2011b) studied the August 3, 2009

(Mw = 6.9) Canal de Ballenas earthquake and its

aftershocks. In general, the stress drops of the events

in the GoC tend to be low; for instance, the average

Figure 1
Distribution of stations of the RESBAN network (triangles), location of main event (star) and aftershocks analyzed (circles). This map was

generated using Generic Mapping Tools (Wessel and Smith 1998)
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stress drop of the earthquakes analyzed by López-

Pineda and Rebollar (2005) is 0.25 MPa. For the

Canal de Ballenas region, Munguı́a et al. (1977)

estimated a stress drop of 0.4 MPa for the July 1975

(MS = 6.5) event, and Castro et al. (2011b) calcu-

lated a stress drop of 2.2 MPa for the August 2009

(Mw = 6.9) event.

Here, we determine source parameters and path

characteristics of the October 19, 2013 (Mw = 6.6)

earthquake sequence and a Mw = 3.3 earthquake that

occurred 47 days before the main event in the rupture

area.

2. Tectonic Setting

The Gulf of California is an oblique rift system

with short spreading centers connected by transform

faults. The peninsula of Baja California, located on

the west side of the GoC, moves with the Pacific plate

with approximately 48 mm/year of spreading across

the GoC (Lizarralde et al. 2007). Between about 12

and 3.5 Ma Baja California was a rigid micro-plate

bounded by the displacement between the Pacific and

North America plates. The dominant extensional

faults in the Gulf Extensional Province strike NNW,

but the exact direction of extension is unknown

(Stock and Hodges 1989). In the central-south GoC,

south of Canal de Ballenas (below 29�N), the plate

boundary consists of a series of en echelon transform

fault zones. The transform faults between Delfin and

Carmen basins have generated 60 % of the plate

boundary earthquakes withMS[ 6 (Goff et al. 1987).

Several significant earthquakes have occurred

along the Farallon–Carmen transform faults system in

the past. Figure 3 shows the location of earthquakes

with MS[ 5.8 reported in this region. The 1901

MS = 7.0 earthquake (Pacheco and Sykes 1992) is

the biggest event instrumentally located in the GoC,

and the epicenter is on the southeastern end of

Figure 2
Epicenters of the 2013 sequence. The focal mechanism shown is of the main event and was taken from the GCMT catalog. The white circle

marked with the number 1 is an M = 3.3 foreshock recorded on September 2, 2013 (47 days before the main event). Red circles indicate

events with stress drop (Dr) greater than 1.0 MPa, yellow circles events with 0:5�Dr\1:0 MPa, and white circles events with

Dr\ 0.5 MPa. The topography and bathymetry are from GeoMap App
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Carmen fault. Tanioka and Ruff (1997) studied the

source function of the 1995 (Mw = 6.2) earthquake,

which is also located on the Carmen fault together

with the 1964 and 1932 earthquakes (Fig. 3). The

earthquakes that occurred in 1952, 1955, 1960, 1969,

2007 and 2013 (Table 1) are located on the Farallon

fault. The location of the 2013 (Mw = 6.6) event in

Fig. 3 was taken from the Mexican National Seis-

mological Service catalog. The epicenter of the 1940

earthquake was probably mislocated, because it is

Figure 3
Historical seismicity within the Farallon transform fault region, only events with MS[ 5.8 are shown (Table 1). The 1901 earthquake, the

biggest of all, has a magnitude Mw = 7.0 (Pacheco and Sykes 1992). The location of the 2013 (Mw = 6.6) event was taken from the Mexican

National Seismological Service (SSN) catalog. The topography and bathymetry are from GeoMap App

Table 1

Historical earthquakes in the Farallon transform fault region taken from Pacheco and Sykes (1992) (reference 1), the ISC catalog (reference

2) and Goff et al. (1987) (reference 3)

Date Time Lat Lon Depth Mag (MS) References

1901-12-09 02:12 26.00 -110.00 – 7.0 1

1932-07-12 19:24 26.15 -110.16 10.0 6.8 2

1940-06-03 18:05 25.25 -110.25 35.0 6.2 2

1952-11-07 20:55 26.30 -110.89 15.0 6.3 2

1955-04-05 15:09 25.47 -109.66 15.0 6.5 2

1960-03-31 19:56 25.99 -110.26 15.0 5.8 2

1964-07-05 19:08 26.34 -110.21 – 6.3 3

1964-07-06 02:14 26.32 -110.28 – 6.6 3

1969-08-17 20:13 25.25 -109.24 – 6.5 (Mw) 3

1969-08-17 20:15 25.12 -109.55 – 6.6 3

1995-08-28 10:46 26.27 -110.36 12.2 6.5 2

2007-03-13 02:59 26.14 -110.64 10.0 5.8 2
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more than 30 km away from the closest active fault,

and the epicenters in the GoC reported by ISC can

have errors in the order of *50 km (Sumy et al.

2013). It is likely that the 1940 event is on the Pes-

cadero fault together with the 1969 event.

A more detailed review of current bathymetric

data helps to place the previous seismicity, and the

2013 earthquake sequence, in context. The 2013

earthquakes are within and near the Del Carmen

Basin area of the Pacific–North America plate

boundary in the Gulf of California (Figs. 2, 3).

This spreading segment lies between the wider and

better studied Guaymas Basin and Farallon Basin

segments. In this region, the seismic velocity

structure is likely to be complicated due to the

irregular juxtaposition of continental and oceanic

blocks. The crust of these central Gulf basins is

inferred to comprise a variable mix of sediments

and nascent oceanic crust lacking the abyssal hill

fabric and marine magnetic reversal patterns char-

acteristic of the southern Gulf of California basins

and East Pacific Rise (EPR) (Lonsdale 1989). From

crustal-scale seismic profiles of the Guaymas,

Alarcon, and northern EPR segments, Lizarralde

et al. (2007) identified the Continent–Ocean tran-

sition as a gradient in Moho depth and a lateral

increase in Vp. Their results indicate that in the

Guaymas basin, a 280-km-width of new igneous

crust formed since ca. 6 Ma. The width of newly

accreted oceanic crust in the Del Carmen and

Farallon segments is not well constrained, but is

probably\280 km, because these segments include

a wider zone of extended, partially submerged,

continental crust in the Baja California continental

borderland (Nava-Sánchez et al. 2001). In addition,

the small Del Carmen basin is a younger offset in

the plate boundary system; it appears to have

formed along the transform offset separating the

Guaymas and Farallon basins after those segments

were already well established.

To relate the seismicity to the modern plate

boundary geometry, we obtained multibeam data files

from the IEDA Marine Geoscience Data System

(Carbotte et al. 2004; http://www.marine-geo.org) for

cruises AT15-31, DANA07RR, MOCE05MV, AT03-

L46, and EW0210. We combined these multibeam

data files using the software MB-System (Caress and

Chayes 2014) (http://www.mbari.org/data/mbsystem)

to produce a detailed bathymetric map of the study

area, and used it to make the following measurements

and observations.

Along an NW–SE profile parallel to plate

motion, the Del Carmen basin is a 70-km-wide

bathymetric low with basin shoulders at ca. 1700 m

water depth. This low contains three sub-basins:

two in the center and on the SE side of the basin

reaching 2300 m water depth and a third one, on

the NW side of the basin, with a 14-km-long,

3-km-wide flat-bottomed trough reaching 2800 m

water depth. Multibeam bathymetry suggests that

this narrow trough, trending N32�E, represents the

modern plate boundary, connecting at its northern

end to the Carmen transform fault which has a

strike here of N61�W. Southeastward from this

trough, the Farallon transform fault system extends

130 km SE to the Farallon basin, but in two dif-

ferent segments with changing character along

strike: an irregular zone in the northwestern 60 km

and, then, a straight, more linear scarp for the

southeastern 70 km. In detail, the irregular north-

western section of the Farallon transform fault

system is characterized by a zigzag pattern of

bathymetric scarps trending N47�W, N24�W,

N50�W, and N25�W. The overall oblique orienta-

tion, compared to the N61�W Carmen transform

fault, indicates that there are likely multiple active

structures, and a broad zone of deformation,

accommodating extension within and outside of the

region of the Del Carmen basin. The 2013 earth-

quake sequence appears to be confined to the

irregular northern zone of the Farallon transform

fault and to the adjacent Del Carmen basin.

Sumy et al. (2013) relocated events in the Guay-

mas–Del Carmen basins from October 2005 to

October 2006 using wave arrivals from an array of

ocean-bottom seismographs deployed as part of the

Sea of Cortez Ocean Bottom Array (SCOOBA)

experiment and onshore stations of the Network of

Autonomously Recording Seismographs (NARS)-

Baja array. Figure 4 shows only epicenters relocated

by Sumy et al. (2013) between 24.5�N and 28�N, in
the Guaymas basin and south. These well-located

epicenters seem to concentrate near the spreading

zones between the transform faults.
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Figure 4
Epicenters relocated by Sumy et al. (2013) in the Guaymas—Del Carmen—Farallon basins from October 2005 to October 2006 using an array

of ocean-bottom seismographs deployed as part of the Sea of Cortez Ocean Bottom Array (SCOOBA) experiment and onshore stations of the

Network of Autonomously Recording Seismographs (NARS)-Baja array. The topography and bathymetry are from GeoMap App. The

topography and bathymetry are from GeoMap App. The size of the circle is proportional to the magnitude of the event and the color is

proportional to the location error (blue low error; red high error)

Table 2

Earthquake coordinates of the 2013 seismic sequence reported by the National Seismological Service (SSN) of the Instituto de Geofisica,

UNAM

Event no. Date Y/M/D Origin time hour:minute Latitude N Longitude W Depth (km)

1 2013/09/02 19:50 26.37 110.91 16

2 2013/10/19 17:54 26.09 110.46 14

3 2013/10/19 22:14 26.26 110.67 16

4 2013/10/19 23:32 26.21 110.69 16

5 2013/10/20 04:19 26.11 110.76 –

6 2013/10/20 06:20 26.27 110.44 –

7 2013/10/20 08:18 26.49 110.80 16

8 2013/10/20 08:32 26.29 111.12 15

9 2013/10/20 12:01 26.15 110.50 16

10 2013/10/31 15:08 26.31 110.57 23
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3. Data and Method

The dataset consists of 3-component waveforms

from 11 stations (Fig. 1) of the broadband network

RESBAN (Red Sismologica de Banda Ancha del

Golfo de California) that recorded 10 moderate-size

earthquakes (Table 2). The events analyzed have Mw

magnitudes ranging from 1.9 to 6.6 and epicentral

distances between 30 and 670 km (Fig. 5). The

RESBAN stations are equipped with Guralp CMG-

40T or CMG-3ESP digital three-component seis-

mometers with a GPS and 24-bit Guralp digitizer.

These broadband instruments are set to record

earthquakes at a rate of 20 samples per second. Two

of the stations (BAHB and GUYB) have Streckeisen

STS-2 sensors and Reftek DAS 130 recorders that

sample 100 samples per second. Figure 6 shows a

sample of horizontal component waveforms from the

mainshock (event 2 in Table 2). We consider that the

20 Hz sampling (10 Hz Nyquist) is high enough for

our analyses, because only one of the earthquakes

analyzed (event 8) has a magnitude M\ 3. During

the 2010–2012 Canterbury earthquake sequence, Van

Houtte et al. (2014) show that events withM[ 3 tend

to have corner frequencies fc\ 10 Hz. Transform

fault earthquakes with magnitudes between 5.5 and

7.1 tend to have even lower corner frequencies,

0.07\ fc\ 0.2 Hz (Stein and Pelayo 1991).

All the records were corrected for instrument

response and baseline-corrected by subtracting the

mean, and we choose time windows containing clear

P- and S-wave arrivals to calculate Fourier acceler-

ation spectra of the signals. We selected the

beginning of the window about 1 s before the first

phase arrival and the end a few seconds after the peak

amplitude. For the P wave, the time window ends

before the S-wave arrival and for the S wave, before

the surface waves arrive. The window lengths vary

depending on the epicentral distance and are typically

4–38 s for P waves and 6–112 s for S waves. The

beginning and the end of the time windows were

tapered with a 5 % cosine taper before the Fourier

transform was calculated. The spectral amplitudes

were smoothed using a variable frequency band of

�25 % over 21 predefined central frequencies

between 0.10 and 10.00 Hz, equidistant on a loga-

rithmic scale. The spectral amplitudes at the central

frequency selected are the average amplitude within

the corresponding frequency band with the constraint

that the total energy of the original spectrum is con-

served (e.g., Castro et al. 1990). For further analysis,

we inspected the spectral amplitudes to select fre-

quency bands above the noise level, and we use

spectral amplitudes with signal-to-noise ratio above a

factor of two. We differentiated the records in the

frequency domain to obtain acceleration spectra.

Figure 7 displays the S-wave acceleration spectra of

the main event obtained for each station. This fig-

ure illustrates the attenuation effect on the S-wave

amplitude spectra. At 1 Hz, for instance, the ampli-

tude decreased four orders of magnitude between the

station at epicenter distance of 205 km and the station

at 659 km, in a 454-km interval. For detailed analy-

sis, we calculated the geometric mean

(a fð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2NS fð Þ þ a2EW fð Þ

p
) of the horizontal com-

ponents of the S-wave amplitude spectra and the

vertical component for the P wave.

We estimated site effects at the stations by cal-

culating average spectral ratios between horizontal

and vertical components of S waves (HVSR method).

Since most stations of the array are located on hard-

rock sites, we do not expect important amplifications,

and the HVSR method can give a first-order estimate

Figure 5
Epicentral distance distribution versus magnitude of the earth-

quakes analyzed
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of the site response. We used waveforms from the

2013 sequence and events recorded by the RESBAN

array and the Network of Autonomously Recording

Seismographs of Baja California, NARS-Baja,

(Trampert et al. 2003; Clayton et al. 2004) between

2002 and 2006, and analyzed previously by Avila-

Barrientos and Castro (2015). We calculated for each

station the spectral ratio between the horizontal and

Figure 6
Horizontal component seismograms of main event of October 19, 2013 (Mw = 6.6). The left column is the east–west component, while the

right column is the north–south component of the RESBAN stations
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vertical components (HVSR method) of each event.

Then, we computed the average of all events and the

geometric mean of both horizontal components. We

assumed that the resulting average HVSR represents

the site response of the corresponding station.

The HVSR method was originally proposed by

Nakamura (1989) and extended by Lermo and Chá-

vez-Garcı́a (1993) to estimate the site amplification

of the horizontal component of ground motion. This

method assumes that the vertical component of the

ground motion is insensitive to site amplification

(Langston 1977; Nakamura 1989), so that when the

spectral ratio between the horizontal and the vertical

component is calculated, the source effect and any

other path effect common for both components can-

cel out. The original S-wave spectra were corrected

by site effect using the corresponding site response

calculated with the HVSR method. The site-corrected

spectra were then inverted to determine the source

functions and to estimate the attenuation quality

factor Q according to the following model:

Ui r; fð Þ ¼ Si fð Þ 
 N
rn
exp � pf

Qv
r � Nð Þ

� 
; ð1Þ

where Ui r; fð Þ is the observed spectral amplitude

after site effect correction at frequency f from event i

recorded at hypocenter distance r. Si fð Þ is the

acceleration source function of event i, N
rn

is the

geometrical spreading function, with N = 10 km

being a normalization factor. Vidales-Basurto et al.

(2014) calculated the geometrical spreading exponent

n in the GoC for both P and S waves and found that

this exponent varies between 0.8 and 1.1 for P waves

and between 0.8 and 1.0 for S waves. We make

n = 0.9 in Eq. (1). v is the wave velocity, we used a

value of 3.77 km/s for S and 6.71 km/s for P waves.

Q is the wave quality factor that accounts for both

intrinsic and scattering attenuation. The estimates of

Q are conditioned to the geometrical spreading

function selected. However, the value of n = 0.9 is

very close to the expected theoretical value for body

waves (n = 1). Thus, the geometrical spreading

function that we defined is a reasonable reference to

estimate Q.

For a given frequency f and source-station dis-

tance rj Eq. (1) can be linearized by taking

logarithms:

uij ¼ si þ cQ�1 ð2Þ
where:

uij ¼ LogUi r; fð Þ þ 0:9Logrj � 1:0 ð3Þ
si ¼ LogSi fð Þ ð4Þ

c ¼ � p
v

rj � 10
� �

Loge ð5Þ

The estimates of Q resulting from the inversion of

Eq. (2) can be used, in a second step, to recalculate

Figure 7
S-wave acceleration spectra of the main earthquake. Left frame are east–west components and right frame north–south components
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the S-wave site responses and to make new estimates

of P-wave site responses. We corrected the original

spectral records for attenuation effect with the same

geometrical spreading function in Eq. (1) and the

estimates of Q obtained solving Eq. (2). Thus, the

observed spectral amplitude after attenuation effect

correction at frequency f from event i at site j can be

expressed as:

dij ¼ si þ zj ; ð6Þ
where si is the acceleration source function of event i,

as in Eq. (4), and zj ¼ LogZj fð Þ represents the site

response of the station j. Equation (6) is solved by a

least-squares inversion using the singular value

decomposition technique (e.g. Castro et al. 1990).

A similar inversion technique has been used

before by Phillips and Aki (1986) and Andrews

(1986) to determine site effects and source functions

in California. To eliminate the linear dependence

between site and source terms, we used as a reference

site the station that shows minimum HVSR values

(station PPXB). The site and source terms in Eq. (6)

are calculated independently at each frequency. The

advantage of this method is that the stability of the

Figure 8
Site response of the stations analyzed. Solid and dashed lines are the S-wave responses obtained using horizontal-to-vertical spectral ratios

(HVSR method) and the spectral inversion, respectively. The small circles are the P-wave responses resulting from the spectral inversion
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solutions is independent from the fall-off at high

frequencies, since the shape of the source functions is

unconstrained (e.g. Castro et al. 2013).

4. Site Effects

The site functions calculated with the HVSR

method (solid lines in Fig. 8) show small amplifica-

tions (less than a factor of two) at most frequencies.

Stations NE74 and NE80, that are located on sand

sediments (Table 3), have site amplifications that

reach a factor of four at 1.6 and 0.7 Hz, respectively.

Avila-Barrientos and Castro (2015) studied the site

response at the stations of the RESBAN and NARS-

Baja networks and classified the sites in three groups

according to the near-surface geology below the

stations. Group I corresponds to stations located on

intrusive volcanic rocks with low degree of weath-

ering; Group II are extrusive igneous rocks with

moderate weathering; and Group III are stations

located on poorly consolidated conglomerates or soil.

Stations NE74, NE80 and NE81 are in the Group III,

NE81 has its peak site amplification of three at 6 Hz,

the likely natural frequency of resonance of this site.

PPXB (Group I) is on a hard-rock outcrop (granite),

and its site response function is approximately flat for

the whole frequency band analyzed (0.10–10.0 Hz).

We used PPXB as the reference site to solve Eq. (6)

and the other site functions (solid lines in Fig. 8) to

correct the observed spectral records for site ampli-

fication effect and to determine Q and source

functions solving Eq. (2). Figure 8 also shows the

site responses obtained from the observed P-wave

spectra (small circles) and from S-wave (dashed

lines) solving Eq. (6). The site response from P

waves is similar to that obtained from S waves

solving Eq. (6), except for sites BAHB, GUYB and

SFQB where the P-wave site amplification is higher.

Sites with low S-wave amplification also tend to have

low P-wave amplification, for instance NE79, PLIB

and SLGB. Comparing the S-wave site responses

obtained from the two methods (HVSR and Eq. (6)),

we can see that Eq. (6) tends to give larger amplifi-

cations at high frequencies (f[ 1 Hz) at sites BAHB,

GUYB, NE77, NE80 and SLGB. This may be an

effect of using different site reference and number of

events. For the HVSR method, there were more

available events and records, and the possible azi-

muthal effects tend to average out better. Since the

HVSR method assumes zero amplification on the

vertical component, the lower S-wave amplification

obtained with the HVSR between 1–10 Hz, compared

to that obtained with the spectral inversion (Eq. (6)),

could be due to S-wave amplification on the vertical

component. For instance, Castro et al. (2004)

observed in central Italy that sites located in sedi-

mentary basins with thick sediments show important

vertical amplifications at low frequencies. However,

in general, HVSR gives a good estimate of the site

Table 3

Station coordinates and site geology of the RESBAN network

Code Latitude Longitude Elevation (m) Group class Site geology

BAHB 28.943 -113.561 35 I Igneous intrusive: granodiorite-tonalite

PPXB 31.335 -113.632 10 I Igneous intrusive: granite-granodiorite

PLIB 29.915 -112.694 40 I Igneous intrusive: granodiorite

GUYB 27.899 -110.871 50 II Igneous breach with fractures filled with calcium carbonate

NE74 28.008 -114.014 21 III Eolian deposits unconsolidated composed of fine sands

NE77 26.016 -111.361 40 II Sedimentary deposits and conglomerates

NE79 23.119 -109.756 225 I Igneous intrusive: granite-granodiorite

NE80 30.500 -112.320 225 III Unconsolidated sandstone

NE81 28.918 -109.636 295 III Unconsolidated conglomerate

SFQB 28.405 -112.861 50 I Igneous intrusive: granite

SLGB 29.830 -114.404 15 II Volcanic breccia

Group I correspond to stations located on intrusive volcanic rocks with low degree of weathering; Group II are extrusive igneous rocks with

moderate weathering; Group III are stations located on poorly consolidated conglomerates or soil
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response although tends to sub-estimate the amplifi-

cations at high frequencies. Similar results were

obtained by Edwards et al. (2013) in Switzerland

using regional seismicity.

5. P- and S-Wave Attenuation in the Gulf

of California

We solved Eq. (2) for each of the 21 frequencies

that sample the observed spectral records to estimate

values of Q for P and S waves (Fig. 9). The values of

Q for P waves (QP) tend to be lower than those for S

waves (QS), indicating higher attenuation for com-

pressional waves (left frame of Fig. 9) compared to

shear waves. The frequency dependence of Q can be

approximated with the functional form:

Q ¼ Q0 f =f0ð Þa ; ð6Þ
where Q0 is the value of Q at f0 = 1.0 Hz.

We found the following Q-frequency relations for

P and S waves:

QP ¼ 48:1� 1:1f 0:88�0:04 ð7Þ
Qs ¼ 135:4� 1:1f 0:58�0:03 ð8Þ

Seismic attenuation in the south-central region of

the GoC was previously studied by Vidales-Basurto

et al. (2014) with records from the NARS-Baja and

RESBAN arrays, and from an array of ocean-bottom

seismographs (OBS) deployed as part of the Sea of

Cortez Ocean Bottom Array experiment (SCOOBA)

(Sumy et al. 2013). We compare in Fig. 9 their results

(dashed lines) with those obtained in this study.

Although the data set used by Vidales-Basurto et al.

(2014) covers a bigger area, their Q-frequency func-

tions show similar trends. However, their Q values

are slightly higher for both P and S waves. It is also

interesting to compare these values of Q with those

reported inland, north of the GoC. For the Imperial

Valley, California region, Singh et al. (1982) found

that QS = 20f. Rebollar et al. (1985) estimated Q

from coda waves in northern Baja California, and

they found that QC = 37f0.87. Raoof et al. (1999)

found in southern California that QS = 180 f0.45 for

frequencies between 0.25 and 5.0 Hz. Adams and

Abercrombie (1998) used data from the Cajon Pass

borehole to study Q, and they found that from 1 to

10 Hz, QS is frequency-dependent with an average

total (intrinsic and scattering) QS = 1078.

The ratio QP/QS (Fig. 10) is below 1.0 in the

whole frequency band 0.1–10 Hz. Experimental

studies made in rocks indicate that when the rocks are

partially saturated, QP/QS\ 1 and when the rocks are

totally saturated, QP/QS[ 1 (Winkler and Nur 1982).

These results suggest that the body-wave amplitudes

are affected by partially saturated rocks probably

associated to magmatic bodies located near the ridge

zones. Hauksson and Shearer (2006) found that QS/

QP[ 1 in southern California, suggesting that the

crust is partially fluid-saturated in that region. They

estimated that QP * 500–900 and QS * 600–1000

with a mean value of QP/QS = 0.77. In the Salton

Figure 9
Estimates of the quality factor Q (left frame) obtained from the spectral inversion (asterisks for P and circles for S waves). The continuous line

in the middle and right frames is the resulting linear regression of the Q estimates and the dashed lines the functions QP = 69 f0.87 and

QS = 176 f0.61 obtained by Vidales-Basurto et al. (2014) for P and S waves, respectively, in the south-central region of the Gulf of California
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Trough region, Schlotterbeck and Abers (2001)

reported that QP/QS = 1.43.

The seismic attenuation in the GoC has been also

evaluated by Castro and Avila-Barrientos (2015) who

calculated the spectral decay parameter kappa (j). j
measures the decay of high-frequency ground-motion

amplitudes and is used for evaluating seismic risk and

hazard. j, as introduced by Anderson and Hough

(1984), is controlled by the attenuation along the path

and at the site. Castro and Avila-Barrientos (2015)

found that j near most sites of the RESBAN array have

a value of j0 = 0.03 s, except for station GUYB

(Guaymas) which is located on a less-consolidated soil

and has a j0 = 0.05 s. They also found that at short

distances (50–60 km), j = 0.04 for a station located in

themiddle of the array (NE76). Converting j = 0.04 s

to QS (QS ¼ r
bj), for r = 50 km and b = 3.77 km/s,

QS = 332. This value ofQS corresponds to a frequency

of 4.7 Hz, from Eq. (8). The near-surface attenuation

parameter j0 is specific to each site (Anderson 1991)

and can mask the source parameters, particularly the

corner frequency. We account for the near-surface

attenuation in this study by determining the site

response function of each station used.

6. Source Functions

The acceleration source functions ±1 SD result-

ing from the inversion of the observed acceleration

spectra, after removing site effects (Eq. (2)) are

shown in Fig. 11. Source 1 is the foreshock that

occurred on September 2, 2013, the main event of the

sequence is source 2, and the rest of the sources are

displayed chronologically according to the time of

occurrence. As expected, the amplitudes of the

acceleration source functions tend to increase at low

frequencies (1–2 Hz), although the source amplitudes

of the main event (source 2) are approximately con-

stant for the whole frequency band. At high

frequencies (f[ 8 Hz), the source amplitudes show a

sudden decay, probably due to the near-source

attenuation. Because the low sampling rate of the data

and the narrow frequency band of this attenuation

effect, we cannot quantify it. However, it is also

possible that the observed high-frequency decay may

be caused by the anti-alias filter that begins just

before the Nyquist frequency of 10 Hz. We plotted

the source functions between 0.1 and 8.0 Hz, to avoid

the sampling rate effect, and observed that for events

2, 7, 9 and 10, the high-frequency decay persists. This

suggests that a near-source attenuation effect is a

possible explanation to the observed high-frequency

decay of the source functions.

To estimate source parameters, we converted

these functions into far-field source acceleration

spectra f 2 _M0 fð Þ (e.g. Boore 1986)

f 2 _M0 fð Þ ¼ qb3r
1:4p< S fð Þ ; ð9Þ

where _M0 fð Þ is the moment time derivative,

q = 2.8 g cm-3, b = 3.77 km s-1, r = 10 km (the

reference distance) and an average radiation pattern

< = 0.6 for S waves. The factor of 1.4 accounts for

the energy partition into two components and the free

surface amplification.

The resulting far-field source acceleration spectra

are displayed in Fig. 12 with solid lines. We fit these

observed functions to the x2 model (Aki 1967; Brune

1970):

f 2 _M0 fð Þ ¼ f 2M0

1þ f
fc

� �2 ð10Þ

The low-frequency level was fixed with the seis-

mic moment (M0) calculated with the magnitude

reported by the ISC catalog for each event, and the

corner frequency (fc) was obtained by trial and error

Figure 10
QP/QS ratios calculated with the estimates of Q shown in Fig. 9
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testing all possible values from 0.1 to 10.0 Hz with

increments of 0.001 Hz. The magnitudes reported by

ISC for the sources 2, 4 and 9 fit well the low-fre-

quency part of the spectra. For event 3, we used the

magnitude (M 4.4) reported by the Mexican Seis-

mological Service (SSN), which is in between the

magnitudes reported by the ISC catalog. The SSN

estimated a magnitude M = 3.8 for event 8 but is not

listed in the ISC catalog, suggesting that perhaps the

actual magnitude of this event is below the minimum

magnitude of completeness of the ISC catalog. The

low-frequency level of the source functions of events

1, 5, 6, 7 and 8 cannot be fit with the x2 model with

the M0 estimated with the reported magnitudes. We

calculated M0 of these earthquakes with the observed

low-frequency level X0, and the corner frequency was

recalculated.

We used the corner frequency that gives the

smaller residual between the x2 model and the

observed source spectra to estimate the stress drop

with the Brune (1970) model:

Dr ¼ 7

16

M0f
3
c

0:37bð Þ3 ð11Þ

We estimate a stress drop of 1.7 MPa for the

mainshock and smaller values for the aftershocks and

Figure 11
Source functions (±1 SD) resulting from the spectral inversion
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the foreshock (Table 4). In general, the stress drops

of this sequence are between 0.34 and 1.7 MPa,

except for event 8, the smallest of all (Mw 1.9) that

has a stress drop of 0.002 MPa (Fig. 13). We expect

values of fc in the range of 5–10 Hz for events with

magnitudes Mw * 2.0 (e.g. Van Houtte et al. 2014).

Because the low magnitude of this event, it is pos-

sible that the corner frequency may be close or above

10 Hz, outside the useful frequency band of the data,

and our estimate of the stress drop is likely inaccurate

for this event. We prefer to ignore the results from

event 8 for further analyses.

7. Discussion and Conclusions

Although the foreshock, the main event and most

aftershocks of the sequence occurred on the Farallon

transform fault, several aftershocks are located near

the ridge that separates Carmen and Farallon trans-

form faults (Fig. 2). The foreshock (event 1) is

located on the northern end of the Farallon fault and

the mainshock 55 km to the southeast and SE of the

rift. The rupture propagated NW for approximately

27 km, triggering earthquakes on the ridge zone and

on the Carmen transform fault, 17 km north of the

Figure 12
S-wave far-field acceleration source functions (continuous line) and the best fits of the Brune’s x2 model (dashed lines)
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Farallon fault trace. The bathymetry and the location

of one of the aftershocks (event 6 in Fig. 2 and

Table 2) suggest that the Carmen fault continues (SE)

beyond the ridge for at least 23 km, contrary to the

expected geometry of a typical en echelon transform

fault system where the ridge zone marks the end of

the fault and jumps to the other end of the ridge. The

character of the Farallon transform fault looks

smoother to the SE of the 2013 earthquake sequence,

and that is probably why the 2013 sequence was

located on the NW section, where the transform fault

is more geometrically complicated, and it likely has

more off-fault deformation, which would account for

the epicentral distribution of the aftershocks.

The estimates of site response obtained with the

HVSR method indicate that most stations of the

RESBAN network have low site amplifications; how-

ever, stations NE74, NE80 and NE81 show significant

site response amplifications that are above a factor of 3

(Fig. 8). The S-wave site responses obtained with

HVSR tend to give larger amplifications at high fre-

quencies (f[ 1 Hz) at sites BAHB, GUYB, NE77,

NE80 and SLGB compared with the S-wave responses

estimated with the source-site spectral inversion (solv-

ing Eq. (6)). This may be an effect of azimuthal

dependence of the site response. The site responses from

P waves are similar to those obtained from S waves,

except for sites BAHB, GUYB and SFQB where the

P-wave site amplification is higher. These three stations

are located on hard-rock sites (igneous rocks) and show

small S-wave site amplifications (Fig. 8).

The frequency dependence of the quality factor of

S waves can be approximated with the relation Qs ¼
135:4� 1:1f 0:58�0:03 (0.1 B f B 10), which is con-

sistent with previous estimates by Vidales-Basurto

et al. (2014) obtained for the south-central region of

the Gulf of California. Similarly, for P waves, we find

the relation QP ¼ 48:1� 1:1f 0:88�0:04. The ratio QP/

QS\ 1.0 found in the frequency band 0.1–10 Hz

Table 4

Source parameters estimated with the x2 model

Event no. Fault M0 (N-m) fc (Hz) Stress drop (MPa) rs (km) M Refs.

1 Farallon 0.1234E15 2.68 0.38 0.52 3.3 1

2 Farallon 0.8921E19 0.11 1.71 13.25 6.6 2

3 Ridge 0.4955E16 1.08 1.00 1.30 4.4 3

4 Farallon 0.1245E16 1.20 0.34 1.17 4.0 2

5 Farallon 0.8264E15 1.50 0.45 0.94 3.9 1

6 Ridge 0.3141E15 2.95 1.29 0.48 3.6 1

7 Carmen 0.1766E15 2.47 0.43 0.57 3.5 1

8 – 0.9931E12 2.28 0.002 0.62 1.9 1

9 Farallon 0.7889E15 1.77 0.71 0.79 3.9 2

10 Ridge 0.5585E15 2.34 1.16 0.60 3.8 1

M0 is the seismic moment, fc the corner frequency and rs the source radius. The last column (Ref) indicates the source of the magnitude values:

1 from the seismic moment calculated with the observed low-frequency spectral level X0; 2 from the ISC catalog; 3 from the Mexican

Seismological Service catalog

Figure 13
Seismic moment versus source radius obtained fitting the far-field

source functions with the Brune’s model. We estimated a stress

drop of 1.7 MPa for the main event (Mw 6.6) and 0.002 MPa for

the smaller aftershock (M 1.9)
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(Fig. 10) suggests that partially saturated rocks may

be present along the wave propagation paths. These

zones of low QP/QS may be related to magmatic

bodies located near the ridges.

We estimate that the October 19, 2013 (Mw 6.6)

earthquake has a stress drop of 1.7 MPa. Aftershocks

3, 6 and 10 (Table 4), located near the ridge, also

show the highest stress drops (Fig. 2). The seismicity

reported by Sumy et al. (2013) in the Farallon–Car-

men regions (Fig. 4) tends to concentrate near the

ridges, suggesting that the interaction of the Farallon

and Carmen transform faults may concentrate stress

in between, near the ridge, where the higher stress

drop earthquakes of the 2013 sequence occurred.
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Stress Distribution Near the Seismic Gap Between Wenchuan and Lushan Earthquakes
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Abstract—The Wenchuan MS 8.0 earthquake and Lushan MS

7.0 earthquake unilaterally fractured northeastward and south-

westward, respectively, along the Longmenshan fault belt. The

aftershock areas of the two earthquakes were separated by a gap

with a length of nearly 60 km. We have determined the focal

mechanisms of 471 earthquakes with magnitude M C 3 from Jan

2008 to July 2014 near the seismic gap using a full waveform

inversion method. Normal, thrust and strike-slip focal mechanisms

can be found in northern segment. But in a significant contrast,

focal mechanisms of the earthquakes in the southern segment are

dominated by thrust faulting. Based on the determined source

parameters, we further apply a damped linear inversion method to

derive the regional stress field. The southern segment is charac-

terized by an obvious thrust faulting stress regime with a nearly

horizontal maximum compression that orients in SE–NW direction.

The stress environment in the northern segment is a lot more

complicated. The maximum compressional stresses appear to rotate

around the ‘‘asperity’’ near west of the Dujiangyan city. Stress field

also shows strong variation with time and depth. Before 2009, the

seismic activities are more concentrated on the Pengxian–Guanxian

fault and Yingxiu–Beichuan fault with dominant strike-slip faulting

and normal faulting, while after 2009, the seismic activities are

dominated by thrust faulting from north to south, while the activ-

ities are more concentrated on the Wenchuan–Maoxian fault in

northern segment and Pengxian–Guanxian fault in southern seg-

ment. The maximum compressional stresses vary in different

depths from north to south, thus may imply the decoupled move-

ment in shallow and in depth.

Key words: Wenchuan earthquake, Lushan earthquake,

seismic gap, focal mechanism, stress field.

1. Introduction

Nearly 5 years after the devastating WenchuanMs

8.0 earthquake in 2008, the April 20, 2013 Lushan Ms

7.0 earthquake stroke along the NE–SW striking

Longmenshan fault (LMSF) zone. The epicenter of

this earthquake was located approximately 84 km

southwest of the epicenter of the Wenchuan earth-

quake. Field investigation suggests that the 2013

Lushan earthquake strikes on a blind thrust fault in

the LMSF zone (Xu et al. 2013), which is different

from the Yingxiu–Beichuan fault, the seismogenic

fault of Wenchuan earthquake. The Wenchuan and

Lushan earthquakes unilaterally fractured northeast-

ward and southwestward, respectively, along the

Longmenshan fault. The distribution of earthquakes

in this area was clearly separated by a gap with a

length of nearly 60 km (Fig. 1). Chen et al. (2013)

estimated if this section of seismic gap breaks com-

pletely in an event, the moment magnitude can be as

large as 6.8.

The Longmenshan range is under a horizontal

compression from the eastward extrusion of crustal

materials from Bayankala block, the central part of

Tibetan plateau, against rigid Sichuan basin in the

western part of Yangtze craton. Its uplift can be dated

back to pre-Cenozoic and accelerated by the collision

of Eurasian and Indian plates since *50 Ma (Xu

et al. 2008). The Longmenshan fault system is com-

posed of a series of imbricated thrust faults, including

Pengxian–Guanxian fault (F1 in Fig. 1), Yingxiu–

Beichuan fault (F2 in Fig. 1) and Wenchuan–Maox-

ian fault (F3 in Fig. 1). The Pengguan complex,

Baoxing complex and Kangding complex form the

basement complex belt, and many nappes composed

of limestone overridden on the Sichuan foreland

basin at the front of these complexes lie at the eastern
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margin of Tibetan plateau under a dominant NWW–

SEE (Xu 2001; Xu et al. 2008) stress field.

The earthquake is essentially resulted from the

release of strain energy accumulated by tectonic

stress loading. GPS data have found the markedly

low convergence velocity in the Longmenshan range

(\3 mm/year, after Xu et al. 2008), and thus, the

tectonic stress and fluid pressure have to take a long

time to accumulate during the interseismic period.

Wang et al. (2010) estimated that the largest moment

deficit would be on the southwestern segment of the

LMSF in eastern Tibet. They further suggested that

unruptured segment is capable of producing Mw 7.7

earthquake in the next 50 years after Wenchuan

earthquake. Liu et al. (2014) found that the Lushan

earthquake released about 1/3 estimated moment

deficit on the southern Longmenshan fault, and the

seismic gap had the highest stress increase, most

likely to produce the next big earthquake in this

region. However, Pei et al. (2014) used a Pg inversion

method to find that low velocity is distributed in the

upper crust of the seismic gap region. Wang et al.

(2015) used P- and S-wave arrival times to reveal that

lower crust velocity may be associated with the

seismic gap from seismic imaging. They, therefore,

argued that a large event was unlikely due to the

ductile nature of the material. If this is the case, a

ductile creeping may account for the deformation in

the region to accommodate the interaction between

the Sichuan basin and the Tibetan plateau. Other

studies (Bai et al. 2010; Li et al. 2013; Zhao et al.

2012) have also found that the structure in the region

Figure 1
Focal mechanisms (beach balls) of 471 earthquakes determined in this study. The color and size of beach ball denote faulting type and

moment magnitude, respectively. Black, red and blue beach balls are corresponding to normal, thrust and strike-slip faulting types,

respectively. The red circle indicates 1970 Dayi earthquake (Ms 6.2). The northern and southern segments mentioned in the text are roughly

separated by the blue elliptic. LMSF, Longmenshan Fault F1, Pengxian–Guanxian fault F2, Yingxiu–Beichuan fault F3, Wenchuan–Maoxian

fault. BXC Baoxing complex; PGC Pengguan complex. BXC and PGC, together with the nappe are after Xu et al. (2008). Inset the location of

our study region and the black arrows indicating large-scale block motion
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is quite complex. To investigate which mechanism is

more likely in control of the seismogenic process, and

to further understand the deep structure and dynamics

in this region, a comprehensive study on the detailed

stress distribution and its variation during the co-

seismic and post-seismic periods in the region is

much more needed.

A number of algorithms have been developed to

study stress states in a region. Especially, the focal

mechanisms of earthquakes can reveal the stress

distribution along the fault in the seismogenic depth

(Xu et al. 2010; Yi et al. 2012). Yang et al. (2015)

inverted focal mechanism of aftershocks of the

Lushan earthquake and found a nearly uniform stress

states in that area, while Yi et al. (2012) found that

the stress distribution in the aftershock zone of the

Wenchuan earthquake is more complex. The stress

parameters derived in these cases represent stress

status of the rupture process of each earthquake.

Hardebeck and Michael (2004) established an algo-

rithm to determine stress parameters for each subarea

by fitting source mechanism of all earthquakes in that

subarea. They introduced the spatial and temporal

damping parameters and developed damped linear

inversion technique to produce regional-scale models

of stress distribution (Hardebeck and Michael 2006).

This technique has been used in many areas to study

regional stress fields (e.g. Zhao et al. 2013; Luo et al.

2015).

In this study, we first determined the focal

mechanisms of 471 earthquakes with magnitude

M C 3 from January 2008 to July 2014 near the

seismic gap, and then applied the damped linear

inversion to derive the regional stress field using the

focal mechanisms.

2. Data and Method

In this study, we collected broadband seismograms

from permanent stations of Sichuan seismic network

(triangles in Fig. 2). The earthquake catalogue was

downloaded from the China Earthquake Network Cen-

ter (CENC). The data analysis and focal mechanism

inversion were performed using the CPS package

(Herrmann 2014). All the waveform records were

deconvolved to remove instrument responses to obtain

ground velocity (m/s) and then rotated to vertical, radial

and transverse components. For each earthquake, the

waveformswith an epicentral distance less than 300 km

were preserved, although an inverse distance weighting

would be applied to each trace in the inversion. This step

was followed by a quality control process to typically

delete lowsignal-to-noise ratio (SNR)waveformswith a

bandpass filter of 0.02–0.1 Hz.

Earthquakes studied are distributed mainly along

the LMSF, which separates Songpan–Ganzi fold belt

and South China block (Fig. 1). Seismic velocities

vary dramatically across the LMSF and its adjacent

region (Liang and Song 2004; Zhu et al. 2012). To

account for the possible effects of heterogeneity on

focal mechanism solution, the region covered by

seismic stations was divided into three tectonic units:

Sichuan basin, eastern and southeastern margin of

Tibet plateau (Fig. 2). Three different velocity mod-

els were used for Green’s functions computation for

paths in different tectonic units, with S-wave veloc-

ities being averaged from receiver function inversion

(Langston 1979; Yang et al. 2015), while P-wave

velocities were derived using a constant Vp/

Vs = 1.732. Our previous study (Yang et al. 2015)

had shown the validity of using such a model

division.

Figure 2
Locations of seismic stations used in this study. Different velocity

models are used for ray paths associated with stations in different

colors
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A grid search for the strike, dip, rake angles and

source depth was applied to find the best fit between

the predicted and observed waveforms in the source

inversion. Prior to grid search, the predicted and

observed waveforms were cut from 10 s before and

180 s after the initial P-wave arrival. Moreover, these

waveforms for a certain event were simultaneously

filtered in a band depending on its magnitude (Her-

rmann et al. 2011). We selected the passband of

0.01–0.06 Hz for the Lushan and Wenchuan main-

shock, 0.02–0.08 Hz for 4 B M B6, and 0.02–0.1 Hz

for 3\M\4.

2.1. Focal Mechanism Solutions

Focal mechanisms of 471 earthquakes withmoment

magnitude larger than 2.97 were determined (Fig. 1).

Faulting types are divided by the plunge of P, B and T

axes (Zoback 1992); for a small number of earthquakes

whose faulting types cannot be distinguished by this

way, we classify them based on rake angles: normal

faulting with a rake between -135� and -45�, thrust
faulting with a rake between 45� and 135�, rest are
strike-slip faulting. For a better analysis of the spatial

segmentation characteristic of the focal mechanisms,

the study region is divided into north and south segments

by the seismic gap (blue elliptic in Fig. 1). From Fig. 1,

we can find the normal, thrust and strike-slip mecha-

nisms in the north segment. But in a significant contrast,

most of the earthquakes that occurred in southern

segment are dominated by thrust faulting.

Figure 3 shows focal mechanisms in cross-sec-

tional view along the profile AA0 and the other two

profiles BB0 and CC0 perpendicular to the strike of

LMSF. Depth section for profile AA0 reflects a

chimney-shaped seismic gap, which is consistent

with the low-velocity and high Poisson’s ratio zone

determined by Wang et al. (2015) via seismic

tomography. This seems to imply that the compres-

sional stresses due to the collision of eastern margin

of Tibetan plateau and Sichuan basin may be at least

partially absorbed by ductile flow of inelastic mate-

rials in the crust, although it is unclear how much

stress energy is released by ductile creeping and how

much are accumulated to make next big earthquake.

Another overall feature is that most earthquakes

are located in the depth of 12–20 km, with only 2 %

events deeper than 20 km (Fig. 4). The distribution of

focal depth is similar with many studies of the

earthquake relocation in this region (Lü et al. 2008;

Zhu et al. 2008; Chen et al. 2009; Han et al. 2014;

Fang et al. 2015). The thrust and strike-slip events

Figure 3
Focal mechanisms in cross-sectional view along the profile AA0, BB0 and CC0. The black, red and blue colors of beach ball in three profiles

indicate normal, thrust and strike-slip focal mechanisms, respectively
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were in majority in northern segment, obviously

controlled by the Wenchuan mainshock of thrust

faulting with moderate dextral strike-slip component

(Fig. 5). But it is worth to notice that considerable

quantities of normal events occurred in this region,

reflecting a complex stress field. The focal mecha-

nisms of most earthquakes in southern segment are

similar with Lushan mainshock, showing almost pure

thrust faulting.

The principal compression (P axis) and extension

(T axis) stress axes of focal mechanism solution

represent the equivalent stress field that caused an

earthquake. Figure 6 shows the horizontal projection

of P and T axes of the 471 focal mechanisms. The P

axes in southern segment generally orient NW–SE.

However, in the northern segment, P axes generally

orient in NWW–SEE and W–E to the south of

Dujiangyan. But they are much more complex to the

north of Dujiangyan. Similar region-dependent com-

plexity is observed for T axes.

Figure 7 shows the statistics of strike, dip, rake,

azimuth and plunge of P axis for northern and

southern segment, respectively. The strikes are

roughly oriented in the NE–SW direction which is

consistent with the strike of LMSF. The dip angles

vary slightly from north to south. Significant quan-

tities of rake angles in north are between -30� and

-150�, consistent with the large amount of normal

faulting events. Another significant difference

between two segments is shown in the azimuths of

P axis, as shown in Fig. 6a, while the plunges of P

axis are general in the range of 0�–30�, reflecting
nearly horizontal compressions.

3. Stress Field Study

Hardebeck and Michael (2006) developed a

damped linear inversion technique to produce regio-

nal-scale models of stress orientation. Here, we used

a 2D inversion to investigate regional stress field near

the seismic gap based on the determined focal

mechanisms. The study region was divided into

subareas with grid spacing of 0.1� 9 0.1� and

0.05� 9 0.05�, respectively. Each earthquake was

assigned to the nearest grid point. A damping

parameter e was chosen by investigating the trade-off

curve of the model length and data variance, near the

corner of the curve (Fig. 8), to produce a more

accurate and also smoothed result. In this study, the

optimal value of e was determined to be 1.1. 2000

Figure 4
Distributions of source depths determined in this study

Figure 5
Distributions of faulting types in northern segment (a) and southern segment (b). NF normal faulting; TF thrust faulting; SF strike-slip faulting
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bootstrap resampling for input dataset and 95 % of

confidence interval are used (Martı́nez-Garzón et al.

2014).

The 2D stress maps based on different grid sizes

are illustrated in Fig. 9. The maximum principal

compression axis (r1) is depicted with different

colors for different faulting types. Following Zhao

et al. (2013) and Luo et al. (2015), the faulting types

are assigned based on the plunge of the maximum

and minimum principal compression stress axes:

black bar indicating normal faulting with plunge

[35� for r1 and plunge \35� for r3; red bar

Figure 6
Horizontal projection of principal compression (a) and extension (b) stress axes of the focal mechanisms. The length and color of bars

indicate the moment magnitude and the faulting type of earthquakes, respectively. Black, red and blue are corresponding to the normal, thrust

and strike-slip faulting types, respectively

Figure 7
Statistics for the parameters of fault planes and principal compressional axes (P axes) in the northern (a) and southern (b) segments,

respectively. From left to right, the 5 rose diagrams represent strike, dip, rake, azimuth and plunge of P axis, respectively
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indicating thrust faulting with plunge \35� for r1
and plunge[55� for r3; blue bar indicating strike-

slip faulting with plunge\35� for both r1 and r3;
green bar indicating a mixed faulting which cannot be

categorized as the three types above. Figure 9a shows

a dominant thrust faulting stress regime in southern

segment, with nearly horizontal maximum compres-

sions oriented in NWW–SEE. This is significantly

different from Luo et al. (2015) whose results show a

sharp stress rotation across the F1 although there is no

earthquake to the east of the F1 in their studies at all.

However, northern segment is characterized as a

much more complex stress environment. In general,

regions along the F3 are dominated by thrust faulting.

Stresses along the F2 and F1 show strong variation

from north to south. Large plunges of r1 are found to

the east of the northern segment and they imply a

normal environment. The orientations of r1 show an

anti-clockwise rotation around Dujiangyan and a

clockwise rotation in the northern end of study

region.

The large grid size may produce a smooth stress

field in a large scale with a sacrifice on fine details.

Figure 9b presents another stress map based on a grid

size of 0.05� 9 0.05�. The general pattern is similar

between the two, but Fig. 9b does show more details

than Fig. 9a, especially for the area near the

Dujiangyan city. To the west of the Dujiangyan city,

there appears to be a seismic gap (Figs. 1, 9a). The

orientation patterns of r1 obviously break into two

branches in northern segment, with one dominantly in

NWW–SEE direction and the other one roughly

rotating from NEE–SWW to NW–SE. In general, the

small gap in the Pengguan complex appears to be an

asperity that causes the r1 to rotate around it.

Faulting types and plunges of r1 show a similar

variation pattern with Fig. 9a.

4. Discussions

The stress field can be obtained from different

datasets, such as focal mechanism, in situ stress

Figure 8
Trade-off between model length and data misfit for the full range of

possible values of damping parameter

Figure 9
Stress inversion results with a grid size of 0.1� (a) and 0.05� (b).
The maximum principal compressional axes r1 are plotted on each

grid point. The black, red, blue and green bars for r1 indicate

normal, thrust, strike-slip and mixed faulting, respectively. The

gray shading shows the plunges of r1 (plunges increase from

shallow to deep gray)
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measurement, and shear wave splitting (Luo et al.

2015). In southern segment, the r1 directions derived

from our study are slightly different from the crustal

stress from in situ stress measurement and borehole

over-coring stress release method (Huang et al.

2009), but consistent with the GPS observations

(Zhang et al. 2004; Gan et al. 2007) and regional

stress field from focal mechanisms (Xu 2001; Xu

et al. 2008). In northern segment, both in situ stress

measurement and GPS observations are in a constant

NWW–SEE direction, coinciding with our results

around the Wenchuan mainshock. Seismic aniso-

tropic study from regional shear wave splitting

reveals more complicated fast directions in southern

segment, with NE–SW in northeastern, NWW–SEE

in southern and dominantly W–E in eastern (Gao

et al. 2014). Considering that the regional shear wave

splitting technique determines the average stress

regime in the crust, differences between results from

splitting analysis and this study may indicate that the

stress regime in the southern segment varies laterally

and vertically.

Investigations on the stress regime of different

time periods (Fig. 10) and depths (Fig. 11) indicate

more complex temporal and spatial variations. From

Fig. 10, orientations of r1 in the areas north of the

‘‘asperity’’ show an obvious change after 2009,

especially in the central Pengguan complex, where

the orientations vary from constant NEE–SWW

before 2009 to NW–SE after 2009. Another feature is

that the earthquake activity is more concentrated on

F2 and F3 after 2009 and barely extended into

Sichuan basin. The number of normal and strike-slip

events dropped significantly after 2009. The seismic

distribution shows a slightly southward extension

along F1 with NWW–SEE compression direction and

relative higher plunges than that before 2009 which is

consistent with the regional stress filed.

Stress distribution derived from different depth

ranges tells the variation of stress in vertical direction

(Fig. 11). Figure 11a displays events shallower than

14 km (b) displays for events in the depth of

14–18 km and (c) displays for events deeper than

18 km. The Pengguan complex is almost aseismic in

shallow depth (11–13 km) in its central part. But r1
show the rotational feature similar with Fig. 9b in its

marginal area. In depth (19–24 km), r1 show the

constant NNW–SSE direction north of the ‘‘asperity’’

and NE–SW direction south of the ‘‘asperity’’. This is

significantly different from that in shallow depth.

Especially for the stress field south of the seismic

gap, the r1 directions are almost parallel to the

LMSF, and they are surprisingly different from that

of the shallow depth. The plunges of r1 also show

significant variations with depths. Thus, the r1
variations with depths and areas may imply that the

Figure 10
Same as Fig. 9b but for different time periods. a, b for events before and after January 2009, respectively
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movement in depth is decoupled from the movement

in shallow depths. This is consistent with the general

conception that the materials become successively

ductile due to the increase of temperature with depth.

5. Conclusions

Based on the focal mechanisms of 471 earth-

quakes and the derived stress field around the seismic

gap in the southern Longmenshan fault system

(LMSF), the following major conclusions may be

made: (1) between the seismically active northern

and southern segments, the chimney-shaped seismic

gap is collocated with a low-velocity zone deter-

mined by tomographic studies. Although there is no

way to tell how much stress energy is dissipated by

ductile flow and how much is accumulated to form a

big earthquake in the future, (2) in terms of stress

distribution along the LMSF, the seismic gap appears

to be a transition zone between a more complicated

northern segment and a much simpler southern seg-

ment; in general, the r1 shows an obvious rotation

around the ‘‘asperity’’ located to the west of

Figure 11
Same as Fig. 9b but derived from events in different depths. a based on events shallower than 14 km, b based on events in the depth of

14–18 km and c based on events deeper than 18 km
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Dujiangyan city in northern segment, while the

southern segment bears a nearly constant r1 pattern;

(3) in northern segment, the stress field presents

significant degree of horizontal variations. Stress field

along F3 is dominated by thrust faulting. Normal,

thrust and mixed stress regime appear around F1 in

northern segment; on the contrary, the southern seg-

ment is dominated by thrust faulting; (4) the stress

field also shows strong variation with time. Before

2009, the seismic activities are more concentrated on

the F1 and F2 with dominant strike-slip faulting and

normal faulting; after 2009, the seismic activities are

dominated by thrust faulting from north to south,

while the activities are more concentrated on the F3

in northern segment and F1 in southern segment; and

(5) the r1 varies in different depths and the variation

pattern is totally different from north to south. It may

imply the decoupled movement between shallow

layer and deep layer.

6. Data and Resources

The seismic data used in this paper are provided

by Sichuan seismic network. The earthquake cata-

logue was obtained from China Earthquake Network

Center (CENC) at http://www.csndmc.ac.cn/newweb/

index.jsp (last accessed Feb. 2016). The program

package CPS for focal mechanism determination was

written by Herrmann (2014), and can be obtained

upon request. The stress inversion software MSATSI

was developed by Martı́nez-Garzón et al. (2014), and

can be obtained upon request. All figures in this

manuscript are produced by the generic mapping

tools (GMT) of Wessel and Smith (1995).
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Abstract—Utilizing earthquake source parameter scaling rela-

tions, we formulate an extensible slip weakening friction law for

quasi-static earthquake simulations. This algorithm is based on the

method used to generate fault strengths for a recent earthquake

simulator comparison study of the California fault system. Here we

focus on the application of this algorithm in the Virtual Quake

earthquake simulator. As a case study we probe the effects of the

friction law’s parameters on simulated earthquake rates for the

UCERF3 California fault model, and present the resulting condi-

tional probabilities for California earthquake scenarios. The new

friction model significantly extends the moment magnitude range

over which simulated earthquake rates match observed rates in

California, as well as substantially improving the agreement

between simulated and observed scaling relations for mean slip and

total rupture area.

Key words: Virtual Quake, Virtual California, earthquake

simulations.

1. Introduction

The stress drop is a fundamental earthquake

source property used for earthquake hazard assess-

ment and is particularly important to numerical

earthquake simulations. There are numerous extant

numerical earthquake codes that simulate stress

interactions between faults at the regional scale.

These simulations typically produce synthetic seismic

catalogs of many tens of thousands of years. Tullis

et al. (2012a, b) recently summarized the properties

of four extant regional-scale earthquake simulators

with different friction laws. For example, RSQSim

uses rate-and-state friction laws (Richards-Dinger

and Dieterich 2012), while AllCal used velocity

weakening friction (Ward 2000, 2012) and Virtual

Quake (then named Virtual California) used a much

simpler cellular automata approach that used stress

drops that were prescribed for the simulator com-

parison on a fault-wise basis. This paper will present

the method used to generate those stress drops—or

fault strengths depending on the particular simula-

tor’s implementation—used in the earthquake

simulator comparison. However, the main purpose of

this paper is to introduce the new slip-weakening

friction law used in Virtual Quake simulations.

First we will introduce the Virtual Quake simu-

lator physics and the stress drop model. Then, as a

case study, we explore the effect of the new friction

law on simulations of the California fault system as

provided by Field et al. (2014). Finally we will

conclude with conditional earthquake probabilities

derived from the Virtual Quake simulation.

2. Virtual Quake

Virtual Quake (VQ) is a boundary element code

that uses stress interactions and friction laws to

simulate realistically driven fault systems. VQ has

been designed to explore the long term statistical

behavior of topologically complex fault networks

(Rundle 1988a, b; Rundle et al. 2006a, b, c). VQ

simulates many tens of thousands of years of earth-

quakes on any fault network. VQ consists of three

major components: a fault model, a set of quasi-static

elastic interactions (Green’s functions), and a rupture

(earthquake) model.

Today, Virtual Quake is a modern, open-source

scientific code that simulates earthquakes in a high
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performance computing environment (Schultz et al.

2015; Sachs et al. 2012; Heien and Sachs 2012).

Although the main application of Virtual Quake has

been seismic hazard assessment and computing con-

ditional probabilities for large California earthquake

scenarios (Rundle et al. 2005; Schultz et al. 2015),

VQ has a wide range of applications from computing

coseismic gravity changes (Schultz et al. 2014) to

studying the effects of asperities on the recurrence

times of earthquakes (Yikilmaz et al. 2010).

For completeness, it is worth summarizing the

major simplifications of Virtual Quake. VQ models

faults in a single-layer elastic half-space, with no

viscoelastic layer. The elastic half-space assumes a

homogeneous flat earth, and we do not account for

rheological properties or elastic discontinuities. Also,

Virtual Quake partitions planar fault surfaces into

rectangular fault elements instead of filling the

curved surfaces more completely with triangular

elements. One may expect that by using rectangular

elements that leave gaps and overlaps between ele-

ments, we may be introducing errors in stress

calculations. However, Barall and Tullis (2016) have

recently shown that rectangles perform better than

triangles. For more detailed descriptions of the Vir-

tual Quake simulator see the following: Schultz et al.

(2015, 2016), Sachs et al. (2012) and Heien and

Sachs (2012).

2.1. Fault Model

For the earthquake simulator comparison studies

in Tullis et al. (2012a, 2012b), all simulators used the

UCERF2 California fault model provided by the

United States Geological Survey (USGS) (Field et al.

2009). The model for the California fault system used

in this study is the UCERF3 model, described in

detail in Field et al. (2014). While the model

represents the most comprehensive California fault

system model to date, the model is not complete and

there are many other known faults at smaller scales

that have been neglected.

This model, shown in Fig. 1, is comprised of 313

faults corresponding to the known major faults in

California. Each fault is partitioned into square

elements that are approximately 3 km � 3 km, for

a total of 21,833 elements.

2.1.1 Modifications to the UCERF3 Model

It is worth highlighting the modifications we have

made to the standard UCERF3 fault model as

presented by Field et al. (2014). After inspecting

initial test simulations of the UCERF3 fault model

with Virtual Quake, we found a systematic over-

prescription of a 10% aseismic fraction to the slip

rates presented in the model. This aseismic fraction

acts to reduce the effective stress loading rate on all

faults, adding a small monotonic stress decrease with

simulation time. With 83% of the 21,833 fault

elements having exactly a 10% aseismic fraction,

Virtual Quake initially produced earthquake rates that

were far below the observed California earthquake

rates (Table L12 of Appendix 12 in Field et al. 2014).

We are uncertain as to the reasons behind this

possible systematic fitting error. The only way to

mitigate this effect was to neglect the aseismic

fraction for all fault elements with less than 10%

aseismic fraction.

Additionally we taper the long term slip rates

along the faults. In order to avoid stress concentra-

tions at the bases of our faults, we taper the slip rates

to decrease with depth. Also in order to avoid stress

concentrations at the tips of faults, we taper the slip

rates to decrease to near zero at the ends of the faults.

We only horizontally taper the last 12 km toward the

end of each fault. Furthermore, we renormalize the

slip rates on a fault by fault basis in order to preserve

the original moment rates of the system.

2.2. Fault Element Interactions

The simulation physics in Virtual Quake is based

on stress transfer between faults via the accumulation

of a slip deficit—the amount of slip each fault should

move in a given time period given the long term slip

rate. The behavior of the system is determined by

interactions between elements from the Green’s

function and the stress release from elements during

events.

2.2.1 Stress Green’s Functions

Interactions between fault elements depend on the

relative position and orientation of each fault

K. W. Schultz et al. Pure Appl. Geophys.
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element, and are calculated using stress Green’s

functions (Okada 1992) at the start of the simulation.

The equations for the change in stress on a fault

element due to relative motion of all the other fault

elements is given by Rundle et al. (2006a, b).

In Virtual Quake simulations, the stress field is

evaluated only at element centers and slip is applied

uniformly across an element’s surface and along the

element’s rake angle as defined in the fault model.

Under these assumptions, we can reduce equation for

the stress on some element (denoted as A) at time t to:

rAijðtÞ ¼
X
B

TAB
ij sBðtÞ ð1Þ

where iteration over element B adds the contributions

from all other elements, and sBðtÞ is the slip deficit for
element B—the distance element B has back slipped

from its equilibrium position at time t. The friction

laws used in Virtual Quake only require the shear

stress along the element rake vector and normal stress

perpendicular to the element. Hence we can reduce

the tensor TAB
ij to TA

s for shear stresses and TA
n for

normal stresses, leading to the following expressions

for shear and normal stresses on some element A:

rAs ðtÞ ¼
X
B

TAB
s sBðtÞ and rAn ðtÞ ¼

X
B

TAB
n sBðtÞ

ð2Þ
More details about the stress interaction physics are

described in Rundle et al. (2006a) and Sachs et al.

(2012).

2.2.2 Static Failure

To determine when a simulated earthquake begins,

Virtual Quake uses a combined static-dynamic fric-

tion law. The law uses the Coulomb failure function

(CFF) (Stein 1999) which is defined for each element

A:

CFFAðtÞ ¼ rAs ðtÞ � lAs r
A
n ðtÞ; ð3Þ

where

ls ¼
Dr
qgd

; ð4Þ

is the element’s static coefficient of friction and

depends on the stress drop Dr, the depth d of the fault
element, gravity g, and density of the halfspace q in

Figure 1
A Google Earth rendering of the UCERF3 California fault model (shown above ground), 3 km � 3 km mesh resolution (Field et al. 2014).

Faults colors are long term slip rates from UCERF3, the largest being along the San Andreas fault (red)
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order to give a fault strength that is constant with

depth (Ward 2000).

During long term stress loading, an element A will

slip at time tf when CFFAðtf Þ ¼ 0; this is called static

failure. When one or more elements slip, the simu-

lation begins the rupture propagation phase described

below.

2.3. Rupture Model

A simulated earthquake in a Virtual Quake

simulation consists of many ‘‘sweeps’’ or iterations

over the fault elements. With each sweep, we check

the state of each element and add elements to the

rupture if they meet our failure criteria. We allow

failed elements to slip during each sweep, and then

re-evaluate the new stress state for the entire system

using Eq. 2.

A simulated earthquake begins when one or

more fault elements have statically failed, they

are allowed to slip. Through stress interactions,

these initial slipped fault elements will change

the stress on nearby fault elements. More fault

elements are allowed to join the rupture and slip

even if they do not reach their failure stresses.

Virtual Quake includes this approximation to the

stress intensity during rupture to facilitate rupture

propagation; we call this dynamic failure. We

introduce a free parameter in VQ, called the

dynamic triggering factor, to control the extent of

rupture propagation. For an element on the same

fault as the initial statically failed fault element

to join the rupture, the following relation must be

satisfied.

CFFinit � CFFfinal

CFFinit
[ g ð5Þ

In Virtual Quake simulations, the value of the

dynamic trigger factor g is the main tuning

parameter used to fit observed earthquake rates. In

the simulation data presented later in this study, we

take g ¼ 0:5. This requires a 50% stress increase

on a nearby element for that element to join the

rupture. This value for the parameter is consistent

with the Virtual Quake of the UCERF2 fault model

in Sachs et al. (2012) and Tullis et al. (2012a, b).

2.3.1 Using Stress Drops to Determine Slip

The initial rupture—the first fault element to slip—

during an event is always caused by static failure.

During rupture propagation the first element to fail

slips back towards the equilibrium position. For any

element, denoted by A, the amount of slip during the

initial static failure, DsA, is related to the stress drop

defined for that element in the fault model, DrA, by
Sachs et al. (2012)

DsA ¼ 1

KA
L

DrA � CFFA
� �

ð6Þ

where KA
L is the element’s stiffness or self-stress,

defined as

KA
L ¼ TAA

s � lAs T
AA
n : ð7Þ

Once an element has ruptured due to static or

dynamic failure it will no longer slip in the event

due to these failures. However, ruptured elements

may slip further due to the movement of other

elements.

During each rupture sweep, ruptured elements

may slip further due to movement on other elements

and the resulting stress changes. The amount of slip

on a failed element is related to the movement of all

other elements through the stress Green’s functions.

In Virtual Quake, we take a simplistic approach to

determining these interdependent slip values by

calculating the slip on all other elements when a

given element moves. However, this is highly

inefficient because the slip on a given element will

in turn cause slip on all ruptured elements, which will

cause slip on all ruptured elements, and so on forever.

Instead, the system is described using a set of linear

equations—a matrix version of Eq. 6—relating the

slip of each element to the stress on all other elements

in the final state of a given sweep.

This relationship between element slips during a

sweep is determined for each ruptured element A as:X
TAB
s � lBs T

AB
n

� �
sB ¼ DrA � CFFA: ð8Þ

Since non-ruptured blocks do not change their slip,

they are excluded from the system. This system is

then solved using Gaussian elimination. Once the slip

K. W. Schultz et al. Pure Appl. Geophys.
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state for the entire system is calculated using Eq. 2.

The rupture process is repeated by again checking the

static and dynamic failure conditions until no more

elements have failed.

3. Stress Drop Algorithm

Tullis et al. (2012b) presents the results from a

number of physics-based earthquake simulators—in-

cluding Virtual Quake, then named Virtual

California—modeling the California fault system.

Fault locations and topology were taken from the

UCERF2 fault model (Field et al. 2009). An addi-

tional, fundamental component of this model was the

fault ‘‘strengths’’, or the stress drop values defined for

each fault depending on each simulator’s implemen-

tation. In Virtual Quake, we use these values directly

to prescribe slip during a simulated earthquake (see

Dr in Eqs. 6 and 8). In this section we will outline the

method used to compute these stress drops and then

introduce the improvement to this method that

underlies Virtual Quake’s new friction law.

It is also worth highlighting that Virtual Quake is

a quasi-static, regional stress-accumulation model

with a cellular automata approach to rupture

dynamics instead of time dependent rate and state

dynamics. The model introduced in this section is

intended to improve the current simulation physics to

mimic the slip weakening feature of a more realistic

time and state dependent friction law.

3.1. Stress Drops in Virtual Quake

The stress drops for the fault elements are

computed via Leonard (2010) scaling relations—a

recent study improving upon Wells and Coppersmith

(1994)—along with an analytical solution for the

shear stress change per unit slip on a vertical

rectangular fault. The simulation is sensitive to these

values; large stress drops tend to produce larger

earthquakes with higher mean slip and longer periods

between events, while smaller stress drops produce

more earthquakes with lower mean slip.

One of Virtual Quake’s free parameters DM
globally adjusts the stress drop values. This param-

eter was used in conjunction with the algorithm

described below in the earthquake simulator compar-

ison (Tullis et al. 2012b) to tune the stress drops on a

fault-wise basis, fitting recurrence interval data where

available. To keep our algorithm scalable, and

reproducible by other researchers, we do not fit this

tuning parameter on a fault wise basis and instead we

choose a global value that produces earthquake rates

that best fit observed earthquake rates.

3.1.1 Scaling Relations

We begin by using scaling relations to determine a

different characteristic magnitude Mchar and a char-

acteristic mean slip �schar for each element in a fault

based on the expected magnitude from the fault’s

geometry using Leonard (2010) scaling relations,

Mchar ¼ 4:0þ log10ðAÞ þ DM; ð9Þ
where A is the surface area of the fault in km2. The

definition of moment magnitude M is,

M ¼ 2

3
log10ðlA�sÞ � 6:0; ð10Þ

where l is the rigidity (shear modulus) of the elastic

half space in Pa, A here is the rupture area in m2, and

�s is the mean slip in m (Kanamori and Anderson

1975).

We can determine the expected, characteristic

mean slip �schar from the definition of moment

magnitude to be,

�schar ¼ 10
3
2
ðMcharþ6:0Þ

lA
; ð11Þ

whereMchar is the expected moment magnitude for an

earthquake on the fault with area A if the entire fault

ruptures.

We employ the the analytical solution (personal

communication Dec. 30, 2015) to equation 1b from

Ward (2012) for stress drop per unit slip across a

vertical strike slip fault. We then use the character-

istic mean slip from Eq. 11 to determine the

characteristic stress drop for each fault element,

Dr ¼ � 2l�schar
ð1� mÞpR ð1� mÞ L

W
þW

L

� �
; ð12Þ

where m is the Poisson ratio of the elastic half space,

W is the down-dip width of the fault, L is the length
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of the fault in the direction of slip, and

R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 þW2

p
; all in MKS units.. This is in agree-

ment with the Equation 1 from Leonard (2010)—

rewritten from Kanamori and Anderson (1975)—with

Dr ¼ Cl�s
R

where C is a geometric constant depending

on fault type.

3.1.2 Maximum Stress Drops

Figure 2 shows a histogram of the stress drops for the

UCERF3 faults produced by this algorithm. These

stress drops are larger than observed stress drops of a

few MPa (Scholz 1990), however as the reader will

see in the next Section these represent the maximum

stress drops and in practice the mean stress drops are

lower.

3.2. Dynamic Stress Drops for Frictional Weakening

We do not want to directly plug in the stress drops

from the algorithm in Sect. 3.1 into Eqs. 6 and 8.

Doing so would prescribe the same characteristic

stress drop and slip for every simulated earthquake,

and hence would lead to small earthquakes slipping

as much as very large earthquakes. Indeed this

behavior resulted in an additional tuning parameter

for older versions of Virtual Quake, whereby the slip

for small earthquakes was reduced by a factor (Sachs

et al. 2012). This method did not take into account

any dynamic aspects of fault friction.

We can improve this algorithm by modifying the

stress drop during a simulated earthquake to mimic

some features of both slip weakening and velocity

weakening friction found in laboratory experiments

(Byerlee 1970 and Chapter 2 of Scholz 1990). If we

modify Eqs. 9 and 11 so that they increase with

increasing rupture area, then we can facilitate larger

slips once an earthquake has begun and the rupture

area is increasing. This amounts to reevaluating the

Eqs. 9 and 11 at every iteration of the rupture model

using the current rupture area. The new relations then

become

M�
char ¼

4:0þ log10ðArÞ þ DM; Ar\Afault

4:0þ log10ðAfaultÞ þ DM; Ar �Afault

�
ð13Þ

and

�s�char ¼
10

3
2
ðM�

char
þ6:0Þ

lAr
; Ar\Afault

10
3
2
ðM�

char
þ6:0Þ

lAfault
; Ar �Afault

8<: ð14Þ

During the interseismic, stress-loading phase of

the simulation we set the fault strengths (Eq. 4) to

their maximum values as determined by the algo-

rithm in Sect. 3 using the entire fault area Afault to

compute the stress drops. Then once a rupture begins

and fault elements continue to join the rupture and

slip, we reevaluate the stress drops at every rupture

model iteration using the current rupture area Ar in

Eqs. 13 and 14. As new fault elements join the

rupture, the stress drops for all rupturing elements

increases with increasing rupture area up to the

maximum stress drop for each fault when the rupture

area is equal to the element’s fault area. Figure 3

shows how the stress drop would change for a

hypothetical single-fault earthquake where fault ele-

ments are added to the rupture one by one until the

entire fault has slipped.

After the fault elements slip and reduce the

stresses sufficiently such that all CFF\0, the rupture

propagation phase is over. At this point all faults are

allowed to restore their strengths and stress drops to

the interseismic maximum values and the simulator

solves for the next static failure. By facilitating more

Figure 2
A histogram of the stress drops for each fault element in the

UCERF3 model produced by the algorithm described in Sect. 3,

using the free parameter DM ¼ 0:7

K. W. Schultz et al. Pure Appl. Geophys.
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and more slip with increasing rupture area, and by

enforcing that fault strength is restored after each

earthquake, this dynamic stress drop model provides

Virtual Quake with some aspects of slip weakening

and velocity weakening friction.

4. Virtual Quake Simulations

Before evaluating the results of the dynamic stress

drop model outlined in the previous section, it is best

to address the effect of tuning the stress drop

parameter DM (Eqs. 9 and 13) on the simulated

earthquake rates. This parameter along with the

dynamic trigger factor g (Eq. 5) are the two free

parameters for Virtual Quake, allowing the modeler

to tune the simulation to match observed earthquake

rates. Figure 4 shows how the simulated earthquake

frequency-magnitude relation is affected when we

change DM. Increasing DM prescribes a higher

maximum stress drop and hence a higher maximum

slip for simulated earthquakes, which in turn pro-

duces fewer small earthquakes with M\7.

Figure 5 shows a 50,000 UCERF3 simulation

implementing the dynamic stress drop model with the

best fitting value of DM ¼ 0:7 from Fig. 4. The value

of DM ¼ 0:7 was chosen as to best align Virtual

Quake simulated earthquake rates with the observed

California earthquakes from 1932 to 2011 as reported

in Table L12 of Appendix L from Field et al. (2014).

Using this simulation, we can compute the con-

ditional probabilities for California earthquake

scenarios using the techniques presented in Schultz

et al. (2015) and Rundle et al. (2005). Querying the

Figure 3
The dynamic stress drop algorithm. The stress drop is allowed to

increase with increasing rupture area as the simulated rupture

grows by re-evaluating the characteristic slip (Eq. 14) using the

current rupture area at every iteration of the rupture model

Figure 4
Frequency-magnitude plot for 10,000 year-long simulations of the

UCERF3 fault model using the dynamic stress drop model from

Sect. 3.2. Here we vary the stress drops by varying DM from Eqs. 9

and 13. Red boxes denote 95% confidence bounds for observed

California earthquakes from 1932 to 2011—Table L12 in Appendix

L of Field et al. (2014)

Figure 5
Frequency-magnitude plot for a 50,000 year-long simulation of the

UCERF3 fault model with the dynamic stress drop model described

in Sect. 3.2, using DM ¼ 0:7. Observed earthquake rates in

California from from 1932 to 2011 with 95% confidence bounds

(Field et al. 2014)
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ANSS global composite earthquake catalog using a

latitude and longitude rectangular bounds with

114:0�W\lon\125:2�W and 32:2�N\lat\42:0�N,
we obtain the observed time since the last California

earthquakes (ANSS 2016). There have been 1.0 years

since the last M� 5 earthquake (M ¼ 5:7 on January

28, 2015), 1.4 years since the last M� 6 earthquake

(M ¼ 6:0 on August 24, 2014), and 5.8 years since

the last M� 7 earthquake (M ¼ 7:2 on April 4,

2010). Using these values, we compute the following

conditional probabilities for earthquakes in California

in the next 1, 5, and 15 years from today shown in

Table 1. For further discussion of Virtual Quake

conditional probabilities see Yoder et al. (2015).

4.1. Effects of the Dynamic Stress Drop Model

To gauge the effects of the dynamic stress drop

model we ran two simulations of the UCERF3 model

for 50,000 years, one with the original friction model

and the other with the dynamic stress drop model.

Figures 6, 7 and 8 show the differences between the

simulations.

Figure 6 shows a stark difference in the earth-

quake rates for magnitudes smaller than 6.5. This is

due to the fact that the original model universally

prescribed a slip according to the stress drop derived

from assuming a full fault rupture. In the new model,

smaller earthquakes occur more frequently by per-

mitting smaller ruptures to progress according to the

stress state of neighboring areas of the fault. The new

model only prescribes a slip that produces a full fault

stress drop when the stresses on surrounding areas of

the fault are high enough for the full fault to join the

rupture. Hence the old model tends to prescribe more

characteristic earthquakes whereas the new model

allows ruptures to grow in a manner more consistent

with slip weakening friction, with slip growing as the

rupture grows. This effect is also present for larger

magnitude earthquakes, with the new model produc-

ing large earthquakes with a broader range of

magnitudes instead of being clustered in more

characteristic events.

The dynamic stress drop model also improves the

rupture area and mean slip scaling relations. Figure 7

confirms that the mean slip was indeed too large for

most magnitudes using the previous friction model.

Both Figs. 7 and 8 show that the fit to the observed

empirical scaling relations in Leonard (2010) are

greatly improved.

Table 1

Conditional probabilities for different magnitude earthquakes in California in the next 1, 5 and 15 years derived from Virtual Quake

simulation data

1 year 5 years 15 years

N ¼ 25; 475 M� 5 0.45 0.96 1.00

N ¼ 23; 774 M� 6 0.43 0.95 1.00

N ¼ 7495 M� 7 0.15 0.57 0.92

The number of simulated earthquakes used in computing the probabilities are listed on the left. Methods are described in detail in Schultz

et al. (2015) and Yoder et al. (2015)

Figure 6
Frequency-magnitude plot for a 50,000 year-long simulation of the

UCERF3 fault model with the dynamic stress drop model described

in Sect. 3.2, using DM ¼ 0:9 (parameters differ from the simula-

tion in Fig. 5), compared to a previous simulation with the same

parameters that does not use the dynamic stress drop model.

Observed earthquake rates in California from from 1932 to 2011

with 95% confidence bounds (Field et al. 2014)
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5. Conclusions and Discussion

To improve the friction laws in Virtual Quake, we

employ a stress drop algorithm analogous to slip-

weakening friction; the larger the earthquake, the

lower the resistance to slip. This algorithm is based

on a method that was used to generate fault strengths

in a recent study comparing multiple modern earth-

quake simulators (Tullis et al. 2012b). This new

friction model significantly extends the moment

magnitude range over which simulated earthquake

rates match observed rates in California, nearly

doubling the magnitude range of simulated earth-

quakes. Additionally implementing the dynamic

stress drop friction model substantially improved the

agreement between simulated and observed scaling

relations for mean slip and total rupture area as

reported by Leonard (2010). This algorithm is fully

extensible, can be employed in Virtual Quake simu-

lations of any fault model, and can be more robustly

employed by tuning the free parameter to fit each

fault’s recurrence interval data where available.
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Spatial Evaluation and Verification of Earthquake Simulators
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Abstract—In this paper, we address the problem of verifying

earthquake simulators with observed data. Earthquake simulators

are a class of computational simulations which attempt to mirror

the topological complexity of fault systems on which earthquakes

occur. In addition, the physics of friction and elastic interactions

between fault elements are included in these simulations. Simula-

tion parameters are adjusted so that natural earthquake sequences

are matched in their scaling properties. Physically based earthquake

simulators can generate many thousands of years of simulated

seismicity, allowing for a robust capture of the statistical properties

of large, damaging earthquakes that have long recurrence time

scales. Verification of simulations against current observed earth-

quake seismicity is necessary, and following past simulator and

forecast model verification methods, we approach the challenges in

spatial forecast verification to simulators; namely, that simulator

outputs are confined to the modeled faults, while observed earth-

quake epicenters often occur off of known faults. We present two

methods for addressing this discrepancy: a simplistic approach

whereby observed earthquakes are shifted to the nearest fault ele-

ment and a smoothing method based on the power laws of the

epidemic-type aftershock (ETAS) model, which distributes the

seismicity of each simulated earthquake over the entire test region

at a decaying rate with epicentral distance. To test these methods, a

receiver operating characteristic plot was produced by comparing

the rate maps to observed m[ 6:0 earthquakes in California since

1980. We found that the nearest-neighbor mapping produced poor

forecasts, while the ETAS power-law method produced rate maps

that agreed reasonably well with observations.

Key words: Earthquake simulators, ETAS, Earthquake fore-

casting, RELM.

1. Introduction

Of the various natural hazards, earthquakes pose a

unique threat because they occur with little or no

warning and shaking lasts no more than a few

seconds to a few minutes. In contrast to natural

hazards such as hurricanes and tropical storms (which

can be tracked by monitoring meteorological data),

tectonic stress and damage accumulation at depths

where earthquakes occur cannot, at this time, be

observed directly. Consequently, earthquake hazard

management and mitigation efforts are typically

long-term (Dt� 30 years) forecasts, often based on

Poisson statistics of recurrence intervals (which may

not be well defined) (Field 2007b), and typically

focus on structural engineering, building codes, eco-

nomic loss models, and disaster response (Glasscoe

et al. 2014).

Recent events such as the 2014 m ¼ 6 South Napa

(California, USA), 2010 m ¼ 8:8 Maule (Chile),

2010 m ¼ 7 Haiti, the 2015 m ¼ 7:84 Gorkha (Nepal)

and the 2011 m ¼ 9 Tohoku-oki (Japan) earthquakes

remind us that on the one hand, efforts in this area

have produced successes: investments in seismic

hazard science and enforcement of construction codes

save lives and mitigate fiscal losses. On the other

hand, sobering statistics of fatalities and financial

losses from these events, the Tohoku-oki event in

particular (Kajitani et al. 2013), indicate that even in

the best case scenario—for a nation well hardened

against seismic hazard—there is much work to be

done. In order to protect lives and property, it is

necessary to significantly improve our understanding

of the recurrence intervals and expected magnitudes

(in short, the probabilities) of large earthquakes in

populated areas.

For the purposes of planning, seismic mitigation

in building construction, and the setting of insurance

rates, probabilities of large and damaging earth-

quakes must be computed. For these reasons,

earthquake forecasting methods have been developed

using a variety of approaches. Here, we distinguish

between an earthquake prediction and an earthquake
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forecast. We define a prediction to be a deterministic

statement that can be verified by a single observation.

A forecast, on the other hand, we define to be a

statement of probability that requires multiple

observations to establish a confidence level. To the

best of our knowledge, every developed country in

the world has a forecast that is used for planning,

mitigation, and insurance. Most of these are primarily

based on the computation of earthquake rates of

occurrence, combined with an assumption of Poisson

statistics for the time dependence (Anagnos and

Kiremidjian 1988). Note that Poisson statistics char-

acterize processes in which events are uncorrelated.

In addition, Poisson statistics have no dependence on

the detailed time history of prior events, since the

only parameter entering the statistical model is the

rate of event occurrence. For this reason, Poisson

statistics are said to characterize processes having no

‘‘memory.’’

In the absence of direct measurements of precur-

sory observables such as tectonic stress and damage

accumulation at depth along fault surfaces, the

majority of contemporary seismic hazard assessment

is based on calculating the expected recurrence

intervals between large (i.e., m[ 7) earthquakes for a

given region or on a particular fault segment. These

calculations are based on observed seismicity, his-

torical accounts, and paleo-seismic studies of ancient

earthquakes (Rundle et al. 2011; Field et al.

2009, 2014; Nanjo et al. 2006; Nanjo 2010; Petersen

et al. 2014). Of these data, historical accounts are

restricted in time and almost certainly incomplete.

Paleoseismic catalogs are extremely limited by the

various challenges of measuring events, and so too

are incomplete and otherwise problematic sources for

high resolution data (Parsons 2008). The best cur-

rently available data, based on seismic observations,

provide times, locations, and magnitudes of recent

earthquakes. Unfortunately, these catalogs are only

complete for the past few decades. GPS data (http://

earthquake.usgs.gov/monitoring/gps/) provide very

accurate measurements of surface deformation with

excellent temporal resolution, but spatial resolution is

limited, and again, data are only available from the

early 1990s forward.

In contrast, the recurrence intervals for damaging

earthquakes can easily span hundreds or thousands of

years. In California, USA for example, according to

the advanced national seismic systems (ANSS)

search engine (http://www.anss.org), only six earth-

quakes with m[ 7 have occurred between 1915 and

the time of writing this manuscript (2015): Kern

County (July 21, 1952, m ¼ 7:3), Landers (June 28,

1992, m ¼ 7:3), Hector Mine (October 16, 1999,

m ¼ 7:1), El Mayor-Cucapah (April 10, 2010,

m ¼ 7:2), and those in Santa Barbara County

(November 4, 1927, m ¼ 7:3) and Cape Mendocino

(January 22, 1923 and November 8, 1980, both

m ¼ 7:2). Data to estimate the expected recurrence

interval for earthquakes are insufficient unless about

ten recurrences are observed (Ward and Goes 1993).

One approach to mitigating this problem of lim-

ited data that continue to show improving promise is

the use of physics-based earthquake simulators.

Simulators can (relatively) quickly calculate earth-

quake histories over tens of thousands or even

millions of years. Given these long simulated cata-

logs of earthquake sequences, rates and probabilities

of large, hazardous earthquakes can be calculated

with improved statistical significance and data can be

analyzed to isolate specific rupture sources (Yoder

et al. 2015b; Schultz et al. 2015; Sachs et al. 2012a).

In general, earthquake simulators facilitate studies

that are difficult or impossible to perform, with con-

fidence, based on currently available observed

seismicity.

Tullis et al. (2012) conducted a detailed compar-

ison of four leading earthquake simulators. In

addition to a detailed discussion of the specific phy-

sics, stress propagation, and computational

frameworks employed by each simulator, the authors

compared recurrence interval statistics and various

scaling behaviors for these simulators based on

extended catalogs provided by each simulator team.

Building on this aim to better understand the roles

that earthquake simulators will play in 21st century

seismic hazard assessment, in this paper we compare

the consistency of the simulator outputs to the his-

torical record. Specifically, we develop a method of

comparing simulated catalogs to observed seismicity

rather than attempting to explicitly determine which

simulator produces the most realistic catalog based

on its agreement with the past 30 years of observed

earthquake activity.
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Unfortunately, the only spatial information typi-

cally included in observational catalogs is the point-

like hypocenter location. To facilitate direct com-

parison between simulated catalogs (in which all

earthquakes occur on well-defined faults) and

observed earthquakes (in which epicenters typically

occur near but often not precisely on known faults),

the effect of large earthquake rupture spatial extent

must be reintroduced. To this end, we introduce two

mapping algorithms. In the first, we use a simple

nearest-neighbor type method to map observed

earthquake epicenters to specific locations on model

fault segments. In the second, we develop a method

based on Epidemic-type aftershock (ETAS) and

aftershock scaling (Yoder et al. 2015a) to distribute

simulated seismicity continuously over the entire

study region at a decaying rate with respect to epi-

central distance.

We use a receiver operating characteristic (ROC)

metric (Molchan 1997; Rundle et al. 2011; Jolliffe

and Stephenson 2003) to test these methods against

the locations of observed m[ 6:0 earthquakes since

1980. While the nearest-neighbor mapping produces

very little gain over a random forecast, the ETAS

method generates rate maps that successfully identify

regions of high seismic activity.

2. Background

Within the context of this manuscript, the

‘‘earthquake simulators’’ studied are numerical

models that include:

1. Realistic and (relatively) detailed fault geometries.

2. A mechanism of stress-loading the fault system

through back-slip that is consistent with observed

slip rates and so that the time-averaged earthquake

rate is similar to the observed rate.

3. Interactions between faults mediated by elastic or

viscoelastic stress transfer.

4. Friction laws motivated by laboratory or field

observations.

Within the constraints of this definition, earthquake

simulators can vary significantly in the physics, stress

propagation, and computational models they employ.

Given the complexity of earthquake systems and the

large computational scope of the problem (Rundle

et al. 2003), in general, it is not necessarily clear how

to ‘‘correctly,’’ (and practically) emulate earthquake

sequences on large scales such as the entirety of the

state of California. That is to say, it is not obvious

what physics must be simulated explicitly using

partial differential equations (PDEs)—or some other

rigorous but computationally expensive approach—

and which behaviors can be parameterized. In

practice, simulators employ various approximations,

simplified geometries, and other ‘‘short-cuts’’ to

make the problem computationally tractable. The

question then becomes: what are the salient physics

and geometries necessary to accurately calculate

earthquake probabilities in California?

In order to address this questions, Tullis et al.

(2012) conducted a comparison of four leading

earthquake simulators: AllCal (Ward 2012), Virtual

Quake (known at the time as Virtual California)

(Sachs et al. 2012c), RSQSim (Richards-Dinger and

Dieterich 2012), and ViscoSim (Pollitz 2012). In

addition to a detailed discussion of the specific phy-

sics, stress propagation, and computational

frameworks employed by each simulator, simulator

teams provided an extended (simulated) catalog of

earthquakes corresponding to thirty thousand years of

seismic activity. To facilitate meaningful comparison

between the output catalogs, each simulator used

‘‘allcal2,’’ a fault model based on the UCERF2

geometry and slip rates (Field et al. 2009). allcal2 is

available for download at http://scec.usc.edu/

research/eqsims/documentation.html. Additionally,

the output catalogs were of a standard format, pro-

viding simulated event hypocenter location,

magnitude, time, and rupture extent. Given these

catalogs, Tullis et al. (2012) compared various sta-

tistical and scaling behaviors between the simulators,

including frequency-magnitude (Gutenberg-Richter

or GR), rupture length, and average slip scaling

relations as well as the probability distributions of

recurrence intervals for large earthquakes. Slight

differences were observed in simulator performance:

Generally, AllCal and RSQSim produced similar

frequency-magnitude relations which matched the

expected GR power law, while Virtual California

produced fewer small events and ViscoSim produced

more. It was speculated that these differences resulted
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from how each simulator treated the weakening of a

fault during rupture. Due to RSQSim’s modeling of

rate and state friction, it was the only simulator to

demonstrate aftershocks following a large simulated

event. Despite these differences, Tullis et al. (2012)

concluded that the simulators’ results were in general

agreement with each other and observations.

In this paper, picking up where Tullis et al. (2012)

left off, we compare the spatial distributions of these

simulated earthquake catalogs not to one another, but

to the rates and locations of real, observed earth-

quakes. In order to quantify the agreement between

simulated and observed catalogs, we implement a

testing framework based on the Regional Earthquake

Likelihood Model (RELM) study (Schorlemmer and

Gerstenberger 2007; Schorlemmer et al. 2007; Lee

et al. 2011). In the RELM exercise, a region sur-

rounding the state of California (defined by Table 1)

was divided into 0:1� � 0:1� spatial bins. Forecasting
teams then assigned a probability that a large earth-

quake would occur in each bin. Each forecast was

then evaluated by comparing the number of real

earthquakes that occurred in high probability forecast

bins.

In order to extend methodology similar to that of

the RELM study to the outputs of physics-based

numerical earthquake simulators, methods for

mapping simulated on-fault seismicity to off-fault

regions where real earthquakes are observed must

first be developed. Such approaches are not unique;

we wish to show that there exists some method by

which the spatial distributions of synthetic and

observed earthquakes become reasonably well cor-

related. We present two methods, one in which

observed seismicity is mapped to the nearest faults,

and one in which simulated seismicity is smeared

over the full test region via a power law derived from

ETAS. We then verify the resulting forecasts by

employing statistical metrics borrowed largely from

the meteorological sciences (Jolliffe and Stephenson

2003; Rundle et al. 2011) and consistent with stan-

dards established as part of the Collaboratory for the

Study of Earthquake Predictability (CSEP) (Zechar

et al. 2010).

3. Methods

3.1. Modeling Off-Fault Seismicity

The RELM study divided California into 0:1� �
0:1� bins and scored forecasts based only on the

earthquake epicenters. The epicentral location of an

earthquake is often the only spatial information

provided in earthquake catalogs, including the ANSS

catalog (used here). While this is sufficient for such

statistical analyses as frequency-magnitude relations,

it is inadequate for the spatial verification of earth-

quake simulators, and ignores the finite rupture extent

of large, m[ 6 earthquakes.

We begin our comparison by pulling epicentral

location data from the thirty thousand year simulator

catalogs used in the Tullis et al. (2012) comparison

study. In both of the following methods, normalized,

binned spatial distributions were created from these

long-term catalogs, which are assumed to be the time-

averaged expected distributions for each simulator.

3.1.1 Event-Shifting

An initial, straight forward, solution to this problem is

to simply map observed earthquakes to their nearest

fault element in the allcal2 fault model. This

approach is based on a fractal, branching model of

fault systems (Sachs et al. 2012b) and the assumption

Table 1

Vertex latitude, longitude polygon defining the test region around

the state of California for both this paper and the RELM study

(Schorlemmer and Gerstenberger 2007)

Vertices of testing region

Latitude Longitude

43.0 -125.2

43.0 -119.0

39.4 -119.0

35.7 -114.0

34.3 -113.1

32.9 -113.5

32.2 -113.6

31.7 -114.5

31.5 -117.1

31.9 -117.9

32.8 -118.4

33.7 -121.0

34.2 -121.6

37.7 -123.8

40.2 -125.4

40.5 -125.4
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that (1) events occurring near a major fault are likely

occurring on a branch of that fault, and (2) the salient,

large-scale behavior of a fault system can be

approximated by mapping moment release events

on these branches back to the fault.

In assigning the observed earthquakes to locations

along the allcal2 fault model, most of the RELM test

region was empty of simulated or observed earth-

quakes. We therefore restricted the testing region for

the ROC skill score (see Sect. 3.2) to the spatial bins

which contained modeled faults. No further redistri-

bution of seismic activity was performed; the bins

containing simulated and observed epicenters alone

were compared. A normalized spatial histogram in

log scale for each simulator is shown in Fig. 1. New,

shifted locations for observed earthquakes are shown

in Fig. 2, compared with their original locations.

3.1.2 Power-Law Smoothing

In order to better capture the spatial extent of

simulated earthquakes and allow large simulated

events to better forecast nearby seismicity, we apply a

smoothing function derived from the epidemic-type

aftershock (ETAS) model (Ogata 1989) to each

simulated event. This distributes the ‘‘influence’’ of

each earthquake continuously across all of space,

decaying with distance from the epicenter, and we are

Figure 1
Log spatial histogram for AllCal (upper left), Virtual California (upper right), ViscoSim (lower left), and RSQSim (lower right). Maps

produced by counting normalized number of simulated event epicenters in each 0:1� � 0:1� bin. Color scale is different for each to show

detail. Observed event epicenters, shifted to nearest fault model element, shown as magenta circles
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therefore not confined to the regions containing faults

(Fig. 3). As such, we consider the full RELM test

region surrounding California, a polygon defined by

the coordinates listed in Table 1. As we are concerned

only with the time-averaged distribution of earth-

quakes, we employ only the spatial component of an

ETAS variant developed by Yoder et al. (2015a) in

which the spatial distribution of an earthquake’s

aftershocks are determined from the earthquake’s

magnitude in combination with scaling behaviors and

a model based on the earthquake’s finite rupture

length (and area). The result is a time-independent

map of aftershock rate densities that covers the entire

test region.

In this model, Gutenberg-Richter scaling (Guten-

berg and Richter 1954), describing the number N of

earthquakes with magnitude greater than some cata-

log-completion magnitude mc in a given region and

time span:

Nð[mcÞ ¼ 10a�bmc ; ð1Þ
where a represents a total seismicity rate and b

defines the magnitude scaling between large and

small quakes. In the context of aftershocks associated

with a mainshock of magnitude m�, we can rewrite

total seismicity as a ¼ bm�, leading to the expression

Nð[mcÞOmori ¼ 10bðm
��Dm��mcÞ; ð2Þ

where Dm� is a modified Båth’s constant representing

the magnitude difference between a mainshock and

it’s child aftershocks, and is approximately 1.2 (Båth

1965; Shcherbakov and Turcotte 2004). If subsequent

generations of aftershocks are considered down to

magnitude mc, the total number of events becomes

Nð[mcÞOmori ¼ 10bðm
��Dm�mcÞ ð3Þ

with Dm � 1:0 (Shcherbakov and Turcotte 2004)

Aftershock density as a function of epicentral

distance has been modeled by many different func-

tions, including power laws and power laws

combined with exponentials, and other functions.

(Felzer and Brodsky 2006). For this work, we desire a

continuous and smooth distribution that is also

computationally tractable. We follow precedence

(Turcotte et al. 2007) and choose an Omori-like

power law

N 0 ¼ dN

dr
¼ 1

vðr0 þ rÞq ; ð4Þ

where v, r0, and q are fitting parameters, and r is the

distance from the ‘‘center,’’ presumably the epicenter,

of the event. The scaling exponent q is determined

observationally (see Felzer and Brodsky 2006; Yoder

et al. 2015a, and references therein). The parameters

v and r0 (and of course, the maximum or ‘‘initial’’

Figure 2
Top Locations of observed m� 6:0 earthquake epicenters (magenta

diamonds) since 1980 overlaid on the locations of the allcal2 model

fault elements (green). Bottom Same, with observed earthquakes

shifted to the nearest fault model element location
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linear density Nmax ¼ 1=vrq0) are determined by

imposing near and far-field constraints.

Following Yoder et al. (2015a) and Shcherbakov

et al. (2004, 2006), we first impose the normalization

condition Z 1

0

N 0dr ¼ NOmori; ð5Þ

which leads to the expression

v ¼ r
1�q
0

NOmoriðq� 1Þ : ð6Þ

Yoder et al. (2015a) introduced a near-field con-

straint in which an earthquake rupture is modeled as a

self-similar series of aftershocks, packed together,

effectively ‘‘filling’’ the mainshock rupture area.

Combining GR scaling, the number Nas of after-

shock earthquakes filling such a rupture with fractal

dimension 1\D\2 is

log Nasð Þ ¼ 2

2þ D
logð1þ D=2Þ

�
þ 2D

2þ D

m� � Dm� mc

2

� ��
:

ð7Þ

Combining Eqs. 4 and 7, setting r ¼ 0, and dividing

by half the rupture length, the maximum linear den-

sity of aftershocks is

N 0ðr ¼ 0Þ ¼ 2

Lrvr
q
0

: ð8Þ

Equations 6–8 can be combined to find an expression

for r0:

r0 ¼ Lr

2

NOmoriðq� 1Þ
Nas

; ð9Þ

and in practice, the scaling relation for rupture length

Lr can be substituted as necessary,

logðLrÞ ¼ m

2
� Dk: ð10Þ

For our analysis, we consider only events of magni-

tude greater than 6.0 (mc ¼ 6:0). Dk is 1.75 (Kagan

2002; Yoder et al. 2011), and q is taken to be 1.5

(Ogata and Zhuang 2006).

In order to align these seismicity halos with the

underlying fault structure, an elliptical transformation is

applied to the circular Omori distribution. While the

strike angle couldbeobtaineddirectly fromtheUCERF2

fault model, we wish to develop a method applicable to

event catalogs for which the underlying fault structure is

not known. Yoder et al. (2015a) performed a linear Chi-

squared analysis on events occurring within five rupture

lengths of the epicenter. We improve upon this method

by conducting principal component analysis (PCA)

(Jolliffe 2014) of the same set of events. A covariance

matrix is computed for the locations of the events. For

the eigenvector v1~ associated with the largest principle

eigenvalue k1 of the covariance matrix, the fault strike

is given by p
2
� arctanðv1y=v1xÞ. For the aspect ratio of

the ellipse, we defer to Kagan (2002) and set the

semiaxis ratio to 2.0.

rij is the aftershock rate from earthquake i assigned

to bin j of the RELM test region. To find rate rj for the

entire simulation catalog, we sum together the contri-

bution from each simulated earthquake:

rj ¼
X
i

rij ð11Þ

rj is a measure of the probability of occurrence of an

earthquake in bin j.

3.2. Retrospective Forecast Verification

and the ROC Area Skill Test

We ultimately desire to compare the produced

rate maps to the ANSS catalog of observed m� 6

earthquakes in the test region since 1980. Figure 2

shows the locations of these epicenters as well as the

locations of the allcal2 fault elements. Because

earthquakes are binary events (they either occur or

they do not), a method must be used to translate a

map of rates (drawn from a continuum) to a yes/no

binary prediction. To this end, we apply the ROC test

of binary forecasts (Molchan 1997; Rundle et al.

2011; Jolliffe and Stephenson 2003). We sort bins rj
for a particular simulator by rate. This rank ordering

results in a list of rate values rk, where k indexes the

kth highest rate bin. It should be noted that, as bins

are compared only within a single simulator, each

simulator’s rate map need not be normalized to the

same total seismicity rate; only the relative rates

between bins for a single simulator affect bin

ordering.
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To partition the list of rates into ‘‘yes’’ and

‘‘no’’ forecasts, we define a rate threshold T such

that all bins for which rk [ T are considered to be

forecasts of ‘‘yes,’’ while those where rk\T are

considered as forecasts of ‘‘no.’’ The relationship

between the forecast bins and observations can be

grouped into four contingencies: A-True Positives,

B-False Positives, C-False Negatives, and D-True

Negatives (Table 2).

We define the Hit Rate as follows:

H ¼ A=ðAþ CÞ. Similarly, False Alarm Rate is

defined as follows: F ¼ B=ðBþDÞ. The total num-

ber of bins is N ¼ Aþ Bþ CþD.

We initially set T so that only r1 [ T , resulting in

only a single bin considered as a ‘‘yes’’ forecast. We

then find the values A, B, C, and D by comparing the

forecast against observed earthquakes, and Hit Rate

and False Alarm Rate are calculated and recorded.

We then decrease T such that r2 [ T to include the

two highest-rate bins, repeat the calculations, reduce

T to include three bins, etc, until T is reduced such

that T\rN and all bins are considered to be ‘‘yes’’

forecasts.

Figure 3
Time-independent log rate maps for AllCal (upper left), Virtual California (upper right), ViscoSim (lower left), and RSQSim (lower right).

Maps produced by applying a spatial ETAS field for each simulated event. Color scale is different for each to show detail. Observed event

epicenters shown as magenta circles

Table 2

ROC contingencies

Observed

Yes No

Forecast

Yes A B

No C D
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As an example of the technique, consider a

hypothetical test region of 50 spatial bins and 5

earthquakes all occupying different bins. In our first

pass, our threshold T is set so that only the highest-

ranked bin is a ‘‘yes’’ forecast, and we find that an

earthquake is found in that bin. A is the number of

successful positive-forecast bins, so A ¼ 1. There are

no bins that were positive forecasts and had no

earthquakes, so B ¼ 0. C counts the number of bins

containing earthquakes that were negative forecasts:

C ¼ 4.D counts the remaining bins that were negative

forecasts and contain no earthquakes:D ¼ 45. The hit

rate would be H ¼ 1=ð1þ 4Þ ¼ 1=5, and false alarm

rate would be F ¼ 0=ð0þ 45Þ ¼ 0. Imagine that after

we lower the threshold to include the next highest-

ranked bin as a positive forecast, we find that no

additional earthquakes fall there. Therefore, A ¼ 1,

B ¼ 1,C ¼ 4,D ¼ 44. Hit Rate is againH ¼ 1=5, and

now False Alarm Rate is 1/45. We would repeat this

process until all 50 bins are considered positive

forecasts, with H ¼ 1 and F ¼ 1.

We then create a plot of H(T) against F(T) for each

value of T. The area under this curve is related to the

quality of the forecast; a forecast in which all

earthquakes fell into the highest-ranked bins (a perfect

forecast) would have a vertical rise in Hits initially, and

a horizontal increase of False Alarms at the end,

yielding an area of 1. A forecast in which all

earthquakes fell into the lowest-ranked bins would

have a horizontal increase followed by a vertical climb,

resulting in an area of 0. A line of slope 1 (with area

under the curve of 0.5) represents the theoretical results

of a uniformly random rate map. In order to express the

quality of the forecast relative to this random baseline,

Table 3

ANSS catalog of m[ 6:0 earthquakes for the test region from 1980 to 2015

Observed earthquakes used in ROC analysis

Year Month Day Hour Minute Latitude Longitude Magnitude

1980 5 25 16 33 37.59 -118.83 6.1

1980 5 25 16 49 37.68 -118.90 6.0

1980 5 25 19 44 37.55 -118.81 6.1

1980 5 27 14 50 37.50 -118.81 6.2

1980 6 9 3 28 32.20 -115.12 6.3

1980 11 8 10 27 41.08 -124.62 7.2

1983 5 2 23 42 36.23 -120.31 6.7

1984 4 24 21 15 37.31 -121.68 6.2

1984 9 10 3 14 40.50 -125.13 6.6

1984 11 23 18 8 37.46 -118.61 6.1

1986 7 21 14 42 37.54 -118.44 6.4

1987 11 24 1 54 33.09 -115.79 6.2

1987 11 24 13 15 33.02 -115.85 6.6

1989 10 18 0 4 37.04 -121.88 7.0

1991 8 17 19 29 40.25 -124.29 6.0

1992 4 23 4 50 33.96 -116.32 6.1

1992 4 25 18 6 40.34 -124.23 6.69

1992 4 26 7 41 40.43 -124.57 6.45

1992 4 26 11 18 40.38 -124.56 6.57

1992 6 28 11 57 34.2 -116.44 7.3

1992 6 28 15 5 34.20 -116.83 6.3

1993 5 17 23 20 37.18 -117.83 6.1

1993 9 21 5 45 42.36 -122.06 6.0

1994 1 17 12 30 34.21 -118.54 6.7

1999 10 16 9 46 34.60 -116.27 7.1

2003 12 22 19 15 35.70 -121.10 6.5

2010 1 10 0 27 40.65 -124.69 6.5

2010 4 4 22 40 32.29 -115.30 7.2

2014 3 10 5 18 40.83 -125.13 6.8

2014 8 24 10 20 38.22 -122.31 6.02
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we subtract 0.5 from the area under the ROC curves to

yield the Area Skill Score. Positive values of this score

represent forecasts that were more successful than a

random forecast, negative scores for those less success-

ful than random. For our analysis, all m� 6 observed

earthquakes in the ANSS catalog for the test region

since 1980 were used (Table 3).

To estimate the uncertainty in the ROC analysis,

we use a standard bootstrap method (Chernick 2011;

Davison and Hinkley 1997). Taking the bootstrap

approach to the thirty observed earthquakes, we

create 1000 sample earthquake lists by sampling

earthquakes with replacement. From the catalog of

thirty observed earthquakes, a new random set of

thirty earthquakes is selected, allowing events to be

selected more than once. For example, at a probabil-

ity of 1
30

� �30
, a bootstrap catalog could potentially be

a set of thirty copies of the same earthquake. We then

compute the ROC curve and area skill score for each

of the thousand bootstrap catalogs (Fig. 5).

Additionally, we compare the ROC score for

observed earthquakes against those of 1000 random

synthetic catalogs drawn from the ETAS rate field

(Fig. 6). Thirty epicenter locations are randomly

selected using the rate field as a spatial probability

distribution. The ROC score of the ETAS field is

calculated against each of these catalogs of random

Figure 4
ROC plots for each simulator for event-shifted observed earthquake catalog. Score given as area under curve and above the diagonal, with a

perfect score of 0.5. Higher scores indicate better forecasts

J. M. Wilson et al. Pure Appl. Geophys.

94



Reprinted from the journal

locations in the same manner as for the observed

catalog. We calculate the central 95 % for the

random catalogs’ ROC scores.

4. Discussion

The nearest neighbor algorithm produced results of

little use for verification. Although this method facili-

tates direct comparisons of observed and synthetic

(simulator-based) catalogs, its practical value is lim-

ited; after observed earthquake epicenters were shifted

to the nearest modeled fault, they frequently remained

outside of the exact spatial bins populated by simulated

events. As a result, analyses produced only marginal

gains over random selection (see Fig. 4). This is

apparently due to event clustering that takes place in

the simulators to different degrees. In order for this

method to yield useful results for verification against a

limited observational catalog, either simulated or

observed seismicity would need to be further redis-

tributed, though in doing so, we could bypass the

process of relocating observed events altogether.

The ETAS power-law smoothing method pro-

duces continuous maps which are reasonably well

correlated with observed earthquakes (Fig. 5). The

initial rise in ROC curves for all simulators indicates

successful correlation between high-rate regions of

Figure 5
ROC plots for each simulator for observed earthquake catalog (red) and bootstrap catalogs (yellow). Score given as area under curve and

above the diagonal, with a perfect score of 0.5. Higher scores indicate better forecasts. Spread in the bootstrap ROC curves indicates the

uncertainty in the observed catalog’s score

Vol. 174, (2017) Spatial Evaluation and Verification of Earthquake Simulators

95



Reprinted from the journal

the map and observed earthquake locations. The

horizontal portion at the end of each curve is

expected; this corresponds to the regions in which no

seismicity occurred nor was forecast. These regions

make a large contribution to the area under each

curve. Changing the area of such regions included in

the test polygon would modify how much of this

‘‘padding’’ is present in the ROC curves, changing

the percent difference between simulator results, but

not changing the simulators’ relative ranking. The

less steep portion in the middle of the AllCal, Virtual

California, and RSQSim plots correspond to regions

where the ETAS rate map held moderately high

values, but where observed seismicity was sparse—

for example, the California Central Valley (Fig. 6).

The comparison of the ROC scores for catalogs

of event locations randomly generated from the

ETAS rate map distribution to the ROC score for

the observed earthquakes yields information indi-

cating possible improvements to the model. We find

the observed score lies close to or outside the upper

2r of the distribution of random catalog scores for

each simulator. AllCal and ViscoSim both lie out-

side, while Virtual California and RSQSim both lie

just inside of 2r (Fig. 7). This, promisingly, indi-

cates that the highest-rate locations on the rate maps

are correlated with locations of real earthquake

occurrence, but the large gap between average ran-

dom catalog score and observed score indicates that

the simulator catalogs were overly smoothed. That

Figure 6
ROC plots of random catalogs generated from ETAS map (yellow) and ROC plot for observed catalog (red)
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is, much of the ‘‘probability’’ was distributed too

evenly.

The exact ROC scores for each simulator, as

well as the values of their rate maps, are sensitive

to the parameters of the ETAS distribution used.

The limitations in this method discussed above

could be improved by including a magnitude

dependence in the elliptical aspect ratio of the

aftershock distributions. Increasing the aspect ratio

for very large simulated events would reduce the

width of the high rate value halo surrounding the

San Andreas fault. An additional parameter for

further consideration is the power law exponent q,

the value of which could be refined with further

aftershock observations.

5. Conclusion

Numerical earthquake simulators provide a means

to study phenomenon that have natural time scales

much longer than the recorded history of complete

seismic data. In order to ensure accurate forecasts and

hazard assessment, earthquake simulators must be

Figure 7
Histograms of ROC scores of random catalogs generated from ETAS rate map. ROC score for observed earthquakes marked by red line. The

score for the observed catalog performs near the 2r mark for each simulator, indicating that observed earthquakes fall in high rate bins from

the ETAS method
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verified against observation. Tullis et al. (2012)

studied the agreement between four such simulators

with observed earthquakes and each other for several

statistical tests.

Hazard analysis depends heavily on spatial dis-

tribution; we propose applying spatial verification

methods similar to those used in the RELM study

(Field 2007a) to the earthquake simulators. One

challenge, addressed here, is that simulators output

earthquakes located precisely on the fault model (in

this case, UCERF2 Field et al. 2009). In order to

compare these outputs with real earthquakes, which

often occur off of known faults, a method must be

used to redistribute the seismicity of the two data sets

to the same spatial regions. Although there does not

exist a unique method for achieving this, we present

two such methods. The first is a simplistic approach,

whereby observed earthquakes are shifted to the

nearest fault element. The second method is a

smoothing of the simulator catalog via power law

decay borrowed from the epidemic-type aftershock

(ETAS) model, which continuously distributes the

catalog seismicity over the entire test region. This

method produces continuous earthquake rate density

maps that cover the entire test region.

To test these methods, the receiver operating

characteristic (ROC) plot was employed, comparing

the rate maps to observed m[ 6:0 earthquakes since

1980. We found that the nearest-neighbor mapping

produced poor forecasts, due to the nearest spatial bin

for most earthquakes still lying outside of the high-

rate bins for the simulators at the spatial resolution

explored (0:1� � 0:1�). The ETAS power-law

smoothing method produced rate maps that agreed

with observations. These ETAS results were further

analyzed by comparing them against catalogs of

earthquake epicenters randomly generated from the

ETAS rate map. The observed ROC scores for all

simulators outperformed both uniformly distributed

random catalogs as well as random catalogs derived

from the rate maps themselves. These maps are

therefore successful in causing observed and simu-

lated earthquake spatial distributions to be reasonably

well correlated, though the discrepancy between the

mean ROC area skill score of random catalogs and

that of the observed catalog beg further consideration.

Future studies on the sensitivity of the random scores

to the ETAS rate distribution elliptical aspect ratio as

well as the power law exponent q could further

optimize this technique. Additionally, these distribu-

tions could be compared to existing estimates of the

spatial distribution of seismicity in the test region,

such as those of the RELM study.
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Radar Determination of Fault Slip and Location in Partially Decorrelated Images
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Abstract—Faced with the challenge of thousands of frames of

radar interferometric images, automated feature extraction pro-

mises to spur data understanding and highlight geophysically active

land regions for further study. We have developed techniques for

automatically determining surface fault slip and location using

deformation images from the NASA Uninhabited Aerial Vehicle

Synthetic Aperture Radar (UAVSAR), which is similar to satellite-

based SAR but has more mission flexibility and higher resolution

(pixels are approximately 7 m). This radar interferometry provides

a highly sensitive method, clearly indicating faults slipping at

levels of 10 mm or less. But interferometric images are subject to

decorrelation between revisit times, creating spots of bad data in

the image. Our method begins with freely available data products

from the UAVSAR mission, chiefly unwrapped interferograms,

coherence images, and flight metadata. The computer vision tech-

niques we use assume no data gaps or holes; so a preliminary step

detects and removes spots of bad data and fills these holes by

interpolation and blurring. Detected and partially validated surface

fractures from earthquake main shocks, aftershocks, and aseismic-

induced slip are shown for faults in California, including El Mayor-

Cucapah (M7.2, 2010), the Ocotillo aftershock (M5.7, 2010), and

South Napa (M6.0, 2014). Aseismic slip is detected on the San

Andreas Fault from the El Mayor-Cucapah earthquake, in regions

of highly patterned partial decorrelation. Validation is performed

by comparing slip estimates from two interferograms with pub-

lished ground truth measurements.

Key words: Radar, interferometry, fault slip, computer

vision, Canny algorithm.

1. Introduction

While earthquake mainshocks often break the

surface in sliding events with offsets of several

meters, the smaller surface fracture events that are

often created in the vicinity of large earthquakes

(including silent slip events) are also of importance.

They are important to society, commonly requiring

road resurfacing; more extreme damage to infras-

tructure is also well known, such as the 1963 fault-

triggered failure of the Baldwin Hills reservoir,

whose flood resulted in the destruction of hundreds of

homes in Los Angeles (Hudson and Scott 1965).

Northridge earthquake (M6.9, 1994) triggered co-

motion on the nearby Mission Hills fault (Johnson

et al. 1996). The Landers (Fialko 2004) and Hector

Mine (Fialko et al. 2002) earthquakes triggered

deformation on nearby faults, detected by satellite

repeat-pass InSAR. Rymer et al. (2011) recount eight

prior triggered earthquake events detected in the

Salton Trough, California, found by field investiga-

tions. They document dozens of field verifications of

triggered slip detected in interferometric phase jumps

in UAVSAR repeat-pass images (uavsar.jpl.nasa.gov)

In this work ‘‘fault’’ refers to semi-permanent, deeply

rooted crustal structures that support slip, ‘‘surface

fracture’’ to a detectable lineation displaying slip on

the surface, often associated with a neighboring

earthquake event. There can also be localized shear,

detectable in the interferogram but not by field

investigation and typically associated with subsurface

fault slip; for convenience such localized shear (near-

surface fracture) will be lumped with ‘‘surface frac-

ture,’’ when the two are indistinguishable to the

computer vision algorithm. Note that surface frac-

tures near a mainshock may be due to immediate

(elastic) or delayed (afterslip, relaxation) processes;

and these fractures may or may not be associated with

local seismicity.

Examples in this work rely on UAVSAR data,

although they can be extended to satellite InSAR as

well (repeat-pass interferometry, or RPI). UAVSAR

is an airborne system, and the RPI data relies on the

same principles as satellite InSAR, but with differing

strengths and weaknesses. Advantages of UAVSAR
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include a public data policy, high resolution (roughly

7 m pixel size in released ground-range geolocated

phase maps, that reflect surface deformation), and

flight-path flexibility (direction and visit time vary

according to experiment design). Also, UAVSAR

data quality is not affected by ionospheric distur-

bance. Weaknesses are that the width of an imaged

swath is limited to roughly 20 km (typical satellite

swaths are 70–350 km); also RPI ground-range phase

images are affected by limitations of the aircraft:

distortions due to unplanned aircraft motions can be

but partially compensated in data processing. The

wide range of incidence angle in UAVSAR makes the

data somewhat more difficult to interpret: the near

edge of a swath has a zenith incidence angle of about

20�; the far edge angle is about 70�. Both are affected

by radar propagation delay due to spatial variability

of atmospheric water vapor, and by decorrelation that

results in a steady decrease in useful image pixels as

repeat-pass time increases.

Data images from the UAVSAR program are

freely available from two sources, http://uavsar.nasa.

gov and http://geo-gateway.org. The latter has been

developed to create web service-based tools that rely

on the UAVSAR data. For example thumbnail ima-

ges of the unwrapped ground range data are overlain

with Google Maps, with a variety of features to

enable navigation to data strips of interest (Parker

et al. 2015; Wang et al. 2012). Also, the tools support

line plots of line-of-sight deformation values on user-

specified lines. As of this writing there are 1250

available RPI data images, concentrated in California

(where the aircraft is based) but including locations

as far as Japan and Iceland.

This large number of high-resolution images

presents a need for feature extraction, automated by

computer vision algorithms. Since unwrapped phase

images correspond to the component of deformation

(between the repeat visits) in the line of sight of the

instrument, detectable boundaries corresponding to

phase discontinuities correspond (much of the time)

to surface expression of fault slip. Note we do not

find that InSAR can see the surface fault itself, as the

feature size is smaller than the imaging pixel scale;

but it is often easy to observe fault-induced discon-

tinuities in phase in the unwrapped image, because

one side of a fault has moved (relatively) toward the

instrument, and the other side has moved away.

Image processing detects a coherent motion of many

pixels defining regions on both sides of the fault.

Surface fracture detection is a highly favorable

feature to explore early in developing feature detec-

tion. Its pattern is nearly orthogonal to typical

instances of image distortion due to atmospheric

water vapor (which tends to vary slowly across an

image) and uncompensated aircraft motion. Features

that may be confused with faults, such as the edge of

a vegetated area (a farm may be wetter in one pass

than in another one months later, affecting the radar

phase and mimicking a fault slip at its edge), are

commonly easy to identify by comparing with optical

images and maps.

Phase gradient approaches have been used to find

surface fractures following the Landers (Price and

Sandwell 1998) and Hector Mine (Sandwell et al.

2000) earthquakes in the Mojave Desert, and near the

1995 Nuweiba earthquake in the Gulf of Aqaba (Red

Sea) (Baer et al. 2001). A phase gradient product is

produced by the GMTSAR package (http://topex.

ucsd.edu/gmtsar/). Their approach computes a phase

gradient from the real and imaginary part of the

complex interferogram, avoiding reliance on phase

unwrapping, which is problematic in complex scenes.

To use the computer vision algorithm directly, this

work operates on phase gradients created directly

from an unwrapped phase product of UAVSAR, and

therefore is limited to interferogram portions where

this phase unwrapping is reliably produced. Both

approaches use a combination of Gaussian smoothing

with a numerical derivative filter, resulting in similar

combined filter response functions.

The computer vision subject corresponding to

detection of surface fractures in RPI images is edge

detection. Some prior well-developed work in this

field (Canny 1986) has been implemented in open-

source software. To make our work easy to share, we

apply the opencv Python library, which is easy to

obtain and integrate into free Python development

environments.

Because there is scientific and emergency

response value in detecting triggered or silent fault

slip, the method described here is valuable in its own

right; estimation of fault slip amplitude and mecha-

nism (often requiring additional information) can be

J. Parker et al. Pure Appl. Geophys.
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performed in a subsequent stage of processing, not

described here.

2. UAVSAR Interferograms

UAVSAR geometry and data interpretation are

addressed by Donnellan et al. (2014). In the context

of surface fracture detection, it is important to note

the following:

The detected slip on a fault is based on the

deformation difference across a determined bound-

ary. This difference is taken from the components of

deformation in the direction of the aircraft (Fig. 1);

from a pixel location on the ground, the aircraft has

an elevation angle and an azimuth (angle clockwise

from north). Therefore, the line-of-sight estimate of

the slip amplitude is an underestimate of the true slip;

and the result of this underestimation can be practi-

cally zero, in the case where both sides of the fault

are moving perpendicular to the aircraft (Fig. 1).

Therefore in a landscape of interest any fault slipping

in an unfavorable direction is unlikely to result in a

detected edge (although very large slip would be

detected).

As noted, for UAVSAR the near edge of a swath

has a zenith angle of 20�: nearly vertical. This implies

that strike-slip fault motion near this swath edge will

be difficult to detect. Similarly at the far edge of the

swath, strike-slip faults striking at favorable angles

will be easy to detect, but some normal and thrust

faults may have undetectable slip. These method

defects can be overcome with RPI passes at multiple

viewing angles, such as the combined data sets in

Donnellan et al. (2015); but this is not always pos-

sible. Focusing here on slip detection and partial

information about slip, examples are drawn from

single interferograms.

3. Fracture Detection

While the key to determining fault slip location is

the computer vision Canny method, considerable

preprocessing and postprocessing is performed to

improve the data product. These steps are essential

because the Canny method is not, by itself, suited to

images with missing data; it supports no means of

masking poor data or judicious treatment of data

gaps. Interferograms invariably have holes, many at

the single pixel level and hence invisible to the eye

without magnification, others covering irregular pat-

ches spanning thousands of pixels. Without

preprocessing, the Canny method will draw a

Figure 1
Line-of-sight geometry figure (from Donnellan et al. 2015). Parameters and conventions for UAVSAR observations and fault parameters.

Line-of-sight changes are of the ground point relative to the instrument. A positive value means that the point on the ground moved toward the

instrument on the aircraft, but the line length shortens. Strike is defined such that the fault always dips to the right when moving along the

strike. Rake is defined by motion of hanging wall (upper block) relative to the footwall (lower block). Rake convention is such that

180� = right lateral, -90� = normal, 0� = left lateral, 90� = thrust
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detected edge about every pixel and region of missing

data, adding excessive clutter to the final image of

surface fractures.

The following steps are used to process the ima-

ges to produce detections of surface fractures shown

below.

Initial data consists of a ground-range georefer-

enced unwrapped interferogram image file (ending

with unw.grd) and the corresponding coherence

image file (ending with cor.grd), along with matching

metadata (file ending with.ann), and (purely for visual

reference) a compressed markup image (ending with

unw.kmz), all routinely produced by the UAVSAR

project. The following steps prepare a region for

automatic edge detection, illustrated for a very small

patch of deformed desert in Fig. 2 [the large-scale

pattern of deformation is due to the El Mayor-Cu-

capah (EMC) event]. To reduce processing time the

user may (and typically will) provide a georeferenced

polygon, produced by Google Earth using the poly-

gon tool, typically drawn by the user to include

features observed in the compressed markup image.

The data is reduced by averaging 3 9 3 blocks of

product pixels, and by eliminating product pixels that

do not meet quality control criteria (low local

coherence, or excessive variance in the phase).

Optionally, the product image (converted to mm of

line of sight deformation) may be flattened by

removing a smooth function; this has been found

helpful when coseismic interferograms include a

high-gradient region near the main rupture.

Additional data pixels are flagged as invalid,

based on the observation that phase unwrapping can

be unreliable when seemingly good pixels are nearly

surrounded by invalid pixels (islands or peninsulas).

To treat the holes in this data image, we currently

use bilinear interpolation followed by iterated

smoothing operating on the unreliable pixels. We find

this working rapidly and well for all cases including

single pixels, decorrelated regions, and pixels beyond

the bounding region used to select part of the inter-

ferogram for study.

A mild smoothing step is applied: a truncated 2-D

Gaussian filter kernel, with width (sigma) about

product pixels, is convolved with the image to reduce

noise without substantially interfering with the

broader Canny processing kernel.

Since the Canny method is designed to operate on

8-bit grayscale values (0–255) we scale the prepro-

cessed data to this scale to maximize contrast. The

threshold is set by the user (in millimeter, then scaled

accordingly), to a value calibrated such that the user

specifies a threshold corresponding to a deformation

discontinuity in mm.

The Canny method initially detects possible edges

by identifying high gradients, rapidly approximated

by a convolution kernel in each dimension truncating

the first derivative of a Gaussian hump, large enough

to reduce any background noise (5 9 5 pixels, in

work presented here). This is followed by modest

non-linear enhancements: suppress candidate edges

that are not at the gradient maximum; reduce multiple

nearby edges to one; and apply hysteresis to favor

edges marking smaller discontinuities that are con-

nected to edges marking larger discontinuities. This

hysteresis corresponds to the behavior of many faults,

that slip is reduced near the ends of a slip event.

The Canny method is applied, with a 5 9 5 pro-

cessing kernel, and hysteresis threshold 75 % of the

user-specified edge threshold, and a mild smoothing

step: a truncated 2-D Gaussian filter kernel, with

width (sigma) about the scale of a product pixel, is

convolved with the image to reduce noise without

interfering with the Canny processing kernel. Note in

Fig. 2 how the effects of a low-correlation highway

are separated from a slipping fault.

Generally more pixels are marked as the threshold

is reduced, but increasing numbers are single dots or

clumps of pixels that are not indicative of fault slip.

Finally in the limit where the chosen threshold is

made very small a limit is reached, probably a

reflection of the Canny algorithm eliminating what

may be duplicate edges. Behavior with and without

the lower, hysteresis threshold is shown in Fig. 3 for

an EMC interferogram (item 2 in Table 1).

Image files are produced with edges plotted with a

variety of widths (in black), and transparent back-

ground. Matching georeferenced KML files are

produced as well: the edge map may immediately be

read by Google Earth or similar applications, and

made into overlays with the interferogram (for helpful

checking and presentation) and background geogra-

phy (indicating where possible fractures intersect

critical infrastructure such as highways and dams).

J. Parker et al. Pure Appl. Geophys.
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4. Results

We show maps of detected edges that may indicate

fault slip for three regions, the Yuha Desert close to the

California -Baja California Norte boundary, the

Bombay Beach segment of the San Andreas Fault, and

the northern part of the South Napa Earthquake rupture.

Geographic locations of these study areas are outlined

in Fig. 4. For each interferogram the observation dates

and other flight parameters are listed in Table 1.

Figure 2
Computer vision steps applied to UAVSAR unwrapped interferogram. Google Earth image of repeat-pass interferogram representing the EMC

event (plus 9 days). Zoomed image where unnamed fault intersects four-lane highway. Map of pixel quality (white are considered unusable),

highlighting highway. Grayscale patched image, using bilinear interpolation and iterative void-pixel smoothing to reassign values to low-

quality pixels. Image of detected edge pixels using 35-mm threshold (assumed to represent 35-mm slip event surface fracture). Note slip is not

detected at highway crossing
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4.1. El Mayor-Cucapah Coseismic and Early

Postseismic, Line 26501

The coseismic and very early postseismic defor-

mation from the El Mayor-Cucapah (EMC)

Earthquake in the southernmost California UAVSAR

flight line is shown in Fig. 2 (top left) and Fig. 5

(top). This is the culmination of the computer vision

analysis discussed above and shown in Fig. 2. Fault

slip along detected phase jumps (edges) is shown for

the portion of the interferogram west of the agricul-

tural areas south of the Salton Sea, in the Imperial

Valley. Key features are the West and East Laguna

Salada faults, the Yuha fault, and a small area in the

Northern Centinella Fault Zone.

Rymer et al. (2011) provide tabulated locations

and values of slip detected at waypoints in fault-local

field reconnaissance shortly after the EMC event.

Figure 5 illustrates the locations of the waypoints

covered by this interferogram, together with the

overlain map of discontinuities in the interferogram

phase (detected as edges in the computer vision

Figure 3
Edges vs threshold. Count of detected edge pixels for the EMC

Coseismic case (see Fig. 5a, below), in each 2 mm range of

thresholds. The peak at 8–10 mm appears to be due to reaching the

speckle noise floor, where further detection of surface fractures is

overwhelmed by Canny production of spurious edges from

background noise

Table 1

Repeat-pass interferograms used in this work, with portions displayed in Figs. 2, 5, 6, 7, 8, 9, 10, 11

Figure Line Bearing First visit Second visit Interval (days)

Figures 2, 51 26501 265 21-Oct-2009 12-Apr-2010 173

Figure 62 26501 265 21-Oct-2009 28-Sep-2010 342

Figure 73 26514 265 21-Sep-2009 21-Oct-2010 395

Figure 84 26501 265 13-Apr-2010 11-Feb-2014 1400

Figures 9, 105 05512 55 29-May-2014 29-Aug-2014 92

Figure 116 05512 55 29-Aug-2014 15-Oct-2015 412

1 Coseismic El Mayor-Cucapah (M7.2, April 4, 2010), flight line closest to California—Baja California Norte border. Data Product:

SanAnd_26501_09083-010_10027-001_0173d_s01_L090HH_01
2 Coseismic and early postseismic El Mayor-Cucapah (M7.2, April 4, 2010), flight line closest to California—Baja California Norte border.

Data Product: SanAnd_26501_09083-010_10071-001_0342d_s01_L090HH_01
3 Coseismic El Mayor-Cucapah (M7.2, April 4, 2010), view includes southernmost San Andreas Fault at Bombay Beach. Data Product:

SanAnd_26514_09074-102_10074-000_0395d_s01_L090HH_01
4 Postseismic El Mayor-Cucapah (M7.2, April 4, 2010), flight line closest to California—Baja California Norte border. Long time span: about

3.8 years. Data Product: SanAnd_26501_10028-000_14017-011_1400d_s01_L090HH_01
5 Coseismic South Napa Earthquake (M6.0, August 24 2014), northern portion of rupture. Data Product: SanAnd_05512_14068-002_14128-

005_0092d_s01_L090HH_01_bh1
6 Postseismic South Napa Earthquake (M6.0, August 24 2014), northern portion of rupture. Data Product: SanAnd_05512_14128-

005_15152-005_0412d_s01_L090HH_01
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algorithm) suggesting surface fractures. The way-

point slip values projected into the radar line-of-site

direction are compared with the inferred radar-based

slip for the four faults found to slip in association

with the EMC event, West Laguna Salada Fault, East

Laguna Salada Fault, Yuha Fault, and the Northern

Centinella Fault Zone. Both maps of slip location

correspond well (within roughly 100 m), and pro-

jected slip amounts are clearly correlated, but with

substantial scatter. This may be due to limitations in

the method, but also due to measuring different things

(a surface fracture may have different slip than the

differential deformation of the regions adjacent to the

fracture, as measured by UAVSAR) and measuring at

different times in an active, early postseismic period.

4.2. El Mayor-Cucapah Coseismic and Moderate

Postseismic, Line 26501

The interferogram presented in Fig. 6 combines

the coseismic deformation of the EMC earthquake

with the main part of the postseismic development,

including the first 177 days after the earthquake.

Black lines indicate fault slip according to the

computer vision method described above; thick

lines exceed a 50-mm threshold or meet the Canny

lower threshold requirement (75 % of the main

threshold, and adjacent and roughly aligned with

main threshold edges), thin lines exceed 35 mm or

meet the Canny lower threshold requirement.

Dominant fault slip areas are near the southern

edge (bottom) of the plot, adjacent with the EMC

rupture lying to the south (not shown), and trace

the East and West Laguna Salada Faults and the

Yuha Fault. A network of thin and broken lines

north of the Laguna Salada area reveals a pattern

of near-perpendicular cross faulting. At left center

is a northwest-trending faint line with many cross-

direction faint edges, extending nearly to Coyote

Wells. This unmapped fault is in the position and

direction to be a transitional fault between the well-

known Laguna Salada faults to the south and the

major Elsinore fault whose southern end is marked

by a nearly east–west marked line of fault slip

north of Ocotillo. It appears to be a buried fault,

not generating a strong computer vision detection,

and is associated with the June 15 2010 M5.7

aftershock at this location.

Figure 4
Geographical locations of UAVSAR interferogram portions selected for computer vision fault slip determination. Left gray diamond marks

study area for South Napa Earthquake-related examination. San Francisco Bay is just south of center. Right upper polygon marks study area

for induced slip along Bombay Beach segment of San Andreas Fault. Lower polygon marks area for study of three interferograms indicating

slip near the EMC Earthquake near the California–Mexico border. Images are from http://geo-gateway.org, which displays colored strips for

all interferograms produced by the UAVSAR project and user-supplied KML objects such as polygons (interferograms may be overlapped by

later interferograms). Scale appears at bottom, and can also be deduced from roughly 20-km wide UAVSAR swaths
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4.3. San Andreas Triggered Slip from EMC, Line

26514

Figure 7 shows the interferogram portion adjacent

to the Salton Sea (appearing blank at the southwest-

ern part of the figure). The feature of primary interest

is slip on the San Andreas Fault, over a span of visit

times consistent with the EMC event, whose rupture

terminates roughly 100 km to the south. Rymer et al.

(2011) report creepmeter stepwise motion of 33 mm

on this fault segment, coincident with the EMC event

(Ferrum station). In places the estimate of the line of

sight component of slip exceeds 30 mm. Some the

other background pattern of dots and short segments

appears in an area of water seepage between the

California Aqueduct and the Salton Sea.

4.4. El Mayor-Cucapah Postseismic to 2014, Line

26501

Figure 8 is from the same flight line as Figs. 5

and 6, and shows an interferogram with an

exceptionally long visit time, 1400 days, all in the

postseismic time period. The distribution of pixels

of unacceptable quality (shown in white on BW

map at upper left) has many more and larger white

patches than in the previous case, an indication of

Figure 5
Validation: a EMC, Rymer et al. waypoints displayed with 15-mm threshold phase edges (representing surface ruptures). b Slip projected into

radar line of sight, Rymer et al. waypoints and computer vision detected edges

J. Parker et al. Pure Appl. Geophys.
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how coherence suffers over times of several years.

This figure also shows motion on the Yuha fault at

lower right, but very little motion on the Laguna

Salada faults near the south edge: these are

evidently not involved in the postseismic process.

However, the transitional fault at left center and the

perpendicular fault at its southern end show marked

slip. Deformation profiles show the transitional

fault continued to slip after the M5.7 aftershock at

this location. This buried transition fault between

Laguna Salada and Elsinore faults is at left center,

trending northwest.

Figure 6
Arrangement for this and subsequent images: Upper left map of pixels of useful quality (black) and bad pixels (white) which are not used in

subsequent analysis. Upper right gray scale image of interferometric phase in region of interest, after bad pixel regions are patched using a

combination of interpolation and repeated void-only smoothing. Below unwrapped phase interferogram, single color cycle is 24 cm (4 pi).

Heavy line is detected edges with line of sight jumps roughly 25 mm or greater. Faint lines are detected edges with LOS jumps roughly

15 mm or greater. The trace of the emerging buried fault is indicated by an olive ellipse, here and in Fig. 8. Interferogram representing

coseismic and several months’ postseismic deformation from EMC earthquake. Yuha fault postseismic slip is evident at lower right, trending

northeast. Buried transition fault between Laguna Salada and Elsinore faults is at left center, trending northwest

Vol. 174, (2017) Radar Determination of Fault Slip and Location in Partially Decorrelated Images
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4.5. South Napa Coseismic, Line 05512

Figure 9 shows the interferogram in the area

around Napa, California, bracketing the time of the

South Napa earthquake. In the coseismic interfero-

gram, the blank feature to the west is not a body of

water (as it resembles), but rather a range of wooded

hills, where patchy radar incoherence defeated efforts

to unwrap the phase and create a continuous defor-

mation map.

The chief feature in Fig. 9 is the coseismic

rupture, just south of the blank central area. It

displays a smooth path over most of its length, but

breaks into several apparent surface rupture paths

directly west of Napa. Rough north-trending traces

Figure 7
Interferogram representing coseismic EMC deformation on southernmost portion of San Andreas, the Bombay Beach segment. The evident

N–S color gradient is consistent with a visit-to-visit change in mean atmospheric water vapor, whose influence on the phase image varies with

the large range of UAVSAR zenith angles across the image (arrangement according to Fig. 6 caption)

J. Parker et al. Pure Appl. Geophys.
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east of the main rupture may be associated with the

secondary fault that damaged a runway at the Napa

County Airport farther to the south. The main rupture

trace shows continuing postseismic slip, as has been

documented in Bray et al. (2014).

The UAVSAR estimate of the projected slip

compares reasonably with the fault local measure-

ments of slip reported in Bray et al. (2014). Figure 10

plots the radar-inferred line-of-sight component of

slip at a set of waypoints together with the fault-local

measured slip projected into the radar line of sight.

Both types of measurements show a maximum slip at

approximately latitude 38.29, with a rapid decline in

slip towards the north. The southern margin shows

differences, which are probably explained by the

rapid postseismic surface slip in this area documented

Figure 8
Interferogram representing EMC postseismic deformation (more than 3 years). Yuha fault postseismic slip is evident at lower right, trending

northeast. Buried transition fault between Laguna Salada and Elsinore faults is at left center, trending northwest, indicated by light green thick

line (arrangement according to Fig. 6 caption)
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by Lienkaemper et al. (2016): the UAVSAR visit is

4–5 days after the field measurements at these sites.

4.6. South Napa Postseismic, Line 05512

Figure 11 shows the interferogram for the chief

part of the postseismic deformation after the South

Napa Earthquake. The area that was a large blank

feature in Fig. 9 is successfully imaged here

(Fig. 11), during the postseismic period. The low-

coherence region of Fig. 9 filled in with a consistent

phase map. The key feature detected here is the map

of continuing deformation along the main rupture

after the earthquake. The many clutter dots and short

lines of Fig. 9 are not seen in the postseismic

deformation map of Fig. 11, suggesting actual defor-

mation gradients at these sites that result from

immediate earthquake effects such as differential

Figure 9
Interferogram representing coseismic deformation from South Napa earthquake. This phase map has been corrected courtesy Brian Hawkins,

UAVSAR project, using expected far-field low deformation to choose the unwrapping discontinuity across the fault, which spans the

interferogram south to north. Because the South Napa rupture crosses this entire scene, standard phase unwrapping tools could not determine

the offset across the rupture, requiring additional information (the elastic behavior in the farther part of the image) (arrangement according to

Fig. 6 caption, but rotated)

J. Parker et al. Pure Appl. Geophys.
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settling, poroelastic effects, or local responses to the

changing stress field.

5. Discussion

Comparison of field measurements and computer

vision detection of dislocations in UAVSAR phase-

based interferograms show high correspondence of

locations corresponding to fault surface slip. Esti-

mation of surface slip along these faults shows a

degree of agreement with substantial discrepancy.

Dislocations and localized shear zones identified by

InSAR sample a different aspect of a slipping fault

than surface dislocations measured by field instru-

ments than narrow shear zones measured by InSAR.

Rather than a caliper or human-scale measurement,

the work here uses a noise-reducing operator com-

bining many pixels; represent relative displacement

of patches of the earth’s surface, covering areas of

roughly 50 m by 100 m on each side. Therefore, for

example when there is a slip deficit within roughly

100 m of the surface of a slipping fault, our methods

would detect greater slip (reflecting slip at depth)

Figure 10
a Napa region, coseismic interferogram with GEER report waypoints and[35 mm detected edges. b Comparison of radar line-of-sight slip

with projected ground truth measurements at waypoints. Discrepancy at left three points is consistent with known postseismic slip occurring in

the first few days (dates of UAVSAR estimated slip and representative fault-local measurements are indicated)

Vol. 174, (2017) Radar Determination of Fault Slip and Location in Partially Decorrelated Images
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than that measured by a field geologist at the surface

dislocation. Interferograms from a single look direc-

tion (as we treat here) cannot distinguish the

mechanism (rake) of the rupture, but can be com-

pared with field-examined ruptures of known or

measured mechanism.

The detected edges in the EMC Coseismic and

early Postseismic (Figs. 5, 6), and the triggered San

Andreas Fault segment (Fig. 7) correspond closely

with the surveyed faults in Rymer et al. (2011),

indicating that detections with thresholds as low as

15 mm, forming continuous lines or curves with

length exceeding roughly 1 km represent fault rup-

tures that reach the surface or nearly so. We interpret

the South Napa Coseismic and Postseismic images

similarly, concluding that while the main rupture

fault is present in both images, there are many short

and looping structures evident in the coseismic image

Figure 11
Although this repeat time is over 1 year, the bad pixel map (upper left) has very few white pixels. Note the empty space in Fig. 9 is now filled

in: phase unwrapping is successful in the postseismic phase. The main rupture shows postseismic slip in the feature at bottom center

(arrangement according to Fig. 6 caption, but rotated)
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in particular that should not be regarded as faulting.

They could be due to differential subsidence from

shaking or rapid changes in the stress environment,

irregular folding, or soil moisture patterns, perhaps

due to poroelastic squeezing of water from some

volumes into adjacent ones. Whatever the cause, the

pattern of roughly 50 cm phase edges is most intense

near the rupture fault (and, it appears, where the fault

bends near Browns Valley Road), and the pattern is

not evident in the Postseismic image. These details

suggest this textured deformation is caused by the

main shock rather than other possible sources.

The M5.7 June 15 2004 aftershock near Ocotillo

is examined in Rymer et al. (2011). They observe a

postseismic radar phase change along a NW trend,

but do not observe slip at matching locations. They

conclude this is probably slip at depth, producing ‘‘…
shear too diffuse to map at the surface’’ by field

measurements. UAVSAR interferograms show this

feature is a shearing zone spread over roughly 500 m,

and therefore probably too broad to detect as surface

fractures. However, images (Fig. 6) show secondary

fractures, some with roughly 10- to 15-mm slip along

faults nearly perpendicular to this color gradient

feature, and extending *1 km as consistent detected

fractures. The evidence of Figs. 6 and 8 show this

subsurface slip continues to grow after October 2010.

6. Conclusions

Synthetic aperture interferometry provides a use-

ful level of reconnaissance of silent slip, triggered

surface fracture, and active fault morphology, one of

particular value in uninstrumented areas after an

earthquake. Airborne interferometry illustrated by the

NASA UAVSAR program provides data images of

deformation that carry information about emerging

fault networks at high (*10 mm) sensitivity and high

(*20 m) resolution. Employing computer vision

techniques including infilling, flattening, and Canny

edge detection provides an automated way to extract

maps and values of surface slip, including slip

beyond one radar phase cycle as long as phase

unwrapping can be reliably employed.

The extracted slipping fault networks from the

EMC event (viewed in far southern California, USA)

and the South Napa earthquake near California’s San

Francisco Bay and the state capitol, Sacramento, are

demonstrated to carry comparable information to

in situ measurements. Therefore, this remote sensing

view of surface fractures inferred from jumps in radar

phase can provide useful information when there are

no in situ measurements, and can provide a key ele-

ment of a unified synoptic view when presented

together with fault-local measurements.

Determination of fault slip and emerging fault

networks is valuable for science and also for hazard

detection. The postseismic EMC interferogram shows

apparent subsurface slip on a northwest trending

fault, which is not previously mapped, but forms a

link between the Laguna Salada and Elsinore faults,

illuminating the faulting structure to the southwest of

the North America-Pacific plate boundary. Hazard

detection is illustrated by the radar-produced images

of previously unknown faults in the Yuha desert due

to the EMC event, which cross several roads and

highways that required repair. The Napa earthquake

experience illustrates the need for rapid assessment of

critical infrastructure, where investigators used

earthquake satellite images (utilizing human inspec-

tion of the phase images) and fault-local

reconnaissance to find surface fractures correspond-

ing to a damaged airport runway and a natural gas

pipeline that was found to be undamaged but required

inspection (Bray et al. 2014). Automated and rapid

interferogram analysis for surface fractures is leading

to geographic data products that will be immediately

compared with highways, bridges, pipelines, dams,

and other critical infrastructure, leading to informed

priorities for inspection and repairs after an

earthquake.
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Detecting Significant Stress Drop Variations in Large Micro-Earthquake Datasets:

A Comparison Between a Convergent Step-Over in the San Andreas Fault and the Ventura

Thrust Fault System, Southern California

T. H. W. GOEBEL,1 E. HAUKSSON,2 A. PLESCH,3 and J. H. SHAW3

Abstract—A key parameter in engineering seismology and

earthquake physics is seismic stress drop, which describes the

relative amount of high-frequency energy radiation at the source.

To identify regions with potentially significant stress drop varia-

tions, we perform a comparative analysis of source parameters in

the greater San Gorgonio Pass (SGP) and Ventura basin (VB) in

southern California. The identification of physical stress drop

variations is complicated by large data scatter as a result of

attenuation, limited recording bandwidth and imprecise modeling

assumptions. In light of the inherently high uncertainties in single

stress drop measurements, we follow the strategy of stacking large

numbers of source spectra thereby enhancing the resolution of our

method. We analyze more than 6000 high-quality waveforms

between 2000 and 2014, and compute seismic moments, corner

frequencies and stress drops. Significant variations in stress drop

estimates exist within the SGP area. Moreover, the SGP also

exhibits systematically higher stress drops than VB and shows

more scatter. We demonstrate that the higher scatter in SGP is not a

generic artifact of our method but an expression of differences in

underlying source processes. Our results suggest that higher dif-

ferential stresses, which can be deduced from larger focal depth

and more thrust faulting, may only be of secondary importance for

stress drop variations. Instead, the general degree of stress field

heterogeneity and strain localization may influence stress drops

more strongly, so that more localized faulting and homogeneous

stress fields favor lower stress drops. In addition, higher loading

rates, for example, across the VB potentially result in stress drop

reduction whereas slow loading rates on local fault segments within

the SGP region result in anomalously high stress drop estimates.

Our results show that crustal and fault properties systematically

influence earthquake stress drops of small and large events and

should be considered for seismic hazard assessment.

Key words: Stress field heterogeneity, source parameter

inversion, spatial stress drop variation, asperity strength, slip rates.

1. Key Points

• significant spatial variation in stress drops beyond

measurement uncertainties

• stress drops show no systematic increase with

higher differential stresses

• stress drops are higher in regions with larger stress

field heterogeneity

• stress drops are approximately correlated with

tectonic loading rates

2. Introduction

A robust identification of possible spatial varia-

tions in stress drop is essential to advance our

understanding of earthquake physics and scaling

relations. Self-similar earthquake scaling is observed

at many scales, implying that stress drops remain

constant across a wide range of earthquake magni-

tudes and that fault slip increases systematically with

rupture area (e.g., AKI 1967; PRIETO et al. 2004;

WALTER et al. 2006; SHEARER 2009; KWIATEK et al.

2011; GOODFELLOW and YOUNG 2014). However, other

studies highlight a possible deviation from self-sim-

ilarity at regional and global scales indicating that

stress drops may change with earthquake magnitude

and for different regions (e.g. KANAMORI et al. 1993;

HARRINGTON and BRODSKY 2009; LIN et al. 2012; OTH

2013).

Here, we use the seismic record of � 6000 small

earthquakes in southern California between 2000 and

2014 to identify possible spatial variations in stress

drops and search for correlated parameters that may

reveal underlying, physical mechanisms. The static

1 Earth and Planetary Sciences, University of California,

Santa Cruz, California, USA. E-mail: thw.goebel@gmail.com
2 Seismological Laboratory, California Institute of Tech-
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3 Earth and Planetary Sciences, Harvard University,

Cambridge, Massachusetts, USA.
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stress drop during an earthquake is defined as the

ratio of earthquake slip to rupture dimension (e.g.,

AKI 1967; KANAMORI and ANDERSON 1975; SHEARER

2009).

Static stress drop can rarely be measured directly

and is commonly inferred from the seismic moment

and shape of the source spectra (e.g., BRUNE 1970).

Unlike the seismic moment, which is computed from

long-period ground motions, stress drop estimates are

sensitive to high-frequency energy radiation which is

generally more difficult to measure. As a conse-

quence, more sources of uncertainty arise, related to

limited recording bandwidths, low-quality seismic

records and variable attenuation structure PRIETO

et al. (2007); SHEARER et al. (2006); ABERCROMBIE

(2013, (2015). High-frequency attenuation is espe-

cially problematic for small events, which can cause

an artificial break-down in self-similarity ABERCROM-

BIE (1995). In addition, apparent variations in stress

drop estimates may be the result of changing rupture

velocity as rupture velocity and stress drop can both

influence the amount of high-frequency energy radi-

ation ATKINSON AND BERESNEV (1997); BERESNEV

(2009). All of these factors potentially contribute to

the generally observed large scatter in stress drops

which are partially an expression of measurement and

modeling uncertainty but may also be evidence for

physical differences in rupture processes.

There are many observations of systematically

varying stress drop estimates beyond expectations of

measurement uncertainty. For example, earthquakes

on the Parkfield segment of the San Andreas fault

were suggested to exhibit similar source pulse widths

for a variety of event magnitudes so that stress drop

varied between 0.18 and 63 MPa HARRINGTON and

BRODSKY (2009). High stress drops for on-fault events

at Parkfield were also suggested by NADEAU and

JOHNSON (1998), although this result was questioned

by later studies which suggested stress drop varia-

tions in Parkfield to be comparable to other areas

SAMMIS and RICE (2001); ALLMANN and SHEARER

(2007). In southern California, a comprehensive

study of P-wave spectra from over 60,000 earth-

quakes found no correlation between stress drop and

distance from major faults SHEARER et al. (2006),

while a study of global earthquakes with M[ 5

revealed higher stress drops for intraplate compared

to plate boundary events ALLMANN and SHEARER

(2009).

At present, the main physical parameters that

drive stress drop variations remain unresolved. In

southern California, higher-than-average stress drops

were identified in some regions containing a rela-

tively high fraction of normal-faulting events whereas

the mainly reverse-faulting aftershocks of the

Northridge earthquake have lower-than-average

stress drops SHEARER et al. (2006). In contrast, a

global study found higher-than-average stress drops

for strike-slip events ALLMANN and SHEARER (2009)

while a significant correlation with faulting type was

absent in a recent high-resolution study GOEBEL et al.

(2015). Spatial and temporal heterogeneity in stress

drops may also be a result of variations in seismic

coupling and transient slip processes before main

shocks, for example, expressed by differences in

foreshock and aftershock source spectra in southern

California CHEN and SHEARER (2013). Furthermore,

stress drops are lower in regions with high heat flow

OTH (2013) but may increase with depth SHEARER

et al. (2006); YANG and HAUKSSON (2011); OTH

(2013); HAUKSSON (2014). Stress drops have also been

observed to vary as a function of recurrence intervals

and loading rates in the laboratory and nature (e.g.,

KANAMORI et al. 1993; HE et al. 2003; GOEBEL et al.

2015). Slower loading rates and longer healing peri-

ods within interseismic periods lead to an increase in

asperity strengths and stress drops BEELER et al.

(2001); MCLASKEY et al. (2012).

Here, we try to unravel measurement uncertainty

and potential physical differences in earthquake

source processes by analyzing source spectra of a

large population of micro-earthquakes ranging from

ML = 0.3–3.5. Micro-earthquakes or microseismicity

here refers to events that are commonly too small to

be felt. Analyzing a large number of small-magnitude

earthquakes enables us to better resolve statistically

significant variations in stress drops even if scatter is

high. A similar approach was used recently by GOE-

BEL et al. (2015) for a more localized region close to

San Gorgonio Pass and is extended here to a wider

region including the western and eastern Transverse

Ranges in southern California. Building on earlier

studies, we now also characterize seismicity statistics

using Gutenberg-Richter b-value and fractal analysis

T. H. W. Goebel et al. Pure Appl. Geophys.
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as well as stress heterogeneity within the study areas.

In the following, stress heterogeneity refers to

heterogeneity in both principle stress orientations and

types of faulting. Our study takes advantage of the

newly available broadband waveform records of

microseismicity that became available at a large scale

after � 2000. These records have proved to be piv-

otal for a more reliable determination of spectral

shapes at high frequencies (see Sect. 4.1 and Fig. 6).

Note that the stress drop estimates reported here may

not directly measure static stress drop as defined by

the ratio of slip to rupture dimension. Instead the

seismically inferred stress drop estimates primarily

provide insight into how energetic earthquakes are at

high frequencies.

3. Data

3.1. Seismicity Data and Tectonic Setting

We analyze stress drop variations, seismicity

statistics, stress orientations and types of faulting

within the greater San Gorgonio Pass (SGP) and

Ventura basin (VB) areas. These areas are located in

the eastern and western Transverse Ranges, respec-

tively, and are characterized by complex active fault

systems that accommodate components of Pacific and

North American Plate motions. Faulting in the

Ventura area is dominated by east-west trending

surface emergent and blind-thrust faults that uplift

mountains on the north and south sides of the basin.

The basin is comprised of up to 10 km of Cenozoic

sediments. In contrast, deformation in the San

Gorgonio Pass region is driven by the San Andreas

fault, with slip partitioned onto several strike-slip

fault splays with thrust faults localized by restraining

bends on these systems PLESCH et al. (2007). Many of

these faults are unfavorably oriented with respect to

the relative direction of plate motion (Fig. 1).

The SGP area exhibits high geometric complexity

and loading rate variations within the San Andreas

fault system. It is occasionally referred to as ’structural

knot’, not least due to its potential in restricting the

propagation of large magnitude ruptures through this

area (e.g., MATTI and MORTON 1993; LANGENHEIM et al.

2005; DAIR and COOKE 2009; COOKE and DAIR 2011).

This potential limitation on maximum earthquake

magnitude has large implications for the seismic

hazard in near-by urban areas like Los Angeles and

San Bernardino (e.g. MAGISTRALE and SANDERS 1996;

GRAVES et al. 2008). The deformation across the

geologically complex VB is accommodated by series

of thrust faults. For this region, the seismic hazard is

mainly driven by rapid contraction rates of about

10 mm/year MARSHALL et al. (2013); BURGETTE et al.

(2015) and the potential of a large rupture involving a

series of linked thrust faults, which could result in a

Mw 7.7–8.1 earthquake ROCKWELL (2011); MARSHALL

et al. (2013); HUBBARD et al. (2014).

This study examines earthquake records in SGP

andVBbetween 2000 and 2014which largely excludes

the Northridge aftershock sequence. We deliberately

selected smaller scale study areas to isolate the

seismicity in Ventura and SGP from seismicity on

the San Jacinto fault as well as from the Northridge,

Landers or Joshua tree aftershock sequences. We

estimate earthquake stress drops for � 1000 events in

VB with magnitudes between � 1.3 and � 3.2 and for

� 5000 events in SGP with magnitude between � 0.5

and � 3.5. Few events exist outside of thesemagnitude

ranges including the largest magnitude events, i.e. the

Mw 4.8 Isla Vista event in 2013 and the Mw 4.9,

Yucaipa event in 2005 (Fig. 1b,c) with no significant

influence on average stress drop estimates.

The SGP and VB regions present an ideal natural

laboratory to examine the extent and scale of

resolvable, physical stress drop variations.Such phys-

ical differences may be driven by some of the specific

crustal and faulting conditions in SGP and VB such

as: (1) Regional-scale tectonics, i.e., dominant com-

pressional system in VB vs. a mixed strike-slip and

compressional system in SGP, allowing us to study

the connection between large-scale tectonics and

average stress drop variations. (2) The large range of

focal depth in VB and SGP which include some of

the deepest seismicity in Southern California

([22 km). Differences in focal depths provide a

test-bed for examining potential stress drop variations

with increasing differential stresses at greater depth

(where differential stress is defined as scalar differ-

ence between largest and least compressive principle

stress axis, i.e., r1 � r3). (3) Different regional

seismicity characteristics related to magnitude
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distributions and spatial clustering. Investigating

these clustering statistics enables us to assess poten-

tial joint variations in seismicity statistics and stress

drop. (4) Different fault properties that result from

variations in lithology between SGP and VB.

3.2. Seismicity statistics

We quantify seismicity statistics including both the

spatial distribution of hypocenters and magnitude

distributions in VB and SGP. The latter showed little

variations within the study areas. Based on a best-fitting

power-law model using the minimum Kolmogorov–

Smirnov distance between power-law-fit and observed

data CLAUSET et al. (2009), we determined b-values

close to unity in both regions (i.e. b = 1.0± 0.04 in VB

and b = 1.1 ± 0.02 in SGP) with magnitudes of

completeness, Mc = 2.0 in VB and Mc = 1.5 in SGP

(Fig. 2a).

The spatial hypocenter distribution, on the other

hand, showed significant variations between VB and

SGP.Toquantify this distribution,we computed the pair

correlation function, C(r), at all scales and for all event

pairs,N in VB and SGP with separation distance, s, less

than r so that CðrÞ ¼ Nðs\rÞ=N2
tot (e.g., WYSS et al.

2004; GOEBEL et al. 2013a). After log transformation,

this function is approximately linear between � 1 and

� 30 km, indicating that the interevent distances are

fractal within this range of distances. The slope of the

correlation function is the fractal dimension,D2, which

provides insight into the degree of spatial clustering.

Random spatial earthquake distributions in 3-D are

connected to D2 � 3. For seismicity distributions that

are concentrated along major fault zones, the fractal

A

B C

Figure 1
Seismicity and major faults in southern California (A). Study regions (SGP: [117.2W, 33.8N] to [116.5W, 34.2N] and VB [120.1W, 34.0N] to

[118.7W, 34.7N]) and corresponding seismicity are highlighted in red, white arrow show approximate direction of relative plate motion.

Seismicity colored with depth and scaled with magnitude in the greater VB (B) and SGP(C) regions. Fault traces are highlighted by black lines
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dimension decreases down to values of D2 � 2 for

predominant planar seismicity. Seismicity localization

within fault zones or close to a point in space can result

in D2 values below 2.

We observed significant variations in fractal

dimensions between VB with D2 = 1.90 and SGP

with D2 = 2.14. This difference is an expression of

the more distributed hypocenter locations in SGP and

more localized seismicity along major faults in VB

(Fig. 2b). We tested the statistical significance and

influence of potential sampling bias on these results.

To this aim, we randomly drew 1000 hypocenters

from both distributions and resampled 1000 times

resulting in similar values of D2 = 2.1 ± 0.02 in SGP

and of D2 = 1.9 ± 0.05 in VB. We then employed a

student t test and a two sided Kolmogorov–Smirnov

test of the interevent distance distributions. Both tests

confirm that the differences in spatial hypocenter

distributions are significant at the 99 % level.

4. Determining Stress Drops From Stacked Source

Spectra

We determine stress drops from corner frequen-

cies and seismic moment of source terms in the log-

frequency domain using an algorithm developed by

PRIETO et al. (2004) and SHEARER et al. (2006). Using

the recorded waveforms of all earthquakes in SGP

and VB across the Caltech/USGS Southern California

Seismic Network (SCSN), we separate source, path

and station contributions by iteratively stacking over

common receivers, paths and events. Our method

allows us to analyze large data sets in a uniform

fashion so that potential methodological biases pre-

sent in Green’s functions deconvolutions using

earthquake pairs can be minimized. The stress drop

estimates involve four key analysis steps: (1)

Separating recorded spectra into source, path and site

spectra; (2) Calibrating relative moment estimates to

absolute seismic moments using local magnitudes;

(3) Correcting the high-frequency portion of the

source spectra for attenuation using robust, regional

empirical Green’s function estimates; (4) Fitting the

corrected source spectra to obtain source parameters

for each event. Each of these four steps is described

in the following sections.

4.1. Separation Into Source, Path and Site-Response

Spectra

We start by transforming the portion of the recorded

waveforms within a 0.5 s time window before and

1.28 s after P-arrival into the frequency domain. This

comparably short time window provides reliable results

for small-magnitude earthquakes and short S-P times,

A B

Figure 2
Comparison between b-values (a) and fractal dimensions of seismicity hypocenters (b) in SGP and VB. The G ? R b-values do not deviate

significantly from unity in both regions whereas the differences in fractal dimensions are statistically significant (see text for details). The

lower limit of the fractal range of the correlation function (resolution limit in b) is influenced by the average horizontal hypocenter

uncertainty, which is on the order of 1 km in SGP and VB
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which dominate our dataset. We perform an initial

quality assessment of the seismic record based on

signal-to-noise ratio and number of P-picks for each

event. For the spectral inversion, we require a signal-to-

noise ratio of SNR[ 5 within three different frequency

bands (5–10, 10–15, 15–20 Hz) and aminimumnumber

of 5 P-picks. The convolution of source, path and site

contributions can be expressed as a summation in the

log-frequency domain:

dijðf Þ ¼ eiðf Þ þ tijðf Þ þ sjðf Þ; ð1Þ
where dij is the logarithm of the recorded amplitude

spectrum, ei and sj are the event and station terms and tij
is the travel time term between the ith event and jth

station. This system of equations can be solved itera-

tively by estimating event, station and path terms as the

average of the misfit to the observed spectra minus the

other terms (e.g., ANDREWS 1986;WARREN and SHEARER

2000; SHEARER et al. 2006; YANG et al. 2009). For

robustness, we suppressed outliers by assigning L1

norm weights to spectra with large misfit residuals.

The path terms, tij, in Eq. 1 were discretized at

each iteration by binning at 1 s intervals according to

the corresponding P-wave travel times. The stacked

path terms capture the average, large-scale effects of

geometric spreading and attenuation along the ray

path. The observed, systematic spectral amplitude

decrease with distance is in approximate agreement

with expectation from a simple attenuation model and

Q ¼ 550 (Fig. 3c, d).

At this point, our method does not include take-

off angle dependent differences in recorded spectra

arising from radiation pattern and directivity effects,

which are a potential source of uncertainty within the

source spectra estimates (e.g., KANEKO and SHEARER

2014). However, these differences are reduced by

stacking spectra from many stations and thus aver-

aging over the focal sphere. The robustness of the

spectral inversion method for large data sets was

previously verified by a comparison with synthetic

data ALLMANN and SHEARER (2007).

4.2. Calibration to Absolute Seismic Moment

Relative seismic moments, X0, were determined

for individual events and source spectra from corre-

sponding low-frequency spectral level which were

averaged over the first three data points above 1 Hz.

We then calibrate the relative moments using the

catalog magnitudes, assuming that the low-frequency

amplitudes are proportional to moment, and that the

catalog magnitude is equal to moment magnitude at

ML ¼ 3.

4.3. Empirical Green’s Function and High-

Frequency Correction

Before determining stress drops for individual

events, we compute an average Empirical Green’s

Function (EGF) from the stacked source spectra

within 0.2 magnitude bins to correct for high-

frequency attenuation. The EGF was determined by

fitting a constant stress drop, Brune-type spectral

model (see following section) between 2–20 Hz to the

magnitude-binned spectra. The EGF is then com-

puted from the average misfit between theoretical and

observed spectral shapes. The corrected, magnitude-

binned spectra can be described by a Brune-type

model, i.e., they show constant values at long periods

and f�2 fall-off at short periods above the corner

frequency, fc (Fig. 3a). Furthermore, correcting the

mag-binned spectra for differences in seismic

moments by shifting along a f�3-line results in a

data-collapse, indicating self-similar behavior and

constant stress-drop at a large scale (see inset in

Fig. 3). Our best-fitting constant stress-drop model

with reasonable fit to the mag-binned spectra has a

stress drop of 6.1 MPa in SGP and 1.0 MPa in VB.

At the scale of the entire study regions, the stacked

source spectra in the SGP and VB region show

constant stress drops and self-similar source scaling;

however, at smaller scales we also observe spatially

varying stress drops which will be investigated

below.

In the following, a regional EGF is used to correct

average source terms of individual events to search

for possible smaller scale variations in stress drops.

The EGFs in Fig. 3 differ substantially between SGP

and VB, indicating differences in attenuation struc-

ture between the basin-dominated Ventura region and

SGP. To investigate how these differences may effect

stress drop estimates, we test spatially varying EGF’s

for different sub-regions in SGP and VB as discussed

in detail in Sect. 4.2.
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4.4. Spectral model and stress drop estimates

To determine corner frequencies and stress drops,

we first correct source spectra using the regional

EGF, and then fit individual event spectra with a

Brune-type f�2 model BRUNE (1970). The model for

displacement spectra, u(f), has the following form:

uðf Þ ¼ X0

1þ ðf=fcÞ2
ð2Þ

where X0 describe the low-frequency plateau and fc
the corner frequency.

For a circular, isotropic rupture and constant

rupture velocity, the stress drop (Dr) and P-wave

corner frequency can be related by ESHELBY (1957);

MADARIAGA (1976):

Dr ¼ M0

fc

0:42b

� �3

ð3Þ

where M0 is the seismic moment, b is the shear wave

velocity at the source and the rupture velocity is

0:9� b. Different models, such as those of BRUNE

(1970), SATO and HIRASAWA (1973), MADARIAGA

A B

C D

Figure 3
Source and path terms of amplitude spectra in SGP and VB. a, c Source spectra (orange) stacked in 0.2 magnitude bins are displayed together

with the empirical Green’s Function (blue curve) and Brune-type spectral fits. White areas highlight the frequency range for spectral fitting.

The inset shows the regional stress drop estimate after shifting the magnitude-binned spectra along f�3. b, d: Path terms stacked over 2 s

travel time bins (colored curves) are shown on the right, together with a standard attenuation model for Southern California with Qp ¼ 550

(colored dashed lines). Similarly, to the EGF, we used an empirical correction function (ECF) to remove common terms from all path terms

(black dashed curves)
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(1976), and KANEKO and SHEARER (2014), will yield

differences in absolute stress drop values that vary by

up to a factor of five, even when the same rupture

velocity is assumed. Consequently, stress drop vari-

ations should be compared between studies using the

same source model. It should be noted that seismi-

cally inferred stress drop estimates are only a

measure of the physically released stress if the above

mentioned model assumptions (such as circular

crack, constant rupture velocity, isotropic rupture) are

an appropriate description of earthquake ruptures.

5. Results

We report on results from a comparative analysis

of stress drop variations in VB and SGP. Our analysis

showed that average stress drop estimates show no

systematic variation as a function of earthquake

magnitude, but stress drop estimates for individual

events vary strongly between 0.1 and 100 MPa. This

scatter may not solely be due to measurement

uncertainty but rather indicate physical variations in

stress drop estimates. We test whether statistical

significant stress drop variations are resolvable in

large ([100 s earthquake) sample sizes. We start by

showing smoothed spatial representations of stress

drop estimates and binned depth variations. We then

examine the robustness of stress drop variations by

analyzing corner frequency and seismic moment

estimates as well as spectral shapes of stacked source

terms.

5.1. Spatial Variation in Average Stress Drop

Estimates

The smoothed spatial variations in individual

event stress drops are large in SGP ranging from 1 to

more than 20 MPa, compared to VB where stress

drop estimates are between 0.5 and 2 MPa through-

out the study area (Fig. 4). The smoothed maps were

computed from individual event stress drops and by

using regional EGFs in VB and SGP to correct for

high-frequency attenuation prior to fitting a Brune-

type model to the source spectra. Stress drop values

were then smoothed using the log-normal mean of the

200 closest events.

The smoothed stress drop map in SGP reveals two

regions of significantly elevated stress drops with

values above 20 MPa with decreasing stress drops

down to � 2 MPa southeast and northwest of these

areas. The main region is located between the surface

traces of the San Gorgonio thrust and Mission Creek

fault and coincides with a ’structural knot’ in the San

Andreas fault system (e.g. LANGENHEIM et al. 2005;

DAIR and COOKE 2009). The VB region shows less

variation about the average value of 1 MPa with the

5th and 95th percentile occupying values of 0.3 and

3.4 MPa. Slightly elevated average stress drops of

� 2 MPa can be observed in the Malibu coastal area.

Even though our study regions in VB and SGP

host some of the deepest seismicity in southern

California, we observe no systematic variations of

stress drops with depth. We computed average stress

drops in 2 and 4 km depth-bins in SGP and VB and

report the log-mean stress drop as well as 10th and

90th percentiles (Fig. 5). In SGP, stress drop esti-

mates are largely constant within the upper 8 km and

show a sharp increase at � 9 km from � 3 MPa to

� 6 MPa. In the VB, stress drops increase slightly as

a function of depth from 0.5 to 1 MPa. This increase

may partially be due to increasing rupture velocities

with depth which can be tested using a 1D shear wave

velocity model for Southern California and by

assuming that variations in shear wave velocities

are a good proxy for rupture velocity variations. The

apparent increase in stress drop with depth is reduced

to Dr = 0.7 MPa at 2 km and Dr = 0.9 MPa at 18 km

depth. Thus, we conclude that, although there is an

abrupt increase in stress drop below 10 km in SGP,

there is no generic relationship between stress drop

and focal depth.

We also examine the role of shear wave velocity

variations as a proxy for rupture velocity changes at

each hypocenter using the 3D CVHM velocity model

for Southern California SHAW et al. (2015). The 3D

model includes a more gradual increase in seismic

velocities with depth in VB compared to SGP.

However, the strongest changes in velocities are

concentrated in the upper 5 km above the seismically

most active depths. Using the 3D velocities as input

in Eq. , we find that average stress drop increase to

1.12 MPa in VB and decrease down to 4.7 MPa in

SGP. For velocity changes to account for the entire
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difference in stress drops between the two study

regions an average difference in velocities of 1.5 km/

s would be required across all depths which is

generally not observed.

In addition to spatial variations of stress drop

within the study areas, there is a significant difference

in average stress drop between the regions. The

average stress drop in SGP (Drmean ¼ 4:8 MPa),

Figure 4
Smoothed spatial variation in stress drop estimate using the log-normal mean of the 200 closest events in SGP and VB. Stress drop estimates

vary substantially in SGP between 1 and 20 MPa whereas stress drops in VB are mostly close to 1 MPa (see legend in upper right for stress

drop values corresponding to marker colors)
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computed from the log-normal mean of all values, is

higher than in VB (Drmean ¼ 0:9 MPa, Fig. 6). This

difference in stress drop estimates is highly signifi-

cant based on a two-sided Kolmogorov–Smirnov and

student’s t test (see GOEBEL et al. 2015 for details) so

that the hypothesis that both stress drop catalogs are

sampling the same population can be rejected at the

99 % level.

Moreover, stress drop estimates in SGP show

much scatter between 0.1 and 100 MPa whereas the

scatter is about one order of magnitude lower in VB

ranging from 0.1 to 10 MPa (Fig. 6). This difference

in stress drop distributions in SGP and VB is more

pronounced for estimates based on the newly avail-

able broadband stations in Southern California, which

better resolve high stress drops in SGP and reduce the

scatter in VB, indicating a decrease in epistemic

uncertainty.

We test the robustness of resolved stress drop

differences between VB and SGP as well as within a

high and low stress drop region in SGP (see insets in

Fig. 7). To this aim, we separately invert the low and

high stress drop regions in SGP for source, path and

site terms and compute local EGFs to account for

possible lateral variations in attenuation structure.

The results confirm that stress drop estimates are

significantly different, with variations that go beyond

the uncertainties in fc (Fig. 7a). The uncertainty in fc
is determined from the 90 % confidence interval of

the misfit between modeled and observed spectra

using a grid-search algorithm for which more

pronounced minima in the misfit function result in

narrower confidence intervals. Based on these 90 %

confidence intervals, we expect the uncertainty in

stress drop estimates to be about one order of

magnitude. This rough estimate of stress drop uncer-

tainty approximately corresponds to the observed

scatter in VB (Fig. 7b); however, does not explain the

larger variations in SGP nor the systematic differ-

ences between VB and SGP.

Systematic differences in stress drop estimates are

also reflected in differences in spectral shapes of

earthquake source terms. To facilitate the comparison

between source terms, we stacked the corresponding

spectra in 0.2 magnitude bins and shifted the stacked

spectra along a f�3 to correct for differences in

seismic moment (Fig. 8). Such a shift leads to a

collapse of spectra if stress drops are constant.

Differences in stress drops are observable by relative

differences in frequency content, corresponding to

possible differences in high-frequency fall-off and

corner frequencies. The spectra from high and low

stress drop regions in SGP show approximately self-

similar scaling within each region but emphasize that

A B

Figure 5
Stress drop variations as a function of depth in San Gorgonio (a) and Ventura (b). Stress drops increase abruptly below 10 km in SGP and

increase marginally with depth in VB. Colored squares illustrate the log-mean stress drop in 2 km bins, colored circles are log-mean stress

drops after correcting for increase in rupture velocity (Vr) with depth. Green dots are stress drop estimates for individual earthquakes and red

dashed lines the corresponding 10th and 90th percentile
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the difference in stress drops between these regions is

rooted in significantly different corner frequencies

(Fig. 8). Moreover, the differences in source spectra

between VB and SGP demonstrate that corner

frequencies in SGP are systematically higher than

in VB for similar size earthquakes.

In the following section, we explore possible

biases in stress drop estimates related to lateral

variations in attenuation structure and seismic

moment computations.

5.2. Possible Source of Bias in Stress Drop Estimates

Leading to Systematic Differences

While the statistically significant variations in

large stress drop populations are intriguing and may

indicate systematic, physical differences in source

processes, there are also a number of sources for

systematic bias. Sources of uncertainty include seis-

mic moment and EGF estimates as well as

uncertainties in spectral fits and corner frequencies.

Since seismic moments are computed by linear

regression of long-period spectral amplitudes X0 and

local magnitude ML, differences in the regression

between VB and SGP can lead to systematic biases in

stress drop estimates. We test this by simply using the

same regression relationship for VB and SGP. This

approach leads to a poorer fit of the data in VB while

at the same time lowering the average stress drop in

VB even further to � 0.7 MPa. Thus, the systemat-

ically lower stress drops in VB are not a result of a

bias in seismic moment estimate.

Another source of systematic variation are lateral

differences in attenuation structure that are not

accounted for in the regional EGF and travel time-

binned path terms. This is especially problematic in

regions such as the greater Ventura area where many

ray paths travel through the deep sedimentary basin.

These basin effects may lead to significantly atten-

uated high-frequency energy and lower corner

frequencies.

We perform two tests to evaluate the influence of

basin effects and attenuation structure: (1) We

created a sub-set of data in the VB study area that

includes only stations and earthquakes north of

Ventura basin and repeat the stress drop calculation.

(2) We perform the stress drop analysis using

spatially varying EGFs for subsets of data, comprised

of the 200 nearest neighbor events. Neither of these

tests result in a reduction of stress drop difference

between SGP and VB (Table 1).

The last source of bias considered here are

systematic uncertainties in fc estimates. We deter-

mined the uncertainty in corner frequencies using the

90 % confidence interval of the spectral fit of source

terms. Propagating fc uncertainty into stress drop

estimates results in an expected variation of about

one order of magnitude which cannot readily explain

the systematic differences observed here. However, fc
uncertainty also depends on the fitting bandwidth and

absolute values of fc relative to the Nyqvist fre-

quency. For a reliable estimation of fc, our spectral

fitting method requires a notable curvature within the

fitting bandwidth of 1–20 Hz. Conceivably, this

Figure 6
Histogram of stress drops in SGP (top) and VB (bottom). The

histograms clearly illustrate the higher average stress drop (vertical

dashed lines) and larger scatter in SGP. For comparison, we also

plotted stress drop estimates using previous instrumentation (gray

vertical bars and curves). Computing stress drops from new broad-

band station records led to a decrease in scatter and a better

resolution of high stress drop events especially in SGP
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limited bandwidth leads to higher uncertainty for

high fc values which correspond to less spectral

curvature below 20 Hz. This effect may in part

explain the larger scatter of stress drop values in SGP

but is likely not responsible for the observed

systematic stress drop differences.

5.3. Stress Field Heterogeneity in the Western

and Eastern Transverse Ranges

To obtain a more detailed insight into the stress

field heterogeneity across the Transverse ranges, we

computed stress orientations and faulting regimes in

SGP and VB. The stress field estimates allow for a

correlation of stress drop with dominant type of

faulting as well as with the overall variability in stress

orientations.

To invert for stress fields in VB and SGP, we use

high-quality focal mechanisms data sets of individual

earthquakes. Focal mechanisms were computed under

considerations of uncertainties related to velocity

structure, take-off angle and polarity information

A B

Figure 7
Corner frequency and seismic moment determined from source spectra of individual earthquakes in SGP (left) and VB (right). Constant stress

drops are illustrated by dashed lines (assuming constant rupture velocity). While the VB region is connected to lower stress drop estimates

(� 1 MPa) and less scatter the SGP region is characterized by larger average stress drop (� 4.8 MPa) and more scatter. The scatter in SGP is

partially related to stress drop variations in geographically distinct areas illustrated by red and green markers in the inset in a. The green and

red error bars at the bottom right of each plot represent the average 90 % confidence interval of all corner frequencies. The corresponding

stress drop uncertainty is approximately one order of magnitude

Figure 8
Magnitude-binned, stacked source spectra after correcting for

differences in M0 for the greater VB (blue) and SGP (gray) as well

as for the low (red) and high (green) stress drop regions in SGP

(see insets in Fig. 7 for locations). The source spectra are stacked in

0.2 magnitude bins and shifted along f�3. Self-similar scaling leads

to spectral collapse after shifting. Note that the quality of spectral

collapse is also influenced by the number of events which are used

to compute average spectra, leading to apparently better results for

larger study regions
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using the HASH algorithm HARDEBECK and SHEARER

(2002). We then determine regional stress field

variations using a damped inversion methodology,

implemented in the SATSI algorithm HARDEBECK and

MICHAEL (2006); MARTÍNEZ-GARZÓN et al. (2014). The

inversion uses sets of neighboring earthquake focal

mechanisms to find the stress orientations that best fit

the data. The damped stress inversion avoids over-

fitting of the data, and is thereby less sensitive to

artifacts while at the same time reliably resolving

stress variations required to fit the data HARDEBECK

and MICHAEL (2006); YANG and HAUKSSON (2013).

The computed stress field in both VB and SGP is

dominated by north-south compression but shows

significantly more heterogeneity in SGP (Fig. 9).

Stress heterogeneity is expressed in the variability of

faulting regimes in SGP, ranging from normal to

strike-slip and intermediate faulting regimes. More-

over, focal mechanism solutions for individual events

(not shown) vary substantially and indicate strong

thrust components toward the east of SGP. This stress

field heterogeneity is most clearly observed in the

variations of P-axes orientations. In VB, the P-axis

trend is predominantly horizontal and the plunge

varies between � 5� E and � 15� W of north. In

SGP, on the other hand, the P-plunge varies between

horizontal and vertical between the normal, interme-

diate and strike-slip faulting regimes and the P-trend

varies between � 10� E and � 15� W of north (see

polar plots in Fig. 9).

The resolved stress fields in VB and SGP are in

agreement with the larger scale tectonic setting in the

study areas with VB being dominated by a system of

east-west trending thrust faults whereas SGP hosts an

interconnected system of strike-slip, thrust and nor-

mal faults resulting in the observed variation in

average faulting types.

If stress drop variations were connected to

absolute level of differential stress, we would expect

higher stress drop in the thrust-fault dominated VB,

since thrust faulting is commonly associated with

higher differential stresses (e.g. SIBSON 1974). This is

clearly not observed. Moreover, we examined a

possible correlation between spatially varying b-

value estimates and stress drops in SGP using a

200-event nearest neighbor sampling approach. The

SGP region showed little spatial variation in b-value,

occupying values between 0.9 and 1.15. Moreover,

these variations showed no significant correlations to

changes in stress drops further suggesting that

changes in average differential stresses are of

secondary importance for changes in stress drop.

6. Discussion

6.1. Uncertainty and Physical Variations in Stress

Drop Estimates

It has been subject of ongoing debate whether

earthquake source parameter scale in a self-similar

way for different magnitudes and study regions, or

whether stress drops vary systematically as a function

of fault properties and crustal conditions. Our

detailed investigation of stress drop variability

revealed systematic lateral differences in stress drop

estimates with distinctly lower stress drops in VB

than SGP. The spatial separation of low and high

stress drop region in SGP as well as significant

differences between SGP and VB, suggests that stress

drop variations are in part driven by physical

variations in source processes.

Spatial variations in stress drop estimates are at

some level connected to the inherent heterogeneity in

crustal attenuation structure and limitations of

Table 1

Log-mean stress drop estimates for regionally varying empirical green functions (EGFs)

Region Regional eGF Spatially varying eGF

San Gorgonio 4.8 (1.0, 24.8) 5.1 (0.7, 26.4)

Ventura 0.9 (0.3, 2.5) 0.8 (0.2, 4.2)

North of Ventura Basin 0.7 (0.2, 1.5) 0.5 (0.1, 1.6)

Stress drops are in MPa and values in parentheses are 10th and 90th percentile
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seismic instrumentation which both complicate a

simple detection of physical stress drop variations.

Limited recording bandwidth and sampling rates are

especially problematic during the estimate of high

corner frequencies for small magnitude events like in

the present study. Here, we attempted to mitigate

these issues using large data sets and averaging over

many stations as well as stacking results over many

events. This approach seems successful in resolving

significant differences in stress drop estimates

between VB and SGP as well as within the structural

knot of the San Andreas fault at San Gorgonio Pass.

6.2. What are the Primary Controlling Parameters

For Stress Drop Variations?

In the following, we examine five plausible

factors (i.e., changes in differential stress level,

loading rates, pore pressures, lithologic variations,

and stress field heterogeneity) that may lead to stress

drop variations and discuss in how far they may be

responsible for the here observed variations in stress

drops:

1. Stress drops may be affected by relatively higher

differential stresses. Proxies for such stress vari-

ations are lower b-value SCHORLEMMER et al.

(2005); GOEBEL et al. (2013b), increased thrust

faulting (e.g. SIBSON 1974) and larger focal depth.

None of these three parameters is significantly

correlated with stress drops so that differential

stress is likely of little importance for stress drop

variations.

2. We explored the role of fault healing and asperity

strength connected to differences in fault loading

rates. In frictional sliding experiments, fault

healing and asperity-strength scale with the log-

arithm of hold times between slip events, resulting

in a percentage increase in friction per decade

increase in hold times (e.g. MARONE 1998; BEELER

et al. 2001). Similarly, stress drop of subsequent

slip events, Dss can be expressed as a function of

normal stress, rn, frictional parameters, af and bf
and the logarithm of loading velocity, Vl, relative

to some reference velocity, V0 (e.g., GU and WONG

1991; HE et al. 2003; RUBIN and AMPUERO 2005):

Dss ¼ rnðbf � afÞ lnðV0=VlÞ ð4Þ
At room temperatures and low normal stresses the

resulting changes in stress drop are expected to be

small, likely below what can be resolved with our

method. However, at seismogenic conditions which

cannot easily be reproduced in the laboratory and

include high temperatures and confining pressures,

healing rates and the effect of loading rate may be

amplified (e.g., MARONE 1998). Such a systematic

influence of tectonic loading rates on stress drops along

the San Andreas fault was indeed observed in a recent

study GOEBEL et al. (2015). Similarly, rapid contrac-

tion rates are observed across the Ventura basin based

on GPS measurements and geologic reconstructions

occupying values between 6 and 10 mm/year DON-

NELLAN et al. (1993); MARSHALL et al. (2013). If faults

are connected at depth and slip rapidly as suggested by

YEATS (1983) and HUBBARD et al. (2014), they may be

key agents that accommodate rapid contraction over

geologic time scales. Such a scenario would also

explain the lower stress drops connected to weaker

asperities on more rapidly loaded faults in VB com-

pared to SGP. Moreover, recurrence intervals of major

earthquakes within the SGP fault system are likely

much longer than in VB (e.g. YULE and SIEH 2003;

SCHARER et al. 2007), suggesting a likely coupling

between slower loading rates, longer recurrence

intervals and elevated stress drops.

3. Increased pore-fluid pressures as a result of deep

sedimentary units that are under large compressive

stresses may further lower stress drops in the

Ventura area. Such an influence of higher pore

pressures on stress drop estimates has been

documented during fluid-injection in Basel,

Switzerland GOERTZ-ALLMANN et al. (2011). The

influence of fluid pressure on stress drop is

Figure 9
Stress field heterogeneity in SGP (A–C) and VB (D–E) as well as

direction of Smax
H and corresponding faulting type (C, F). Principal

stress orientations (r1; r2;r3) are indicated by red, green and blue

circles in insets A and D. Red colors in B and E indicate plunge and

azimuth with the highest density of P-axes orientation for three

different subregions in SGP and VB. Both the principal stress and

average P-axes orientations indicate more stress heterogeneity in

SGP than in VB. The average types of faulting (see legend in C) in

SGP includes normal, strike-slip and intermediate whereas VB is

dominated by reverse and strike-slip mechanisms. Note that the

spatial resolution of Smax
H in VB is limited because of the lower

seismic activity

b
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Figure 10
Schematic representations of joint variations in inferred fault geometry and stress field heterogeneity in SGP and VB. The greater VB (top)

is characterized by rapid N-S contraction rates across the basin, generally more homogeneous stresses and more localized seismicity along

major fault traces [average direction of maximum horizontal strain is indicated by blue arrows, after San Andreas strain removal from

MARSHALL et al. (2013)]. The SGP region (bottom), on the other hand, is characterized by more distributed seismicity, heterogenous slip

rates which are lowest in the area of highest stress drop and a strongly heterogeneous stress field resulting in normal, strike-slip and thrust-

type focal mechanisms
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difficult to resolve because of the comparably low

seismic event density within sedimentary basins

and lack of measurements to resolve pressure

variations at seismogenic depth.

4. Systematic difference in lithology and crustal com-

position may influence stress drop variations.

Variations in rock composition and connected

changes in brittle–ductile transition temperatures

may influence the comparably rapiddecrease in stress

drop estimates north of the San Andreas fault in the

SGP region GOEBEL et al. (2015). In this region, the

dominant rock composition changes rather abruptly

across the Mission creek segment from more brittle

feldspar-dominated to more ductile quartzitic rocks.

This change in lithology is also supported by changes

in seismic velocities within the area.

5. In addition to the geologic differences between

VB and SGP, we showed that the overall stress

field heterogeneity, including variations in stress

orientations and average types of faulting, is

significantly higher in SGP than VB. The stress

heterogeneity in SGP may be closely linked to

fault geometric complexity of the compressional

step-over in the San Andreas fault system (e.g.,

CATCHINGS et al. 2009; CARENA et al. 2004; DAIR

and COOKE 2009). Based on the fractal analysis of

hypocenters, we found that SGP hosts more

isolated rupture planes which can rarely be

associated with major fault zones, whereas the

fractal dimension of earthquake hypocenter distri-

butions in VB indicates a more localized fault

network. This is in agreement with a more

heterogeneous stress field in SGP. Thus, the larger

geometric and stress field heterogeneity together

with much off-fault seismicity may contribute to

the higher than average stress drops in SGP

(Fig. 10). This implies that at present much of the

seismicity in SGP does not reflect the expected

long-term deformation along the major faults in

the region but occurs in form of heterogeneous

faulting throughout the seismogenic crust.

In summary, our results suggest that loading rate,

stress field heterogeneity and lithologic differences

may be the primary parameters that control the

observed stress drop variations in SGP and VB. More

specifically, larger variations in stress orientations

and types of faulting as well as more distributed

faulting promote higher than average stress drops in

SGP in addition to possible differences in tectonic

loading rates and lithology. In VB, on the other hand,

the comparably simpler stress field and alignment of

expected, average fault slip vectors and principle

stress orientations lead to lower stress drops and more

localized faulting.

Our stress drop estimates indicate scale-dependent

self-similarity expressed in large stress drop varia-

tions at the scale of the entire study area in SGP.

These large variations are likely a result of spatially

varying stress drops around the average value of

� 4.8 MPa with several sub-regions showing signif-

icant deviations from the average value. The scale at

which significant stress drop variations occur is

related to the scale of crustal heterogeneity, e.g.,

controlled by the wavelengths of stress field hetero-

geneity and loading rate changes.

If the described physical mechanisms related to

fault slip and stress field heterogeneity are controlling

rupture processes of small earthquakes, these condi-

tions are expected to also influence large earthquake

ruptures. Namely, if the amount of high-frequency

source energy is controlled by crustal conditions and

loading rates within a specific area the same will hold

true for both small and large earthquakes, leading to

high stress drops of small and large earthquakes, for

example, in SGP.

7. Conclusion

We analyzed source spectra and stress drops of

more than 6000micro-earthquakes in SGP and VB and

resolved statistically significant variations in earth-

quake stress drop. Our results suggest that these stress

drop variations are scale-dependent, i.e. at the scale of

the study areas (� 100 km), we observed low stress

drop of � 1 MPa in VB whereas the SGP area showed

elevated stress drops (� 5 MPa) and larger variations.

At a smaller scale of � 5–10 km the variations in

average stress drop estimates in SGP between 2 to

20 MPa are mainly connected to differences in fault

loading rates and lithologic differences.
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A comparison of seismicity statistics and stresses

between the study regions revealed joined variations

in spatial earthquake distribution (fractal dimension),

stress drops and stress field heterogeneity, so that

more localized faulting and homogeneous stress

fields seem to favor lower stress drops. Thus stress

drop variations may be driven by the overall stress

heterogeneity (i.e., variations in stress orientations

and type of faulting), which is best resolvable at the

scale of 50–100 km, as well as by changes in loading

rates and lithology which are best resolvable at the

� 10 km scale.

Moreover, the dependence of stress drop on

crustal conditions in specific areas implies that stress

drops of both small and larger magnitude earthquakes

should be affected similarly, resulting in generally

more high-frequency seismic energy radiation from

these areas. For example, we expect that the struc-

tural knot in SGP produces high stress drops in both

small and large earthquake ruptures. Such large rup-

tures and high stress drops are of prime interest in

engineering seismology and should be considered in

ground motion predictions.
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Real-Time Earthquake Intensity Estimation Using Streaming Data Analysis of Social

and Physical Sensors
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Abstract—Earthquake intensity is one of the key components

of the decision-making process for disaster response and emer-

gency services. Accurate and rapid intensity calculations can help

to reduce total loss and the number of casualties after an earth-

quake. Modern intensity assessment procedures handle a variety of

information sources, which can be divided into two main cate-

gories. The first type of data is that derived from physical sensors,

such as seismographs and accelerometers, while the second type

consists of data obtained from social sensors, such as witness

observations of the consequences of the earthquake itself. Esti-

mation approaches using additional data sources or that combine

sources from both data types tend to increase intensity uncertainty

due to human factors and inadequate procedures for temporal and

spatial estimation, resulting in precision errors in both time and

space. Here we present a processing approach for the real-time

analysis of streams of data from both source types. The physical

sensor data is acquired from the U.S. Geological Survey (USGS)

seismic network in California and the social sensor data is based on

Twitter user observations. First, empirical relationships between

tweet rate and observed Modified Mercalli Intensity (MMI) are

developed using data from the M6.0 South Napa, CAF earthquake

that occurred on August 24, 2014. Second, the streams of both data

types are analyzed together in simulated real-time to produce one

intensity map. The second implementation is based on IBM Info-

Sphere Streams, a cloud platform for real-time analytics of big

data. To handle large processing workloads for data from various

sources, it is deployed and run on a cloud-based cluster of virtual

machines. We compare the quality and evolution of intensity maps

from different data sources over 10-min time intervals immediately

following the earthquake. Results from the joint analysis shows that

it provides more complete coverage, with better accuracy and

higher resolution over a larger area than either data source alone.

Key words: Stream computing, high performance computing,

parallel computing, physical sensors, socialsensors, hazard

estimators.

1. Introduction

Earthquakes are a natural phenomenon that reg-

ularly produces significant damage and loss of life.

According to the USGS (2015a), every year several

million earthquakes occur worldwide. Most are not

dangerous due to either their small magnitude or

remote location. But others can cause significant

economic loss and casualties. For example, the M7.8

Nepal earthquake that occurred on April 25, 2015

killed more than 9000 people, injured more than

23,000 people and destroyed 436,344 houses

(NDRRP 2015). Even in well-studied regions with

modern building codes such as California, estimated

rates of potentially dangerous seismic activity in the

north San Francisco Bay area have changed with

time. While during the second half of the 19th cen-

tury, occurrence rates were estimated at one M C 6.0

earthquake every four years, after the 1906 earth-

quake, the seismic activity rates significantly

decreased until the M6.9 Loma Prieta earthquake in

1989. Today, scientists expect larger and more fre-

quent earthquakes on the basis of increasing regional

stresses (USGS 2015c).

Despite the fact that the joint efforts of the sci-

entific and engineering communities have

significantly reduced the impact of earthquakes as a

result of practical actions and procedures that help to

minimize losses after an earthquake, their causes,

properties and impacts on human society is still an

important topic of scientific research. While engi-

neers are able to build earthquake-resistant buildings,

bridges and other infrastructure elements and emer-

gency response services continuously improve

population preparedness and risk mitigation, the sci-

entific community continues its studies and

simulations of the earthquake source, including the
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size and extent of the resulting ground motion.

Today, continuous analysis of massive volumes of

real-time seismic data can be streamed and processed

at high speeds and low latency. This technological

advantage can be incorporated into post-disaster

emergency response systems.

One of the most important measures of damage in

emergency response systems is the earthquake

intensity. Earthquake intensity quantifies the severity

of ground shaking at a given distance from the epi-

center and provides a direct measure of the likely

damage. Intensity maps are the most common method

for spatial representation of intensity levels across a

given region. Public and private organizations use

intensity maps for both disaster planning and post-

earthquake response (Wald et al. 2006a). The MMI

scale is the most common intensity scale used today.

MMI is a twelve step scale, numbered from I to XII.

The numbers represent shaking levels from slight

shaking to total destruction (Wood and Neumann

1931; Richter 1958).

There are two general approaches for the esti-

mation of intensity levels. The first approach is

designated instrumental intensity level and is based

on a regression of kinematic parameters recorded at

individual seismic stations. During an earthquake,

energy travels in the form of waves from the epi-

center and causes ground movement. The two most

common measures of ground motion are peak ground

acceleration (PGA) and peak ground velocity (PGV),

measured in the East–West (EW) direction, North–

South (NS) and vertical (UP) directions. In this case,

the intensity level is most accurate for locations

adjacent to the seismic stations and less accurate at

those locations where the ground shaking is obtained

through interpolation (Wald et al. 2006b).

The second approach for intensity calculations is

based on the shared information from people who

experience an earthquake. The current state-of-art is

the ‘‘Did You Feel It?’’ program for Community

Internet Intensity Maps (CIIM) developed by the

USGS. Here, individuals fill in a simple online

questionnaire to share information about their earth-

quake experiences and observations. A CIIM

processes the completed questionnaires and assigns

average intensity level to each ZIP code. The CIIM is

updated in time as additional data are received (Wald

et al. 2006a).

The fact that people share their experience and

observations in social networks can be extended to

improve the CIIM results. In particular, any related

observations posted online that can be linked to their

geographical location can be incorporated into CIIM

analyses. The micro-blogging service Twitter is one

potentially significant data source, as it has 255 mil-

lion active users around the world and connects them

to the Internet through both their phones and com-

puters (Campagne et al. 2012). In addition, one of the

most important features of Twitter messages (tweets)

that makes them useful for improving earthquake

response is their real-time nature (Sakaki et al. 2010).

Sakaki et al. (2010) first proposed using Twitter users

as earthquake sensors and designated them ‘social

sensors’. To date, several studies have demonstrated

the application of Twitter data in post-disaster

response systems (Earle et al. 2010, 2011). Earle et al.

(2010, 2011) demonstrated how instrument-based

event detection and estimation of earthquake location

and magnitude could be supplemented by Twitter

data. Sakaki et al. (2010) constructed earthquake

monitoring, detection and early warning system in

Japan based on tweet data. That system sends emails

to registered users based on seismic events detected

with 96 % probability, using a special tweets classifier

based on the tweet keywords, context and the number

of words. System notification is delivered much faster

when compared to the warnings issued by the Japan

Meteorological Agency. Crooks et al. (2012) analyzed

the spatial and temporal characteristics of Twitter

activity during the M5.8 earthquake that occurred on

the east coast of the United States, August 23, 2011

and concluded that Twitter data can complement other

sources of data and enhance situational awareness

among people. Burks et al. (2014) created a regression

model using tweets in the 10 min following an

earthquake and integrated it with earthquake charac-

teristics such as moment magnitude, source-to-site

distance and shear-wave velocity in the top thirty

meters. The main contribution of that work was the

demonstration of Tweeter potential as a near real-time

complementary data source for earthquake intensity

estimation.
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In this paper, we take another step forward and

present a streaming implementation of an approach

for earthquake intensity estimation that integrates

data from both social and physical sensors. Results

are shown for the M6.0 South Napa, CA earthquake

that occurred on August 24, 2014 at 3:20 a.m. local

time. The North San Francisco Bay Area portion of

the San Andreas Fault system is a complex network

of primarily right-lateral strike-slip faults accommo-

dating motion between the North American and

Pacific plates. This network of faults is approximately

80 km wide and trends north-northwest in the area of

the West Napa Fault. The West Napa Fault transfers

slip between a group of related faults (the Contra

Costa Shear Zone) which has a maximum slip rate of

1 mm per year.

The epicenter of the South Napa earthquake was

located to the south of the city of Napa and to the

northwest of American Canyon on the West Napa

Fault (Fig. 1). Fifteen thousand people experienced

severe shaking, 106,000 people felt very strong

shaking, 176,000 felt strong shaking, and 738,000 felt

moderate shaking. The duration of shaking lasted

from 10 to 20 s, depending on location. One person

was killed, approximately 200 people were injured

and over $400 million in damage occurred as a result

of this event (USGS 2014).

Here, we assume that the rate of tweets that

directly reference earthquake shaking is correlated

with the intensity of shaking. The goal is to calculate

the number of tweets per minute that directly identify

each particular earthquake intensity level, based on a

set of terms typically used in MMI calculations

(Wald et al. 2006a).

2. Selection and Validation of Predictive

Relationship Between MMI and Tweets Rate

To develop an empirical relationship between

seismic intensity and tweets rate we used two data

sets. The first database is provided by the Northern

California Earthquake Data Center (NCEDC) and

consists of all aggregated reported intensity estima-

tions from instrumental ground motion recordings

and represents the most accurate intensity levels after

the earthquake. Each value reflects the average

estimation of the ground shaking experienced by the

public or an assessment of damage level. Figure 2

shows the MMI map with main cities in the region,

epicenter of earthquake and seismic stations in the

region (NCEDC 2014).

The second dataset is the archive of Twitter

records from August 24, 2014 (downloaded from

https://archive.org/details/twitterstream). Tweets

related to the earthquake (positive tweets) are iden-

tified using keywords listed in Table 1. There are

several well-known challenges associated with using

Twitter data for analytical purposes. One of them is

the precise geolocation detection of tweets. Some

tweets are geotagged, meaning that they contain the

current user location indicator at the time of tweeting.

However, the geotagging feature is rarely used by

users. For instance, Graham et al. (2014) observed

only 0.7 % geotagged tweets among 19.6 million

tweets. For tweets containing specific cities, the

percentage of geotagging was between 2 and 5 %

(Severo et al. 2015). The location of a Twitter user

can also be obtained from a field in the user account

description. Of user accounts with tweets containing

some location information, 7.5 % contained latitude

and longitude values, 57 % included a named loca-

tion, 20.4 % referenced information that helped to

identify a country, while 15.1 % provided humorous

or nonspatial information (Takhteyev et al. 2012). In

this study, we began with geotagged tweets and for

tweets with a location assigned in the user profile we

assigned that as the location of the current tweet.

Finally, for tweets with no georeference parameters

we used a text-based geolocation algorithm. That

algorithm analyzes the tweets’ content and assigns

location coordinates according to a coordinates list of

major California cities, towns, their shortcuts and

keywords. For example, we assigned ‘‘SF Bay Area’’,

‘‘SF’’ and ‘‘Bay Area’’ to San Francisco city coordi-

nates and ‘‘South Napa’’, ‘‘SW Napa’’ and ‘‘napa’’ as

city of Napa coordinates.

The Twitter dataset used here was gathered on

August 24, 2014, with a total volume of 1.8 giga-

bytes. The streaming approach provides low latency

high-volume access to tweets. The stream of positive

tweets on August 24, 2014 is shown in Fig. 3. We

limited our analysis to the 10-min period following

the earthquake. There were 747 positive tweets
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during that time interval: 348 were geotagged or

contained a user location, 399 were assigned a

geolocation based on the above algorithm. Figure 4

shows a map of the spatial distribution of the number

of tweets in this analysis. Figure 5 presents a map of

population density for northern California. We

anticipated that the number of tweets would correlate

with population density or, more specifically, the

amount of twitter users should correlate with popu-

lation density. However, comparison of Figs. 4 and 5

suggests that population density in this particular case

is not as closely correlated with the spatial pattern of

the number of tweets in the first ten minutes after an

event. There are three likely explanations for this

phenomenon. The first reason is related to the local

time of the event. The earthquake occurred at

03:20:44 Pacific Daylight Time, when the majority of

the population was likely asleep and not actively

using cell phones or laptops to the extent that they

would during the daytime. The second reason is

Figure 1
Topography map of the region [based on ETOPO1 dataset (Amante and Eakins 2009)]
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associated with the time interval of interest. As

observed in Fig. 4, people tweeted more immediately

after the earthquake in those regions close to the

epicenter and with high intensity levels. In those

areas with high population density that are further

from the event we did not observe high tweet num-

bers during the first ten minutes. The third reason

may be associated with the geolocation technique.

The majority of non-geotagged tweets mention the

word ‘‘Napa’’ and their location had been assigned to

the Napa city coordinates in our analysis. However, at

some time after earthquake occurrence, many obser-

vers already know what happened and may mention

Napa Valley in their tweets, even if they were not

actually in the city of Napa. Clearly, with these

challenges in current geolocation algorithms there is

a significant level of uncertainty in an analysis using

data only from social sensors.

Figure 2
USGS intensity map [created from NCEDC data (2014)]
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To employ tweet rate as an additional earthquake

sensor, i.e., to predict MMI of an actual earthquake,

we generated a tweet-frequency time series using a

sliding time window of 1 min over time steps of 5 s,

normalized to the number of tweets per minute. A

logarithmic transformation is used here to reduce the

Table 1

Keywords used for positive tweets filtering
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positive skewness in the data. Figure 6 presents the

relationship between MMI values and the logarithmic

rate of positive tweets obtained in this study. For each

intensity point corresponding to the same latitude and

longitude location from the first data set, we auto-

matically assigned a value of observed tweet rate,

calculated as tweets per minute at the tenth minute

after the earthquake. The selection of a 10-min time

interval is based on the analysis that showed that the

number of positive tweets is constantly increasing

over a longer period of time and reaches its maximum

value approximately 11 min after the earthquake. In

addition, because we are interested in emergency

applications of intensity maps, here we consider only

a 10-min interval following the earthquake. We

regress MMI against the logarithmic mean of the

number of tweets per minute to obtain predictive

equations within a legitimate range of values for each

model (see Table 2). We regress the average ground

motion values for specified MMI levels to approxi-

mately follow the appropriate trend instead of

producing a relationship overly influenced by the

greater statistical volume of data at lower intensities.

We applied a least squares solution with 95 % con-

fidence bounds for each model. The three-segment

model demonstrates the best fit to the data with the

highest coefficient of determination (R-squared) of

0.53 and the lowest root mean square (RMS) error of

0.65 MMI units. However, because R-squared and

RMS error cannot determine whether the model

estimates and predictions are biased, we also assessed

the residual plots. The residuals between predicted

and observed data shown in Fig. 7 for each model

demonstrate normality in every case.

Several important observations can be made from

Fig. 6. First, both two and three-segment models

show the positive tweets rate increases slowly up to

MMI less than V. The three-segment model also has a

greater slope as MMI increases to VIII. At low MMI

levels, shaking is light and often goes unnoticed

(USGS 2015b). Starting at MMI V it becomes mod-

erate and is felt by nearly everyone, explaining the

increase in slope after MMI V. At severe levels of

shaking (greater than VIII), even specially designed

structures are slightly damaged, potentially affecting

communication infrastructure and decreasing the

Figure 3
Number of positive tweets in the Napa region on the day of the earthquake
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number of devices with internet access and decreas-

ing the rate of positive tweets.

Twitter data is a simple proxy for MMI level

estimation. However, due to the high level of over

and underestimation resulting from the use of Twitter

data alone, we propose that it should be implemented

jointly with instrumental intensity. In that case, two

completely different data sources are analyzed in

real-time using a streaming environment and

methodology.

3. Streaming Methodology and Environment

Both input data types, whether from seismic sta-

tions or from Twitter, have a time-dependent nature

and can be classified as data streams. A data stream is

a sequence of tuples (data packets) received at a

sequence of positive real-time intervals. In this case,

it is not possible to process the arriving data as a

traditional database. Traditional databases are not

designed to be used for continuous data loading and

Figure 4
Number of positive tweets 10 min after the earthquake
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continuous queries (Terry et al. 1992). A Twitter data

stream represents a massive volume of data with an

average of 5700 tweets per second and requires

streaming approaches to be processed with low

latency.

IBM created InfoSphere Streams (Streams), a

product which provides a runtime platform, a data-

centric programming model and a Stream Processing

Language (SPL) specifically for complex streaming

data analysis. Although there are other software

packages for streaming data applications, we chose

Streams for this application because it is flexible in

accommodating different data sources. In Streams, an

application is scalable for deployment on a larger

HPC cluster to meet the application needs, and it is

easy to implement with the support from various

specialized toolkits.

For a Streams application, each processing pro-

cedure generally is implemented as an operator, and

these operators subsequently are connected to form

Figure 5
Population density in the region [data from GPWv3 (CIESIN 2005)]
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processing pipelines. The processing performance is

the critical component of the streaming data appli-

cation in terms of meeting certain real-time or near

real-time requirements important to this work. To

promptly and efficiently handle processing workload

by making use of the computational resources of a

HPC cluster, Streams provides toolkit operators that

can easily split an operator’s workload into multiple

data streams. In the meantime, a processing pipeline

also can be duplicated into multiple pipelines to

Figure 6
Combined tweet rate dataset (i.e., colored circles at each MMI level) used to derive average log(Tweets/min) (diamonds) for each MMI level

(II—blue circles, III—light green circles, IV—green circles, V—light yellow circles, VI—yellow circles, VII—light orange circles, VIII—

orange circles, IX—red circles). The lines show different regression results

Table 2

Equations to predict MMI from tweets rate

Model Name Equation Coefficient of

determination, R2

RMS

error

Valid range of values

Ntweets/min

Linear MMI = 11.73 9 log(Ntweets/min) - 13.47 0.32 0.79 [14.08; 148.4]

Exponential MMI = 0.0168 9 exp(3.67 9 log(Ntweets/min)) 0.26 0.82 (0; 61.7]

Two-segment

linear

MMI = 16.13 9 log(Ntweets/min) - 19.65,

log(Ntweets/min)\ 1.52

MMI = 33.75 9 log(Ntweets/min) - 46.42,

1.52\ log(Ntweets/min)\ 1.61

0.49 0.69 [16.53; 53.8]

Three-segment

linear

MMI = 16.13 9 log(Ntweets/min) - 19.65,

log(Ntweets/min)\ 1.52

MMI = 33.75 9 log(Ntweets/min) - 46.42,

1.52\ log(Ntweets/min)\ 1.61

MMI = 8.55 9 log(Ntweets/min) - 5.86,

1.61\ log(Ntweets/min)\ 1.74

0.53 0.65 [16.53; 122.7]
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digest those data streams, which makes an applica-

tion scalable. The Streams runtime platform makes

it easy to deploy those pipelines on a large-scale

HPC cluster without the need to manually manage

allocation, synchronization or communication

among the operators. The Streams runtime model

consists of distributed processes. Single or multiple

operators form a processing element (PE). The

Streams compiler and runtime services determine

where best to deploy those PEs, either on a single

machine or across a cluster to meet the resource

requirements and application performance needs

(IBM 2014).

Streams come with a standard toolkit for appli-

cation development. For example, the toolkit

provides different types of data source adapters that

can be used to monitor different data sources and pull

data from multiple sources at the same time. Various

data sources could be a local or remote file directory,

a TCP or UDP port, or any web URI. Because data

from different sources can be of different types and

arrive at a different pace, the toolkit also provides

utility operators for synchronizing and/or merging

multiple data streams. There also are several spe-

cialized toolkits available to speed-up the

development work for various applications. For

example, here we process Twitter data which is in

JSON format (detailed in Sect. 4), and a specialized

JSON toolkit for Streams is used to parse and filter

out the information needed from those tweet

Linear Model Exponen�al Model 

Two-segment Model Three-segment Model 

Figure 7
Residuals between predicted and observed data for each model
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messages. Detailed implementation of this work is

presented in the next section.

The experimental environment in this work con-

sists of a cluster of four virtual machines (VMs), each

configured with 8-core 2.4 GHz CPU, 16 GB RAM.

InfoSphere Streams Version 3.2 has been configured

and installed on the VM cluster. The cluster was

available through the Southern Ontario Smart Com-

puting Innovation Platform (SOSCIP) cloud, the first

research-dedicated analytics cloud in Canada. The

SOSCIP cloud also provides access to a broad range

of software tools for application development and

data analytics, which can be combined with user-

specific software configurations to create customized

VMs to meet project demands.

4. Implementation and Results

Two separate applications were developed for

implementation of intensity level mapping in Streams.

The first is for streaming and processing of data from

physical sensors and the second from social sensors.

Subsequently, both applications were linked into one

application for joint processing from both sources.

The pipelined implementation to analyze datasets

from seismic stations is shown on Fig. 8 (details are

provided in Algorithm 1, Appendix A). Here, the

input data are strong motion records from seismic

network of USGS/NSMP (USGS National Strong-

Motion Project) obtained from the Center for Engi-

neering Strong Motion Data (CESMD 2014), which

provides raw and processed data for earthquake

engineering applications in cooperation with the

USGS and the California Geological Survey (CGS).

The USGS/NSMP network contains 33 stations in the

area of interest (mapped as triangles on Fig. 9). The

duration of strong shaking during the earthquake was

generally 10–15 s or less, recorded in time steps of

20 ms. The minimum duration of the strong-motion

seismic time series was approximately 20 s while the

maximum duration was approximately 80 s. The

strong-motion velocity time series are processed and

reviewed by USGS/NSMP (noise filtering, baseline

or sensor offset corrections performed). However, the

corresponding raw, unprocessed data also is available

and could be processed here in a preprocessing step

using the streaming paradigm. To simulate the real-

time nature of the data processing as it would occur in

an actual earthquake, we arranged the data input so

that the start of each time series corresponded to the

actual time recording began after the earthquake

occurrence. The initiation of each time series was at

different times, although they did overlap. The total

duration of shaking in the streaming input was

approximately 4 min.

The seismic data is in SMC format, which uses

ASCII character codes and consists of text headers,

integer headers, real headers, and time series coor-

dinates and values. The header includes information

Figure 8
Pipelined application graph for intensity mapping based on seismic data (captured from Streams Studio)
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about the earthquake and the recording physical

sensor. Each file also contains either a single time

series of acceleration, velocity or displacement or a

set of response spectra or Fourier amplitude spectra

of corrected acceleration calculated from a single

time series. Analog strong-motion records contain

traces corresponding to three orthogonal components

of motion that are located in three separate SMC

format files to represent the record (USGS 2010).

Here, the horizontal components (EW, NS) of

velocity time series are used in the standard empirical

relationship for PGV and MMI. From Atkinson and

Kaka (2007), the relationship between PGV and

observed MMI can be represented by Eqs. (1) and

(2), as follows:

MMI ¼ 4:37þ 1:32� ðlogPGVÞ; logPGV� 0:48;

ð1Þ

MMI ¼ 3:54þ 3:03� ðlogPGVÞ; logPGV� 0:48:

ð2Þ
In our case, these files have the following naming

convention:

StID:NComp:NP:� vf g:smc

where StID is the station identification and Ncomp is

the component name, which has one of three values:

HNN is the north direction component, HNE is the

east direction component, HNZ is the vertical com-

ponent of record.

Two DirectoryScan operators control the stream-

ing of the input data source into the horizontal

components of the velocity time series, shown as PE

1 and PE 2 on Fig. 8. In real situations, the imple-

mentation of these Streams source adaptors could be

deployed to directly monitor the data collected at

Figure 9
MMI after physical sensors data processing estimated at 1 min intervals after the Napa Valley earthquake. Red star represents the epicenter

location. Triangles represent the location of seismic stations
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each seismic station, instead of pulling data from a

data center for real-time streaming processing. The

first operator monitors the NS component files and

the second monitors the EW component files. Sub-

sequently, data from the input files is transformed to

two streams by FileSource operators, shown as PE 3

and PE 4 on Fig. 8. The next two operators, PE 5 and

PE 6, are responsible for input stream parsing and

extraction of station coordinates, time of records and

north and east components of the velocity values. The

PE 7 is used to synchronize the two streams coming

from PE 5 and PE 6. In PE 8, PGV is estimated as the

maximum horizontal component over a 5 s time

interval. Next, the intensity calculation custom

operator PE 9 calculates the MMI intensity level

based on Eqs. (1) and (2).

After the intensity level is derived at station

locations, it is interpolated over a grid with spacing of

3 s in the latitude and longitude direction over the

entire area, as limited by station endpoints (Fig. 9).

The interpolation operator PE 10 performs Delaunay

triangulation for a set of points on a plane (Delaunay

1934). This interpolation approach is chosen here to

decrease the roughness of interpolated surface due to

the very small number of data points. Finally, the sink

operator PE 11 writes the results to the output file in

csv format. The output file is refreshed as more data

arrives, which can be plugged into a visualization tool

to dynamically display MMIs in the area on-the-fly.

Figure 9 shows the output from Streams as the

evolution of intensity estimates based on the seismic

data, starting 1 min after the Napa Valley earthquake

and at 1 min time intervals. However, as expected

from the limited amount of data points available from

the seismic stations (33 stations), the accuracy is low.

Approximately, one quarter of the total area is cov-

ered by instrumental intensity results and the

interpolated values are not smooth, with discontinu-

ities not typically found in final intensity maps.

The pipelined implementation of application of

Twitter data processing is shown on Fig. 10 (details

are provided in Algorithm 2, Appendix A). Twitter

data has four main objects: Tweets, Users, Entities,

and Places. The anatomy of these objects is compli-

cated and has a number of attributes. The attributes

needed for our implementation and for Twitter input

data schema are:

1. coordinates—Tweet object attribute in geoJSON

format that contains the geographic location of

this Tweet reported by the user;

2. location—User object attribute, a string data type

that contains the location for the account’s user-

defined profile;

3. created_at—Tweet object attribute, a string format

that contains the UTC creation for each tweet;

4. text—Tweet object string attribute, which is the

actual UTF-8 text of the status update (Twitter

2015).

Each tweet in the archive has a creation time

attribute with one second accuracy, allowing for the

creation of a time series with one second time steps.

This time series was fed into Streams, starting at the

time of earthquake occurrence, again to simulate real-

time processing of the information.

Input Twitter data coming from the source is

monitored by DirectoryScan operator PE 1 (Fig. 10)

and initially read in JavaScript Object Notation

(JSON) format PE 2, an open standard format used to

transmit data objects consisting of attribute–value

Figure 10
Pipelined application graph of intensity mapping based on Twitter data (captured from Streams Studio)
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pairs. The data is transformed from JSON to defined

Streams tuples in PE 3. The streaming tuples are

filtered for positive tweets when passing through

operator PE 4. Not all of the positive tweets have a

coordinates attribute. For those positive tweets with-

out a specified location, the location parsing operator

PE 5 assigns coordinates according to the geolocation

algorithm presented in Sect. 2. In this case, the tweet

coordinates obtained are approximate. Subsequently,

these positive tweets are filtered PE 6 again to

exclude tweets from other regions. The logarithmic

number of positive tweets per minute is calculated

every 5 s PE 7, which is achieved in Streams by

applying a ‘‘sliding time window’’ to data streams

when passing through an operator, i.e., the time

window is in size of 1 min and the sliding step is 5 s.

In step PE 8, the logarithmic number of tweets at

every location is interpolated over a spatial grid of

10 min in the latitude and longitude direction for the

entire area, using the gridding algorithm with con-

tinuous splines in tension of Smith and Wessel

(1990). Finally, sink operator PE 9 outputs the results

in csv format, which can be plugged into a visual-

ization tool to display.

Figure 11 shows the results obtained from

Streams as the logarithmic number of tweets per

minute starting from 1 min after the earthquake at

1 min intervals. For instrumental intensity (Fig. 9),

the maximum MMI for the entire area occurs at the

seventh minute. Figure 11 shows that the logarithmic

number of tweets per minute increased by a factor of

four over the 10 min time interval of interest. Also,

unlike instrumental intensity, the values are more

completely distributed in space (comparing Figs. 9

and 11).

The pipelined implementation of joint processing

is shown on Fig. 12 (details are provided in Algorithm

3, Appendix A). Both data sets and all the operators

from the above two applications explained above are

employed in this analysis. However, because that data

is arriving continuously from both sources at the same

time, calculations occur at smaller spatial and tem-

poral discretization. Again, the logarithm of the

number of tweets per minute are assumed to be cor-

related with MMI. The correlation analysis PE 17 was

performed using the three-segment linear prediction

equation (Table 2), the predictive model that resulted

from the study presented in Sect. 2. MMI was esti-

mated at every location in the joint streaming analysis

of PE 17. In step PE 18, the resulting values of MMI

are interpolated on a grid spacing of three seconds in

the latitude and longitude directions (Smith and

Wessel 1990).

Results from the joint intensity calculation for this

case study are shown in Fig. 13. The maps represent

the MMI level starting from 1 min after earthquake

Figure 11
Logarithmical number of tweets at 1 min intervals after the Napa Valley earthquake. The red star represents the epicenter location
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up to 10 min, at 1 min intervals. To quantify the

improvement between maps generated based on data

just from physical sensors (Fig. 9) and those obtained

from joint processing from physical and social sen-

sors (Fig. 13), we calculated the RMS error between

those maps obtained at the final minute for physical

Figure 12
Pipelined application graph of intensity mapping based on joint data (captured from Streams Studio)

Figure 13
MMI after joint data processing from physical and social sensors at 1 min intervals after the Napa Valley earthquake. Red star represents the

epicenter location. Triangles represent the seismic station locations
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sensors data (6 min after the earthquake) and the

USGS instrumental intensity map provided in Fig. 2.

Note that the RMS error calculated here is different

from that used to select the best model (Table 2). The

RMS error for the maps using only instrumental

intensity is 2.8 MMI units. In contrast, for the RMS

for the jointly processed intensity map is 0.58 MMI

units. The lower RMS and the improvement in res-

olution for the joint processing case is a result of the

increased number of data points used on the final

interpolation step compared to those of the maps

shown in Fig. 9.

To measure performance characteristics we used

the maximum values of the InfoSphere Streams built-

in metric for resource utilization monitoring for every

host node on the cluster (see Table 3). CPU in mil-

liseconds (ms) represents the time that was used by

all PEs on a node. The memory consumption metric

shows the amount used by the all PEs on a node, in

kilobytes (kB). Load average is a common metric on

Linux systems that measures the average CPU load

over a period of time. A higher metric represents a

system that is increasingly overloaded. InfoSphere

Streams multiplies the raw load average from Linux

by 100, and normalizes it by the number of proces-

sors on each cluster in that instant. In our case, all

four hosts were loaded to a level that was less than

moderate, providing evidence that the processing

workload involved in this particular case could be

handled by fewer computational resources for the

same performance level. The purpose of this Streams

implementation and the execution experiment here is

to demonstrate its viability and potential real-time

performance In addition, it allows data to be pro-

cessed continuously on-the-fly while it being

collected from multiple sources, which is different

from the traditional data processing implementation.

5. Conclusion

This work presents the successful application and

potential for emergency management purposes using

the analytics cloud. The streaming concept is applied

using the IBM InfoSphere Streams product using mul-

tiple data sources from an actual earthquake to

demonstrate its application in real-time hazardmapping.

Joint streaming processing using tweets and seis-

mic records that were recorded within the 10 min

following the Napa Valley earthquake (2014) was

used to estimate MMI at particular sites in California.

We demonstrate that the logarithmic number of tweets

can be used as a proxy for shaking intensity and can be

used as a supplementary data source, in conjunction

with existing networks of physical sensors, such as

seismic stations, to improve intensity estimates in

real-time. Results from the joint analysis showed that

it provides more complete coverage, with better

accuracy and higher resolution over a larger area than

either data source alone. Future studies will examine

the extent to which the twitter regression relation is

applicable in other seismic areas, both in California

and worldwide and how potential errors in geoloca-

tion affect the accuracy in space and time.

Inmany areas, the importance of this additional data

source could be very significant, due to the complete or

partial lack of traditional data sources as a result of the

high cost of their installation and ongoing operation.

This work demonstrates that Twitter data could be used

as independent data source of MMI estimation. In par-

ticular, it has significant potential for regions that may

not have an extensive seismic network. Finally,

implementation of this approach is not event or location

dependent, so this approach could be applied to other

regions and types of hazard. For example, it could be

employed in areaswhere access is restricted due to flood

inundation. Incorporation of social sensor data with

traditional data sources using advanced computational

processing methods can provide more complete and

accurate coverage for rapid hazard response.
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Appendix A

Input :  Files FE, FN in SMC format with the time-series of PGV horizontal (east and north) 
components at each station
Output: File J encoding map in xyz format, containing MMI estimation in the region

1 FLE DirectoryScan(FE);// To monitor new data files FE  
2 FLN DirectoryScan(FN);// To monitor new data files FN
3 FLE_R FileSource(FLE);// To transform data files FLE into stream FLE_R
4 FLN_R FileSource(FLN);// To transform data files FLN into stream FLN_R
5 PE Custom(FLE_R); // To parse stream FLE_R into stream PE
6 PN Custom(FLN_R); // To parse stream FLN_R into stream PN
7 P Barrier(PE,PN); // To synchronize streams PE and PN
8 PGV Custom(P); // To calculate PGV stream
9 MMI Custom(PGV); // To calculate MMI stream
10 MMI_I Custom(MMI); // To interpolate MMI stream
11 FileSink(MMI_I); // To output results from the MMI_I stream into 

file
Algorithm 1: Production of instrumental MMI map

Input :  File F contains tweets dataset in JSON format
Output: File J encoding map in xyz format, containing tweets rate estimation in the region

1 FL DirectoryScan(F); // To monitor new data files F
2 FLC FileSource(FL); // To transform data files FL into stream FLC
3 JT JSONToTuple(FLC); // To parse stream FLC into stream JT
4 PT Filter(JT); // To filter positive tweets into stream PT
5 GeoPT Custom(PT); // To parse the location for positive tweets
6 GeoPTF Filter(GeoPT); // To filter geotagged positive tweets
7 TwN Custom(GeoPTF); // To calculate tweets rate
8 TwNI Custom(TwN); // To interpolate tweets rate
9 FileSink(TwIN); //To output results from TwIN stream into file 

Algorithm 2: Production of tweets rate map

Input :  Files FE, FN in SMC format with the time-series of PGV horizontal (east and north) 
components  at each station, file F contains tweets dataset in JSON format
Output: File J encoding map in xyz format, containing combined MMI estimation in the region

1 FLE DirectoryScan(FE); // To monitor new data files FE
2 FLN DirectoryScan(FN); // To monitor new data files FN
3 FL DirectoryScan(F); // To monitor new data files F
4 FLE_R FileSource(FLE);// To transform data files FLE into stream FLE_R
5 FLN_R FileSource(FLN);// To transform data files FLN into stream FLN_R
6 FLC FileSource(FL); // To transform data files FL into stream FLC
7 JT JSONToTuple(FLC); // To parse stream FLC into stream JT
8 PT Filter(JT); // To filter positive tweets into stream PT
9 PE Custom(FLE_R); // To parse stream FLE_R into stream PE
10 PN Custom(FLN_R); // To parse stream FLN_R into stream PN
11 GeoPT Custom(PT); // To parse the location for positive tweets
12 P Barrier(PE,PN); // To synchronize streams PE and PN
13 PGV Custom(P); // To calculate PGV stream
14 MMI Custom(PGV); // To calculate MMI stream based on PGV
15 GeoPTF Filter(GeoPT); // To filter geotagged positive tweets
16 TwN Custom(GeoPTF); // To calculate tweets rate
17 TwMMI Custom(TwN); // To calculate MMI stream based on TwN stream
18 MMIC Custom(TwMMI,MMI); // To calculate joint MMI stream
19 FileSink(MMIC); //To output results from MMIC stream into file

Algorithm 3: Production of combined MMI map
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The Dependency of Probabilistic Tsunami Hazard Assessment on Magnitude Limits

of Seismic Sources in the South China Sea and Adjoining Basins

HONGWEI LI,1 YE YUAN,1,2 ZHIGUO XU,1,2 ZONGCHEN WANG,1 JUNCHENG WANG,1 PEITAO WANG,1,2 YI GAO,1,2

JINGMING HOU,1,2 and DI SHAN1

Abstract—The South China Sea (SCS) and its adjacent small

basins including Sulu Sea and Celebes Sea are commonly identified

as tsunami-prone region by its historical records on seismicity and

tsunamis. However, quantification of tsunami hazard in the SCS

region remained an intractable issue due to highly complex tectonic

setting and multiple seismic sources within and surrounding this

area. Probabilistic Tsunami Hazard Assessment (PTHA) is per-

formed in the present study to evaluate tsunami hazard in the SCS

region based on a brief review on seismological and tsunami

records. 5 regional and local potential tsunami sources are tenta-

tively identified, and earthquake catalogs are generated using

Monte Carlo simulation following the Tapered Gutenberg–Richter

relationship for each zone. Considering a lack of consensus on

magnitude upper bound on each seismic source, as well as its

critical role in PTHA, the major concern of the present study is to

define the upper and lower limits of tsunami hazard in the SCS

region comprehensively by adopting different corner magnitudes

that could be derived by multiple principles and approaches,

including TGR regression of historical catalog, fault-length scaling,

tectonic and seismic moment balance, and repetition of historical

largest event. The results show that tsunami hazard in the SCS and

adjoining basins is subject to large variations when adopting dif-

ferent corner magnitudes, with the upper bounds 2–6 times of the

lower. The probabilistic tsunami hazard maps for specified return

periods reveal much higher threat from Cotabato Trench and

Sulawesi Trench in the Celebes Sea, whereas tsunami hazard

received by the coasts of the SCS and Sulu Sea is relatively

moderate, yet non-negligible. By combining empirical method with

numerical study of historical tsunami events, the present PTHA

results are tentatively validated. The correspondence lends confi-

dence to our study. Considering the proximity of major sources to

population-laden cities around the SCS region, the tsunami hazard

and risk should be further highlighted in the future.

Key words: Tsunami hazard, corner magnitude, Monte Carlo

simulation, return period, South China Sea region.

1. Introduction

The South China Sea (SCS) and its adjoining

basins including Sulu Sea and Celebes Sea, hereafter

referred as the SCS region for short are identified as

potential tsunamigenic source region due to high

seismicity of major seismic sources within or sur-

rounding the area. According to historical tsunami

catalog of the National Geophysical Data Center

(NGDC, available at: http://www.ngdc.noaa.gov/

hazard/tsudb.shtml), several devastating tsunamis

have been recorded in this region. The latest deadly

tsunami was generated by 1976 Mindanao Mw 8.1

earthquake. The waves swept the Moro Gulf of the

Celebes Sea and resulted in over 8000 dead or

missing. In the wake of 2004 Sumatra tsunami and

2011 Tohoku tsunami, the Pacific Tsunami Warning

and Mitigation System (PTWS), through its Medium

Term Strategy, called for the establishment of sub-

regional tsunami warning and mitigation system in

the SCS region to ensure the appropriate warning

service. As a basis for the implementation of the

tsunami warning system in the SCS region, priority

should be given to tsunami hazard and risk identifi-

cation within and surrounding this area.

A series of studies have been conducted to clarify

tsunami hazard in the SCS region from various

aspects during the past decade. Deterministic tsunami

hazard assessment involving hydrodynamic modeling

of tsunami propagation from worst scenarios has been

extensively performed in the SCS and adjoining

basins, particularly the Manila Trench along the west

Luzon Island (Ca and Xuyen 2008; Huang et al.

2009; Megawati et al. 2009; Ruangrassamee and

Saelem 2009; Wu et al. 2009; Dao et al. 2009). It is
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(NMEFC), No. 8 Dahuisi Rd., Haidian District, Beijing 100081,
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2 Key Laboratory of Research On Marine Hazards Fore-
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supposed that the upper-bound magnitude for Manila

Trench could be Mw 9.0–9.3 inferred from long-term

plate convergence rate and full fault rupture.

Numerical modeling indicates maximum wave

amplitude of 3–15 m along the coasts of Philippine,

China, Vietnam, Brunei and Malaysia. By carefully

examining the largest known earthquake events in the

SCS region, Okal et al. (2011) reproduced 14 worst-

case scenarios by numerical modeling, and showed

the high levels of tsunami hazard existed among the

South China Sea, Sulu and Celebes Sea. On the other

hand, recent geodetic observations indicated the state

of aseismic creeping along the Manila subduction

zone, which suggested extremely low possibility of

hosting a giant earthquake (Hsu et al. 2012; Wang

and Bilek 2014). This conclusion was partially con-

firmed by the fact that only few large earthquakes

with magnitude larger than 7.0 occurred in this area,

and majority of seismic moment was released by

small and medium-size earthquakes during the past

century. Besides, Suppasri et al. (2012) further esti-

mate tsunami risk in the Indian Ocean and the South

China Sea by taking coastal population into consid-

eration. The result shows that the population-laden

countries like China, the Philippines and Indonesia

have higher tsunami risk.

The methodology of Probabilistic Tsunami

Hazard Assessment (PTHA) is derived from proba-

bilistic seismic hazard analysis (Cornell 1968), and

now have been applied to United States (Geist and

Parsons 2006; González et al. 2009), Japan (Annaka

et al. 2007; Fukutani et al. 2014; Suppasri et al. 2014;

Goda et al. 2015; Goda and Song 2015), Australia

(Burbidge et al. 2008), New Zealand (Power et al.

2007; Lane et al. 2013), the Indian Ocean (Horspool

et al. 2014; Heidarzadeh and Kijko 2010), the

Mediterranean (Sørensen et al. 2012; Lorito et al.

2015), and the Caribbean Sea (Parsons and Geist

2008). The merit of PTHA is capable of providing the

likelihood that tsunami wave amplitude at a particular

location will exceed a given level within a certain

period of time, which is useful in the field of coastal

engineering design. To date, only few papers on

PTHA have been published in the SCS region. PTHA

study in the Southeast Asia is first conducted by Thio

et al. (2012). They find that peak wave amplitudes

with return period of 475-year could reach up to

6–10 m along the west coast of Luzon Island, which

is mainly contributed by Manila Trench, while peak

values within the Celebes Sea are much smaller and

only range from 1–4 m. However, this finding is

inconsistent with the facts that historic seismicity and

associated tsunamis are more active in the Celebes

Sea. Liu et al. (2007) take Manila Trench as potential

tsunami source in the SCS basin and present the

probabilistic forecasts of tsunami hazard along the

Chinese coast.

There are various sources of uncertainties asso-

ciated with PTHA, among which the magnitude

upper-limit that defines magnitude–frequency rela-

tionship for each seismic source is the controlling

factor of the PTHA results (Rong et al. 2014).

Generally, estimation of magnitude limit is subject

to large variations due to limited length of instru-

mental records, lack of historic large events, poorly

defined plate coupling and arbitrary fault segmen-

tation. Considering the complexity of tectonic

setting in the SCS region, previous PTHA studies

merely presented details on the selection of seismic

source parameters that are critical to PTHA, and

only focused on specific subduction zone or basin.

In the present study, we take the whole SCS region

as study area. In combination with review on seis-

mological and tsunami records within the area

(Sect. 2), a PTHA study is performed to address

common concerns whether and how likely a basin-

wide tsunami could be generated and pose threat to

the SCS neighboring countries and, more impor-

tantly, to highlight the dependency of probabilistic

results on magnitude upper bound by adopting dif-

ferent corner magnitudes that could be derived by

multiple principles and approaches. It should be

noted that submarine landslide-generated tsunamis

are not considered here. This study further calls for

the need of multiple-disciplinary study on tectonics,

plate kinematics, and tsunami hazard in the SCS

region.

2. Historical Earthquakes and Tsunamis

The SCS region defined here contains three

independent semi-enclosed basins including South

China Sea, Sulu Sea and Celebes Sea (Fig. 1). Each
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of them is bordered by some active subduction sys-

tems. Previous study shows that tsunamis generated

in one basin do not leak into another (Okal et al.

2011). Thus, in this study, only regional and local

tsunami sources are taken into consideration. 5

potential tsunami zones are identified in Fig. 1 based

on the seismicity and global plate boundary model

(Bird 2003), which are Manila Trench, Negros

Trench, Cotabato Trench, Sulawesi Trench and

Philippine Trench. The width for each subduction

zone is defined as the transverse distance perpendic-

ular to the azimuth of the plate boundary where at

least 95 % of the earthquake events fall inside. In this

section, a brief review on historical earthquake and

tsunami catalogs in the SCS region is presented, with

the main purpose to give a preliminary insight on

plate tectonics, seismicity and tsunami hazard levels

that are required for definition of magnitude distri-

bution of each source and validation of PTHA results

in the following sections.

2.1. Seismicity and Tectonic Settings

Historical earthquakes from 1900 to 2015 within

0–22�N and 103–130�E with magnitude 5.5 or above

are collected from National Earthquake Information
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Figure 1
Bathymetry of the SCS region and major subduction zones identified in this study. Red lines with triangles indicate subduction zones; black

dots are offshore output points of numerical model; four coastal stations are labeled as white star for subsequent tsunami hazard analysis,

including Hong Kong, Currimao, Iloilo and Toli-Toli
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Center (NEIC). During the past 115 years, overall

1891 events are documented, suggesting high level of

seismicity in the study area (Fig. 2). Magnitudes that

are not reported as moment magnitude are converted

using empirical regression relation (Das et al. 2011).

Furthermore, Central Moment Tensor (CMT) solu-

tions from 1976 to 2015 for shallow earthquakes

(depth B70 km) with magnitude larger than 5.5 are

retrieved from Globe CMT Project (GCMT) to give

more information on focal mechanism, and then used

to determine the Tapered Gutenberg–Richter (TGR)

relationship in each zone (Fig. 3).

As shown in Fig. 2, the most significant tectonic

feature is the Manila Trench, a 1100-km long seismic

zone between South Taiwan and Mindoro Island,

along which Sunda (SU) block is subducting beneath

the Luzon archipelago. According to Nguyen et al.

(2012), the Manila Trench is the only candidate

source that has potential to generate a basin-wide

tsunami in the SCS. The oblique convergence

between Sunda block and Philippine Sea (PS) Plate

is absorbed along the Manila Trench (Rangin et al.

1999). Hsu et al. (2012) estimated larger subduction

rate of about 80–100 mm/year at the northern section

of Manila Trench, and it decreases southward to

50–60 mm/year around 14�N. According to Fig. 3,

while the majority of focal mechanism solutions

around this area are classified as thrust type, some

events are characterized as strike-slip and normal

type. This behavior is caused by transformation of

stress field as the subduction is passive (Zhu et al.

2005). The Manila Trench produced numerous small

to moderate earthquakes, and only 17 earthquakes

with magnitude larger than 6.5 were recorded in the

last century (Fig. 2b). The two strongest earthquakes

in this area occurred in 1934 and 1972 with

magnitudes of 7.5. The maximum-likelihood estimate

of magnitude–frequency relationship for the Manila

Trench using historic catalog only yields an upper

limit of 7.3. Some earlier researches presume that

subduction at the Manila Trench has ceased, or at

least slows down significantly (Seno and Kurita 1978;

Rowlett and Kellecher 1976). Kreemer et al. (2000)

revealed high level of strain rate along the Manila

Trench by GPS observation; however, the compress-

ing state was not released by any significant seismic

Figure 2
Historical earthquakes in the study area. a Spatial distribution of historical earthquakes from 1900 to 2015, magnitudes and focal depth is

indicated in terms of symbol size and filling colors, respectively; b, c Histogram of earthquake magnitude and focal depth in each seismic

source
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events. Wang and Bilek (2014) attributed the paucity

of giant earthquake to the creeping state of the

interface along the Manila Trench.

According to Bird (2003), the subduction termi-

nated at the middle of Manila Trench around 16.5�N
and transit to the Philippine Trench on the other side

of Luzon Archipelago. Unlike Manila Trench, Philip-

pine Trench exhibits high level of seismicity and

accommodates plenty of moderate to large inter-plate

thrust type earthquakes in the history (Galgana et al.

2007). Tsunamis that produced by Philippine Trench

could penetrate into the SCS and Celebes Sea through

Bashi Strait and open water of Karakelong Island.

Negros Trench within the Sulu Sea is considered

as the southward extension of the Manila Trench

along the west side of Philippine Islands; however, it

105˚

105˚

110˚

110˚

115˚

115˚

120˚

120˚

125˚

125˚

130˚

130˚

0˚ 0˚

10˚ 10˚

20˚ 20˚

Tsunamigenic Earthquakes

GCMT solutions

Figure 3
Historical CMT solution from 1976 to 2015 in the study area (red balls). overlapped with CMT solution of tsunamigenic earthquakes since

1900 (blue balls). Tsunami events are compiled based on NGDC and TLN tsunami database, while the CMT solutions for those events are

retrieved from Selva and Marzocchi (2011) and GCMT catalog
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is topographically discontinuous as the north part is

starved by the collision with Palawan continental

block on northern Panay Island (Rangin et al. 1999;

Bird 2003). CMT solutions around the trench exhibit

focal mechanism of thrust type blended with normal

type and strike-slip type. The seismicity level of the

Negros Trench is relatively lower, and only 7 events

with magnitude larger than 6.5 are recorded during

the past century (Fig. 2b). The strongest earthquake

occurred on 24 January 1948 with magnitude reach-

ing 7.8. The generated tsunami waves hit the Panay

Island but no tsunami height was recorded.

The triple junction of the PS with SU and

Australia (AU) plate in the Celebes Sea is one of

the most complex areas in the study region (Rangin

et al. 1999). The convergent motion and collision of

multiple crustal blocks result in a mosaic of crustal

fragments of diverse origins and very complicated

fault systems within and surrounding the Celebes

Sea. A high level of seismicity is associated with the

subduction at the Cotabato Trench and Sulawesi

Trench surrounding the Celebes Sea. 6 events with

magnitude[7.5 were recorded with the largest one

reaching 8.3. Nearly, all these strong earthquakes are

thrust type and, thus, have higher potential to

generate tsunami waves. Based on the historical

catalog, Løvholt et al. (2012) defined the credible

worst cases for Cotabato Trench and Sulawesi Trench

as 8.2 and 7.9, respectively.

2.2. Historical Tsunami Events

Historical tsunami catalog in the SCS region is

compiled based on the databases of NGDC and

Tsunami Laboratory Novosibirsk (TLN). The merged

catalog is further supplemented and validated by

Philippine Tsunamis and Seiches (1589–2012) com-

piled by Philippine Institute of Volcanology and

Seismology (Bautista et al. 2012). For NGDC

database, earthquake-induced tsunami events with

validity value C2 are identified and retrieved within

0–22�N and 103–130�E. All the events are catego-

rized as questionable, probable, or definite. For TLN

database, the same querying criteria as those for

NGDC database are performed. The two databases

are then merged to a tsunami catalog of 98 events.

For events that are reported by both databases,

NGDC entries are adopted. Moment magnitude is

used if available and otherwise, surface wave mag-

nitude instead. According to detailed description of

tsunami events documented by technical report of

Philippine Tsunamis and Seiches (1589–2012), valid-

ity values of 24 events that are categorized as

questionable or probable are re-assigned as 4 (defi-

nite). Figure 4 shows the spatial distribution of the

tsunami catalog in the SCS region. Celebes Sea

exhibits higher probability of tsunami occurrence

corresponding to a high level of seismicity, while the

SCS and Sulu Sea are less threatened by tsunami in

the history. Overall 57, 15 and 28 % of the tsunami

events are considered as being definite, probable and

questionable. Tsunami events that correspond to

higher earthquake magnitude (i.e., [6.5) are more

credible and vice versa.

In more detail, most of the tsunami events along

the Manila Trench are reported at its south end near

the Metro Manila and Mindoro Island. The most

significant tsunami event occurred on 14 February

1934 with magnitude of 7.5, and no tsunami height

was reported. It seems that Sulu Sea is barely affected

by tsunami hazard. The tsunami on 24 January 1948

is the most destructive event in last century. The most

devastating tsunami in the Celebes Sea is the 1976

Mw 8.1 Moro Gulf earthquake and tsunami. The event

occurred at a shallow portion of the subducting slab

of the Cotabato Trench with its focal mechanism

showing a thrust type. It produced a deadly tsunami

across the whole Celebes Sea. Furthermore, an Mw

7.9 earthquake occurred in Sulawesi Trench on 1

January 1996, which generated a basin-wide tsunami

either, with runup height of 3.4 m reported near the

source.

According to NGDC database, tsunami observa-

tions associated with each tsunami event mainly

come from three sources: eyewitness observations,

tide gauge measurements and runup estimates by

post-tsunami survey. Prior to mid-twentieth century,

tsunami observations are reported by eyewitness and

visual accounts. Tidal gauges have been extensively

installed along the coast for real-time measurement of

sea level variations until late 20th-century. Especially

in the Philippine and Eastern Indonesia, the tsunami

wave height records are very rare due to inadequate

coverage of tidal gauges. The scatter plots of
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tsunamigenic earthquake magnitudes with tsunami

observations of three sources are presented in

Fig. 5a–c. For tsunami events that have multiple

records of wave height, only the largest values are

chosen to represent the corresponding events. It is

obvious that tidal gauge measurements yield more

accurate, yet much smaller wave amplitude records.

Examination of sea level records finds that the

majority of wave amplitude records are registered at

far field where tsunami energy attenuated consider-

ably. Eyewitness observations are commonly

collected by newspaper and interview during the

post-event survey and, thus, subject to a large degree

of error and uncertainty. In Fig. 5a–b, the maximum

wave heights reported by eyewitness and tidal gauge

measurement show a positive relationship with

magnitude. It should be noted that 1859 earthquake

with magnitude 7.3 was accompanied with an

extreme wave height of 10 m. It is supposed as being

erroneous. Another outlier can be found in Fig. 5b.

This event corresponds to a series of weak earth-

quakes occurred southwest of Hainan Island, South

China on 5 January 1992 with magnitude ranging

between 3.1 and 3.7. We assumed it as a landslide-

induced tsunami due to failure of Northern SCS shelf

slope.

3. Methodology of PTHA

The aim of probabilistic analysis of tsunami

hazards is to quantitatively present information on the

likelihood of tsunami potential in specified site or

area. Typically, tsunami hazards are interpreted as

probabilistic hazard curves at a particular site or

hazard exceedance maps for a given probability,

which are useful for insurance and land-use planning

applications (Geist and Parsons 2006). For studying

area that has a long period, and abundant written

records of tsunami history, empirical analysis of

tsunami runup and wave amplitude data could be

feasible to establish tsunami probability. However, as

mentioned in the Sect. 2.2, a lack of written- and

instrumental-recorded tsunami observations in the

SCS region makes us to resort to computationally

based PTHA. Computationally based PTHA is

Figure 4
Historical tsunami catalog in the study area. a Spatial distribution of historical tsunami events from 2150 B.C. to 2015, the corresponding

earthquake magnitudes and validity index values are indicated by symbol size and filling color; b histogram plot of validity index values in

terms of magnitude of earthquakes that account for the tsunami events
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derived from Probabilistic Seismic Hazard Analysis

(PSHA) with some modifications mainly associated

with hydrodynamic modeling of tsunami waves. The

general framework of PTHA can be summarized as

four steps: (1) identify potential seismic sources and

establish magnitude–frequency distributions (i.e.,

TGR relationship) based on available earthquake

catalogs; (2) generate synthetic earthquake catalog

stochastically spanning long periods of time by

Monte Carlo simulation with source parameters (i.e.,

(a)

(c)

(b)

Figure 5
Relationship between tsunamigenic earthquake magnitude and tsunami observations reported by three sources: a eyewitness or visual

accounts; b measurement of tidal gauges; c runup height by post-tsunami survey. The solid lines demonstrate the linear tendency of the scatter

points
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TGR parameters including corner magnitude and

seismicity slope); (3) establish tsunami catalogs for

specified site within the study area; and (4) proba-

bilistic calculation and interpretation.

3.1. Tapered GR Distributions for Seismic Sources

Tapered GR distribution (Kagan 1997) is

employed in this study to describe the relationship

between seismic moment and annual probability for

each seismic source in the SCS region. The TGR

relation (Kagan 2002a) is written as:

FðMÞ ¼ Mt

M

� �b

exp
Mt � M

Mc

� �
ð1Þ

in whichM is the seismic moment,Mt is the threshold

seismic moment representing catalog completeness,

Mc is the seismic moment corresponding to upper-

magnitude corner (mc) that fixes the tail of the dis-

tribution, and b = 2/3b is the seismicity slope of the

distribution. Kagan (2003) compared several modern

worldwide earthquake catalogs and found that GCMT

is the best dataset in terms of completeness and

accuracy. In this study, GCMT catalog from 1976 to

2015 is used to derive TGR relation for each source.

The threshold magnitude mt (corresponding to

threshold seismic moment Mt) for catalog complete-

ness is set to 5.5. Only shallow earthquakes with focal

depth B70 km are included.

Maximum likelihood method is used to estimate b
and Mc (Kagan 1997; Bird and Kagan 2004). Theo-

retically, the parameters b and Mc can be well

estimated by this approach, if each subcatalog com-

prises a homogeneous distribution of small and

moderate events, as well as sufficient large earth-

quakes that can well define upper limit of earthquake

size. Figure 6 shows the contour plots of the log-

likelihood function l with regard to b (horizontal axis)

and mc (vertical axis) for Manila Trench, Negros

Trench, Cotabato Trench, Sulawesi Trench, and

Philippine Trench. The zero contour line corresponds

to the 95 % confidence area. A pair of b and mc values

can be extracted from contour plot where l reaches its

highest value. It is notable that the log-likelihood

contours do not close in the positive mc direction for

all the subduction zones. Only the lower bounds of

corner magnitude could be estimated from the con-

tour. Especially for Manila Trench, the high-value

area extends to the upper bound of the vertical axis

due to a lack of large earthquakes in the subcatalog.

Despite a global estimate of b value in the circum-

Pacific subduction zones has a universal value of 0.66,

the b values for seismic sources in the SCS region

exhibit large variations. The contour plot for Manila

Trench exhibits a best b value of 0.83, and corre-

sponding 95 % confidence interval does not have an

upper bound either. Considering the Manila Trench is

the most important source in the SCS basin, we give it

a universal b value of 0.66 for conservative purpose.

The best-fitting curves of TGR distributions for

each seismic zone are shown in Fig. 7, and the

derived source parameters are summarized in Table 1

Columns 2 and 3. It is obvious that due to a paucity of

earthquake[8 in each subcatalog, the tails of each

curve are not well constrained. The estimated mc

values for Manila Trench and Negros Trench are

merely 7.3 and 7.1, and for Cotabato Trench and

Sulawesi Trench, the mc values can reach 8.1 and 7.9,

which are comparable with the historic largest events

for each trench.

3.2. Magnitude Upper Limits for Seismic Sources

One of the key issues involved in the PTHA is

determining seismic moment distributions for seismic

sources based on the available catalogs. As shown in

Sect. 3.1, due to the limited length of earthquake

catalog and paucity of large events, establishing TGR

relation and associated source parameters are subject

to a large degree of uncertainty. Logic-tree approach

by giving different weights to candidate distributions

(i.e., Characteristic and GR distribution) and magni-

tude upper limit were adopted by some authors

(Annaka et al. 2007; Lane et al. 2013; Horspool et al.

2014) to account for this uncertainty. However, the

weights for each candidate are somewhat arbitrarily

determined due to our poor knowledge into earth

interior. Considering a lack of consensus on magni-

tude upper bound on each seismic source as stated in

Sect. 1, as well as its controlling effect on PTHA

result, in this section we intend to estimate magnitude

limits for each seismic source comprehensively by

multiple approaches and principles.
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1. The largest earthquakes in each subcatalog since

1900. This principle is widely applied to deter-

ministic tsunami hazard assessment to evaluate

‘credible worst case’. Generally, it may underes-

timate the upper limit since the length of

earthquake catalog is very limited.

2. Magnitude inverted from fault-length scaling law

(i.e., Wells and Coppersmith 1994) based on the

assumption of full rupture of entire fault zone or

fault segment. For Manila Trench and Philippine

Trench that have a much longer dimension, this

principle tends to yield a much larger estimates of

magnitude upper limit.

3. Magnitude derived from seismic and tectonic

moment rate conservation principle. Based on

the assumption that a certain part of tectonic

deformation is released by the cumulative effects

of earthquakes, Mc in the TGR relationship can be

estimated as (Kagan 2002b; Kagan and Jackson

2013; Rong et al. 2014),

Mc � vlWLvð1 � bÞ
atM

b
t Cð2 � bÞ

" #1=ð1�bÞ
; ð2Þ

in which v is the seismic coupling coefficient, l is the

rigidity set to 49 GPa, W is the down-dip width of the

seismogenic zone, L is the length along the trench

axis, v is the plate slip rate per annum, at is occur-

rence rate of earthquakes above the threshold

moment Mt, and operator C denotes Gamma function.

The parameters v, W, and l are usually not well

determined and are subject to large uncertainties. The

seismic coupling coefficient v represents the fraction

of plate tectonic motion within the seismogenic zone

that is released by earthquakes. Scholz and Campos

(2012) suggested that the coupling coefficient is

usually between 0.5 and 1.0 for subduction zones.

However, recent GPS observations reveal the creep-

ing-convergence nature of Manila Trench, which

yields a lower coupling value of 0.01 with standard

Figure 6
Contour plots of log-likelihood function for TGR distributions aManila Trench; b Negros Trench; c Cotabato Trench; d Sulawesi Trench; and

e Philippine Trench. The zero contour line corresponds to the 95 % confidence area
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deviation of 0.18 (Galgana et al. 2007; Hsu et al.

2012; Wang and Bilek 2014). Seismic coupling

coefficient for Philippine Trench is estimated to be

0.27 with large standard deviation of 0.46. To be

conservative, v value is set to 0.2 for Manila Trench,

0.6 for Philippine Trench and 1.0 for three others.

The down-dip width W is defined as the locked part

of a subduction zone along the subducting slab, and

typical values fall between 60 and 170 km. W values

for each fault zone are determined based on the

previous study by Heuret et al. (2011) and Hayes

et al. (2012). All the parameters related to the TGR

distribution, source geometry, and interface coupling

are summarized in Table 1.

It should be noted that here we treat maximum

magnitude and corner magnitude as equivalent. The

maximum magnitudes derived from historic strongest

earthquake and fault-length scaling law are accepted

as corner magnitude in the TGR distribution, and then

serve as inputs for Monte Carlo Simulation to

generate synthetic earthquake catalogs. According

to the typical TGR distribution, the annual probability

of an earthquake decays very quickly when the

magnitude is larger than corner magnitude where the

distribution start to taper. Therefore, it is appropriate

to take corner magnitude as plausible upper limit for

each seismic source.

3.3. Upper and Lower Bounds for Corner Magnitude

mc

As summarized in Table 1, we list 4 candidates

for corner magnitude that are derived by multiple

principles and approaches, including TGR regression

of historic catalog (mc,t), fault-length scaling (mc,l),

tectonic and seismic moment balance (mc,b), and

repetition of historical largest event (mc,h). These mc

candidates show a large degree of variations,

Figure 7
TGR distributions overlapped with best-fitting curves for five subduction zones in the SCS region: a Manila Trench, b Negros Trench,

c Cotabato Trench, d Philippine Trench, e Sulawesi Trench. Corner magnitude mc and b value yielded by Maximum Likelihood method are

presented here and summarized in Table 2
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especially for Manila Trench, Sulawesi Trench and

Philippine Trench. This is expected due to distinct

physical theories they hold. In this section, these mc

values are briefly reviewed, and two of them are

chosen to serve as upper and lower bounds for mc in

each source zone. In the following Sect. 3.4, two sets

of mc values, along with other source parameters, will

be introduced into Monte Carlo simulation to gener-

ate two synthetic earthquake catalogs for subsequent

tsunami modeling.

A number of studies on seismic and tsunami

hazard along the Manila Trench are conducted during

the past decade. Deterministic tsunami hazard assess-

ment based on worst scenarios along the Manila

Trench assumes that the rupture breaks the whole

plate interface from 13�N to 21�N and, thus, produces

a worst case of 9.3 (Liu et al. 2007; Megawati et al.

2009). Based on the GPS observations, Hsu et al.

(2012) proposed that fault segments extending from

the West Luzon Trough to the east of Scarborough

Seamount chain are possibly aseismic. Nguyen et al.

(2012) estimated that maximum earthquake magni-

tude for Manila Trench is among 8.3–8.7. In our

study, magnitude limit mc,l derived by the full rupture

of 1061-km long fault zone is 9.1. Manila Trench is

naturally divided into two segments by Scarborough

Seamount at the offshore region of Central Luzon

(16.5�N). As shown in Fig. 3, the northern segment,

namely North Luzon Trough, exhibits high level of

seismicity, whereas at the southern segment (West

Luzon Trough) the seismic activities remain at a

relatively lower level. To be conservative, we take

mc,b *8.7 and mc,h *7.9 as upper and lower bounds

of the corner magnitude, respectively. Ruangras-

samee and Saelem (2009) studied seismic occurrence

rate for Manila Trench based on seismological data

from 1963 through 2005. The comparison on return

periods for different magnitudes between two studies

Table 1

Parameters related to the TGR relationship, source geometry, and plate kinematics

Subduction zones N ([5.5) b Mc,t
a L (km) Mc,l

b Wc (km) vd Ve (cm/year-1) l (GPa) Mc,b
f Mc,h

g

Manila Trench 118 0.83 7.3 1061 9.1 98 0.2 90 49 8.7 7.9

Negros Trench 23 0.5 7.1 314 8.3 52 1.0 19.2 49 8.1 7.8

Cotabato Trench 16 0.37 8.1 250 8.1 52 1.0 18.5 49 7.7 8.3

Sulawesi Trench 61 0.5 7.9 590 8.8 62 1.0 30 49 8.2 7.9

Philippines Trench 235 0.58 7.5 1364 9.2 80 0.6 103 49 8.6 8.0

The corner magnitudes for each fault zone are estimated comprehensively by different approaches and principles, and summarized here

(table cells highlighted with background color of gray). The upper and lower bounds of corner magnitude used for Monte Carlo simulation for

each source are marked as bold
a mc,t is the corner magnitude derived by the maximum likelihood estimation of TGR relation
b mc,l denotes the magnitude inverted from empirical fault-length scaling law
c The values of downdip width W are compiled by Heuret et al. (2011) and Hayes et al. (2012)
d The values of seismic coupling coefficient v are specified based on the result of Scholz and Campos (2012) and Galgana et al. (2007)
e The values of plate slip rate are retrieved from the plate-tectonic model PB2002 (Bird, 2003) and studies by Galgana et al. (2007) and

Socquet et al. (2006)
f mc,b denotes corner magnitude derived by seismic and tectonic moment rate conservation principle
g mc,h denotes the largest earthquake in the NEIC catalog since 1900

Table 2

Comparison of return periods on different magnitudes in the Manila Trench with results of Ruangrassamee and Saelem (2009)

7.0 7.5 8.0 8.5 9.0

Return periods using higher mc-value of 8.7 (years) 9 29 98 462 1446

Return periods yielded by Ruangrassamee and Saelem (years) 6 19 63 205 667
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is shown in Table 2. The return periods for earth-

quake with magnitude of 7.0 and 7.5 are similar.

However, the return periods of our study using higher

mc value of 8.7 are approximately 2 times of their

results for magnitudes of 8.5 and 9.0. The reason is

that the magnitude–frequency relation we adopt in

this study is Tapered GR relationship, rather than

simple GR relationship. The occurrence rate for large

earthquakes begins to decrease exponentially when

magnitude approaches corner magnitude mc.

For Negros Trench, Nguyen et al. (2012) esti-

mated that maximum magnitude for Negros Trench is

among 8.0–8.4, and a full rupture of 314-km long

fault segment can host a worst case of mc,l *8.3. We

rule out the options of mc,t *7.1 and mc,b *8.1, and

adopt mc,l and mc,h as upper and lower bounds of the

corner magnitude, respectively. For Cotabato and

Sulawesi Trench within the Celebes Sea, Løvholt

et al. (2012) defined the credible worst cases for

Cotabato Trench and North Sulawesi Trench as 8.2

and 7.9, mostly based on the historic largest events,

while Nguyen et al. (2012) suggested a possible range

of 8.1–8.5. We use a pair of mc,h *8.3 and mc,l *8.1

for Cotabato Trench, and a pair of mc,l *8.8 and

mc,h *7.9 for Sulawesi Trench.

3.4. Monte Carlo Simulation and Tsunami Modeling

Monte Carlo simulation provides an approach to

generate long-period earthquake catalog for seismic

and tsunami hazard assessment. An open-source

PSHA toolbox, EQHAZ, is adopted to perform

Monte Carlo simulations using prescribed TGR

parameters for all source zones in the SCS region

(Assatourians and Atkinson 2013). One of the merits

of EQHAZ package to handle uncertainty is that it

uses stochastic approach to make a weighted random

draw of input parameters that will apply in generating

Figure 8
Coastal maximum wave amplitude for specified return periods in the SCS region using upper bounds of corner magnitude for each source

zone: a 50 years; b 200 years; c 500 years; and d 2000 years
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each event, including its location, focal depth,

magnitude/frequency distribution. Thus, the gener-

ated catalog contains a long sequence that implicitly

contains both the epistemic and aleatory uncertainties

in these parameters. Two 50,000-year-long earth-

quake catalogs are generated based on two sets of

corner magnitudes for each seismic source, with the

purpose to figure out to what extent the tsunami

hazard is dependent on the magnitude limits for

seismic sources.

COMCOT v1.7 (Cornell Multi-grid Coupled

Tsunami model) is used to simulate tsunami gener-

ation and propagation. The numerical

scheme employed by COMCOT is the explicit leap-

frog difference method. Okada’s (1985) elastic finite

fault theory is used to calculate vertical seafloor

displacement. The source codes of COMCOT are

optimized by OpenMP parallelization to improve

computation efficiency. Parameters for source geom-

etry, such as dip and strike angles, are well estimated

using historical CMT solutions, while slip angle is

fixed to 90� for conservation. The scaling relationship

between moment magnitude and length of rupture

proposed by Wells and Coppersmith (1994) is used

here. Numerical study reveals that using this scaling

law can yield slightly larger maximum wave ampli-

tude for large earthquake, which makes our PTHA

results more conservative. The average amount of

slip is then determined from the rupture dimensions

and shear modulus. The model bathymetry covering

the whole SCS region is based on NGDC ETOPO1

global model that is resampled to grid interval of 2

arc min. Overall 767 offshore output points are

carefully picked along the 100–200 m isobaths for

shelves that have narrow width, and along the 50 m

isobath for broad northern and southern SCS shelves

Figure 9
Coastal maximum wave amplitude for specified return periods in the SCS region using lower bounds of corner magnitude for each source

zone: a 50 years; b 200 years; c 500 years; and d 2000 years
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(Fig. 1). Because of huge size of the stochastic

earthquake catalogs, linear part of COMCOT is used

to model tsunami propagation in the open seas, and

the maximum wave amplitudes at offshore output

points are normalized to coastal values at a nominal

depth of 20 m by Green Law. We have generated two

earthquake catalogs by Monte Carlo simulation, and

each has 20633 and 20306 events with magnitude

C7.5 in Philippine Trench and C7.0 for other 4

source zones. For both catalogs, all scenarios are

simulated to generate 767 datasets of tsunami cata-

logs for all coastal points.

4. The Dependency of Tsunami Hazards

on Magnitude Limits

4.1. Tsunami Hazard Maps

Tsunami hazard is commonly interpreted as the

maximum wave amplitude that will be exceeded at

a given return period for each coastal output point.

To clearly illustrate the controlling effect of

magnitude limits of each fault zone on tsunami

hazard in the SCS and adjoining basins, two groups

of tsunami hazard maps for return period of 50,

200, 500 and 2000 years are presented in Figs. 8

and 9.

If the upper bounds of corner magnitude are used

for PTHA, tsunami hazard map for 50-year return

period clearly exhibits the highest level of tsunami

hazard surrounding the Celebes Sea. The averaging

wave amplitude at Moro Gulf exceeds 1.5 m. The

maximum wave amplitudes show a much lower level

along the coasts of Luzon Island and Sulu Sea. The

wave amplitude drops below 0.2 m along the coasts

of South China, Vietnam, and north Borneo. As

shown in Fig. 9a, for PTHA result using lower bound

of corner magnitude, the maximum amplitude with

50-year return period decreases to 0.3–1.0 m sur-

rounding the Celebes Sea, and 0.1–0.3 m along the

Table 3

Historical earthquakes used in the empirical analysis

Date Time Latitude Longitude Depth Magnitude Plane1 Plane2

Strike (�) Dip (�) Rake (�) Strike(�) Dip (�) Rake (�)

1918/08/15 12:18 5.7 123.5 36 8.2 320 39 62 174 56 111

1924/04/14 16:20 6.5 126.5 47 8.1 24 63 103 177 29 66

1928/12/19 11:37 7.0 124.0 39 7.3 301 44 28 190 71 130

1929/06/13 09:24 8.5 127.0 42 7.0 23 60 104 177 33 67

1934/02/14 03:59 17.5 119.0 31 7.4 346 44 50 215 58 122

1948/01/24 17:46 10.5 122.0 31 8.0 133 78 -16 226 74 -168

1949/12/29 03:03 18.0 121.0 34 7.1 19 67 -49 133 46 -147

1952/03/19 10:57 9.5 127.3 38 7.6 174 28 72 14 64 99

1968/08/01 20:19 16.3 122.1 31 7.6 351 67 53 233 42 145

1972/12/02 00:19 6.5 126.6 33 8.0 177 30 66 25 63 103

1975/10/31 08:28 12.6 126.0 50 7.5 359 72 99 150 20 63

1976/08/16 16:11 6.3 124.02 33 8.1 311 36 51 176 63 115

1982/01/11 06:10:04.0 13.7 124.32 26 7.1 351 80 98 132 13 51

1983/08/17 12:17:55.9 18.2 120.9 30 6.6 30 71 -60 149 35 -146

1988/06/24 02:06:28.1 18.6 121.01 69 5.7 16 31 85 202 59 93

1990/02/08 07:15:32.3 9.7 124.71 31 6.8 237 36 87 61 54 92

1992/05/17 10:15:31.2 7.2 126.86 33 7.3 176 25 67 20 67 100

1994/11/14 19:15:30.7 13.5 121.09 33 7.1 339 70 -178 249 88 -20

1995/04/21 00:34:47.3 12.1 125.93 23 7.2 153 22 61 3 71 101

1996/01/01 08:05:11.9 0.7 119.98 33 7.9 27 36 6 54 252 85

2002/03/05 21:16:09.1 6.0 124.25 31 7.5 314 25 70 156 67 99

2006/12/26 12:26:21.1 21.8 120.55 10 7.1 165 30 -76 329 61 -98

2008/11/16 17:02:32.7 1.3 122.09 30 7.4 92 20 84 278 70 92

2012/08/31 12:47:33.4 10.8 126.64 28 7.7 347 43 67 197 51 110

Basic parameters including date/time, epicenter, and magnitude are obtained from NGDC and TLN database; the preferred CMT solutions for

events prior to 1976 are collected from Selva and Marzocchi (2011), and the rest are from GCMT catalog)
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Luzon Island. For far-field area around the SCS,

tsunami hazard is negligible.

At 500-year return period (Figs. 8c, 9c), tsunami

hazard in the whole SCS region has a similar

distribution with that at 50-year return period. By

adopting upper bounds of corner magnitude as PTHA

input, tsunami hazard along the Celebes Sea ranges

from 4.0 to 12.0 m with the extreme value occurring

at Moro Gulf. In the SCS basin, the Manila Trench

could produce the highest hazard level of 3.0–6.0 m

along the coast of Luzon Island, and moderate

tsunami hazard of approximately 1.0–3.0 m along

the coasts of the South China and central Vietnam.

The tsunami hazard along the north coast of Borneo

is negligible. On the contrary, when lower bounds of

corner magnitude are used, tsunami hazard plunges

down to 1.0–3.7 m along the Celebes Sea. The

averaging hazard level is only one-fifth of that using

upper bounds. Besides, tsunami hazard along the

coast of the SCS basin is basically negligible except

for west coast of Luzon Island, which is much lower

than that using upper bounds either. For 2000-year

return period, the even larger difference between

Figs. 8d and 9d could be observed. Typically,

tsunami hazard in the Celebes Sea and West Luzon

coast could be 2–6 times of those of using lower-

bound mc values.

Considering complex tectonic setting and a lack

of large earthquake events in the SCS region, tsunami

hazards in the SCS region are subject to very large

variations when adopting different magnitude limits

for each fault zone. Despite the magnitude limits for

major seismic sources in this region are reviewed and

the preferred values are put forward in Sects. 3.2 and

3.3, how to designate these parameters more appro-

priately remains an open issue for further study. This

conclusion highlights the imperative need of a

comprehensive, multiple-disciplinary seismic and

tsunami hazard study involving geodesy, tectonic

kinematics, seismology, and tsunami generation in

the SCS and adjoining basins.

4.2. Tentative Validation of Tsunami Hazard

by Historic Tsunamis

As stated in Sect. 2, the written and instrumental

records of historical tsunami events are very rare and

incomplete in this area, and the source origin and

description of some tsunami events are subject to

Figure 10
Comparison of a empirically derived tsunami hazard at 50-year return period based on 24 historic tsunami events and b PTHA result at

50-year return period

cFigure 11
Tsunami hazard curves for four coastal regions by adopting upper

and lower mc-values, including SCS coasts except Luzon (i.e.,

South China, Central Vietnam and Borneo) (a, b), West Luzon (c,

d), Sulu Sea (e, f), and Celebes Sea (g, h). Figures in the left

column are for upper mc values cases and right for lower mc values

cases. 4 representing stations within the above coastal regions,

including Hong Kong, Currimao, Iloilo, and Toli–Toli, are

highlighted as black lines, while other coastal output points

showed as gray lines
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large uncertainty. Thus, it is inappropriate to simply

rely on historical tsunami catalog for empirical

analysis of tsunami probability, or validation of our

PTHA results shown in Sect. 4.1. By combining

historical records and numerical modeling skills,

procedures for validation of present PTHA results are

proposed: (1) reproducing 24 historic tsunami events

since 1900 (listed in Table 3) that have the validity

level of ‘definite’ by focal mechanism solutions

queried from Selva and Marzocchi (2004)

(1900–1975) and GCMT project (1976 to present);

(2) generate tsunami catalogs for 767 coastal output

points, and each catalog has 24 wave amplitude

values spanning 115-year periods; (3) a power-law

relation PðhÞ ¼ Ch�a is assumed between tsunami

amplitude h and annul occurrence probability P (Bur-

roughs and Tebbens 2001), and then applied to

catalogs for each point; (4) interpolate the hazard

curves, and yield exceedance wave amplitudes at

50-year return period for each point.

As shown in Fig. 10, tsunami hazard at 50-year

return period based on empirical analysis of 24

historical events is presented and compared with our

PTHA results. It should be noted that maximum

wave amplitudes shown in Fig. 10b are arithmetical

average of values shown in Figs. 8a and 9a, which

imply a weight value of 0.5 for each possibility. The

similar distribution of tsunami hazards along the

coasts of the SCS and adjoining basins lends us

some confidence on the probabilistic results of the

present study. An exception occurs at West Luzon

coast due to a lack of credible tsunami observations

along the west coast of Luzon Island; tsunami

hazard based on the empirical analysis is slightly

lower than that of PTHA.

4.3. Tsunami Hazard Curves

Figure 11 shows tsunami hazard curves for 4

coastal regions by adopting upper and lower mc-

values, including SCS coasts except Luzon (i.e.,

South China, Central Vietnam and Borneo) (a-b),

West Luzon (c-d), Sulu Sea (e-f), and Celebes Sea (g-

h). 4 representing stations, including Hong Kong,

Currimao, Iloilo, and Toli–Toli, are highlighted as

black lines, while other coastal output points showed

as gray lines. As the length of synthetic catalog is

50,000 years, only exceedance wave amplitudes with

y-axis readings below return period of 2000 years are

regarded as statistical significance.

Comparison among two columns of sub-plots

clearly reveals critical role of corner magnitude on

PTHA through distinct levels of tsunami hazard.

Tsunami hazards derived from upper limit of mc is

generally 2–6 times of those using lower limit of

mc. For coasts of the SCS basin, tsunami threat is

mainly contributed by Manila Trench. The wide

range between upper and lower bounds of mc for

Manila Trench leads to distinct tsunami hazard

levels not only for near-field Currimao, but also

Hong Kong at far field. Tsunami hazards of Hong

Kong at recurrence interval of 1000 years are about

3.5 m and 0.5 m corresponding to upper and lower

bounds of mc for Manila Trench. The arithmetical

average of these two values is approximately 2.0 m,

which coincides with the finding of Liu et al.

(2007) that the probability for a 2.0 m wave hitting

Hong Kong or Macau is around 10 % for this

century.

5. Closing Remarks

Based on a brief review of historical seismicity

and tsunamis, tsunami hazard in the SCS and

adjoining basins is analyzed by numerically based

PTHA. By combining empirical method with

numerical study of historical tsunami events, the

present PTHA results are tentatively validated. As

the main concern of this study is to clarify to what

extent the magnitude limits of fault zones dominate

the tsunami hazard levels, this paper puts stress on

the choice of upper and lower limits of corner

magnitude for major seismic sources. For the SCS

region with complex tectonic features, compared

with other uncertainties that may be introduced into

the PTHA, it is particularly important to consider

the large variations of magnitude limits. Therefore,

to further clarify the tsunami hazards in the SCS and

adjacent basins, the multiple-disciplinary seismic

and tsunami hazard studies involving geodesy, tec-

tonic kinematics, seismology, and tsunami

generation in the SCS and adjoining basins are

necessary.
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González, F. I., Geist, E. L., Jaffe, B., Kânoğlu, U., Mofjeld, H.,
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Can Apparent Stress be Used to Time-Dependent Seismic Hazard Assessment or Earthquake

Forecast? An Ongoing Approach in China

ZHONGLIANG WU,1 CHANGSHENG JIANG,1 and SHENGFENG ZHANG
1,2

Abstract—The approach in China since the last 1.5 decade for

using apparent stress in time-dependent seismic hazard assessment

or earthquake forecast is summarized. Retrospective case studies

observe that apparent stress exhibits short-term increase, with time

scale of several months, before moderate to strong earthquakes in a

large area surrounding the ‘target earthquake’. Apparent stress is

also used to estimate the tendency of aftershock activity. The

concept relating apparent stress indirectly to stress level is used to

understand the properties of some ‘precursory’ anomalies. Mean-

while, different opinions were reported. Problems in the calculation

also existed for some cases. Moreover, retrospective studies have

the limitation in their significance as compared to forward forecast

test. Nevertheless, this approach, seemingly uniquely carried out in

a large scale in mainland China, provides the earthquake catalogs

for the predictive analysis of seismicity with an additional degree

of freedom, deserving a systematic review and reflection.

Key words: Apparent stress, time-dependent seismic hazard,

earthquake forecast, earthquake sequence, mainland China.

1. Introduction

Apparent stress, defined by the ratio of radiated

energy ES and seismic moment M0 multiplying l the

rigidity of the source medium,

ra ¼ l ES=M0ð Þ
has been proposed since the 1960s (Wyss and Brune

1968; Choy and Boatwright 1995; McGarr 1999). In

recent years, studies on and application of this

parameter have been carried out in different fields

(Choy and Boatwright 1995; Zobin 1996; McGarr

1999; Pulido and Irikura 2000; Ide and Beroza 2001;

McGarr and Fletcher 2002; Choy and McGarr 2002;

Choy and Kirby 2004; Baltay et al. 2011) To much

extent, this topic of study is directly related to the

development of digital broadband seismological net-

works. Such development has made it possible to

have independent estimate of radiated energy and

seismic moment—before this development both

radiated energy and seismic moment can only be

calculated from magnitude/s (Choy and Boatwright

1995).

In the measurement and study of apparent stress,

one of the approaches has been to use this parameter

for time-dependent seismic hazard or earthquake

forecast. Such an approach has been taken in main-

land China for about 1.5 decade. Up to now, most of

the works related to this approach have been pub-

lished in Chinese journals (although with English

translation/abstracts).1 As a result, this approach is to

much extent in lack of international visibility and

international exchange. Different understandings of

the concept of ‘earthquake forecast/prediction’ (Wu

et al. 2013; Wu 2014) further block such exchange.

To overcome this language/cultural barrier, with the

motive similar to Wu (1997) who introduced the

annual earthquake forecast in China to the interna-

tional seismological community, in this paper, we try

to summarize and review the related works in main-

land China since the 21st century, to see what is

going on, what the main results are, and what the

problems are.

1 Institute of Geophysics, China Earthquake Administration,

100081 Beijing, China. E-mail: wuzl@cea-igp.ac.cn
2 Earthquake Administration of Shandong Province, 250014

Jinan, China.

1 Some of the Chinese journals used to restart their page

numbers issue by issue. To facilitate the indexing, in the refer-

ence list, for Chinese journals, the issue number is included in

the parentheses next to the volume number. Furthermore, to

differentiate the papers with the first authors sharing the same

surname (even if with different first names), alpha–beta fol-

lowing the year of publication is used.
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2. Pre-shock Increase of Apparent Stress?

Increase of apparent stress of small earthquakes

before moderate to strong earthquakes, at the time scale

of months and spatial scale which varies from near the

epicenter to several hundred kilometers, were reported

by several retrospective case studies. By such retro-

spective case study, Chen and Li (2007) obtained that

apparent stress of small earthquakes near the epicenter

(*50 km) of the July 4, 2006, Wen’an, Hebei, earth-

quake (MS = 5.1) exhibited an increase before the

earthquake. The increase occurred in 2004 which

restored at the end of 2005. Analyzing the small

earthquakes before and after the June 6, 2000, Jingtai,

Gansu, MS5.9 earthquake, Wu and Gu (2004) showed

that apparent stress had increased since November

1999. This increasing trend had been kept till theMS5.9

earthquake occurred, and then decreased. Spatial range

is as large as 600 km. Qin and Qian (2006) reported

that apparent stress of small events increased before the

July 21, 2003, Dayao, Yunnan, MS6.2 earthquake. The

increase started since January 2003. On October 16,

2003, in the same place there occurred another MS6.1

earthquake, with apparent stress of small events

increased in September. Analyzing the February 24,

2003, Bachu-Jiashi, Xinjiang, MS6.8 earthquake and

the February 15, 2005, Wushi, Xinjiang, MS6.3 earth-

quake, Sun and Shi (2007) reported that apparent stress

increased about several months before the two earth-

quakes. The spatial range subject to analysis is about

500 km long and 100 km wide. Using the data of the

regional seismic network of Anhui Province, Li et al.

(2012a) studied several cases of moderate earthquakes

near the southern Tancheng-Lujiang fault along the

eastern coast of China, and reported the pre-shock

increase trend of apparent stress of small earthquakes.

The one-year scale pre-shock increase of apparent

stress was also reported for the April 20, 2013, Lushan,

Sichuan, MS7.0 earthquake (Gong et al. 2013).

Reliability varies associated with these case

studies, especially in the early time. The variation of

apparent stress before the January 5, 1998, Jingyang,

Shaanxi, ML5.2 earthquake, as reported by Wang

et al. (2004, 2005b), was hard to be considered as

significant. Some works (e.g., Chen et al. 2007)

compared the variation of apparent stress with remote

(up to 200 km distance) earthquakes. Negative cases

were also reported. Although the methods of mea-

suring apparent stress vary, the negative results are as

important as the positive ones in judging whether

there were changes of apparent stress before the

‘target’ earthquakes. For the Laoshan, Qingdao,

Shandong, ML4.1 earthquake sequence, it was

reported that the pre-shock variation of apparent

stress cannot be seen (Zheng et al. 2006). This might

be due to the magnitude of the ‘target’ earthquake

which is apparently smaller. Yang and Zhang (2009)

investigated the spatial distribution of apparent stress

in the Beijing Capital Circle region where there have

not occurred strong earthquakes since the 21st cen-

tury, and found that the relation between moderate

earthquake/s and apparent stress is vague. From the

retrospective case studies of the 2008 Wenchuan

earthquake independently by Yi et al. (2011) who

mapped the apparent stress of small earthquakes

along the Longmenshan-Minshan tectonic zone,

Cheng et al. (2011) who mapped the apparent stress

of small earthquakes in Sichuan Province, and Li

et al. (2012c) who mapped the apparent stress of

small earthquakes in the Sichuan-Yunnan region, it is

hard to be persuaded that there was any significant

pre-earthquake change of apparent stress (or even the

spatial distribution of the higher apparent stress)

which could lead to the alarm of the mid-to-north

Longmenshan fault zone at any time scale.

3. Apparent Stress Associated with an Earthquake

Sequence?

Judgment of the type of an earthquake sequence,

that is, whether it is a foreshock swarm, is one of the

important topics in earthquake forecast. Apparent

stress was also used to such judgment, although

questionable to some extent (Zhong et al. 2005; Li

et al. 2006). A more persuasive result of Liu et al.

(2006) showed that for four strong earthquakes in

Yunnan Province (the January 15, 2000, Yao’an

MS5.9 and MS6.5, the April 12, 2001, Shidian MS5.9,

the October 27, 2001, Yongsheng MS6.0, and the July

21 and October 16, 2003, Dayao MS6.2 and MS6.1,

earthquakes), if there are at least one earthquake in

the sequence with apparent stress exceeding a

threshold value (in their case, 1 MPa), then the

Z. Wu et al. Pure Appl. Geophys.
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sequence is more likely a foreshock swarm; Other-

wise the swarm is not followed by strong

earthquakes. By checking more data, Liu et al. (2007)

further concluded that in Yunnan Province, 0.9 MPa

is the threshold value indicating the likelihood of

strong earthquakes. In their work, they used the R-

value to test the statistical significance of the forecast.

The R-value (Xu 1989), which has been widely used

in mainland China for the test of earthquake forecast

schemes (Shi et al. 2001), can be considered as a

simplified version of the well-known ROC test

(Swets 1973; Molchan 1997).

Examining Bath’s law, Chen et al. (2003) used

some strong to great earthquakes to show that if the

apparent stress of the mainshock is small, then the

magnitude difference between the mainshock and the

largest aftershock will be large. They used eight cases

(the February 3, 1996, Lijiang MS7.0; the March 9,

1996, Atushi MS6.9; the November 19, 1996,

Kalakunlun MS7.1; the November 8, 1997, Mani

MS7.5; the August 27, 1998, Jiashi MS6.6; the

November 14, 2001, Kokoxili/Kunlunshan Mountain

Pass MS8.1; the March 24, 2003, Bachu-Jiashi MS6.8;

and the April 7, 2003, Delingha MS6.6, earthquakes)

to show that the apparent stress of these earthquakes

are less than 2 MPa, and the magnitude difference

between the mainshock and the largest aftershock are

larger than 0.9. The November 14, 2001, Kokoxili

MS8.1 earthquake seems an exception among these

eight earthquakes, with its higher apparent stress

5.3 MPa, but still with small aftershocks followed.

Focal mechanisms of these earthquakes, and the

might-be super-shear rupture related to strike-slip

faulting penetrating ground surface, and its relation

with aftershocks, were not considered in their

approach, which may be one of the reasons for such

an exception. As a matter of fact, the investigation of

Zhong et al. (2004a) showed that the relation between

the apparent stress of the mainshock and the type of

earthquake sequence is complicated, depending on

several factors such as focal mechanism.

4. Problems of the Case Studies and Ongoing

Improvements

Although the application of apparent stress to

time-dependent seismic hazard seems promising as

shown by the case studies, partly due to that the ap-

proach has been just started, several problems

apparently exist, which needs an ongoing improve-

ment. First, majority of the works are retrospective

case studies. As an improvement dealing with such

limitation, Chen et al. (2015) reported that before the

July 22, Minxian, Gansu, MS6.6 earthquake there was

an increasing trend of apparent stress of the earth-

quakes larger than ML4.0 in that region, but the

occurrence of this earthquake did not change the

increasing trend of apparent stress, i.e., after the

MS6.6 earthquake the apparent stress kept increasing.

Thus, they indicated that the seismic hazard in this

region still exists, although without clear indication

of the time scale, which possesses to some extent the

characteristics of forward forecast, to be tested by

real earthquakes. Based on the variation of apparent

stress, Li et al. (2015b) indicated that seismic hazard

in Shandong Province seems increasing. Similarly,

Gong et al. (2015) used apparent stress to claim the

increasing seismic hazard near Zigong, Sichuan

Province.

Using apparent stress as an indicator, Ruan et al.

(2010) pointed out that the Mabian-Daguan area near

the border of Sichuan and Yunnan Province exhibited

increasing seismic hazard. But considering the

empirical time duration of the pre-shock variation of

apparent stress, whether this predictive conclusion

could be related to the August 3, 2014, Ludian MS6.5

earthquake is questionable, and this conclusion, if

could be considered as a forecast, seems to be a false

alarm. However, in the retrospective case studies

there are few reports on false alarms; therefore, this

work is noticeable in recording a case of false alarm.

In the predictive mapping of apparent stress, one

of the difficulties is that the correlation between the

variation of apparent stress and the seismic hazardous

region seems complicated. The case of the July 4,

2006 Wen’an, Hebei, MS5.1 earthquake (Chen et al.

2011) showed that although this earthquake is asso-

ciated with pre-shock increase of apparent stress

within *50 km near the epicenter (Chen and Li

2007), inspecting a wider range, the epicenter is

actually not associated with the largest increase of

apparent stress. Additionally, up to now, resolution of

the mapping of apparent stress is still limited. Only a

few reports (e.g., Ruan et al. 2011; Li and Yao 2015)

Vol. 174, (2017) Can Apparent Stress be Used to Time-Dependent Seismic Hazard

179



Reprinted from the journal

dealt with focal depths in the measurement and using

of apparent stress.

The calculation of radiated energy and seismic

moment, especially radiated energy, further con-

tributes to the uncertainty of, and debates on the

related results. In some works, radiated energy was

calculated through the energy-magnitude scaling

relation (e.g., Wu and Gu 2004; Zhong et al. 2004a;

Wang et al. 2004, 2005a; Zhang et al. 2007; Gao

2009). The scattered feature of this empirical relation

may affect the estimate of radiated energy, and in

turn affect the estimate of apparent stress. In some

works, both radiated energy and seismic moment are

deduced from the energy-magnitude relation and the

seismic moment-magnitude relation (e.g., Cao et al.

2005; Huang et al. 2005; Tang et al. 2007; Zhang and

Yang 2007; Liu et al. 2009). In this case, the apparent

stress becomes another expression of magnitude,

which deviates from the original sense of the mea-

surement of apparent stress. These cases are therefore

not included in the summary of the earthquake cases

in the above sections.

5. Scaling of Apparent Stress with Magnitude, and its

Implication for using the Variation of Apparent

Stress in Earthquake Forecast

Scaling of apparent stress with magnitude or

seismic moment also affects the results, which has

been paid attention to by several works (e.g., Cheng

et al. 2006). According to the study of Li and Chen

(2007) for the sequence of the 1999 Xiuyan, Liaon-

ing, MS5.4 earthquake, of Wang et al. (2013) for the

small earthquakes in Shandong Province of eastern

China, of Zhang et al. (2015) for the water injection

induced earthquakes in Sichuan Province of south-

western China, and of Xie et al. (2013) for the small

earthquakes in the reservoir region, among others,

apparent stress scales clearly with seismic moment or

magnitude. Importantly, without the consideration of

such a scaling and the associated correction, some

ambitious approaches such as using apparent stress to

estimate the probability of major earthquakes within

the next 3 years (Yi et al. 2007), may be seriously

affected. The case of the September 4, 2013, Xianyou

ML5.0 earthquake in Fujian Province (Cai 2015)

indicated that the increasing trend of apparent stress

before the earthquake can be attributed to the

increasing of the magnitude of small earthquakes. Li

et al. (2014) reported that before the May 28, 2012,

Tangshan MS4.8 earthquake, apparent stress of local

small events increased, and after the earthquake

apparent stress decreased, but this variation seems

related to the variation of the magnitude of small

earthquakes. In the work of Li et al. (2015a), it is hard

to discriminate whether the conclusion that the

apparent stress of the mainshock is larger than that of

the aftershocks is simply due to that the magnitude of

the mainshock is apparently larger. In the early work

studying the 2007 Ning’er, Yunnan, MS6.4 earth-

quake sequence, Qian et al. (2007) reported that the

average apparent stress of aftershocks within the first

4 days after the mainshock was 0.95 MPa, which

decreased to 0.27 MPa (the background level of

apparent stress in Yunnan Province) after the fourth

day. Even if in an aftershock sequence of a ML4.1

earthquake (Chen et al. 2005), it was found that the

apparent stress of the aftershocks (being about

0.05 MPa on average) are different from that of the

mainshock (being 5 MPa). Seen in present time,

however, what is the role of the scaling relation in

such observation apparently needs a reevaluation.

Yue et al. (2015) also noticed this problem, and

discussed qualitatively the effect of magnitude on the

variation of apparent stress.

Coping with this problem, Qiao et al. (2006) and

Sun et al. (2015) used seismic events with similar

magnitudes to compare the apparent stress. Wang

et al. (2005a, b) pointed out that inspecting the

variation of apparent stress, the relation between

earthquake magnitude and apparent stress has to be

taken into account. As a solution, they used only the

small events with magnitude less than ML4.5. Con-

sidering the scaling between apparent stress and

magnitude, Liang et al. (2014) used the data of small

earthquakes with different magnitude ranges. In the

study of Pan et al. (2015)2 discussing the difference

of apparent stress of small earthquakes within and

surrounding the reservoir, and before and after the

2 Should be ‘Yunnan Province’, printed as ‘Yunna’ in the

journal.
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impounding, earthquakes with similar seismic

moment were used for the comparison.

As a more sophisticated solution to this problem,

Li et al. (2012b) first fit the scaling relation between

apparent stress and magnitude, and then calculate the

difference between the measured apparent stress and

the ‘theoretical’ apparent stress deduced from the

magnitude-apparent stress relation. They found that

before the June 3, 2007, Ning’er, Yunnan, MS6.4

earthquake, this value showed significant increase

since September 2006. This increase terminated at the

end of 2006. Spatial range is about 150 km centered

at the epicenter of the ‘target’ earthquake. The result

of Zhang et al. (2009) showed that such ‘differential

apparent stress’ had an apparent increase in the Zip-

ingpu Reservoir from 2005, exhibiting clear

correlation with the water level. Wang and Zheng

(2014) took similar approach to the analysis of

apparent stress in eastern Shandong Province, and

used the result in a testing mode to the annual fore-

cast of seismic hazard. Yi et al. (2013) obtained that

the October 19, 2012, Tianquan-Lushan ML4.6

earthquake, although hard to be considered as a

foreshock of the April 20, 2013, Lushan, Sichuan,

MS7.0 earthquake in the perspective of seismicity,

has significantly higher apparent stress as compared

to the empirical apparent stress-magnitude scaling

relation. Wang and Zheng (2015) took similar

approach for the Yutian, Xinjiang, MS7.3 earthquake

on February 12, 2014, and observed the pre-shock

increase of ‘differential apparent stress’.

Remarkably, the scaling relation between appar-

ent stress and magnitude or seismic moment is

dependent on the focal mechanisms of the earth-

quakes (Zhong et al. 2004a, b), which can also affect

other physical properties such as the performance of

precursory anomalies (Wu and Wang 2004). Such

dependence was even used to obtain the information

of dynamic friction (Wu 2001a, b). Also interesting

is that reservoir-induced earthquakes and tectonic

earthquakes have similar scaling relations between

apparent stress and magnitude, but tectonic earth-

quakes have higher level of apparent stress (Zhou

et al. 2012). Yang and Zhang (2010) investigated the

seismicity in the Zipingpu Reservoir region (which

became well-known after the 2008 Wenchuan

earthquake due to the debate on its role in triggering

the Wenchuan earthquake) and found that the scaling

relation between seismic moment and apparent stress

changed before and after the impounding of the

reservoir; before the impounding the correlation

between apparent stress and seismic moment was

weak, but after the impounding a scaling law

emerged that apparent stress increases with seismic

moment.

6. Radiated Energy as the Key Issue

for Understanding and Measuring

Apparent Stress

Physical picture of the relation between the vari-

ation of apparent stress and seismic hazard is not very

clear and is at best conceptual or even intuitive, being

discussed by most of the works only in the intro-

duction section. In the simplest case, radiated energy

during an earthquake can be expressed by (Savage

and Wood 1971)

ES ¼ r0 þ r1ð Þ
2

� rf

� 
M0=l

in which r0, r1, and rf are the initial stress, the final

stress, and the stress associated with dynamic friction,

respectively. Apparent stress, having the dimension

of stress and expressed by the ratio of radiated energy

ES and seismic momentM0 multiplying the rigidity of

material l, is straightforwardly the difference

between the average stress and the frictional dynamic

stress (Pulido and Irikura 2000). By this interpreta-

tion, higher apparent stress is associated with either

the higher level of average stress (which may lead to

the failure of the material) or the lower level of

frictional dynamic stress (which can also ‘facilitate’

the seismic slip). The picture of higher average stress

is generally associated with the traditional under-

standing of the mechanism of earthquake and

faulting. Meanwhile, seen in the perspective of recent

studies, the lowered friction, as can be indexed by a

series of keywords, such as ‘frictional melting’, ‘sil-

ica gel lubrication’, ‘flash heating’, ‘powder

lubrication’, and ‘thermal pressurization’, might be

equally if not more important.

It might be interesting that apparent stress, as an

observational quantity of an earthquake, has another
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advantage. In seismology, one of the theoretical

debates is whether seismic moment, defined by the

product of D the slip, A the area of the seismic fault,

and l the rigidity of the source medium

M0 ¼ lDA

is ambiguous at an interface of materials crossing

which l has different values (e.g., Vavrycuk 2013). It

is even suggested (Ben-Zion 2001) that the use of

seismic moment should be replaced by the directly

observable potency (or geometric moment) P defined

by DA. Apparent stress, at least in its form, seems not

affected by such an ambiguity. As a matter of fact,

Mori et al. (2003) expressed apparent stress as

ra ¼ ES=Að Þ=D
that is, ‘the seismic energy radiated per unit fault area

per unit fault slip’.

Indeed, radiated energy plays the key role in

obtaining the apparent stress. Depending on the

description of the propagation of seismic waves from

the source to the receiver, radiated energy can be

calculated through source spectra (e.g., Ide and Ber-

oza 2001), source time function (e.g., Vassiliou and

Kanamori 1982), moment rate (e.g., Vassiliou and

Kanamori 1982; Pulido and Irikura 2000), or even

rupture process model of a finite source (e.g., McGarr

and Fletcher 2001, 2002). Comparing with seismic

moment, the ‘zero-frequency description’ of the

seismic source process, in the measurement of radi-

ated energy, the integration of the source spectra over

a wide frequency band, there are more details to be

considered in modeling the seismic wave propagation

and attenuation. Seen in this perspective, it seems that

at the present time, most if not all the problems in the

study of apparent stress in China, probably in other

places as well, are associated with the measurement

of radiate energy.

7. Discussion with(out) Conclusion/s

Chinese scientists had started the measurement of

apparent stress as early as in the 1980s (e.g., Ye et al.

1980; Yan et al. 1994). Relating apparent stress to

seismic hazard, Huang and Yi (2000) discussed the

relation between ‘apparent strain’ and seismic hazard

at a 5-year time scale. Widespread use of apparent

stress in seismic hazard analysis (or in another word,

earthquake forecast) in mainland China was to some

extent stimulated by the paper of Wu (2001a, b) and

Wu et al. (2002) which were cited by majority of the

early stage papers published—to much extent this is

the motive for the authors of this article to conduct

the review which has dual goals as to review the

works going on, and to reflect whether such a stim-

ulation has been a blessing or cursing of the

earthquake forecast study in mainland China. Sheng

and Wan (2008) summarized some of the results and

discussed their physical significance, while in this

article more recent works were included. No matter

successful or not, this endeavor carried out by several

groups of scientists based on the updated observa-

tional facilities over the past 15 years deserves to be

recorded either as a review (if successful and

prospective) or as a piece of history of seismology (if

not as successful as expected). Noticeably, in some

countries speaking different languages or with dif-

ferent systems of scientific development, there had

been some works not well-known by international

scientific community. China is only one of the

examples of such countries, and apparent stress

applied to earthquake forecast is only one of the

examples of such works. Collecting and reviewing

such works is by no means superficially for ‘copy-

right claiming’. In fact, it is a record of the

development of science, reflecting the diversity of

scientific approaches, and the wide participation in

the development of researches, especially facing to

some difficult scientific problems such as earthquake

forecast.

As indicated by the title, this paper covers only

the works in mainland China which directly related

apparent stress to time-dependent seismic hazard or

earthquake forecast. Other works on apparent stress

(for example, Chen 2005; Meng et al. 2013, 2014) are

not considered. From the present works in progress, it

seems that the following three aspects deserve further

investigation:

1. Pre-shock increase of apparent stress of small

events, with time scale of several months, and

varying spatial scale surrounding the epicenter of

the ‘target’ earthquake;
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2. Relation between the apparent stress of an earth-

quake and the property of the earthquake, as per

whether it is a foreshock;

3. Relation between the apparent stress of the

mainshock and the magnitude of the largest

aftershock.

Somehow interesting is that there were quite a few

works studying reservoir-induced seismicity, provid-

ing the physics of faulting with some observational

clues, while conceptually, apparent stress was also

proposed to be used to monitoring the hazard of min-

ing-induced seismicity (Tang et al. 2011). On the other

hand, at present time, controversies still exist mainly

on the following three aspects:

1. Reliability of the estimation of radiated energy,

and in turn reliability of the estimation of apparent

stress;

2. Scaling of apparent stress with the size of

earthquakes, and the ‘real’ variation of apparent

stress associated with seismic hazard;

3. Statistical significance of the apparent variation of

apparent stress associated with the ‘target’

earthquakes.

All these three aspects indicate the direction of

future studies. Related to these pros and cons, accu-

mulating and digesting more observational data, as

well as the standardization and systematization of the

works, plays the central role.

From the present status quo, it is apparently too

early to be optimistic on the application of apparent

stress to seismic hazard assessment or earthquake

forecast. However, the scientific merit of this

approach, no matter whether successful or not, lies in

providing time-dependent seismic hazard analysis or

earthquake forecast with new earthquake catalogs of

more degrees of freedom, and in turn a new look at

earthquake sequences. As an ongoing approach, it is

almost inevitable to have problems of various kinds

from methodology to measurement, which are to be

overcome with the progress of the study. As a matter

of fact, in recent years, there have been the works on

the recalculation and reevaluation of the apparent

stress as well as its performance as an indicator of the

time-dependent seismic hazard, for the earthquakes

or earthquake sequences investigated before (e.g.,

Wang et al. 2014). We are not confident, therefore,

whether it is fair to conduct a critical review of some

of the works. Nevertheless, it is time to summarize

the related results for the past 1.5 decade, and com-

municate with international seismological

community, as reflected by this article which tries to

provide an overview of such an approach in a way

similar to the IUGG national report (e.g., Rundle and

Klein 1995), with the hope of calling for interests in,

and probably cooperation on, this ongoing approach.
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An Ensemble Approach for Improved Short-to-Intermediate-Term Seismic Potential

Evaluation

HUAIZHONG YU,1 QINGYONG ZHU,2 FAREN ZHOU,1 LEI TIAN,1 and YONGXIAN ZHANG
1

Abstract—Pattern informatics (PI), load/unload response ratio

(LURR), state vector (SV), and accelerating moment release

(AMR) are four previously unrelated subjects, which are sensitive,

in varying ways, to the earthquake’s source. Previous studies have

indicated that the spatial extent of the stress perturbation caused by

an earthquake scales with the moment of the event, allowing us to

combine these methods for seismic hazard evaluation. The long-

range earthquake forecasting method PI is applied to search for the

seismic hotspots and identify the areas where large earthquake

could be expected. And the LURR and SV methods are adopted to

assess short-to-intermediate-term seismic potential in each of the

critical regions derived from the PI hotspots, while the AMR

method is used to provide us with asymptotic estimates of time and

magnitude of the potential earthquakes. This new approach, by

combining the LURR, SV and AMR methods with the choice of

identified area of PI hotspots, is devised to augment current tech-

niques for seismic hazard estimation. Using the approach, we tested

the strong earthquakes occurred in Yunnan–Sichuan region, China

between January 1, 2013 and December 31, 2014. We found that

most of the large earthquakes, especially the earthquakes with

magnitude greater than 6.0 occurred in the seismic hazard regions

predicted. Similar results have been obtained in the prediction of

annual earthquake tendency in Chinese mainland in 2014 and 2015.

The studies evidenced that the ensemble approach could be a useful

tool to detect short-to-intermediate-term precursory information of

future large earthquakes.

Key words: Multi-method, combination, Yunnan–Sichuan

region, Chinese mainland, seismic hazard evaluation.

1. Introduction

A series of recent studies suggest that earthquakes

might depend sensitively on the heterogeneity of

seismogenic media setting and stress transfer in the

crust (Stein 1999; Curran et al. 1997; Garcimartin

et al. 1997). So, a possible strategy to identify clues

for prediction of a large earthquake is to explore the

evolution pattern of seismicity associated with

background stress field to evaluate the long-term

earthquake hazard in any tectonically active region

(Tiampo et al. 2002). Based on this idea, Rundle et al.

(2000, 2003) proposed the pattern informatics (PI)

method. They believed that 25 earthquakes occurred

either on area of hotspots or within the margin of

error of ±11 km when they applied the method to

examine the 27 M[ 5 earthquakes in southern Cal-

ifornia between 2000 and 2010. Similar results were

obtained by Holliday et al. (2005) when they studied

the M[ 7 earthquakes in the world during

2000–2010. In spite of the well-determined spatial

pattern of seismic hotspots that resulted from the

previous earthquakes, this method, however, offers

little information about the short-to-intermediate-

term variation of regional seismic activity, making it

difficult to assess the short-to-intermediate-term

earthquake potential.

One approach to solving the problem is to com-

bine forecasting models with different time horizons

(Rhoades and Gerstenberger 2009). Bowman and

King (2001) have described a physical approach that

links static stress modeling to accelerating moment

release before a large event. They demonstrated that

the forecasting effectiveness of current techniques

could be enhanced by substituting the circular critical

region with the areas of increased Coulomb stress.

Keilis-Borok et al. (2004) and Levin et al. (2006) also

used this technique to the evolution of seismicity

before large earthquakes. Nevertheless, the require-

ment of the forehand information of the fault or fault

segments that will rupture in a future event may
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hinder the use of this combination technique as the

method of earthquake prediction. In fact, combina-

tions of expected earthquake rates, mostly using

Bayesian approach, were developed by Marzocchi

et al. (2012), Zechar et al. (2010) and others. The

physical basis of these pattern recognition methods

for combining various precursory phenomena was

previously developed by Gelfand et al. (1976), Keilis-

Borok (1982), Sobolev et al. (1991) and Kossobokov

and Carlson (1995). Recently, Shebalin et al.

(2012, 2014) have suggested a combination method

based on differential probability gains; the method

gives a tool to combine rate-based and alarm-based

forecasting models.

Following these works, we experiment an

ensemble approach to assess earthquake potential by

applying the short-to-intermediate-term earthquake

prediction methods: the load/unload response ratio

(LURR), the state vector (SV), and the accelerating

moment release (AMR), to the areas where there are

noticeable PI hotspots (Yu et al. 2013a). The under-

lying physics of this approach is from Shebalin et al.

(2012, 2014), while the method for determining the

time and magnitude of an earthquake is similar to the

methodology established by Bowman and King

(2001). To show the validity of the approach, the

strong earthquakes (M[ 5.5) that occurred in Yun-

nan–Sichuan region, China during 2013–2014 were

tested in this paper. Moreover, the predictions of

annual earthquake tendency in Chinese mainland in

2014 and 2015 are also displayed as the examples.

2. Models and Their Combination

Pattern informatics (PI), load/unload response

ratio (LURR), state vector (SV), and accelerating

moment release (AMR) are sensitive in different

ways to the earthquake’s source (see Appendix). The

PI technique is founded on the premise that the

change in the seismicity rate is a proxy for the change

in the underlying stress. The use of this method

implicitly assumes that earthquake fault systems are

in an unstable equilibrium state and can be treated

linearly about their equilibrium points. For a given

located fault patch, if the part of its surrounding

regions, which manifests its stress state relatively

more effectively, is loaded with anomalously high

stress, it would tend to be driven toward failure. In

this sense, the PI method can be applied to predict the

occurrence of future large earthquakes (Tiampo et al.

2002). In the previous studies of Rundle et al. (2002),

the PI hotspots seem to fit location of the earthquakes

well; however, we do not know how robust it is,

because the high rate of failures-to-forecast and lack

of short-to-intermediate-term earthquake potential

evaluation may sometimes compromise the reliability

of the forecast.

The LURR and SV methods are used to detect the

occurrence of large earthquakes by identifying the

stable state of source media, while the AMR method

is based on the hypothesis that earthquake can be

regarded as a critical point. For mainland China,

more than 80 % of the events with magnitude greater

than 6.0 since 1980 were preceded with obvious

LURR precursory anomalies (Yin et al. 2000); more

than 2/3 of the events exhibit clear pre-shock AMR

property (Jiang and Wu 2006); about 70 % of the

events were preceded with SV anomalies (Yu et al.

2006). Even so, the debate on whether these methods

produce significant precursory phenomena was still

reflected by many publications (Mignan 2011; Yin

et al. 2000; Smith and Sammis 2004; Yu et al. 2006).

Taking AMR for example, the method has been

widely applied to almost all the tectonically active

regions, such as the California (Jaume and Sykes

1999), Greece (Chouliaras 2009), China (Jiang and

Wu 2011), Italy (Di Giovambattista and Tyupkin

2001), Mexico (Sammis et al. 2004), Taiwan (Chen

2003), New Zealand (Robinson 2000) and Japan

(Papazachos et al. 2010), but the negative results and

criticisms have been gradually increasing since 2004

(Mignan 2011). Since the time period, area, and

magnitude range analyzed before the main shocks

were optimized to produce the strongest AMR signal,

spurious cases of AMR could arise from data fitting

(Hardebeck et al. 2008). Meanwhile, optimizing the

search criteria may identify apparent AMR in a

region, even if no significant event exists (Hardebeck

et al. 2008). Hence, improvements on the method are

expected to provide robust signal for identification of

AMR phenomenon. With regard to this issue, Sor-

nette and Sammis (1995) imposed the log periodicity

fluctuation on AMR; Bowman et al. (1998)
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introduced the parameter C, and applied it to opti-

mize the spatial and temporal scales of data input.

Nevertheless, the effectiveness for seismic hazard

evaluation is still controversial (Hardebeck et al.

2008), especially in the practical prediction of

earthquakes (Jiang and Wu 2005): it is hard to pre-

determine the epicentral location and extent of the

fault rupture prior to an earthquake. In this regard,

some recent AMR studies have used spatial regions

based on hypothetical stress loading patterns, rather

than circles, to select the data (Bowman and King

2001; Jiang and Wu 2011). Since the methods require

sufficient knowledge of the tectonic history and

loading mechanism in the region, they are difficult to

be applied to practical real-time prediction of earth-

quakes presently.

For these reasons, we attempt to establish a

physically reasonable framework to apply the PI

method, combining with the LURR, SV, and AMR

methods, for seismic hazard evaluation. This is sim-

ilar to what Bowman and King (2001) did in their

seismicity and Coulomb stress accumulation analysis

before large earthquakes. The major difference lies in

that the regions where there are noticeable increases

of Coulomb stress are replaced by the regions derived

from the PI hotspots. Also, the LURR, SV and AMR

methods are applied to assess if the stress change is

likely to bring the regional crust closer to failure with

the idea of overlapping phenomenology (Yin et al.

2000). Using this strategy, we can screen out the false

alarms made by the PI method, without obviously

reducing the hit rate, and, therefore, effectively aug-

ment the reliability of prediction. More importantly,

the predictive outputs of these methods are valid for

different timescales, months, years, or decades,

making it possible to combine them for better pre-

diction of the time-dependent seismic hazard. This

can be supported by studies of Yin et al. (2002) and

Zhang et al. (2006) which demonstrated that the

spatial extent of the stress perturbation caused by an

earthquake scales with the moment of the event.

Because the anomalous stress field in the surrounding

regions of the large event is detected by the PI hot-

spots, earthquakes that occurred outside of the

regions (where the stress change may be less effective

to induce a large earthquake) are excluded from

seismic hazard evaluation, the predictive power of

current techniques (the LURR, the SV, and the AMR)

is, therefore, enhanced.

3. Methods

In practice, using the combination approach, the

first step is to apply the PI method to search for the

seismic hotspots. The forecasting time window

adopted in this study is 5 years. Other relevant

parameters, such as the side length of Dx, time step of

Dt, initial time of t0, and seismic magnitude cutoff,

are determined according to regional seismicity

activity (Rundle et al. 2003).

Next, we delineate areas where large earthquake

should be expected by covering the hotspots with the

circular regions of a certain radius (r). The radius is

decided by seismic magnitude of the ensuing main

shock, in which the statistical slope of critical regions

and size–magnitude is about 0.36 (Ben-Zion and

Lyakhovsky 2002; Yin et al. 2002). The hotspots

where the distance between any two of them is less

than 2r are attributed to a potential critical region,

and the midpoint coordinate of the hotspots is set to

be the center of the region. Here, the distance

between two critical regions should meet:

d� 2rc; ð1Þ
where r is the radius of the critical region, and c is

correlation coefficient (usually c = 0.8), denoting the

coincidence degree of two critical regions.

Then, we evaluate the short-to-intermediate-term

seismic potential in each of the critical regions using

the LURR and SV methods. If LURR and two or

more SV scalars changed anomalously within a time

frame from months to years before the forecasting

time periods, the region is retained, otherwise,

removed. An anomalous signal means an LURR

value above the threshold of 1.0, while the anomaly

in the SV time series is decided by subtracting the

average value of the whole time series. If the dif-

ference is greater than 0, it is an anomalous one.

Finally, the AMR analysis is adopted to estimate

time and magnitude of the potential earthquakes. We

fixed the z value to fit A, B and tc in Eq. (15) (Ap-

pendix). According to the definition, the asymptote

time, tc, is the occurrence time of the ensuing main
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shock. A is the cumulative Benioff strain at time tc,

which can be used to assess the magnitude of the

earthquake by the following expression:

Ms ¼ lg A� e tp
� �� �2�4:8

n o.
1:5; ð2Þ

where tp is the time of the prediction made. The

relationship between energy and magnitude is

derived from Gutenberg and Richter (1956) and

Kanamori (1977). The exponent z is a focus of this

stage. Sornette (1992) found that z = 1/2 is associ-

ated with a critical transition. Rundle et al. (2000)

used scaling arguments to show that power-law

time-to-failure buildup of cumulative Benioff strain

may represent the scaling regime of a spinodal

phase transition, with an exponent z = 1/4. Ben-

Zion and Lyakhovsky (2002) have listed the z value

of seismological observations from various authors.

They concluded that the exponents fall in the range

0.1–0.55 and z = 1/3 for the damage rheology

model of Lyakhovsky et al. (1997). Similar results

were obtained using the fiber bundle model of

Turcotte et al. (2003). According to these studies,

the average value of z = 1/3 is adopted in this

study.

4. Application to Seismic Data

As an example, we apply the approach to

examine the large earthquakes with magnitude

greater than 5.5 that occurred in the Yunnan–

Sichuan region, China during 2013–2014. The

region is located in the southeast corner of the

Qinghai–Tibet plateau (Fig. 1) which is derived

from the collision between the Indian and Eurasian

plates. The continuous squeezing after the collision

dominates the Cenozoic and present-day tectonic

deformation in Chinese mainland, causing about 3–4

strong earthquakes of M6 every year on average,

and two M7 earthquakes every 3 years. Due to the

sustained collision and compression between the

Indian and Eurasian plates, the tectonic activity in

the Yunnan–Sichuan region is very violent. 32 large

earthquakes with magnitude greater than 7.0 have

been recorded in this region, including the 2008 M8

Wenchuan earthquake.

In our study, the earthquake catalog is retrieved

from the China Earthquake Networks Center (http://

www.ceic.ac.cn/), in which the M[ 3.0 earthquakes

that occurred in the Chinese mainland since 1970

have been recorded. The earthquakes were recorded

in the Beijing time and on the local magnitude scale.

Note that, for some special areas, such as the capital

circle region, smaller earthquakes with magnitude of

1.0 can also be observed.

Figure 1 shows the PI hotspots distribution in the

Yunnan–Sichuan region, with Dx = 0.15� and

Dt = 10 days. The magnitude cutoff (Mc) is 3.5.

Detailed parameters for the PI calculation are:

t0 = 01-01-1970, t1 = 01-01-2008, t2 = 01-01-2013,

t3 = 01-01-2018, i.e., the forecast and reference

periods are 2013–2018 and 2008–2013, respectively.

To clearly show the spatial change of the hotspots,

value of DP in each of the bins (Eq. 8 in the Ap-

pendix) is calculated using the logarithm of log10
(DP/DPmax), where DPmax is the maximum value of

the bins. Also shown in the figure are the circular

critical regions derived from the PI hotspots. The

radius of the circle is 110 km, corresponding to the

areal size of an M5.5 earthquake.

Figure 2 shows the evaluation of LURR anoma-

lies (LURR[1.0) from March 1, 2013 to December

31, 2014 within the critical regions displayed in

Fig. 1, with a temporal window of 1 year at a sliding

step of 2 months. The Benioff strain of the earth-

quakes with magnitude less than 4.0 within the

critical regions was computed as the loading/un-

loading response. The inner frictional coefficient we

adopted to calculate DCFS is 0.4 (Yin et al. 2000).

The scanning radius of the circle is 110 km, and the

slippage is 25 km.

Figure 3 displays the evolution of four SV scalars

time series in each of the circular critical regions

shown in Fig. 1, with a time horizon of 10 years. In

the calculation, each circular critical region was

regarded as a SV target area, which was subdivided

into the 50 9 50 (km2) subregions, and the small

earthquakes of M\ 4.0 are used to compute SV time

series, with a temporal window of 1 year at a sliding

step of 2 months.

Figure 4 displays the final seismic hazard esti-

mates produced by the combination approach.

Corresponding precursory accelerating seismicity and
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the asymptote of power-law time-to-failure functions

are shown in Fig. 5. The magnitude cutoff is 3.5. The

earthquakes with magnitude greater than 5.5 that

occurred during January 1, 2013–December 31, 2014

are also plotted in the figure. Before the occurrence of

the earthquakes, anomalously high LURR and SV

values have often been observed (Figs. 2, 3). The

asymptote time and magnitude made by the AMR

method correspond to that of the actual events

(Fig. 5).

5. Comparison and Discussion

By forming a mixture of the PI, LURR, SV, and

AMR, we aim to create a more informative fore-

casting approach. Comparing the predictions shown

in Figs. 1 and 4, it is clear that both the PI and the

combination approaches have detected most of the

large events that occurred during the forecasting

period, 2013–2014 (just only the M5.9 Zhongdian

earthquake was missed). More detailed comparison

Figure 1
Seismic potential evaluated by the PI method in Yunnan–Sichuan region, China from January 1, 2013 to January 1, 2018. Values of the PI

hotspots are given by different colors, and the color code is explained according to a color bar right side of the figure. Critical regions are

delineated by the circular black contours. Red dots mark locations of the M[ 5.5 events between January 1, 2013 and December 31, 2014.

Black and gray lines denote the national and provincial borders and the main active faults. Rectangular area in the indexing map indicates the

location of the study region
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Figure 2
a, b Distribution of LURR anomalies within the critical areas shown in Fig. 1 during the period of 2010–2012. The LURR in each map is

calculated using the time window (a year) shown at the lower right corner of the map with the sliding step of 2 months. Value of the

anomalies is indicated by the color bar at right side of the maps
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Figure 2
continued
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between the results obtained using the two approa-

ches, however, does show some noticeable

differences. They are:

1. The combination method seems to be more

effective to detect future large earthquakes of

particular magnitude range and location than the

PI method. For some large earthquakes such as the

2013 M7.0 Lushan, and 2014 M6.3 Kangding

earthquakes, significant precursors are found if

circular areas are used, and are not found if just PI

hotspots are used for seismic hazard evaluation.

The result is consistent with the regional stress

accumulation pattern during the establishment of

the criticality (Bowman and King 2001): the

Figure 3
a, b Time series of the four SV scalars for each of the critical regions displayed in Fig. 1. The maps are sorted by the numbers at the center of

each critical region. Four dotted lines in each map plot the traces of four SV scalars between January 1, 2003 and December 31, 2012
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tectonic stress is not only accumulated at the fault

surface but also in a region surrounding the fault.

It is reasonable to replace the PI hotspots with the

circular regions of 110 km radius, and the lower

rate of failures-to-forecast would be achieved.

2. Although most of the events occurred in the

circular hazard regions produced by the two

approaches, the one produced by the combination

approach looks more prominent than the other one

produced by the PI method. The numbers of the

circular regions are 14 vs. 8 for the PI and

combination approaches (Figs. 1, 4). Such con-

trast makes the prediction stand out more clearly

in Fig. 4, and would represent less chance of false

alarm for the large events.

To show the comparisons in a more quantitative

fashion, we use a method of H score to evaluate

Figure 3
continued
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statistically the performance of the forecasts. This

method is similar to the methodology of R score

given by Ma et al. (2004). Table 1 lists the hits, the

false alarms, and the H scores of the seismic hazard

regions shown in Fig. 4 as the detection threshold is

altered. The value of HC, indicating the predictive

power of the approach, is defined as:

HC ¼ EH

ET

� ST

SA
; ð3Þ

where EH and ET denote, respectively, numbers of the

detected earthquakes and the total major events, and

ST and SA represent areas of the circles and the total

area of Yunnan–Sichuan provinces, respectively. In

Figure 4
Seismic potential evaluated by the combination approach in Yunnan–Sichuan region, China from January 1, 2013 to December 31, 2014.

Time and magnitude of the potential earthquake in each of the regions is displayed in a red box at the center of the region
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fact, this value is equal to the 1 - m - s, one of

possible ‘loss functions’ connected to the Molchan

error diagram (Molchan 1991), in which m is the rate

of misses and s is the rate of false alarms, repre-

senting, respectively, the 1 - EH/ES and ST/SA in

Eq. (3). In Table 2, we show the statistical prediction

performances of the predictions displayed in Fig. 1,

in which the value of HPI is calculated as the HC in

Eq. (3).

The examples we show above indicate that for

detection of the earthquakes with magnitude greater

than5.5, theH scoresof thePI (HPI) and the combination

(HC) approaches are about 0.5 vs. 0.6, while for the

M[ 6.0 earthquakes, the values are about 0.5 vs. 0.7. It

is clear that the combination approach manifests the

more preferable ability in prediction of future large

earthquakes, especially for the earthquakes with mag-

nitude greater than 6.0. On the other hand, the value of

Table 1

Statistics of the prediction performances of the seismic hazard

regions displayed in Fig. 3 as a function of the detection threshold

Threshold (magnitude) Observed events HC

Yes No Total

5.5 9 1 10 0.65

5.6 8 1 9 0.64

5.8 7 1 8 0.62

5.9 5 1 6 0.58

6.0 5 0 5 0.74

Figure 5
Cumulative Benioff strain of the earthquakes in each of the seismic hazard regions shown in Fig. 4. The maps are sorted by the numbers at the

center of each critical region. Solid curve in each map is the fit of the data to the power-law time-to-failure equation, with the time of the

predicted event denoted by a cross symbol
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Hc in Table 1 seems to highly correlate with magnitude

of the ensuing main shock, suggesting the significant

predictive power of the approach: it has moderate

predictive powerwhen themagnitude isgreater than5.5,

relatively high predictive power when M[ 6.0.

Knowing this unique characteristic of the combination

approach, we might use that for testing various kinds of

earthquakes in the future.

6. Prediction Attempts

In addition to the tests on the large earthquakes

in some specific regions in Chinese mainland, we

have performed more rigorous tests of the approach

on the annual earthquake tendency in Chinese

mainland.

Table 2

Statistics of the prediction performances of the seismic hazard

regions displayed in Fig. 1

Threshold (magnitude) Observed events HPI

Yes No Total

5.5 6 4 10 0.58

5.6 5 4 9 0.53

5.8 4 4 8 0.48

5.9 3 3 6 0.48

6.0 3 2 5 0.58

Figure 6
Seismic potential evaluated by the combination approach in Chinese mainland in 2014. Red dots are the M[ 5 earthquakes during the period

of forecasting, January 1, 2014–October 31, 2014
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Figure 6 shows the predicted earthquake tendency

in Chinese mainland in 2014. All the descriptions are

the same as for Fig. 4 except some specific parame-

ters used: PI: Dx = 0.5�, Dt = 10, Mc = 3.0,

t0 = 01-01-1970, t1 = 01-01-2009, t2 = 01-01-2014,

t3 = 01-01-2019; LURR: temporal win-

dow = 1 year, sliding step = 1 month, scanning

radius = 200 km, slippage = 25 km; AMR:

Mc = 3.0. Radius of the circular hazard areas is 200

km, corresponding to the areal size of an M[ 6

earthquake. Also shown in the figure are the M[ 5.0

earthquakes that occurred during the forecasting

period. The prediction was made on October 1, 2013,

and relevant report was submitted to Annual Con-

sultation, a special kind of short-to-intermediate-term

earthquake forecast regularly undertaken in China

Earthquake Networks Center, on October 18 (Yu

et al. 2014).

Results show that most of the major events,

especially the four M[ 6.0 earthquakes (the 12

February M7.3 Yutian, 30 May M6.1 Yingjiang, 3

August M6.5 Ludian, and 7 October M6.6 Jinggu

earthquakes), occurred in the seismic hazard regions

predicted, while just only a few M5 earthquakes are

missed: the 31 March M5.5 Nima, 3 August M5.0

Jilong, Xizang and 30 April M5.1 Hami, Xinjiang

earthquakes. In fact, the Hami earthquake is near the

national border of China, while the Nima and Jilong

earthquakes are located in the weak areas of seismic

monitoring. The catalog’s quality of the earthquakes

is questionable. The statistical analysis of the pre-

diction performances of the seismic hazard regions as

the detection threshold is altered is listed in Table 3.

The results, once again, show the remarkable pre-

diction power of the combination approach.

Figure 7 is the prediction of earthquake tendency in

Chinese mainland in 2015. Result was submitted to

Annual Consultation of China Earthquake Networks

Center on October 14, 2014 (Yu et al. 2015). Actually,

all the two M[ 6.0 earthquakes in the forecasting

period (the July 3, 2015M6.5 Pishan andNovember 22,

2014 M6.3 Kangding earthquakes) were predicted

right by using the combination approach.

Finally, it should be pointed out that, besides the

2014 M7.3 Yutian earthquake (displayed in Fig. 6),

using this idea, we have predicted other two large

earthquakes with magnitude greater than 7.0 in Chi-

nese mainland since 2010. Predictions of the 2010

M7.1 Yushu and 2013 M7.0 Lushan earthquakes are

shown in Fig. 8, which were submitted to Annual

Consultation of China Earthquake Networks Center

on November 11, 2009 and October 15, 2012,

respectively (Yu et al. 2010, 2013b). The results had

revealed the critical extent of source media before the

quakes, and further demonstrated the validity of the

combination approach.

7. Conclusion

Through our application practices, we find that by

combining the PI method with the LURR, SV and

AMR methods, the prediction power of current tech-

niques can be augmented. While we illustrate the

approach using seismicity in Chinese mainland, the

technique is general and might be applied to any tec-

tonically active region. Combination of the models

which is valid for different space–time scales facili-

tates the analysis of the complex temporal and spatial

evolution of seismic system. Statistically, the combi-

nation approach outperforms its component models,

with the lower rate of false alarm and even the higher

hit rate. Althoughmore data testing is needed to further

verify the approach, it is ready to be employed in the

real world for quantitative prediction of future large

earthquakes. If sufficient knowledge of the regional

seismicity pattern is known, the approach presented in

this paper allows us to achieve gradually approxima-

tion of the crucial parameters of future large

earthquakes, such as the time, location and magnitude.

Table 3

Statistics of the prediction performances of the seismic hazard

regions displayed in Fig. 4

Threshold (magnitude) Observed events HC

Yes No Total

5.0 15 3 18 0.70

5.1 12 2 14 0.73

5.3 8 1 9 0.76

5.4 7 1 8 0.74

5.5 6 1 7 0.73

5.6 6 0 6 0.87

5.7 5 0 5 0.87

6.0 4 0 4 0.87
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Appendix

Pattern Informatics

The pattern informatics (PI) method, which is an

example of a phase dynamical measure, was pro-

posed to detect the characteristic precursory patterns

before large earthquakes (Rundle et al. 2000, 2003).

Detailed procedures of this method can be outlined as

follows:

1. To divide the study region into square bins with

side length of Dx.
2. To define average rate of occurrence of earth-

quakes in the i-th bin over the period tb to t

Iiðtb; tÞ ¼ 1

t � tb

Xt
t0¼tb

Niðt0Þ; ð4Þ

where tb varies between t0 and t1 at a time step of Dt,
and t0 is the initial time. The time interval tb–t1 is the

Figure 7
Seismic potential evaluated by the combination approach in Chinese mainland in 2015. All the descriptions are the same as for Fig. 6 except

some specific parameters used: seismic data: 01-01-1970 to 10-01-2014; earthquake exhibitions, M[ 6.0. Periods for PI evaluation are:

t1 = 01-01-2010, t2 = 01-01-2015, t3 = 01-01-2020
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reference period. Ni (t) is the number of earthquakes

with magnitude greater than Mc in the i-th bin. Mc is

the magnitude cutoff.

3. To normalize the activity rate function,

bIiðtb; tÞ ¼ Iiðtb; tÞ � hIiðtb; tÞi
rðtb; tÞ ; ð5Þ

where hIiðtb; tÞi and r(tb,t) are the average activity

rate function and its spatial standard deviation over

all the bins at time t.

4. To assess the change of normalized activity rate

function for the time period t1–t2,

DIiðtb; t1; t2Þ ¼ bIiðtb; t2Þ � bIiðtb; t1Þ ð6Þ
5. To calculate the probability of change of activity

in the i-th bin,

Piðt0; t1; t2Þ ¼ DIiðt0; t1; t2Þ2; ð7Þ
where DIiðt0; t1; t2Þ ¼ 1

t1�t0

Pt1
tb¼t0

DIiðtb; t1; t2Þ. In

phase dynamical systems, probabilities are related to

the square of the associated vector phase function

(Rundle et al. 2000).

6. To evaluate the difference between the Pi(t0,t1,t2)

and its spatial mean hPiðt0; t1; t2Þi; representing

Figure 8
Seismic potential evaluated by the combination approach in Chinese mainland in 2010 (a) and 2013 (b). Red dot in each map represents,

respectively, the 2010 M7.1 Yushu and 2013 M7.0 Lushan earthquakes. The maps are retrieved from Yu et al. (2010, 2013b)
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the probability of change in activity relative to the

background,

DPiðt0; t1; t2Þ ¼ Piðt0; t1; t2Þ � hPiðt0; t1; t2Þi: ð8Þ
The hotspots are defined to be the bins (or the

regions) where DPi(t0, t1, t2) is positive.

Load/Unload Response Ratio

Over the past decade, an earthquake prediction

method named the load/unload response ratio

(LURR) has been developed by Yin and others (Yin

et al. 2000; Zhang et al. 2006). In earthquake

prediction practice using the method, the seismic

energy release within certain temporal and spatial

windows is usually used as data input. Loading and

unloading periods are determined by calculating the

earth tide-induced Coulomb failure stress change

along a tectonically favored rupture direction on a

specified fault plane (Hainzl et al. 2010; Harris 1998).

The Coulomb failure stress is defined as:

CFS ¼ sn þ frn; ð9Þ
where f, sn and rn stand for inner frictional coeffi-

cient, shear stress and normal stress (positive in

tension), respectively, and n is the normal of the fault

plane on which the CFS reaches its maximum. When

the change of Coulomb failure stress (DCFS)[0, it is

Figure 8
continued
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in a loading state; and when DCFS \0, it is in an

unloading state. The LURR is, thus, expressed as a

ratio between energy released during loading and that

released during unloading periods:

Ym ¼
PNþ

i¼1 E
m
i

� �
þPN�

i¼1 E
m
i

� �
�
; ð10Þ

whereEi is seismic energy releasedby the i-th event, and

N? or N- represents the numbers of events that

occurred during the loading and unloading stages,

respectively. When m = 1/2, Em denotes the Benioff

strain. Note that the focal mechanisms of the small

earthquakes are assumed in agreement with that of the

main shock to contribute positively to DCFS for the

main shock. This assumption is supported by studies of

Hauksson (1994), Hauksson et al. (2002), and Harde-

beck andHauksson (2001), which demonstrated that the

focal mechanisms of regional small earthquakes prior to

the Landers and Hector Mine earthquakes were quite

consistent with that of the ensuing main shocks. To

avoid volatile fluctuations due to poor statistics, the

loading and unloading periods are usually summed over

many load–unload cycles within the time window.

Circular region is usually adopted as the spatialwindow,

and the optimal critical region scale for LURR evalua-

tion is determined by computing the LURR anomaly

within differently sized regions centered at epicenter of

the upcoming large event to reach the maximum LURR

precursory anomaly (Yin et al. 2000). The forecasting

time window, from months to years, is determined by

the magnitude of the ensuing earthquake: the larger the

earthquake, the longer the time.

State Vector

The idea of SV is adopted from statistical physics

into seismology to characterize the spatial and

temporal evolution of seismic activities (Yu et al.

2006). This method is defined by dividing the target

region into n uniform square subregions, and the sum

of seismic magnitudes in each subregion within

certain temporal window is computed as the compo-

nent of an n-dimensional vector. If a series of vectors

at different times are known, the temporal and spatial

evolution of seismicity may be obtained. Previous

studies show that anomalously high SV peaks have

often been observed months to years before large

earthquakes (Yu et al. 2006). Generally, four scalars

are defined to measure evolution of the vectors.

1. Modulus of the vectors,

M ¼ V~k

�� ��; ð11Þ
where V~k is the state vector at time tk (k = 1, 2…n),

whose temporal window is T at a sliding step of Dt.
2. Angle between two consecutive vectors,

As ¼ arccos
V~kþ1V~k

V~kþ1

�� �� V~k

�� ��
 !

: ð12Þ

3. Modulus of the increment vector:

IM ¼ V~kþ1 � V~k

�� ��: ð13Þ
4. Angle between vector V~k and equalized vector V~e,

Ac ¼ arccos
V~eV~k

V~e

�� �� V~k

�� ��
 !

; ð14Þ

where the equalized vector V~e consists of equal

components.

Accelerating Moment Release

Prior to the occurrence of large or great earth-

quakes, the accelerating moment release (AMR) is

usually observed (Jaume and Sykes 1999). Bufe and

Varnes (1993) suggested that a simple power-law time-

to-failure equation derived from damage mechanics

could be used to model the observed seismicity. This

hypothesis is an outgrowth of efforts to characterize

large earthquakes as a critical phenomenon (Rundle

1989). The function has the following form:

epðtÞ ¼ Aþ Bðtc � tÞz; ð15Þ
where tc is the time of the large event, B is negative

and z is the exponent. A is the value of e(t) when

t = tc (i.e., the final Benioff strain up to and including

the largest event). The cumulative Benioff strain at

time t is defined as:

eðtÞ ¼
XNðtÞ
i¼1

EiðtÞ
1
2; ð16Þ

where Ei is the energy of the i-th event and N(t) is the

number of events at time t.
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Reducing False Alarms of Annual Forecast in the Central China North–South Seismic Belt

by Reverse Tracing of Precursors (RTP) Using the Pattern Informatics (PI) ‘Hotspots’

SHENGFENG ZHANG,1,2 ZHONGLIANG WU,1 and CHANGSHENG JIANG1

Abstract—The annual consultation on the likelihood of earth-

quakes in the next year, the ‘Annual Consultation Meeting’, has

been one of the most important forward forecast experiments

organized by the China Earthquake Administration (CEA) since the

1970s, in which annual alarm regions are identified by an expert

panel considering multi-disciplinary ‘anomalies’. In such annual

forecasts, one of the problems in need of further technical solution

is its false alarms. To tackle this problem, the concept of ‘reverse

tracing of precursors (RTP)’ is used to the annual consultation, as a

temporal continuation and spatial extension of the work of ZHAO

et al. (Pure Appl Geophys 167:783–800, 2010). The central China

north–south seismic belt (in connection to the CSEP testing region)

is selected as the testing region of such an approach. Applying the

concept of RTP, for an annual alarm region delineated by the

Annual Consultation Meeting, the distribution of ‘hotspots’ of the

pattern informatics (PI), which targets the 5-year-scale seismic

hazard, is considered. The ‘hit’, or successful forecast, of the

annual seismic hazard is shown to be related to the sufficient

coverage of the ‘hotspots’ within the annual alarm region. The ratio

of the areas of the ‘hotspots’ over the whole area of the annual

alarm region is thus used to identify the false alarms which have

few ‘hotspots’. The results of the years 2004–2012 show that using

a threshold of 17 % can reduce 34 % (13 among 38) of the false

alarms without losing the successful hit (being 6 in that period).

Key words: Annual consultation, false alarm, reverse tracing

of precursors (RTP), pattern informatics (PI) hotspots, the central

China north–south seismic belt.

1. Introduction

Among the time-dependent seismic hazard

assessment or earthquake forecast with variable

definitions of their spatio-temporal ranges, annual

earthquake forecast plays a unique and interesting

role by balancing the capability of time-dependent

seismic hazard assessment and the annual plan for

earthquake preparedness. In China, such an approach

is implemented by the Annual Consultation Meeting

on the Likelihood of Earthquakes organized by the

China Earthquake Administration (CEA). By com-

bining tectonic, seismic, and other geophysical

information, an expert panel of the Annual Consul-

tation draws conclusions about the seismic tendency

in the next year and identifies the areas with higher

seismic risk (WU et al. 2007, 2013; WU 2014). Fig-

ure 1 shows an example of the output of the Annual

Consultation1, from which successful forecast (hit),

false alarm, and failure (miss-to-predict) can be seen

clearly. The Annual Consultation Meeting, although

having several problems regarding to its science,

technology, and organization, has its scientific merit

that it is a real forward forecast test, and, most

remarkably, it has been persistently conducted for

nearly four decades. It is natural that, in recent years,

this activity has caused increasing attention and has

been discussed in different aspects (WU 1997; ZHENG

et al. 2000; SHI et al. 2000, 2001, 2004; ZHANG et al.

2002; MA et al. 2004; WANG 2005; WU et al. 2007;

ZHAO et al. 2010; ZHUANG and JIANG 2012).

One of the problems of the Annual Consultation is

its false-alarm rate. From Fig. 1 it can be seen that

among the 10 annual alarm areas in 2004 the ratio of

false alarm is up to 50 %. To solve this problem, one

of the techniques available is the reverse tracing of

precursors (RTP) proposed by KEILIS-BOROK et al.

(2004), which traces long-term anomalies within the
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regions identified by short-term precursors (SHEBALIN

et al. 2004, 2006). The RTP method assumes that a

‘real’ short-term anomaly region should be preceded

by intermediate-term precursors formed in its vicin-

ity. According to KEILIS-BOROK et al. (2004), an

earthquake is generated by two interacting processes

in a fault network including an accumulation of

energy that the earthquake will release, and a rise of

instability which triggers such abrupt release—both

can be detected by the ‘premonitory’ patterns of

seismicity. ZECHAR and ZHUANG (2010) discussed the

statistical aspects of such an approach.

There are several options for choosing the inter-

mediate-term anomalies in the RTP consideration.

Our approach is the pattern informatics (PI) algorithm

proposed by RUNDLE et al. (2003) which have been

applied to the analysis of the pattern of seismicity in

several places (CHEN et al. 2005; NANJO et al.

2006a, b; HOLLIDAY et al. 2005, 2006a, b, 2007; WU

and CHEN 2007; WU et al. 2008a, b; JIANG and WU

2008, 2010, 2011a, b; CHO and TIAMPO 2012; ZHANG

et al. 2010, 2013, 2014, 2016; JIANG et al. 2013;

KAWAMURA et al. 2013; XIA et al. 2015). The RTP

approach in this paper, as a continuation (in time) and

extension (in space) of that of ZHAO et al. (2010), is

based on the analysis of PI anomalies with 5-year

time scale in an ‘alarm region’ of the increase of

probability of earthquakes for one-year time scale.

Figure 1
Example of the output of the annual consultation: the result for the year 2004. Blue closed solid lines delimitate the regions with increased

probability of earthquakes. The gray shaded area in Tibet with low monitoring capability and Taiwan with a different system are not included

in the annual consultation. Yellow dots show the epicenters of earthquakes over magnitude 5 occurred in 2004. Case examples of successful

forecast (marked as ‘Hit’ in the figure), false alarm, and miss-to-hit (marked as ‘Failure’) are shown in the figure. Red box depicts the central

China north–south seismic belt which is the study region of this paper

S. Zhang et al. Pure Appl. Geophys.

208



Reprinted from the journal

2. Region for Test and Data Used

Partly due to the disastrous great earthquakes,

such as the 1920 Haiyuan M8� earthquake with

fatality up to about 200,000 and the recent 2008

Wenchuan MS8.0 earthquake with fatality and miss-

ing up to 87,000, one of the focuses of special

attention in China for earthquake preparedness is the

central China north–south seismic belt. This region

has been studied in the perspective of seismology,

geodesy, geology, and geodynamics (YI et al.

2002, 2006; XU et al. 2005; ZHANG et al. 2014), and

has been proposed to be one of the testing regions for

the CSEP (Collaboratory for the Study of Earthquake

Predictability) project (MIGNAN et al. 2013; ZHANG

et al. 2016). This belt, located in between the Tibetan

Plateau, the Ordos block, the Sichuan basin, and the

South China block, is featured by complicated fault

systems and heterogeneous seismicity.

Somehow arbitrarily, in the present study, the

region under consideration is delimitated by the

ranges of latitude and longitude 21.0�–41.5�N and

97.5�–107.5�E, as shown in Fig. 1, with the refer-

ence of the CSEP testing region proposed by

MIGNAN et al. (2013). The earthquake catalogue used

in this study is the Monthly Earthquake Catalogue

from January 1, 1970, to December 31, 2013, pro-

vided by the China Earthquake Networks Center

(CENC). A homogeneous monitoring capability of

completeness magnitude 3.0 has been exhibited

since 1970 in this region (SU et al. 2003). ZHANG

et al. (2016) discussed in detail the magnitude issues

related to this region, following which we use only

‘magnitude’ for the size of the events in the cata-

logue. Also following convention that the cutoff

magnitude of the earthquake catalogue under study

should be no less than the completeness magnitude

and is generally taken as about 2 magnitude units

less than that of the ‘target’ earthquakes, in our

analysis, we take the cutoff magnitude as 3.0. In the

Annual Consultation, the ‘target magnitude’ is

generally MS5.0?, satisfying the conditions for the

PI calculation. Additionally, one of the advantages

of the PI algorithm is that it is basically a number-

counting algorithm, therefore the uncertainty and

ambiguity of magnitudes has little effect on its

performance.

Up to now the systematic data of the annual

consultation (classified for 3 years, with part of them

published by the Seismological Press in Beijing) are

only reflected in the open file reports (in Chinese) of

the China Earthquake Administration (CEA). The

data of the annual consultation used in this study are

from the China Earthquake Networks Center

(CENC), with the permission of the Department for

Earthquake Monitoring and Prediction of the CEA.

3. Method of the RTP to Reduce False Alarms

3.1. The RTP Approach

The original version of the RTP approach uses

‘earthquake chains’ to identify the long-range short-

term anomalous region. The ‘earthquake chains’,

which depict an area of a long-range short-term

activation of seismicity, have false alarms because

not all chains precede large earthquakes. To eliminate

false alarms, intermediate-term precursors identified

by pattern recognition were used (KEILIS-BOROK et al.

2004). This idea has shown to be able to apply to the

case of the Annual Consultation (ZHAO et al. 2010).

In such a ‘modified’ approach, the alarm regions

identified by the Annual Consultation is considered as

the anomalous region with shorter time scale, i.e., the

‘candidate’ (for the annual alarms). Eliminating the

false alarm is implemented by considering whether or

not intermediate-term anomalies have occurred

within each candidate alarm region within several

years, say, 5 years, preceding its appearance. The

similarity and difference between the original RTP

proposed by KEILIS-BOROK et al. (2004) and our

approach are listed in Table 1.

Physically, the RTP consideration has a deep root

from the concept of fractional Brownian motion (see,

e.g., TURCOTTE 1992). The variation of stress level,

characterized by any physically measurable quantity

such as the fluctuation detected in an earthquake

catalogue, has the property that the longer the time

scale, the larger the amplitude of the variation. Short-

term anomalies reflect the variation at a shorter time-

scale, or in another word, the ‘local’ scale, while

intermediate-term anomalies reflect the variation at

longer time scale, or in another word, the ‘global’
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scale. If the ‘match’ of such a stress level with the

‘rupture threshold’ determined by the strength of

materials can be considered as the criteria for an

earthquake to occur, as shown in Fig. 2, then the

reverse tracing of precursors (RTP) is to discriminate

the cases that short-time anomalies occur with, or

without, the background intermediate-term anoma-

lies, that is, case A, or cases B and C, in Fig. 2. In our

study, ‘short-term’ is 1 year, and ‘intermediate-term’

is 5 years.

3.2. The Pattern Informatics (PI) Analysis

Also from the consideration of a threshold

system, the PI algorithm seems one of the most

qualified candidates to characterize the ‘intermedi-

ate-term’ anomaly, with the input data being

regional earthquake catalogues; and the output

being the relative increase of the probability of

earthquakes, or the distribution of ‘hotspots’

described by the top 30 % of the normalized

probability increase.

To detect the fluctuation, the PI algorithm uses

counts of earthquakes within spatial–temporal cells to

describe the averaged seismic activity and its varia-

tion, through the following steps: (1) the whole

region under study is binned into boxes or ‘pixels’

with size D 9 D centered at a point xi. (2) Each point

xi is associated with a time series Ni(t) where Ni(t) is

the time-dependent average rate of earthquakes with

magnitude greater than the cutoff magnitude Mc in

box i and its Moore neighborhood. Ni(t) is calculated

for box i within a period starting from time tb to time

t. (3) The ‘seismic activity intensity’ functions of box

i is defined as the average rate of occurrence of

earthquakes:

Iiðtb; tÞ ¼ 1

t � tb

Xt
t0¼tb

Niðt0Þ: ð1Þ

(4) The probability of a future strong earthquake in

box i is defined as the square of the average intensity

fluctuation:

Piðt0; t1; t2Þ ¼ DIiðt0; t1; t2Þ2; ð2Þ
in which t1 is the starting time of the ‘anomaly

identification window’, t2 the ending time of the

‘anomaly identification window’ and the starting time

of the ‘forecast window’, and t3 the ending time of

the ‘forecast window’. The ‘sliding window’ for PI

calculation is selected to start from t0. (5) Subtracting

the mean probability over all boxes and denoting this

Table 1

Comparison of anomalies used in the RTP approach

Short-term (‘candidate’) Intermediate-term anomaly

Time scale Anomaly Time scale Anomaly

KEILIS-BOROK et al. (2004) 6 months Earthquake chain Several years TIP

ZHAO et al. (2010), and this study 1 year Annual consultation 5 years PI

Figure 2
Stress level described by fractional Brownian motion (fBm)

(produced by Matlab� via command FBM = wfbm(H, L, ‘plot’),

with Hurst exponent H = 0.6), as a sketch map demonstrating the

physical picture of the RTP approach. The horizontal line in red

shows the rupture threshold (as an extreme simplification since in

the real world it is not necessary to be a straight line). The

horizontal line in blue (also as an extreme simplification) shows the

threshold above which intermediate-term anomaly appears. Case A

(increasing of stress level with a given slop) is the short-term

anomaly which is associated with an earthquake. Cases B and C

(with the same type as case A) are the short-term anomalies

associated with false alarms. RTP is to discriminate case A from

cases B and C by considering whether there are intermediate-term

anomalies within the region which possesses short-term anomaly
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change as the probability-increase of future earth-

quakes via

DPiðt0; t1; t2Þ ¼ Piðt0; t1; t2Þ �\Piðt0; t1; t2Þ[ :

ð3Þ
The ‘hotspots’ are defined to be the boxes where the

probability function is larger than the background

level.

In our approach we use the PI code of Rundle’s

group to analyze the fluctuation of seismicity, with

parameter settings as follows: the spatial grid is taken

as 0.2� and depth of earthquakes is not considered;

‘anomaly training window’ is 5 years; the starting

point of the catalogue subject to analysis is taken as

15 years before the starting time of the ‘forecast

window’; logarithm amplitude log (DP/DPmax) is

used to represent the relative probability increase for

the ‘target’ earthquakes; only the top 30 % values are

considered as the ‘hotspots’ and shown in the PI

mapping. Figure 3 gives an example of the applica-

tion of the PI forecast, which shows the ‘hotspot’

distribution indicating the seismic hazard for the

period from January 1, 2006, to December 31, 2010

(the ‘forecast window’). As a reference, the relative

intensity (RI) ‘hotspot’ map is also presented, with

the same parameter settings as the PI map. In the RI

algorithm, it is assumed that strong earthquakes will

occur in the regions where earthquakes occurred

before.

3.3. The ROC Test of the Forecasts

As a test of the performance of the algorithm,

receiver operating characteristic (ROC) test (SWETS

1973; MOLCHAN 1997) is conducted against real

earthquake activity, by changing the ‘alarm thresh-

old’ of the ‘forecast region’ and counting the ‘hit

rate’ and ‘false alarm rate’ relative to real earthquake

activity. Here ‘hit rate’ means the number of

‘forecasted’ events divided by the total number of

‘target’ events. ‘Hit’ or ‘forecasted’ is defined as the

case that the ‘target event’ occurs within any

‘alarmed cell’ or one of its nearest neighbors. In the

ROC test, the PI forecast is compared with a random

guess, the null hypothesis. The larger area under the

ROC curve when compared to the area of the triangle

for random forecast, the better the performance of the

forecast will be.

Figure 4 shows the result of the ROC test based

on the false alarm rate and the hit rate. In this region,

its seems that PI and RI algorithm have comparable

performance, apparently due to the fact that seismic

activation plays a more important role. From the

figure it may be seen that both PI and RI method

outperform random guess and have the capability of

indicating the increase of the probability of strong

earthquakes within the next 5 years.

4. RTP Approach Applied to Annual Forecast:

2004–2012

4.1. RTP with PI for Annual Forecast

Figure 5 shows the ‘Hotspot’ distribution using

the PI method by analyzing the seismicity from

January 1, 1997, to December 31, 2006, as the

background window, and from January 1, 2007, to

December 31, 2011, as the anomaly identification

window, targeting at the seismic hazard within the

period from January 1, 2012, to December 31, 2016.

In the same figure, the result of the Annual Consul-

tation for the year 2012 is shown by blue closed lines

delimitating the annual alarm regions, together with

the blue circles showing the ‘target earthquakes’ of

the annual consultation (i.e., earthquakes with mag-

nitude larger than MS5.0 occurred in 2012). In the

figure, the overlapping area between the PI ‘hotspots’

and the alarm region from the Annual Consultation is

indicated by the numbers marked to the annual alarm

areas, together with the results of the annual forecast,

that is, ‘hit’, or false alarm. From the figure it may be

seen that ‘hits’ are apparently associated with wide-

spreading (and coherent) distribution of hotspots.

That is, the areas with wide-spreading hotspots are

still possible to be false alarms, but only the wide-

spreading hotspots are associated with ‘hits’. In

another word, those alarm areas with very low

coverage of hotspots tend to be false alarms, which

is the case that RTP works.

In the calculation, the areas of an annual alarm

region and the PI ‘hotspot’ coverage within it are

given by summing up the number of discrete pixels,
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using a regular grid, on the map which presents the PI

hotspots. For the annual alarm region, all the pixels

covered by its boundary are considered as the

‘boundary’ and not included in the calculation of

the area. For the annual alarm regions which are ‘cut’

by the border of the study region, only the part within

the study region (which has the PI hotspot result) is

taken in the calculation. The inhomogeneous distri-

bution of hotspots may affect the elimination of false

alarms associated with these ‘incomplete’ regions,

such as the first alarm region from the north in Fig. 5.

4.2. Retrospective Determination of the Overlapping

Threshold

Figure 6 plots the overlap ratio of the ‘hotspots’ in

the annual alarm regions of each year. In the figure,

false alarms and hits are presented by circles and

solid dots, respectively. The red dashed line shows

the reference level of the threshold proportion for

eliminating the false alarms. In this approach, we aim

at correctly removing the false-alarm regions without

sacrificing the hits due to the removal. The result

from 2004 to 2012 shows that 0.17 can be selected as

such a threshold value. From Figs. 5 and 6 as well as

the electronic Appendix, it can be seen that 13 among

the 38, that is, about 34 %, false alarms, can be

eliminated by this RTP approach. Up to now, this

result is only empirical, with limited statistical

significance due to the limitation of samples, and

without a clear picture of physics. However, inspect-

ing in Fig. 6 (the right column) the distribution of the

overlapping ratio, and keeping in mind not to over-

interpret the result, it may be seen that the

Figure 3
A show-case example of the application of PI/RI forecast, with 5-year forecast window from January 1, 2006, to December 31, 2010. Color-

coded ‘hotspots’ indicate the relative probability increase for the ‘target’ earthquakes (above MS5.0). Blue circles are the ‘target’ earthquakes

in the ‘forecast window’, and gray reverse triangles are the earthquakes within the same magnitude range as the ‘target’ earthquakes that

occurred in the ‘anomaly training window’. a PI method. b RI method
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distribution appears to be ‘bi-mode’ with two peaks,

and the empirically selected threshold is just in

between the two peaks of the distribution.

Annual consultation provides a kind of alarm-

based forecast, as shown by Figs. 1 and 5. For such

‘black-and-white’ forecasts, one of the indexes eval-

uating the performance is the R-value, the hit rate

minus the false alarm rate (XU 1989), which has been

used in China for the test of annual earthquake

forecast (SHI et al. 2001). The R-value can be

considered as a simplified version of the ROC test,

or the difference between the vertical and horizontal

axes on the ROC diagram. Seen in this perspective,

the above threshold is equivalent to the selection that

with the hit rate unchanged, the R-value increases

with the decrease of the false alarm rate.

5. Conclusions and Discussion

We use the concept of ‘reverse tracing of pre-

cursors (RTP)’ to tackle the problem of false alarms

of the Annual Consultation. We consider the central

China north–south seismic belt which has been

selected as the CSEP testing region in China. For an

annual alarm region delineated by the Annual

Consultation Meeting, the distribution of PI ‘hot-

spots’ targeting at the 5-year-scale seismic hazard is

considered. It was shown that successful forecast is

generally related to the sufficient coverage of the PI

‘hotspots’ within the alarm region. The ratio of the

areas of the PI ‘hotspots’ over the whole area of the

annual alarm region, therefore, is used to identify the

false alarms which have few ‘hotspots’. The result of

the years 2004–2012 obtains the threshold ratio of the

overlap area 17 %, for the central China north–south

seismic belt. This leads to the following suggestive

procedure for eliminating the false alarms in the

Figure 4
ROC test associated with Fig. 3a, b. Black solid line is for the PI

forecast, and gray solid line for the RI forecast

Figure 5
‘Hotspot’ distribution using the PI method by analyzing the

earthquake catalogue from January 1, 1997, to December 31, 2006,

as the background window, and from January 1, 2007, to December

31, 2011, as the anomaly identification window, together with the

result of the annual consultation for the year 2012 (delimitated by

blue solid lines). Blue and cyan circles show the ‘target

earthquakes’ occurred in the period from January 1 to December

31, 2012. Text shows the proportion of the overlapped area between

the PI ‘hotspots’ and the annual alarm region. Hits and false alarms

are marked in the figure. The false alarm removed by RTP is

marked by green crosses
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annual consultation using the PI algorithm as the

intermediate-term anomaly indicator: (1) plotting on

the same map the alarm regions produced by the

Annual Consultation and the PI ‘hotspots’; (2) cal-

culating the proportion of overlapped area between

each alarm region and the PI ‘hotspots’; and (3)

eliminating the regions which have a proportion of

‘overlap area’ lower than the threshold—for the

present case, 17 %. For the period 2004–2012, using

such an approach, 34 % of the false alarms can be

eliminated, without losing the 6 successful hits, as

shown in Fig. 6.

To better test this approach, it is necessary to put

it to the forward forecast. To this end, it might be

useful to compare the work of ZHAO et al. (2010) and

this study to inspect the stability of the result as well

as the threshold. In ZHAO et al. (2010), a smaller

region (20.8�–33.0�N, 97.2�–105.0�E, corresponding
to the southern part of the north–south seismic belt)

and an earlier time (1990–2003) was the target for

investigation. With the threshold 7 %, on average 1–2

false alarm regions per year were removed. To some

extent, this work, as a continuation in time and

extension in space, of the work of ZHAO et al. (2010),

is to investigate the question proposed in that paper

that due to the region dependence of the character-

istics of seismic activity, whether the PI-based RTP

approach for annual forecast holds for other regions.

In this work, a larger region (21.0�–41.5�N, 97.5�–
107.5�E), mainly extended to the north (correspond-

ing to the CSEP testing region) was selected, and a

later time range, 2004–2012, was considered. With

17 % being the threshold, on average 1–2 false alarm

regions per year were removed without losing the

‘hits’. It seems that, firstly, the PI-based RTP

approach has stability to some extent, at least for the

central China north–south seismic belt; secondly, the

larger region, the higher the threshold value of the

‘overlapping area’, which might be understood by the

picture of fractional Brownian motion (fBm). This

Figure 6
The overlap ratio of the ‘hotspots’ in the annual alarm regions of each year. Within each year, the alarm regions are ordered from the north to

the south. Circles and solid dots show the false alarms and the ‘hits’, respectively. Crosses are marked to the ‘incomplete alarm regions’ such

as the first alarm region from the north in Fig. 5. The red dashed line shows the reference level of the threshold proportion for eliminating the

false alarms. In this approach ‘conservative’ decision is made to correctly remove the false-alarm regions, without sacrificing the hits due to

the removal. The right column presents the distribution of the overlap ratio, using different steps for making the histograms
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also hints that to remove the false alarms correctly

without losing the ‘hits’, it is better to consider

smaller regions with relatively homogeneous seis-

micity inside. Last but not the least, although in

China the result of the Annual Consultation is clas-

sified for 3 years due to the scientifically

experimental nature of the Annual Consultation and

the social sensitivity of short-term earthquake fore-

casts, for the CSEP-testing region, an inside forward

test can be considered from now on.
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Test of the Predictability of the PI Method for Recent Large Earthquakes in and near Tibetan

Plateau

YONGXIAN ZHANG,1 CAIYUN XIA,2 CHENG SONG,3 XIAOTAO ZHANG,1 YONGJIA WU,1 and YAN XUE
1

Abstract—Five large earthquakes of M C 7.0 (based on the

magnitude scale of the China Earthquake Networks Center)

occurred in and near the Tibetan Plateau during 2008–2014,

including the Wenchuan M8.0 earthquake on May 12, 2008 (BJT).

In this paper, the Tibetan Plateau was chosen to be the study region,

and calculating parameters of pattern informatics (PI) method with

grid of 1� 9 1� and forecasting time interval of 8 years were

employed for the retrospective study according to the previous

studies for M7 earthquake forecasting. The sliding step of fore-

casting interval was 1 year, and the hotspot diagrams of each

forecasting interval since 2008 were obtained year by year. The

relationships among the hotspots and the M C 7.0 earthquakes that

occurred during the forecast intervals were studied. The pre-

dictability of PI method was tested by verification of receiver-

operating characteristic curve (ROC) and R score. The results show

that the successive obvious hotspots occurred during the sliding

forecasting intervals before four of the five earthquakes, while

hotspots only occurred in one forecasted interval without succes-

sive evolution process before one of the five earthquakes, which

indicates that four of the five large earthquakes could be forecasted

well by PI method. Test results of the predictability of PI method

by ROC and R score show that positive prospect of PI method

could be expected for long-term earthquake forecast.

Key words: PI method, Earthquake predictability, ROC test,

R score test, Earthquake-forecasting efficacy, Tibetan Plateau.

1. Introduction

From 2008, five M C 7.0 earthquakes attacked the

West Continental China successively. They are Yutian

M7.3 earthquake (35.6�N, 81.6�E) (based on the cata-

logue from China Seismic Network, same in the

following) on March 21, 2008 (BJT, same in the fol-

lowing);WenchuanM8.0 earthquake (31.0�N,103.4�E)
on May 12, 2008; Yushu M7.1 earthquake (33.2�N,
96.6�E) on April 14, 2010; Lushan M7.0 earthquake

(30.3�N, 103.0�E) on April 20, 2013; and YutianM7.3

earthquake (31.0�N,103.4�E) onFeb12, 2014.All these
five large earthquakes occurred in and near the Tibetan

Plateau (Fig. 1). This provides an opportunity to test the

predictability of the pattern informatics (PI) method

(Rundle et al. 2000a, b, 2002, 2003; Tiampo et al.

2002a, b; Holliday et al. 2005, 2006a) to all these five

large earthquakes in this region.

PI method has proven to be an efficacious

approach to earthquake forecasting in medium-term

time scale (several years to 10 years) in different

tectonic regions, such as California region (Rundle

et al. 2002; Tiampo et al. 2002b, Holliday et al.

2005), Japan region (Nanjo et al. 2006a, b; Kawa-

mura et al. 2013, 2014), Taiwan region (Chen et al.

2005, 2006; Wu et al. 2008a, b; Chang et al. 2013),

China mainland (Jiang and Wu 2008; Zhang et al.

2009, 2013; Zhang et al. 2014; Xia et al. 2014), and

the worldwide region (Holliday et al. 2005). The

results of ROC test show that the PI method outper-

forms not only the random guess method but also the

simple number-counting approach based on the

clustering hypothesis of earthquakes (the RI forecast)

(Rundle et al. 2000a, b, 2002, 2003; Tiampo et al.

2002a, b; Holliday et al. 2005, 2006a). The fore-

casting efficacy of PI method has also been tested

through the investigation of the parameters and con-

ditions, including time spans, for optimizing

seismicity-based forecasts by ensuring that the mean

activity rate remains constant (Tiampo et al. 2010;

Migan and Tiampo 2010; Jiang and Wu 2011;

Tiampo and Shcherbakov 2013; Tiampo et al. 2013;
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Zhang et al. 2013). Tiampo et al. (2010) found that

the ergodicity defined by magnitude and time period

provides more reliable forecasts of future events in

both natural and synthetic catalogues by PI method.

Tiampo and Shcherbakov (2012) applied the TM

metric and threshold optimization for forecasting

parameter estimation to the PI method, and the

combined application of these techniques is found

successful in forecasting those large events that

occurred in Haiti, Chile, and California in 2010 on

both global and regional scales. However, when

Mignan and Tiampo (2010) tested the PI index by

synthetic catalogues where a realistic spatiotemporal

clustering has been added on top of the theoretical
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Geographic map of the Tibetan Plateau and its recent large earthquakes during 2008–2014
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precursory seismicity, they found that the PI index is

found successful in identifying the precursory qui-

escent signal, but fails in identifying precursory

accelerating seismicity directly, because of being

more sensitive to aftershock sequences of background

events than to the activation-like behavior of the

acceleration. Jiang and Wu (2011) also found that the

PI forecasts seem to be affected by the aftershock

sequence included in the ‘‘anomaly identifying

interval,’’ and the PI forecast approach using ‘‘back-

ground events’’ seems to display a better performance

when they de-clustered the catalogue of the Sichuan-

Yunnan region of southwest China by the epidemic-

type aftershock sequences (ETAS) model and inves-

tigated the effects of de-clustering on the PI forecasts.

Cho and Tiampo (2013) studied the effects of loca-

tional errors in PI by generating a series of perturbed

catalogues by adding different levels of noise to

epicenter locations based on the Southern Californian

dataset. Their results showed that the maximum

performance of the PI technique with respect to both

skill scores did not decrease systematically for any of

the noise levels used, indicating that the PI perfor-

mance is not sensitive to the locational errors for

catalogues with large numbers of events as a result of

their dependence on seismic clustering for its fore-

casting skill. Zhang et al. (2013) studied the

forecasting effects of the calculating parameters on

the PI method by varying the calculating parameters

of the grid size and the reference time scale, and the

results showed that the forecasting efficacy could be

improved by choosing approximate parameters after a

systematic retrospective study on Wenchuan

M8.0 and Yutian M7.3 earthquakes that occurred in

2008.

In fact, five large earthquakes of M C 7.0 occur-

red in and near the Tibetan Plateau during

2008–2014, including Wenchuan M8.0 and Yutian

M7.3 earthquakes in 2008; Yushu M7.1 earthquake in

2010; Lushan M7.0 earthquake in 2013; and Yutian

M7.3 earthquake in 2014. This supplies the samples

to test if the optimal calculating parameters from

Zhang et al. (2013) are effective to the subsequent

earthquakes. In this paper, the Tibetan Plateau was

chosen to be the study region, and calculating

parameters of PI method with grid of 1� 9 1� and

forecasting time interval of 8 years were employed

for the retrospective study for M7 earthquake fore-

casting. The sliding step of forecasting interval was

1 year, and the snapshots of hotspot map of each

forecasting interval since 2008 were obtained on

yearly basis. Based on the results, the relationships

among the hotspots and the M C 7.0 earthquakes that

occurred during the forecast intervals were studied,

and the predictability of PI method was tested by

verification of receiver-operating characteristic curve

(ROC) and R score.

2. The PI Method

PI method was invented by Rundle et al.

(2000a, b, 2002, 2003) and developed by Tiampo

et al. (2002a, b, c) and Holliday et al.

(2005, 2006b). It is an earthquake-forecasting

method for quantifying the temporal variations in

seismicity based on the statistical mechanics of

complex systems. The result is a map of areas with

high probability of earthquake potential (hotspots)

where earthquakes are likely to occur during a

specified period in the future. Rundle et al. (2002)

published a forecast map of hotspots of M C 5

earthquakes for California during the period of

2000–2010 (http://quakesim.jpl.nasa.gov/scorecard.

html). The testing results show that 17 out of the

19 earthquakes that have occurred between the

beginning date of this forecast (January 2000) and

September 2006 were coincident with the forecast

anomalies within the ±11 km margin of error that is

the coarse-graining box size (Tiampo et al. 2008).

Nanjo et al. (2006a, b) modified the PI method for

use with the Japanese catalogues, and their retro-

spective study showed that the M = 6.8 Niigata

earthquake that occurred on October 23, 2004 could

be successfully forecasted. Chen et al. (2005)

modified the PI method for use with Taiwan cata-

logues and found the Chi–Chi Ms7.6 earthquake

located in the hotspot area. In this paper, we applied

the algorithm of PI method described by Holliday

et al. (2005) and realized by Zhang et al. (2009).

Following Holliday et al. (2005), the algorithm of

PI method is performed as follows:

(1) First, we divide the region of interest into

NB grids with linear dimension Dx. Grids are

Vol. 174, (2017) Test of the Predictability of the PI Method for Recent Large Earthquakes
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identified by a subscript i and are centered at xi. For

each grid, the number of earthquakes per unit time

at time t larger than the lower cutoff magnitude Mc

constructs the time series NiðtÞ, The time series in

grid i is defined between a base time tb and the

present time t.

(2) All earthquakes in the region of interest

with magnitudes greater than Mc are included, and

Mc is specified in order to ensure completeness of

the data through time, from an initial time t0 to a

final time t2.

(3). A reference time interval from tb to t1 (tb lies

between t0 and t1), a change time interval from t1 to t2
(t2 [ t1), and a forecast time interval from t2 to t3 are

defined. The objective is to quantify anomalous

seismic activity in the change interval from t1 to t2
relative to the reference interval tb to t1, and the

forecast time intervals from t2 to t3 are defined. The

change and forecast time intervals are taken to have

the same length.

(4) Iiðtb; tÞ ¼ 1
t�tb

Pt
t
0 ¼t

b
Niðt0 Þ is the seismic

intensity in grid i, between the two times tb \ t,

which means the average number of earthquakes with

magnitudes greater than Mc occur in the grid per unit

time during the specified time interval from tb to t.

(5) The statistically normalized seismic intensity of

grid i during the time interval from tb to t is then defined

as Ii
^ðtb; tÞ ¼ Iiðtb;tÞ�\Iiðtb;tÞ[

rðtb;tÞ , where\Iiðtb; tÞ[ is the

mean intensity averaged over all the grids, and

rðtb; tÞ is the standard deviation of intensity over all the
grids.

(6) The measure of anomalous seismicity in grid i

is the difference between the two normalized seismic

intensities: DIiðtb; t1; t2Þ ¼ Ii
^ðtb; t2Þ � Ii

^ðtb; t1Þ.
(7) To reduce the relative importance of random

fluctuations (noise) in seismic activity, the average

change in intensity (DIiðt0; t1; t2Þ) over all possible

pairs of normalized intensity maps is defined to have

the same change interval: DIiðt0; t1; t2Þ ¼ 1
t1�t0Pt1

tb¼t0
DIiðtb; t1; t2Þ, where the sum is performed over

increments of the time series, which here are con-

sidered as days.

(8) The probability of a future earthquake in grid

i, Piðt0; t1; t2Þ, is defined as the square of the average

intensity change: Piðt0; t1; t2Þ ¼ DIiðt0; t1; t2Þ2.

(9) The change in the probability in grid i , rela-

tive to the background mean probability over all

grids, is DPiðt0; t1; t2Þ ¼ Piðt0; t1; t2Þ �\Piðt0; t1;
t2Þ[ , where \Piðt0; t1; t2Þ[ is the background

probability for a large earthquake.

Hotspots are initially defined to be the regionswhere

DPiðt0; t1; t2Þ is positive. In these regions, Piðt0; t1; t2Þ
is larger than the average value for all grids (the

background level). In order to get the normalized

hotspot map and reduce the number of hotspots for

reduction of false alarm rate, we calculate the value of

logDPiðt0; t1; t2Þ=DPmaxðt0; t1; t2Þ, and set a threshold

of logDPiðt0; t1; t2Þ=DPmaxðt0; t1; t2Þ to get the final

hotspot map. The number of hotspots depends on the

threshold of logDPiðt0; t1; t2Þ=DPmaxðt0; t1; t2Þ. Since
the intensities are squared in defining probabilities, the

hotspots may be due to either increases of seismic

activity during the change time interval (activation) or

due to decreases (quiescence).

There exists a common hypothesis in seismicity-

based earthquake-forecasting techniques that future

large earthquakes tend to occur in the locations where

the activity of small events changed abnormally, such

as AMR, LURR, PI, M8, b-value, RTL, RI, etc.

(Tiampo and Shcherbakov 2012). For example, Bufe

et al. (1993) regarded that before a major earthquake

(Mf ) occurs, the seismicity of smaller earthquakes

with magnitude of Mf � 2 often show abnormal

acceleration or decrease; Jaume et al. (1999) con-

cluded that the seismicity of smaller earthquakes with

magnitude fromMf � 2 toMf � 3 often show activity

of abnormal acceleration or decrease before a major

earthquake (Mf ). Kossobokov et al. (1999) employed

smaller earthquakes, *M4, to calculate the ‘‘Time of

Increased Probability,’’ or TIP, for the forecasting of

a larger event of approximately M6.5–8; Papazachos

et al. (2005) determined that the seismicity events of

smaller earthquakes with magnitude from Mf �
1:5 to Mf � 2:0 often show activity of abnormal

acceleration or decrease before a major earthquake

(Mf ). In our study, we hypothesize that earthquakes

with magnitudes larger than Mc ?2.0 will occur

preferentially in hotspots during the forecast time

interval from t2–t3 the same as that Hollidays et al.

(2005).

Y. Zhang et al. Pure Appl. Geophys.
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3. The Tibetan Plateau and the Its Seismicity

3.1. Location of the Tibetan Plateau and Its Recent

Large Earthquakes during 2008–2014

The Tibetan Plateau is chosen to be the study

region. This region includes most part of western

China and some parts of Bhutan, Nepal, India,

Pakistan, Afghanistan, etc. (Fig. 1). The plateau is

bordered to the south by the inner Himalayan range, to

the north by the Kunlun Range which separates it from

the Tarim Basin, and to the northeast by the Qilian

Range which separates the plateau from the Hexi

Corridor and Gobi Desert. To the east and southeast,

the plateau gives way to the forested gorge and ridge

geography of the mountainous headwaters of the

Salween, Mekong, and Yangtze rivers in western

Sichuan (the Hengduan Mountains) and southwest

Qinghai. In the west, the curve of the rugged

Karakoram range of northern Kashmir embraces it. It

is bounded on the north by a broad escarpment where

the altitude drops from around 5000 to 1500 m in less

than 150 km. Along the escarpment is a range of

mountains. In the west, the Kunlun Mountains separate

the plateau from the Tarim Basin. About half way

across the Tarim, the bounding range becomes the

Altyn-Tagh, and the Kunluns, by convention, continue

somewhat to the south. In the ‘V’ formed by this split

lies the western part of the Qaidam Basin. To the west

are short ranges called the Danghe, Yema, Shule, and

Tulai Nanshans. The easternmost range is the Qilian

Mountains. The line of mountains continues further

east of the plateau as the Qin Mountains which

separate the Ordos Region from Sichuan (Li 1987;

Zhang et al. 2002).

Five large earthquakes of M C 7.0 occurred in

and near the Tibetan Plateau during 2008–2014

(Fig. 1), including the serious deadly Wenchuan

M8.0 earthquake. The focal mechanisms of these

five earthquakes are listed in Table 1.

3.2. Earthquakes Above M7.0 in and Near

the Tibetan Plateau Since 1900

Due to the strong collision between the Indian

Plate and Eurasian Plate, a number of active tectonic

blocks including Tibetan active block have formed

since the Cenozoic era (Zhang et al. 1999), and hence

the complex tectonics and high seismicity in this

region (e.g., Xu et al. 2005). We select a square

region of (21.0�–41.0�N, 74.0�–106.0�E) including

the Tibetan Plateau for the study of the predictability

of PI method to recent large earthquakes that

occurred in this region. According to the earthquake

catalogue supplied by China Earthquake Administra-

tion (http://10.5.202.22/bianmu), 83 large

earthquakes of M C 7.0 occurred in the selected

region during 1900–2014, including 10 tremendous

earthquakes with magnitude above M8.0 (Fig. 2), and

the largest one is Chayu, Tibet (28.4�N, 96.7�E)
M8.6 earthquake that occurred on August 15, 1950

(BJT).

The year of 1970 is a milestone for Chinese micro-

earthquake catalogue. Nationwide earthquake cata-

logues have been produced by the constantly improved

Chinese seismic network since 1970. Hence, those

large earthquakes covered by the seismic monitoring

network could be employed to study the predictability

of PI method. As shown in Fig. 2, there were a total of

83 large earthquakes with M7.0 and higher during the

Table 1

Focal mechanisms of the five large earthquakes of M C 7.0 in the Tibetan Plateau during 2008–2014

No. Date (BJT) Latitude/� Longitude/� Magnitude/� Depth/km Place Nodal plane A Nodal plane B

Strike/� Dip/� Rake/� Strike/� Dip/� Rake/�

1 20080321 35.60 81.60 7.3 12 Yutian 358 41 -110 203 52 -74

2 20080512 30.95 103.40 8.0 14 Wenchuan 231 35 138 357 68 63

3 20100414 33.20 96.60 7.1 14 Yushu 210 67 178 300 88 23

4 20130420 30.30 103.00 7.0 13 Lushan 212 42 100 19 49 81

5 20140212 36.13 82.52 7.3 10 Yutian 332 85 -176 242 86 -5

Date, latitude, longitude, magnitude, and depth are from China Earthquake Networks Center. Strike, dip, and rakes of nodal A and nodal B are

from Harvard University
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period of 1900–2014. 29 out of these 83 earthquakes

occurred after 1970 in the selected region, and 21 out

of the 29 quakes occurred in the Chinese territory

boundary. The algorithm of PI requires a reference

time interval from tb to t1 (initial time t0 = 1970 in

our study, and tb lies between t0 and t1), and a change

interval from t1 to t2 (t2 [ t1). The forecasting

interval is from t2 to t3, where t3 should be the year

2014 or before in our retrospective study. Therefore,

the earthquakes that occurred during the interval from

t1 to t2 could be used for the retrospective study, and

those that occurred during the interval from t2 to t3
could be used for the test of the predictability of PI

forecasting method. For example, if the forecasting

interval from t2 to t3 is 10 years, then those large

earthquakes that occurred during 2005–2014 could be

employed for the test. In general, t1–t0 should be

much longer than t2–t1 to retain the higher robustness

of the results. According to China Earthquake

Networks Center (CENC), there were five M C 7.0

earthquakes that occurred in the selected region

during 2005–2014 as shown in Fig. 2 and listed in

Table 2.

3.3. The Monitoring Ability and Completeness

of Earthquake Catalogue

in and near the Tibetan Plateau

In 1970s and 1980s, earthquakes less than

ML4.5 could not be recorded completely in the

western Continental China when evaluated by

Gutenburg-Richter law, which was mainly caused

by the lower monitoring ability in the Tibetan

Plateau at that time (Zhang et al. 2013). With the
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gradual advancement in China Seismic Network,

the lower cutoff of complete earthquake catalogue

in this region reached to ML4.0 since (Zhang et al.

2013). By now, the advanced China Digital Seis-

mic Network is able to record all earthquakes

larger than ML3.0 in and near the Tibetan Plateau1

(Fig. 3). In our study, we need to employ the

earthquake catalogue of the selected region over

the entire time duration from 1970 (the initial time

t0) to 2014, so the lower cutoff magnitude Mc of the

complete earthquake catalogue in and near the

Tibetan Plateau should be ML4.5.

Figure 4 shows the distribution map of earth-

quakes larger than ML4.5 recorded by China Seismic

Network during the period from 1970 to 2014. From

this figure, we can see that the recorded earthquakes

cover the territory belonging to China and its

neighborhood. The complete earthquake catalogue

with lower cutoff of ML4.5 could meet the require-

ment of the retrospective study to test the

predictability of PI method for the recent large

Table 2

Forecasting efficacy Ef of PI for seven forecasting windows

Forecasting

window

2001–2008

(Fig. 5a)

2002–2009

(Fig. 5b)

2003–2010

(Fig. 5c)

2004–2011

(Fig. 5d)

2005–2012

(Fig. 5e)

2006–2013

(Fig. 5f)

2007–2014

(Fig. 5g)

Ef � 0:5 0.43 0.39 0.39 0.46 0.43 0.42 0.38

Figure 3
Map of seismic monitoring ability in and near Continental China (Provided by the Department of China Seismic Network, CENC. Contact:

huangzhibin@seis.ac.cn)

1 Provided by the Department of China Digital Seismic Net-

work, CENC. Contact: huangzhibin@seis.ac.cn.
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earthquakes in this region covered by the recorded

earthquakes. From Fig. 4, we see that some of the

earthquakes outside the Chinese territory boundary

could not be covered by the complete earthquake

catalogue recorded by Chinese Seismic Network;

these earthquakes could not be employed as the

target earthquakes for the test in our study due to

lack of data or incomplete catalogue.

4. The Computing Parameters for the Test

Computing parameters of PI algorithm include (1)

the scale of the grid in the selected region, say the

length Dx of the grid, and the number NB of the grids;

(2) the time nodes for determining the beginning time

tb, the reference time interval from tb to t1, change

time interval from t1 to t2, and the forecast time

interval from t2 to t3; (3) lower cutoff magnitude Mc

of the complete earthquake catalogue; and (4) the

threshold of logDPiðt0; t1; t2Þ=DPmaxðt0; t1; t2Þ.
Although the results of ROC test show that the PI

method outperforms not only the random guess

method but also the simple number-counting

approach based on the clustering hypothesis of

earthquakes (the RI forecast) (Rundle et al.

2000a, b, 2002, 2003; Tiampo et al. 2002a, b; Holl-

iday et al. 2005, 2006a), the proper parameters will

improve the efficacy of the hotspot map in earthquake

forecasting. Zhang et al. (2013) tested the forecasting

efficacy of the PI method applied to the Wenchuan

M8.0 and Yutian M7.3 earthquakes in West Conti-

nental China in 2008 by fixing tb(June 1, 1970) and

t3(June 1, 2008) under different values of t1, t2, and

Dx, and the results of the ROC test and R score test

show that the models with forecasting intervals of

8–10 years under grid size of Dx = 1� and those with

forecasting intervals of 7–10 years under grid size of

Dx = 2� are better. In order to test if the these

parameters also work well for the succeeding earth-

quakes during 2009–2014 in western China mainland

after Wenchuan M8.0 earthquake, all actually

occurring in the Tibetan Plateau, we select the square

region of (21.0�–41.0�N, 74.0�–106.0�E) including

the Tibetan Plateau for the study. The grid size of

Dx = 1.� This means the total number of grids is 640.

The forecasting interval from t3–t2 = 8 years. tb is

fixed to January 1, 1970. In order to keep the target

earthquakes during 2008–2014 in the forecasting

interval t3–t2, t3 changes from January 1, 2008 to

December 31, 2021 with the moving step of

12 months, and t2 changes from January 1, 2001 to

December 31, 2008 with the moving step of

12 months. According to the hypothesis of t3–

t2 = t2–t1(Holliday et al. 2005), t1 changes from

January 1, 1993 to January 1, 2001. According to our

hypothesis that earthquakes with magnitudes larger

than Mc ?2.0 will occur preferentially in hotspots

during the forecast time interval t2 to t3, the cutoff

magnitude Mc is chosen to be 5.0 to forecast the

future M7.0 and above earthquakes. The threshold of

logDPiðt0; t1; t2Þ=DPmaxðt0; t1; t2Þ is chosen to be

-0.6 to determine the number of hotspots according

to the previous work (Zhang et al. 2013).

5. Results of Retrospective Tests

for the Predictability of PI Method

5.1. PI Patterns and the Target Earthquakes

Base on the above computing parameters, the

forecasting hotspot maps with forecasting interval of

8 years and moving time step of 12 months were

obtained. Figure 5 shows 14 PI hotspot maps. The first

one is with the forecasting interval t2 = Jan 1, 2001 to

t3 = Dec 31, 2008, and the last one is with the

forecasting interval from t2 = Jan 1, 2014 to t3 = Dec

31, 2021. Earthquakes that occurred during each

forecasting interval were also dotted in the maps.

1. Yutian M7.3 and Wenchuan M8.0 earthquakes in

2008.

These two earthquakes were covered by eight PI

forecasting intervals, as shown in Fig. 5a–h. For

Yutian M7.3 earthquake, it occurred in the inter-

section of Altyn-Tagh and the Kunluns,

northwestern boundary of the Tibetan Plateau

(Fig. 1). Yutian M7.3 earthquake dropped in a

hotspot or its Moore neighborhood grids (the eight

grids surrounding the hotspot grid are defined as

the Moore neighborhood (Moore 1962)) in each

succeeding forecasting interval (Fig. 5a–h). This

means that Yutian M7.3 could be forecasted by PI

method. For Whenchuan M8.0 earthquake, it
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occurred in the Longmenshan Faults, at the eastern

boundary of the Tibetan Plateau (Fig. 1). Hotspot

only existed in the epicenter grid during the

forecasting interval from January 1, 2008 to

December, 2015 (Fig. 5h). That is to say that

Wenchuan M8.0 could be forecasted in only one

forecasting interval among the total of eight such

ones.

2. Yushu M7.1 earthquake in 2010.

Yushu M7.1 earthquake occurred in the central

area of the Tibetan Plateau (Fig. 1). This earth-

quake was covered by eight forecasting intervals,

as shown in Fig. 5c–j. Hotspots existed in the

epicenter grid in three forecasting intervals as

shown in Fig. 5d–f, and existed in the Moore

neighborhood grids in the forecasting interval as

shown in Fig. 5j. Therefore, this earthquake could

also be forecasted by the PI method.

3. Lushan M7.0 earthquake in 2013.

Lushan M7.0 earthquake also occurred in the

Longmenshan Faults, eastern boundary of the

Tibetan Plateau (Fig. 1). It is located about 80 km

southwest from the Wenchuan M8.0 earthquake.

This earthquake was covered by eight forecasting

intervals, as shown in Fig. 5f–m. Hotspots existed

in the epicenter grid or the Moore neighborhood

grids in four forecasting intervals as shown in

Fig. 5h, j, k, m. Therefore, this earthquake could

also be forecasted by the PI method.

4. Yutian M7.3 earthquake in 2014.

This earthquake occurred about 100 km northeast

from the Yutian M7.3 earthquake in 2008 (Fig. 1).
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Figure 5
Hotspot maps of each forecasting interval with the threshold possibility of log10ðDPiðt0; t1; t2Þ=DPmaxðt0; t1; t2ÞÞ ¼ �0:6. The blue circles

denote the positions of target earthquakes that occurred during the forecasting intervals
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This earthquake was covered by eight forecasting

intervals, as shown in Fig. 5g–n. Hotspots existed

in the epicenter grid or the Moore neighborhood

grids in seven forecasting intervals as shown in

Fig. 5g, h, j–n. Therefore, this earthquake could

also be well forecasted by the PI method.

From Fig. 5, we see that, following Zhang’s

tested computing parameters (Zhang et al. 2013), all

of these five large earthquakes could be forecasted by

the PI method in different degrees. The Yutian M7.3

earthquake could be forecasted very well with the

consistent appearance of the hotspot in the epicentral

grid or the Moore Neighbor grids in the succeeding

time forecasting intervals. However, the Wenchuan

M8.0 earthquake could be forecasted in only one

forecasting interval.
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From Fig. 5, we also see that there are many

hotspots without large earthquakes; theses are false

alarms. Further some earthquakes did not occur in the

hotspot grid or in the Moore neighborhood grids.

Therefore, we need to evaluate the efficacy of the PI

method by some kind of quantitative test. Here, we

employ the Receiver Operating Characteristic-ROC

(Swets 1973; Molchan 1997) test as Rundle et al.

(2000c, 2003), Tiampo et al. (2002c) and Holliday

et al. (2005) did. We also employ the R score

evaluation method proposed by Xu et al. (1989) and

Shi et al. (2000). The evaluation results are as follows.

5.2. Retrospective Evaluation for the Predictability

of PI Method by ROC Test

ROC test is conducted by systematically changing

the ‘alarm threshold’ of the ‘forecast region’ and

counting the ‘hit rate’ and ‘false alarm rate’ compared

with real earthquake activity. The ‘alarm threshold’ here

is the cutoff value of log10ðDPiðt0; t1; t2Þ=DPmax

ðt0; t1; t2ÞÞ. Following Rundle et al. (2000c, 2003),

Tiampo et al. (2002) and Holliday et al. (2005), we

define that: during the forecast interval from t2 to t3, if

an earthquake larger thanM7.0 occurs in a hotspot grid

or within the Moore neighborhood of the grid, this is a

success. If no earthquake occurs in a non-hotspot grid,

this is also a success; If no earthquake occurs in a

hotspot grid or within the Moore neighborhood of the

hotspot grid, this is a false alarm; If earthquake occurs

in a grid, which is not hotspot grid or the Moore

neighborhood of the hotspot grid, this is a failure to

forecast.

According to the above definitions, we can obtain

the values a (Forecast = yes, Observed = yes), b

(Forecast = yes, Observed = no), c (Forecast = no,

Observed = yes), and d (Forecast = no, Obser-

ved = no), respectively, for the hotspot maps. The

fraction of colored grids, also called the probability of

forecast of occurrence, is r ¼ ðaþ bÞ=N, where the

total number of grids is N ¼ aþ bþ cþ d. The hit

rate is H ¼ a=ðaþ cÞ and is the fraction of large

earthquakes that occur on a hotspot. The false alarm

rate is F ¼ b=ðbþ dÞ and is the fraction of non-

observed earthquakes that are incorrectly forecast.

For each forecasting interval, we obtain the PI

hotspot maps under different thresholds of

log10ðDPiðt0; t1; t2Þ=DPmaxðt0; t1; t2ÞÞ; here

DPiðt0; t1; t2Þ is from 0 to DPmaxðt0; t1; t2Þ. Then we

calculate the hit rate and false rate of each hotspot

map under different thresholds according to the

above-mentioned method.

For example, Fig. 6 shows the diagrams of ROC

test for forecasting interval from Jan 1, 2004 to Dec

31, 2011. This figure shows that no matter how the

threshold changes, Hit rate is always greater than

False alarm rate. That means PI method outperforms

the random forecast definitely.

In order to evaluate the degree of forecast efficacy

of each forecasting interval quantitatively, we define

a parameter Ef as follows (Zhang et al. 2013):

Ef ¼
X
i

Hi 
 DFi ð1Þ

where Hi denotes the hit rate associated with the false

alarm rate Fi. The essence of Ef is the area sur-

rounded by the curve of HðFÞ, the line of H = 0, and

the line of F = Fmax. Here Fmax is the false alarm rate

under the threshold of DPiðt0; t1; t2Þ ¼ 0. If the hit

rate is bigger under the same False alarm rate, the

parameter Ef is bigger; hence, the forecast efficacy

could be determined by Ef . The bigger value of Ef

means higher forecast efficacy.
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Figure 6
ROC test for forecasting interval from Jan 1, 2004 to Dec 31, 2011.

Hit rates and false rates are calculated by changing the threshold

possibility DPiðt0; t1; t2Þ from 0 to DPmaxðt0; t1; t2Þ
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We only test the forecasting maps of Fig. 5a, b,

c, d, e, f, g because the ending time of the

forecasting intervals shown in Fig. 5i, j, k, l, m has

yet to reach completion. Although the ending time

of the forecasting interval in Fig. 5h has reached

completion, we did not perform the test because the

Nepal M8.1 earthquake (28.3�N, 84.7�E) that

occurred on April 25, 2015 was very near the

Chinese territory boundary, and we need to do

further study to verify if this quake could be taken

as a target earthquake.

According to the definition of Ef , when Ef - 0.5

is positive, the forecasting of PI method will outper-

form the random guess method. The values of the

Ef - 0.5 corresponding to the seven forecasting

intervals shown in Fig. 5a–g are listed in Table 2,

respectively. All these values are positive, which

means PI forecasting efficacy under the selected

parameters is stable during different forecasting

intervals.

5.3. Retrospective Evaluation for the Predictability

of PI Method by R Score Test

Xu et al. (1989) developed an evaluation method

for the efficacy of earthquake forecast method in

China, the so-called R score. Shi et al. (2000)

developed the algorithm of R score for testing the

annual potential seismic hazard regions forecasted by

China Earthquake Administration (CEA). Compared

with the ROC test, ‘‘the Moore neighborhood’’ is not

considered in the R score test, that is to say that, during

t2–t3, if an earthquake lager than M7.0 occurs in a

hotspot grid, this is considered a success; If no

earthquake occurs in a non-hotspot grid, this is also

considered a success; If no earthquake occurs in a

hotspot grid, this is considered a false alarm; If

earthquake occurs in a grid, which is not hotspot grid,

this is considered a failure to forecast. So R score test

is more rigorous than ROC test.

According to the above definitions, values a (Fore-

cast = yes, Observed = yes), b (Forecast = yes,

Observed = no), c (Forecast = no, Observed = yes),

and d (Forecast = no, Observed = no) are obtained for

the hotspot map. The hit rate is H ¼ a=ðaþ cÞ. The
false alarm rate is F ¼ b=ðbþ dÞ. R score = H - F.

The R scores corresponding to the seven fore-

casting intervals (Fig. 5a–g) are listed in Table 3,

respectively. The average value of R scores in the

seven forecasting intervals is about 0.36. Positive

R score means the forecasting efficacy outperforms

the random guess method (Shi et al. 2000). The

results in Table 3 show that the PI method outper-

forms the random guess method.

6. Discussions

6.1. Are the Computing Parameters Reasonable?

The computing parameters in this study were

selected from the previous work on Wenchuan M8.0

and Yutian M7.3 earthquakes (Zhang et al. 2013).

Based on the systematic verification of different

models with different forecasting intervals and

different grid scales by ROC and R score tests,

Zhang et al. (2013) regarded that the forecasting

intervals of 8–10 years under grid size Dx = 1� and

those with forecasting intervals of 7–10 years under

grid size Dx = 2� are better. Our retrospective study

verifies that these parameters also work very well for

the succeeding Yushu M7.1, 2010; Lushan M7.0,

2013, and Yutian M7.3, 2014 earthquakes. So the

computing parameters in this study are reasonable for

all these five large earthquakes. However, the rela-

tionship between the grid size of PI and the critical

seismogenic size (e.g., Bufe and Varnes 1993) or the

Table 3

R scores of PI forecasting map for seven forecasting windows

Forecasting

Window

2001–2008

(Fig. 5a)

2002–2009

(Fig. 5b)

2003–2010

(Fig. 5c)

2004–2011

(Fig. 5d)

2005–2012

(Fig. 5e)

2006–2013

(Fig. 5f)

2007–2014

(Fig. 5g)

R score 0.24 0.36 0.24 0.54 0.53 0.39 0.21
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rupture scale (e.g., Kanamori and Anderson 1975) is

an issue that needs to be studied in the future. More

earthquake cases need to be studied to achieve a solid

conclusion.

6.2. What else will Affect the Hotspot Pattern?

In addition to the computing parameters we

considered in this study, the selected range for study

might be a factor to affect the hotspot pattern. The

Tibetan Plateau is included in the western China

Mainland. We compared the hotspot patterns under

the same computing parameters in Tibetan Plateau

region and Western China Mainland region (Zhang

et al. 2013), and found that the patterns are different

for Wenchuan M8.0 earthquake. This is caused by the

algorithm of PI method that all grids are considered

for calculation. Further study needs to be carried out

to include the effects by the range of the selected

region.

6.3. Need we Use the Original Earthquake

Catalogue or De-clustered Catalogue

for Forecasting Map?

Aftershocks occupy a significant proportion of

the total number of earthquakes, especially during

the period with large earthquake sequences. Jiang

and Wu (2011) de-clustered the catalogue of the

Sichuan-Yunnan region of southwest China by the

epidemic-type aftershock sequences (ETAS) model

and investigated the effects of de-clustering on the

PI forecasts. Their results showed that PI forecasts

seem to be affected by the aftershock sequence

included in the ‘‘anomaly identifying interval,’’ and

the PI forecast using ‘‘background events’’ seems

to have a better performance. Further study

regarding the influence of the aftershock sequences

on the PI forecasting map needs to be conducted in

the future.

7. Conclusions and Prospects

In this paper, the Tibetan Plateau (included in the

region of 21�–41�N, 74�–106�E) was taken as the

study region to verify the predictability of the PI

method by the receiver-operating characteristic

(ROC) test and R Score test. The results show that

1. Successive obvious hotspots occurred in the

sliding forecasting intervals before four of the

five earthquakes, while hotspots only occurred in

one forecasted interval without successive evolu-

tion process before one of the five earthquake,

which indicates four of the five large earthquakes

could be forecasted well by PI method;

2. Test results of the Predictability of PI method by

ROC and R score show that positive prospect of PI

method could be expected for long-term earth-

quake forecast.

The effects of changeable selected regions, grid

sizes, and de-clustering of catalogue were not con-

sidered in our current study, and they will be

examined in the future. The future study is suggested

to work out the proper parameters to keep the PI

pattern stable and make the forecasting map the most

optical.
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Long-Term Seismic Quiescences and Great Earthquakes in and Around the Japan Subduction

Zone Between 1975 and 2012

KEI KATSUMATA
1

Abstract—An earthquake catalog created by the International

Seismological Center (ISC) was analyzed, including 3898 earth-

quakes located in and around Japan between January 1964 and June

2012 shallower than 60 km with the body wave magnitude of 5.0 or

larger. Clustered events such as earthquake swarms and aftershocks

were removed from the ISC catalog by using a stochastic declus-

tering method based on Epidemic-Type Aftershock Sequence

(ETAS) model. A detailed analysis of the earthquake catalog using

a simple scanning technique (ZMAP) shows that the long-term

seismic quiescences lasting more than 9 years were recognized ten

times along the subduction zone in and around Japan. The three

seismic quiescences among them were followed by three great

earthquakes: the 1994 Hokkaido-toho-oki earthquake (Mw 8.3), the

2003 Tokachi-oki earthquake (Mw 8.3), and the 2011 Tohoku

earthquake (Mw 9.0). The remaining seven seismic quiescences

were followed by no earthquake with the seismic moment

M0 C 3.0 9 1021 Nm (Mw 8.25), which are candidates of the false

alarm. The 2006 Kurile Islands earthquake (Mw 8.3) was not pre-

ceded by the significant seismic quiescence, which is a case of the

surprise occurrence. As a result, when limited to earthquakes with

the seismic moment of M0 C 3.0 9 1021 Nm, four earthquakes

occurred between 1976 and 2012 in and around Japan, and three of

them were preceded by the long-term seismic quiescence lasting

more than 9 years.

Key words: Seismic quiescence, ZMAP, Seismicity,

Earthquake prediction.

1. Introduction

No one knows whether a precursory seismicity

exists several years or dozen of years before great

earthquakes. According to the seismic quiescence

hypothesis, the occurrence rate of small earthquakes

starts to decrease several years or dozen of years

before a great earthquake in and around the focal area

ruptured by a subsequent main shock (Inouye 1965;

Utsu 1968; Mogi 1969; Ohtake et al. 1977). Along

the Kurile, the Japan and the Ryukyu Trenches,

which are one of the active subduction zones in the

world, great earthquakes have occurred repeatedly. In

this region, four earthquakes shallower than 60 km

are listed on the Global CMT catalog (Dziewonski

et al. 1981; Ekström et al. 2012) with the seismic

moment larger than M0 = 3.0 9 1021 Nm

(Mw = 8.25); the 1994 Hokkaido-toho-oki earth-

quake (M0 = 3.05 9 1021 Nm, Mw = 8.3), the 2003

Tokachi-oki earthquake (M0 = 3.05 9 1021 Nm,

Mw = 8.3), the 2006 Kurile Islands earthquake

(M0 = 3.51 9 1021 Nm, Mw = 8.3), and the 2011

Tohoku earthquake (M0 = 53.1 9 1021 Nm,

Mw = 9.1). Previous studies reported the seismic

quiescence prior to these recent great earthquakes.

Takanami et al. (1996) pointed out that the seismic

quiescence started 3 years before the 1994 Hokkaido-

toho-oki earthquake. Katsumata and Kasahara (1999)

found that the 1994 event followed the seismic qui-

escence starting 5–6 years before the main shock.

Takahashi and Kasahara (2004) recognized that the

seismicity rate decreased in the early 1990s in and

around the source volume of the 2003 Tokachi-oki

earthquake. Katsumata (2011a) found that the seismic

quiescence started 5 years before the 2003 main

shock within the Pacific slab subducting beneath the

continental plate and suggested that the seismic qui-

escence was caused by the local stress drop due to a

precursory quasi-static pre-slip on the plate boundary.

Wyss and Habermann (1979) expressed an interme-

diate-term earthquake prediction based on the seismic

quiescence identified: the location is 45.5�–49.2�N
and 153�–155�E, the length of the seismic fault is

from 200 to 400 km, that is, the magnitude is larger
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than 8.0, and the occurrence time is from 1979 to

1994. The predicted location was labeled as L1 and

L2 in Fig. 7 of Wyss and Habermann (1979). In this

area the 2006 Kurile Islands earthquake occurred on

the plate boundary. Consequently the prediction

expressed by Wyss and Habermann (1979) was cor-

rect in terms of the location and the magnitude; the

occurrence time was, however, not correct. Kat-

sumata (2011b) found that a long-term seismic

quiescence started 23 years before the 2011 Tohoku

earthquake.

Ogata (1992) investigated the seismicity by using

the Epidemic Type Aftershock-Sequences (ETAS)

model and found that all great earthquakes (M & 8)

in and around Japan, which occurred between the

1923 Kanto earthquake and the 1968 Tokachi-oki

earthquake, were preceded by the statistically sig-

nificant seismic quiescences. Moreover, he found no

significant seismic quiescence between 1968 and

1990 in and around Japan. This is the only previous

study that the seismic quiescences associated with

great earthquakes were searched systematically in

and around Japan. In the time period after 1990, there

is no study on the systematic search of the seismic

quiescence in and around Japan. Therefore, the pur-

pose of this study is to investigate systematically how

often the long-term seismic quiescence is observed

between 1976 and 2012 along the Kurile, the Japan,

and the Ryukyu Trenches and how many the seismic

quiescence is followed by a subsequent great earth-

quake. The word of ‘‘long-term’’ means the time

period of *10 years or longer in this study.

2. Data

The study area consists of three areas along

trenches: the Kurile, the Japan, and the Ryukyu

Trenches (Fig. 1; Table 1). The ISC earthquake

catalog (International Seismological Centre 2013)

was analyzed between 1 January 1964 and 30 June

2012 for the Kurile Trench area and the Ryukyu

Trench area and between 1 January 1964 and 28

February 2011 for the Japan Trench area. Since

the Tohoku earthquake (Mw 9.1) occurred on 11

March 2011 in the Japan Trench area and it was

followed by many aftershocks, I did not use

earthquakes in the Japan Trench area after the

2011 Tohoku earthquake. When analyzing tem-

poral change in seismicity, it is important to select

an adequate kind of the magnitude of earthquake

and its range. The surface wave magnitude and the

moment magnitude were not used in this study.

Since the body wave magnitude mb has been

determined and reported by ISC between 1964 and

2012 continuously, I used the earthquake list with

the body wave magnitude mb in this study. Wie-

mer and Wyss (2000) developed a method to

estimate the magnitude completeness, Mc, by

plotting the cumulative number of earthquakes

versus magnitude. As a result of applying the

method to the ISC catalog, Mc is approximately

5.0 for all of the three areas from 1964 to 1970
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Figure 1
a Map of study area in and around the Japan subduction zone and

epicentral distribution of earthquakes used for calculating Z values

in this study (1 January 1964–30 June 2012, mb C 5.0, 0 B depth

(km) B 60), which is the ISC earthquake catalog after a declus-

tering process is applied. Hatched areas indicate the nodes with the

resolution circle of rmax B 200 km and the Z values were

calculated. Arrows indicate the direction of plate motion relative

to the Eurasian plate (DeMets et al. 1994). EU, PA, PH, and NA

indicate the Eurasian, the Pacific, the Philippine Sea, and the North

American plates, respectively. b A magnitude–time plot for all

earthquakes shown in a

K. Katsumata Pure Appl. Geophys.

234



Reprinted from the journal

and decreases gradually. Thus, I used earthquakes

with mb C 5.0, which are located without fail

between 1964 and 2012, and with a depth of

60 km and shallower.

A stochastic declustering method developed by

Zhuang et al. (2004), which is to remove clustered

earthquakes such as swarms and aftershocks, was

applied to the ISC catalog. The method of Zhuang

et al. (2004) separates seismicity into the background

events and the clustered events based on the ETAS

model. Since the three study areas extend over a long

distance, the declustering process was applied sepa-

rately for the three areas. Parameters estimated by

fitting the ETAS model to the ISC catalog was listed

on Table 2. As a result 1641, 1207, and 1050 earth-

quakes are remained as background events in the

Kurile Trench, the Japan Trench, and the Ryukyu

Trench areas, respectively, and they are used in the

following analysis (Fig. 1).

3. Method

A simple space–time scanning technique ZMAP

(Wiemer and Wyss 1994) was used to find significant

rate changes in seismicity. The ZMAP parameters for

the analysis are shown in Table 1. The study areas are

covered by spatial grid points with an interval of

0.1� 9 0.1�. The epicentral distance between all pairs
of epicenters and the nodes was calculated and

Nzmap ¼ 40 earthquakes were selected around each

node in the order that the epicentral distance is short.

The spatial resolution rmax for the node is defined by

the largest value among the Nzmap ¼ 40 epicentral

distances. The parameter Nzmap is the same value for

all nodes in order to compare the statistical

significance.

In case of the Kurile Trench and the Ryukyu

Trench areas, the Nzmap ¼ 40 earthquakes took place

in a time period between Tstart (1 January 1964) and

Table 1

Parameters for ZMAP in this study

Trench Kurile Japan Ryukyu

Area 140�–160�E, 39�–55�N 135�–146�E, 26�–43�N 120�–140�E, 26�–40�N
Tstart 1 January 1964 1 January 1964 1 January 1964

Tend 30 June 2012 28 February 2011 30 June 2012

mb C5.0 C5.0 C5.0

Depth (km) B60.0 B60.0 B60.0

Neq 1641 1207 1050

Grid size 0.1� 9 0.1� 0.1� 9 0.1� 0.1� 9 0.1�
Ngrid 10,510 8519 8517

Nzmap 40 40 40

rmaxðkmÞ B200 B200 B200

Dt ðyearÞ 0.1 0.1 0.1

DT ðyearÞ 9.0 9.0 9.0

ts ðyearÞ 1975:0� ts � 2003:5 1975:0� ts � 2002:1 1975:0� ts � 2003:5

Z values 4,138,970 3,244,596 1,910,112

Z � þ 6:0 3771 308 229

Table 2

List of parameters of the ETAS Model for the ISC catalogue

Trench A, events/day a, M-1 c, day p D2, degree2 q

Kurile 0.340 1.764 0.0170 1.176 6.567 9 10-3 1.919

Japan 0.316 1.618 0.0161 1.134 6.477 9 10-3 1.979

Ryukyu 0.161 1.903 0.0140 1.168 4.702 9 10-3 2.189
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Tend (30 June 2012), thus the average rate of occur-

rence is 40 earthquakes/48.5 years = 0.82

earthquakes/year. The Z values are calculated as

follows based on the Nzmap earthquakes selected for

each node. The time period from Tstart and Tend is

divided into NDt short-term (ST) time windows at

regular intervals with a length of Dt, which is

Dt = 0.1 years and thus NDt ¼ 485 in case of the

Kurile Trench and the Ryukyu Trench areas. The

number of earthquakes niði ¼ 1; . . .;NDtÞ was coun-

ted in each ST time window. The background

seismicity rate Rbg is then calculated as follows:

Rbg ¼ 1

nbg

XN1

i¼1

ni þ
XNDt

i¼N2þ1

ni

 !
;

where nbg is N1 þ ðNDt � N2Þ, ðTstart þ N1DtÞ  ts is

a starting time of a long-term (LT) time window and

ðTstart þ N2DtÞ is an ending time of the LT time

window. The width of the LT time window DT ¼
ðN2 � N1ÞDt is set to be DT ¼ 9 years in this study.

The seismicity rate Rw was calculated in the LT time

window as follows:

Rw ¼ 1

nw

XN2

i¼N1þ1

ni;

where N2 � N1 is equal to nw ¼ DT=Dt, which is

nw ¼ 90 in this study. Rw was compared with Rbg by

using the Z value in the following equation:

Zðxi; yj; tsÞ ¼ ðRbg � RwÞ Sbg

nbg
þ Sw

nw

� ��1
2

;

where xiði ¼ 1; . . .; nlonÞ and yjðj ¼ 1; . . .; nlatÞ are

longitude and latitude of a node, respectively. ts is the

starting time of the LT time window and

Tstart � ts �ðTend � DTÞ. Sbg and Sw are the variances

defined by the following equations:

Sbg ¼ 1

nbg

XN1

i¼1

ðni � RbgÞ2 þ
XNDt

i¼N2þ1

ðni � RbgÞ2
( )

;

Sw ¼ 1

nw

XN2

i¼N1þ1

ðni � RwÞ2:

Taking the spatial resolution into account the

nodes with rmax B 200 km are selected and the

Z values are calculated. The number of these nodes is

10,510, 8519, and 8517 in the Kurile Trench, the

Japan Trench, and the Ryukyu Trench areas,

respectively (Fig. 1). Katsumata (2011a) also

described the ZMAP method with a concrete

example.

4. Results

Figure 2 shows the high-Z anomalies equal to

Z = ?6.0 or larger detected in and around the Japan

subduction zone. The positive Z value indicates the

seismic quiescence that corresponds to the decrease

of seismicity rate in the LT time window with a

length of 9 years when comparing with the back-

ground rate. The Z values were calculated for the

node of rmax � 200 km, and then the total number of Z

values are 9,293,678 and the number of Z values with

Z � þ 6:0 are 4308. These 4308 Z values were

divided into ten groups of anomaly taking the spatial

and temporal distribution into account (Table 3).

Each group is characterized by the location of seismic

quiescence, the spatial extent of the seismic quies-

cence area, the start time and the duration time of the

seismic quiescence, the value of Z, and the proba-

bility that the seismic quiescence is observed by

chance if earthquakes occur in random.

The probability by chance was calculated as fol-

lows. Assumed that earthquakes occur in random as

the Poisson’s process, n earthquakes take place in the

time period T, and h earthquakes take place in the

time period S. The probability P that this seismicity is

observed is calculated by using the following equa-

tion (Shimazaki 1973):

P ¼ r þ k � 1

k

� �
prqk;

p ¼ T

T þ S
; q ¼ S

T þ S
; r ¼ nþ 1; k ¼ h:

For example, in the case of Area 2, n = 20,

T = 17.7 years, h = 1, and S = 13.2 years, thus

P = 0.00008, which is the probability that the seis-

mic quiescence is observed by chance when the

earthquakes occur in random. The probability is small

significantly for all of the ten anomaly groups, and

thus the ten seismic quiescence identified in this

K. Katsumata Pure Appl. Geophys.
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study are not explained by a random fluctuation in

seismicity.

5. Discussions and Concluding Remarks

5.1. Characteristic of Seismic Quiescence

Figure 3 shows two anomalies in Area 2 and Area

4. In Area 2, the seismic quiescence started in 1981.6,

lasting 13.2 years, and ended at the same time as the

occurrence of the Hokkaido-toho-oki earthquake (Mw

8.3) in 1994, which is not an interplate thrust

earthquake but an intraplate earthquake within the

PA plate (Kikuchi and Kanamori 1995; Katsumata

et al. 1995; Tanioka et al. 1995). The seismic

quiescence followed by the 1994 Hokkaido-toho-oki

earthquake (Mw 8.3) has been reported by Takanami

et al. (1996) and Katsumata and Kasahara (1999). The

duration time of the seismic quiescence is, however,

found to be 13.2 years in this study, which is different

from the two previous studies. Takanami et al. (1996)

pointed out that the seismic quiescence started 3 years

before the 1994 main shock. Katsumata and Kasahara

(1999) found that the duration time was 5–6 years.

Takanami et al. (1996) used earthquakes withM C 3.5
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Figure 2
Long-term seismic quiescences found in this study. Red crosses indicate anomalous nodes with the Z value of ?6.0 or larger. A positive Z

value represents a decrease in the seismicity rate. The long-term time window with a length of DT ¼ 9 years was used for calculating the

Z values. The anomalous nodes are shown in the time period of a 1975 B ts\ 1985, b 1985 B ts\ 1995, and c 1995 B ts\ 2005. ts is the

starting time of the long-term time window. The numbers from 1 to 10 indicate the seismic quiescence area shown in Figs. 3, 4, 5, 6, 7 and 8

and Table 3
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between 1 January 1984 and 8 October 1994, which is

obviously too short period to recognize the seismic

quiescence during 13.2 years. Katsumata and Kasa-

hara (1999) used earthquakes located by Hokkaido

University between 1 March 1985 and 3 October 1994

and located by the Japan Meteorological Agency

(JMA) between 1 January 1977 and 3 October 1994,

which are also too short period to detect the long-term

seismic quiescence during 13.2 years found in this

study. They also used earthquakes located by ISC

between 1 January 1970 and 3 October 1994, which is

long enough to detect the 13.2-year-long quiescence. I

found a large Z value area near the epicenter of the

main shock at the time slices from 1982.5 to 1985.5 in

Fig. 8 of Katsumata and Kasahara (1999), which

possibly corresponds to the seismic quiescence in this

study.

Area 2 is defined by the resolution circle centered

at (43.5�N, 147.1�E) with a radius of 31 km, which is

the spatial extent of the seismic quiescence area.

Hereafter a term of ‘‘the quiescence area’’ will be

used as an abbreviation of ‘‘the spatial extent of the

seismic quiescence area’’. In the case of Area 2, the

quiescence area includes the epicenter of the main

shock. Katsumata et al. (2002) presented a long-term

slow slip event (SSE) model preceding to the 1994

main shock based on the tide gauge data. Since the

fault plane of the long-term SSE is assumed to be in

the quiescence area, the seismic quiescence might be

related to the long-term SSE.

In Area 4, the seismic quiescence started in

1994.0, lasting 9.8 years, and ended at the same time

of the occurrence of the Tokachi-oki earthquake (Mw

8.3) in 2003, which is an interplate earthquake on the

interface between the subducting PA plate and the

overriding NA plate (Yamanaka and Kikuchi 2003;

Yagi 2004; Tanioka et al. 2004; Shinohara et al.

2004). The quiescence area includes the epicenter of

the main shock and overlaps with the asperity

ruptured by the 2003 event. The seismic quiescence

followed by the 2003 Tokachi-oki earthquake (Mw

8.3) has been reported by Takahashi and Kasahara

(2004) and Katsumata (2011a). The duration time of

the seismic quiescence is found to be 9.8 years in this

study, which is consistent with Takahashi and

Kasahara (2004). Takahashi and Kasahara (2004)

analyzed earthquakes with M � 5:0 in the JMA

catalog from 1952 to 2003 and they obtained the

same results as those in this study even if they used

the JMA catalog and they did not apply the declus-

tering process. Katsumata (2011a) analyzed

earthquakes with M � 3:3 in a re-determined earth-

quake catalog between 1994 and 2003 and found that

the duration time of the seismic quiescence was

5 years before the 2003 main shock. The earthquake

catalog used by Katsumata (2011a) was too short to

identify the long-term seismic quiescence during

9.8 years, thus it is not clear whether the results in

Katsumata (2011a) are consistent with those in this

study.

Table 3

Seismic quiescence areas identified in this study

Area �N �E rmaxðkmÞ Start dt ðyearÞ Z Probability

1 51.0 158.5 159 1978.9 9.9 6.3 6 9 10-5

2 43.5 147.1 31 1981.6 13.2 6.4 8 9 10-5

3 49.6 158.8 167 1993.9 10.8 6.4 2 9 10-5

4 42.0 144.0 51 1994.0 9.8 6.1 1 9 10-3

5 37.3 141.5 25 1988.0 10.6 6.6 6 9 10-5

6 29.6 129.9 75 1985.2 9.4 6.3 6 9 10-5

7 45.9 148.6 154 1996.1 C16.4 6.4 9 9 10-7

46.4 151.1 99 1996.9 12.4 6.4 8 9 10-6

8 40.5 142.7 48 1996.2 12.5 6.1 6 9 10-4

9 33.7 141.3 46 1998.8 9.6 6.3 8 9 10-5

10 35.5 138.0 133 1998.3 9.4 6.4 3 9 10-4

Area the area numbers are the same as those shown in Fig. 2, dt the duration time of seismic quiescence
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Figure 4 shows an anomaly in Area 5. The

quiescence area is located around the southwestern

part of the large slip area of the 2011 Tohoku

earthquake (Mw 9.0) (e.g., Yokota et al. 2011). In

this case the seismic quiescence was observed in a

limited area rather than in the whole area of the

seismic fault ruptured by the main shock. The

seismic quiescence started in 1988.0. No earthquake
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Figure 3
Seismic quiescence in Area 2 (a–c) and Area 4 (d–f). a Red open circles are Nzmap = 40 epicenters sampled around the node indicated by a

cross. A closed square and a closed star indicate the epicenters of the 1994 and the 1969 Hokkaido-toho-oki earthquakes, respectively,

determined by ISC. Gray dots indicate aftershocks of the 1994 event with M C 4.0 determined by JMA within 1 week after the main shock.

The trench axis is shown by a thin line. b Space–time plot of the epicenters shown in a. A gray zone indicates the time period of the long-term

seismic quiescence. c Black lines indicate a cumulative number curve of the epicenters in a and red lines indicate the Z value as a function of

time. d Red open circles and a cross indicate the same things as those in a. A closed square is the epicenter of the 2003 Tokachi-oki

earthquake determined by ISC. The co-seismic displacement of the fault is shown as contours every 1 m (Yamanaka and Kikuchi 2003).

e Space–time plot of the epicenters in d. f Cumulative number curve and the Z value plot for the epicenters in d
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with mb � 5:0 occurred from 1988.0 to 1998.6, the

seismicity recovered after 1998.6 with the almost

same seismicity rate as that before the seismic

quiescence started, and the main shock occurred in

2011.

In the case of the 2011 Tohoku earthquake, the

time when the seismic quiescence ended dose not

match with the time when the main shock occurred.

Therefore, we should examine more carefully

whether the seismic quiescence is a long-term

precursor to the 2011 main shock or not. First, this

seismic quiescence is not a man-made change caused

by incomplete earthquake catalog. Katsumata

(2011b) analyzed earthquakes with M C 4.5 in the

JMA catalog without the declustering process and

found that the seismic quiescence started in 1987.9 in

the same area as Area 5 [Fig. 4d in Katsumata

(2011b)], which is very consistent with the results in

the present study. Second, Yokota and Koketsu

(2015) revealed a very long-term transient event
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Figure 4
Seismic quiescence in Area 5. a Red open circles are Nzmap = 40 epicenters sampled around the node indicated by a cross. A closed square

indicates the epicenter of the 2011 Tohoku earthquake determined by ISC. The co-seismic displacement of the fault is shown as contours

every 10 m (Yokota et al. 2011). The trench axis is shown by a thin line. b Time slice of Z value distribution and very long-term transient

event. The time window starts at ts = 1988.8 and ends at ts þ DT , where DT ¼ 9 years. A red color (positive Z value) and blue color (negative

Z value) represent a decrease and increase in the seismicity rate, respectively. The displacement of the very long-term transient event is shown

as contours every 10 cm (Yokota and Koketsu 2015). c Space–time plot of the epicenters shown in a. A gray zone indicates the time period of

the long-term seismic quiescence. d Black lines indicate a cumulative number curve of the epicenters in a and red lines indicate the Z value as

a function of time
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preceding the 2011 Tohoku earthquake (Mw 9.0),

they presented a fault plain model to explain the very

long-term transient event. Figure 4b is the spatial

distribution of Z values at ts ¼ 1988:8 and I found

that the quiescence area of Area 5 is located on this

fault plain. This spatial matching strongly suggests

that the seismic quiescence is related to the very long-

term transient event. On the other hand the temporal

relationship between the seismic quiescence and the

very long-term transient event is not clear. The

seismic quiescence started in 1988.0 and a precursory

long-term foreshock started in 1998.6. The very long-

term transient event started around 2002 (Yokota and

Koketsu 2015). Mavrommatis et al. (2014) presented

another model that the very long-term transient event

started around 1996 and the slip was accelerated

toward the main shock in 2011, whereas the fault

plain is located at the place similar to that of Yokota

and Koketsu (2015). Since there is no GPS data

before 1996, it is not clear which time, 1996 or 2002,

is plausible as the start time of the very long-term

transient event.
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Figure 5
Seismic quiescence in Area 8. a Red open circles are Nzmap = 40 epicenters sampled around the node indicated by a cross. Gray dots indicate

aftershocks of the 1994 Sanriku-oki earthquake with M C 4.0 determined by JMA within 1 month after the main shock. The trench axis is

shown by a thin line. b Time slice of Z value distribution. The time window starts at ts = 1996.5 and ends at ts ? DT , where DT = 9 years. A

red color (positive Z value) and blue color (negative Z value) represent a decrease and increase in the seismicity rate, respectively. A thick line

shows the area where the interplate coupling recovered (Ozawa et al. 2007). c Space–time plot of the epicenters shown in a. A gray zone

indicates the time period of the long-term seismic quiescence. d Black lines indicate a cumulative number curve of the epicenters in a and red

lines indicate the Z value as a function of time
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As shown in Fig. 3 the main shocks occurred in

the middle of the seismic quiescence in the case of

the 1994 Hokkaido-toho-oki earthquake and the 2003

Tokachi-oki earthquake, whereas some M9-class

giant earthquakes were preceded by the long-term

foreshock activity. Kanamori (1981) reported that the

1964 Alaska earthquake (M9.2) was preceded by the

long-term foreshock during about 10 years before the

main shock and the 1957 Aleutians earthquake

(M9.1) was also preceded by the long-term foreshock

during about 8 years before the main shock. Kat-

sumata (2015) reported that the 2004 Sumatra
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Figure 6
Seismic quiescence in Area 9 (a–c) and Area 10 (d–f). a Red open circles are Nzmap = 40 epicenters sampled around the node indicated by a

cross. Two closed stars indicate the epicenters of the 1972 Hachijo-jima earthquakes withM = 7.0 and 7.2. The trench axis is shown by a thin

line. b Space–time plot of the epicenters shown in a. A gray zone indicates the time period of the long-term seismic quiescence. c Black lines

indicate a cumulative number curve of the epicenters in a and red lines indicate the Z value as a function of time. d Red open circles and a

cross indicate the same things as those in a. e Space–time plot of the epicenters in d. f Cumulative number curve and the Z value plot for the

epicenters in d
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earthquake (Mw 9.1) was preceded by the long-term

foreshock during about 5 years before the main

shock. Therefore, I suggest that a sequence of the

seismic quiescence during about 10 years and the

subsequent foreshock activity during about 10 years

was an inherent behavior of M9-class earthquakes,

and the 2011 Tohoku earthquake was no exception.

Figure 5 shows an anomaly in Area 8. Area 8

includes nine nodes with Z� þ 6:0 and one of them

is shown in Fig. 5a and Table 3 as a typical

anomalous node. The seismic quiescence began in

around 1996 after the occurrence of the Sanriku-oki

earthquake (Mw 7.7) on 28 December 1994, which is

an interplate thrust earthquake on the upper boundary

of the PA plate (Sato et al. 1996; Tanioka et al. 1996;

Nakayama and Takeo 1997; Nagai and Kikuchi

2001). Figure 5b is the spatial distribution of Z values

at ts ¼ 1996:5. The seismicity decreased within the

148˚ 150˚ 152˚ 154˚

44˚

46˚

200 km

Area 7

(a)

148

150

152

154

Lo
ng

itu
de

1970 1980 1990 2000 2010

Year

(b)

148˚ 150˚ 152˚ 154˚

44˚

46˚

200 km

Area 7

(d)

148

150

152

154

Lo
ng

itu
de

1970 1980 1990 2000 2010

Year

(e)

0

10

20

30

40

C
um

ul
at
iv
e 
nu

m
be

r

1970 1980 1990 2000 2010

Year

(c)

3

4

5

6

7

Z
-v
al
ue

0

10

20

30

40

C
um

ul
at
iv
e 
nu

m
be

r

1970 1980 1990 2000 2010

Year

(f)

3

4

5

6

7

Z
-v
al
ue

Figure 7
Seismic quiescence in Area 7. a, d Red open circles are Nzmap = 40 epicenters sampled around the node indicated by a cross. Fourteen

squares are the subfaults of the 1963 Etorof earthquake with the slip of 0.5 m or larger obtained by Ioki and Tanioka (2011). The co-seismic

displacement of the 2006 Kurile earthquake is shown as contours of 1, 3, 5, 7, and 9 m (Yamanaka 2006). b, e Space–time plot of the

epicenters. A gray zone indicates the time period of the long-term seismic quiescence. c, d Black lines indicate a cumulative number curve of

the epicenters and red lines indicate the Z value as a function of time

Vol. 174, (2017) Long-Term Seismic Quiescences and Great Earthquakes in and Around the Japan

243



Reprinted from the journal

area where the interplate coupling recovered (Ozawa

et al. 2007). Moreover, the timing of the recovery is

well matched with that of starting of the seismic

quiescence. These facts suggest that the occurrence of

M5-class interplate earthquakes have been sup-

pressed by the strong interplate coupling, which is

the reason why the seismic quiescence is observed in

Area 8.

Figure 6 shows anomalies in Area 9 and Area 10.

In Area 9, the seismic quiescence started in 1998.8,

ended in 2008.4, no great earthquake occurred in this

area, and thus this seismic quiescence is probably a

false alarm. The two earthquakes (M7.0 and M7.2)

occurred in 1972 off east coast of Hachijo-jima Island

at a depth of around 50 km and both of the two main

shocks were interplate events with a fault plane on

the upper surface of the PA plate (Moriyama et al.

1989). This observation indicates that the plate

coupling is strong enough to generate a large

earthquake even at a depth of 50 km. The two 1972
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Figure 8
Seismic quiescence in Area 1 (a–c), Area 3 (d–f) and Area 6 (g–i). a, d, g Red open circles are Nzmap = 40 epicenters sampled around the

node indicated by a cross. Squares in a and d are the subfaults of the 1952 Kamchatka earthquake (M9.0) (Johnson and Satake 1999). The

trench axis is shown by a thin line. A closed star in g is the epicenter of the 1911 great earthquake with M * 8 (Goto 2013). b, e, h Space–

time plot of the epicenters. A gray zone indicates the time period of the long-term seismic quiescence. c, f, i Black lines indicate a cumulative

number curve of the epicenters and red lines indicate the Z value as a function of time
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events were located around the western boundary of

the quiescence area found in this study. Katsumata

(2011b) analyzed earthquakes with M C 4.5 in the

JMA catalog without the declustering process and

found that the seismic quiescence started in 1992 off

east coast of Hachijo-jima Island, which is consistent

with the result in this study. In Area 10, the seismic

quiescence started in 1998.3, ended in 2007.7, no

great earthquake occurred in this area, and thus this

seismic quiescence is probably a false alarm. The

seismicity decreased clearly within the quiescence

area, especially in the south of 35.5�N. In this area a

long-term SSE was observed in this period, which is

referred to as the Tokai SSE (Ozawa et al. 2002;

Miyazaki et al. 2006; Suito and Ozawa 2009; Ochi

and Kato 2013). However the spatial resolution of

Area 10 is too poor to reveal that the quiescence area

corresponds to the area of the Tokai SSE. Therefore,

it is not clear whether the seismic quiescence was

related to the Tokai SSE.

Figure 7 shows an anomaly in Area 7. The

seismic quiescence started in around 1996 or 1997.

Ioki and Tanioka (2011) obtained the slip distribution

of the 1963 Etorof earthquake (M8.2) by using the

tsunami data. The quiescence area is well matched

with the subfaults with the slip of 0.5 m or larger

obtained by Ioki and Tanioka (2011). It is not clear

whether this seismic quiescence ended or not.

Figure 8 shows anomalies in Areas 1, 3 and 6. In

Area 1, the seismic quiescence started in 1978.9,

lasting 9.9 years, ended in 1988.8, and this seismic

quiescence was not followed by a great earthquake.

The seismic quiescence area is located in the central

part of the focal area ruptured by the 1952 Kam-

chatka earthquake (M9.0) (Johnson and Satake 1999).

In Area 3, the seismic quiescence started in 1993.9,

lasted 10.8 years, ended in 2004.7, and this seismic

quiescence was not followed by a great earthquake,

neither. The quiescence area is located in the

southwestern part of the 1952 event. These two false

alarms on the seismic fault ruptured by the 1952

event possibly suggest that the seismic quiescence

occurs frequently in the interseismic period and they

are not a precursor to a great earthquake. In Area 6,

the seismic quiescence started in 1985.2, lasted

9.4 years, and ended in 1994.6. No large earthquake

with M� 7:0 has been observed in this area from

1964 to 2012 and thus this seismic quiescence should

be a false alarm. The seismicity rates are 1.3 events/

year for the period between 1964.0 and 1985.2 and

0.79 events/year for the period between 1994.6 and

2012.5, that is, the seismicity rate has not recovered

to the same rate as that before the seismic quiescence.

Goto (2013) re-determined the hypocenter of the

1911 great earthquake with M� 8 and suggested the

location of its asperity. The quiescence area in Area 6

is well matched with the northern part of the asperity

ruptured by the 1911 event.

5.2. Seismic quiescences and great earthquakes

The ten seismic quiescences were identified from

1975 to 2012 in this study. In the same period four

great earthquakes occurred with the seismic moment

M0 C 3.0 9 1021 Nm (Mw C 8.25). The three of ten

seismic quiescences were followed by three great

earthquakes: the 1994 Hokkaido-toho-oki earthquake

(Mw 8.3), the 2003 Tokachi-oki earthquake (Mw 8.3),

and the 2011 Tohoku earthquake (Mw 9.0). The

remaining seven seismic quiescences were followed

by no earthquake with the seismic moment

M0 C 3.0 9 1021 Nm (Mw C 8.25), which are can-

didates of the false alarm. The 2006 Kurile Islands

earthquake (Mw 8.3) was an interplate thrust faulting

on the upper boundary of the PA plate (Ji 2006; Yagi

2006; Yamanaka 2006). The 2006 event was not

preceded by the significant seismic quiescence with

Z C 6.0, which is a case of the surprise occurrence.

To count the cases that no earthquake with

M0 C 3.0 9 1021 Nm (Mw C 8.25) was observed if

no quiescence with Z C ?6.0 is observed, the

subduction zone is divided into 17 segments in the

study area (Fig. 9). All segments have enough size of

the area to generate M8-class earthquakes. Suppose

that the earthquake catalog is as long as 40 years. If

we assume that the seismic quiescence is 10 years

long, the following simple three patterns occur: (1)

the first 10 years (background rate)—the second

10 years (quiescence)—the third 10 years (back-

ground rate)—the last 10 years (background rate) or

(2) the first 10 years (background rate)—the second

10 years (background rate)—the third 10 years (qui-

escence)—the last 10 years (background rate) or (3)

the first 10 years (background rate)—the second
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10 years (background rate)—the third 10 years

(background rate)—the last 10 years (quiescence).

In the present study, the ISC catalog is as long as

48 years from 1964 to 2012 and this is the case of the

earthquake catalog 40 years long. Therefore, there

are three possible time period of the seismic quies-

cence in each segment and 17 segments 9 3

periods = 51 periods. Actually, I identified the

seismic quiescence 10 times in this study and thus

the remaining 41 periods are the case of no-

earthquake-with-no-seismic-quiescence. In the case

of Segment K, which is the focal area of the 2011

Tohoku earthquake, I counted the seismic quiescence

two times because of precursory seismicity 20 years

long. Consequently the total number of the case of

no-quiescence-with-no-earthquake is 40. A 2 by 2

consistency table was examined by the Fisher’s exact

test (Table 4). A null hypothesis is that the seismic

quiescence has no relation with the occurrence of

great earthquake. The probability that the null

hypothesis is correct was calculated as follows:

P ¼ 4!47!10!41!

51!
� 1

1!3!7!40!
þ 1

0!4!6!41!

� �
¼ 0:021;

Therefore the null hypothesis was rejected by

95 % of significant level, that is, the seismic quies-

cence is related with the occurrence of great

earthquake. The probability of 0.021 is, however,

not very small; thus, the relationship between the

seismic quiescence and the occurrence of great

earthquake is weak and further verification is needed

in the future work.
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Statistical Studies of Induced and Triggered Seismicity at The Geysers, California

A. HAWKINS,1 D. L. TURCOTTE,1 M. B. YıKıLMAZ,1 L. H. KELLOGG,1 and J. B. RUNDLE
1,2

Abstract—This study considers the statistics of fluid-induced

and remotely triggered seismicity at The Geysers geothermal field,

California. Little seismicity was reported before steam extraction

began in 1960. Beginning in 1980 the residual water associated

with power generation was re-injected, producing induced seis-

micity. Beginning in 1997 large-scale injections of cold water

began to enhance the generation of steam. This led to an increase in

M\ 1.2 earthquakes from approximately 5 per month to 20. Two

excellent seismic networks generate two earthquake catalogs for

the fluid-induced seismicity at The Geysers. Although this seis-

micity satisfies Gutenberg–Richter (GR) scaling to a good

approximation, the scaling parameters differ. We propose a cor-

rection that eliminates this problem. We show that the seismicity at

The Geysers is nearly independent of time for the period

2009–2014 and suggest that this supports our hypothesis that the

seismic moment release is in near balance with the geodetic

moment accumulation in the region. Our study demonstrates that

aftershocks of the larger fluid-induced earthquakes also satisfy GR

scaling as well as Omori’s law for their time dependence. Our

results support the hypothesis that the earthquakes are caused by

the reduction in friction on faults due to the injected fluids.

Statistics of remotely triggered earthquakes and their associated

aftershocks at The Geysers are also presented. The 8/24/

14 M = 6.02 South Napa earthquake triggered an M & 4.38 event

as well as some 80 other M[ 1.25 events. The GR and decay

statistics are given. However, to separate aftershocks from remo-

tely triggered earthquakes, an additional triggered sequence is

studied. The M = 7.2 4/4/10 Baja earthquake triggered some

34 M[ 1.25 earthquakes at The Geysers in the first hour including

an M = 3.37 event. We conclude that the remotely triggered

seismicity is dominated by local aftershocks of the larger remotely

triggered earthquakes.

Key words: Fluid-induced seismicity, remotely triggered

seismicity, The Geysers, geothermal seismicity.

1. Introduction

In this paper we study the statistical behavior of

the seismicity at The Geysers geothermal area, Cal-

ifornia. Injection of water to enhance geothermal

production has resulted in extensive induced seis-

micity. The Geysers geothermal field is situated near

the southern edge of Clear Lake, approximately

120 km north of San Francisco, CA. It is positioned

between bounding faults, the Maacama and Mer-

curyville faults to the southwest and the Collayami

fault zone to the northeast (Fig. 1). The Geysers is a

steam-dominated geothermal field. The area is heated

by The Geysers Plutonic Complex, a silicic magmatic

body, which was episodically emplaced from*1.1 to

1.8 Ma (Schmitt et al. 2003). The pluton provides

structural control for The Geysers and has a north-

west trend that corresponds to the current geothermal

reservoir. Magmatism in this region is attributed to

the formation of a slab window east of the San

Andreas Fault due to the subduction of the Farallon

plate (Stimac et al. 2001).

There was little localized seismicity in The Gey-

sers region prior to the extraction of steam for

geothermal power generation that began in 1960.

Beginning in 1980 the water recovered from the

extracted steam was re-injected into the reservoir.

This injection produced a relatively low level of

induced seismicity. In 1997, large-scale injection of

wastewater from Lake County began to increase

energy production. Additional effluent was provided

from the City of Santa Rosa beginning in 2003 to

further augment injection. These wastewater projects

provide the approximately 20 million gallons of

reclaimed water that is injected into The Geysers

reservoir each day. When the wastewater is injected

into the hot underlying rock, it boils producing steam

and enhancing the energy production of The Geysers
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power plants. The large-scale injection of wastewater

led to a large increase in seismicity. An overview of

the effect of high rate fluid injection on seismicity at

The Geysers has been given by Beall et al. (2010).

The western edge of The Geysers geothermal field

is within 10 km of the Maacama Fault (Fig. 1), a

right-lateral strike-slip fault, the northern extension of

the Hayward fault system. The Maacama Fault is

active and displays surface creep, with the highest

measured creep rate (5.7 ± 0.1 mm/year) to the north

in Willits, CA, and a lower measured creep rate

(4.3 ± 0.8 mm/year) to the south in Ukiah Valley

(Prentice et al. 2014). Based on geological data the

estimated slip rate on the Maacama Fault is

9 ± 3 mm/year (Dawson and Weldon 2013), con-

siderably larger than the present measured surface

creep rates. Based on paleoseismic data, it is certainly

possible that an M & 7.0 or larger earthquake could

occur on the Maacama Fault. A major concern is the

possible role of The Geysers fluid injection in the

possible triggering of such an earthquake.

Although fluid injection can certainly generate

induced earthquakes, there are other causes such as

reservoir filling and coal mining. Suggested mecha-

nisms for induced seismicity in geothermal fields and

enhanced geothermal systems include pore pressure

increase, temperature reduction, volume change, and

chemical alteration (Majer et al. 2007). A particular

focus of this paper is the role of fluid injection in

reducing the frictional strength of faults. Geodetic

(GPS) observations indicate that The Geysers region

is in an area of near uniform tectonic shear strain

accumulation associated with the relative plate

boundary motion between the Pacific plate and the

Sierra-Nevada, Central Valley plate (Prescott et al.

2001; Chéry 2008; Jolivet et al. 2009). We propose

the hypothesis that this geodetic moment accumula-

tion is in a near balance with the seismic moment

release associated with The Geysers seismicity. We

present seismic data to support this balance.

In this paper, we will first consider the overall

statistics of the seismicity in The Geysers region. We

Figure 1
Map of The Geysers geothermal area (dashed contour), several major faults, the LBNL stations (triangles), the NCSN stations (squares), and

two earthquakes we consider are shown (after Guilhem et al. 2014)

A. Hawkins et al. Pure Appl. Geophys.
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will specifically consider the frequency–magnitude

statistics of the seismicity and its temporal variability.

To do this we will utilize data from Northern Cali-

fornia Seismic Network (NCSN) catalog and the

Lawrence Berkeley National Laboratory (LBL) cat-

alog. We will note that earthquake magnitudes from

the two catalogs systematically differ. We will

quantify the difference and suggest why a correction

should be made to the LBL data. We will then con-

sider the aftershock statistics of several of the largest

induced earthquakes that have occurred at The Gey-

sers. We will consider the statistics of this seismicity

in terms of: (1) the frequency–magnitude behavior

and (2) the aftershock behavior in terms of fre-

quency–magnitude and temporal-decay behaviors.

One important question is whether the injected fluids

are the direct cause of the seismicity or the indirect

cause by reducing normal stresses and triggering

double-couple earthquakes that release tectonic

stresses. This question has been discussed in detail by

Johnson (2014a, b) and Guilhem et al. (2014) who

found that shear failures dominate. We also study the

statistics of triggered earthquakes generated by the

seismic waves of distant earthquakes, specifically, the

large triggered earthquake generated at The Geysers

by the M = 6.0 South Napa earthquake 72 km away,

in August 2014. An important question is the relative

roles of smaller triggered seismicity and the after-

shocks generated by one or more large triggered

earthquakes. To address this question we also study

the statistics of the triggered earthquakes generated at

The Geysers by the M = 7.2 El Mayor-Cucapah

earthquake in April 2010. In this paper, induced

earthquakes are earthquakes caused by fluid injection

at The Geysers, aftershocks are aftershocks of the

induced earthquakes, and triggered earthquakes are

aftershocks of remote earthquakes.

2. Earthquake Catalogs

A unique feature of The Geysers seismicity is the

availability of two catalogs of events. The first is the

Northern California Seismic Network (NCSN) cata-

log (NCEDC 2014). This is the ‘‘official catalog’’ for

earthquakes in this region and the magnitudes of

smaller earthquakes are local magnitudes. The second

is the Lawrence Berkeley National Laboratory (LBL)

catalog. This catalog uses data from the LBL network

of some 30 short-period seismometers installed in

The Geysers region. The LBL seismic network in The

Geysers was initiated in 2003 by the US Department

of Energy to monitor induced seismicity of enhanced

geothermal systems (EGS). Magnitude determina-

tions utilize earthquake moments determined from

the low-frequency spectral content (Guilhem et al.

2014). The primary advantage of the LBL catalog

data is that many more low magnitude earthquakes

are included due to the high density and close prox-

imity of seismometers to the earthquake sources. A

map of The Geysers region, the locations of the

geothermal area, mapped faults, and seismic stations

are given in Fig. 1.

Also shown are the epicenters of the two earth-

quakes that will be a focus of this paper. The first is

anM = 4.53 induced earthquake on January 12, 2014

and the second is an M = 4.48 triggered earthquake

on August 24, 2014. A major difficulty with the LBL

data is a systematic difference in the magnitudes

compared with the magnitudes given in the NCSN

catalog. We will consider these differences in some

detail.

Our studies will consider the frequency–magni-

tude statistics of selected earthquakes in several

ways. The cumulative number of earthquakes with

magnitudes greater than M, NC in The Geysers region

are given as a function of M for different time peri-

ods. Gutenberg–Richter (GR) scaling is utilized to

compare the data from the two networks (Gutenberg

and Richter 1954):

log10 NC ¼ a� bM; ð1Þ
where a is a measure of seismic intensity and the

b value (slope) usually has a value near one.

Our studies of The Geysers seismicity will uti-

lize the rectangular region given in Fig. 2. Seismic

catalogs were downloaded from the Northern Cali-

fornia Earthquake Data Center (NCEDC). To

generate frequency–magnitude distributions of the

earthquakes, magnitude 0? earthquakes were

downloaded for the specified region in both the LBL

and NCSN catalogs for a 10-year interval from

10/30/04 to 10/31/14. Frequency–magnitude statis-

tics were obtained for individual years, the first

Vol. 174, (2017) Induced and Triggered Seismicity
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5 years, second 5 years, and the 10-year interval.

Boyle et al. (2011) presented frequency–magnitude

data for the two catalogs of Geysers earthquakes for

the period 4/22/2003–12/1/2010. For the NCSN

catalog, the results of Boyle et al. (2011) are

essentially identical to ours with b = 1.14. For the

LBL catalog the results were quite different from

ours with a poor Gutenberg–Richter correlation. It

was for this reason we have chosen to use only the

more recent data from both the LBL and NCSN

catalogs in our studies.

We next carry out a systematic comparison of the

magnitude data from the two networks. We consider

the period 10/31/09–10/30/14. The NCSN magni-

tudes MNCSN versus the LBL magnitudes MLBL are

plotted for some 18,000 events in Fig. 3. The best

bisquare weight linear fit to the data is

MNCSN ¼ 1:03MLBL � 0:63; ð2Þ
and the root mean square error to the fit is 0.1344. At

MNSCN = 1, the expected LBL magnitude is

MLBL = 1.58; at MNSCN = 3 the expected LBL

magnitude is MLBL = 3.52. Thus, the LBL magni-

tudes are generally 0.5 magnitude units larger than

the NCSN magnitudes. The mean deviation of 0.13

magnitude units from this fit is relatively small. A

previous, more limited comparison of the magnitudes

from the two networks at The Geysers was given by

Edwards and Douglas (2014).

We next consider the frequency–magnitude

statistics for the two data sets for the 5-year period

(10/31/09–10/30/14). The cumulative numbers of
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Figure 2
Location of all magnitude 0? seismic events in the LBL catalog

from 10/31/09 to 10/30/14 in our study area. Latitude min = 38.66,

max = 38.92, Longitude min = -123.07, max = -122.56

Figure 3
Dependence of the NCSN magnitude MNCSN on the LBL magni-

tudeMLBL for some 18,000 earthquakes in The Geysers geothermal

area during the period 10/31/09–10/30/14. The best bisquare linear

fit to the data is also shown from Eq. (2). The LBL magnitudes are

general 0.5 magnitude units larger that the NCSN magnitudes
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Figure 4
Cumulative frequency–magnitude distributions of earthquakes in

The Geysers geothermal region for the period 10/31/09–10/30/14.

The cumulative number of earthquakes Nc per year with magni-

tudes greater thatM are given as a function ofM for the NCSN data

and the LBL data. The straight line correlations are with

Gutenberg–Richter scaling Eq. (1). Note that the b-values (the

slopes) are systematically different
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earthquakes per year with magnitudes greater than M

(NC) are given as a function of M in Fig. 4. We

correlate the two sets of data with Gutenberg–Richter

scaling Eq. (1). The deviations of the data from

Gutenberg to Richter scaling at small magnitudes

indicate the sensitivity limits of the two networks.

The lower limits of data completeness are approxi-

mately MNCSN[ 0.8 for the NCSN network and

MLBL[ 1.2 for the LBL network. In Fig. 3, we took

a lower limit of MNCSN = 1.0 to ensure complete-

ness. During the 5-year period (2009–2014), the

NCSN recorded about 7000 events per year and the

LBL network about 15,000 events per year that were

above these magnitude cutoffs. There are about twice

as many reliable earthquakes in the LBL catalog than

in the NCSN catalog. A fraction of these, about

18,000 earthquakes, are included in Fig. 3.

When a wide range of earthquake magnitudes is

considered, it is standard practice to utilize the

Richter magnitude scale (Utsu 2002a, b). There are

many variations on how magnitudes are determined.

The NCSN magnitudes use the classic local magni-

tude ML for intermediate size earthquake, M & 2 to

M & 4. This magnitude is based on the S-wave

amplitude on a Wood–Anderson seismometer. For

larger earthquakes, M larger than about 4, earth-

quakes moments are determined and a converted to

moment magnitudes MW using the empirical relation

given by Hanks and Kanamori (1979). For small

earthquakes, M smaller than about 2, the coda mag-

nitude Md is used. It must be emphasized the

earthquake magnitude scale is empirical, whereas the

earthquake moment is derived from physics.

The LBL earthquake catalog utilizes a hybrid

method based on the moments of small earthquake

and a conversion to moment magnitude utilizing the

empirical relation given by Hanks and Kanamori

(1979) for large earthquakes. They obtain the

moment of small earthquakes from the low-frequency

displacement spectral level at frequencies from about

1 Hz to the event corner frequency (Guilhem et al.

2014). Based on our results given in Fig. 3 we argue

that a further empirical correction, as given in

Eq. (2), is required.

An important question regarding the scaling

shown in Fig. 4 is whether earthquakes with M[ 5

can be expected in this region in the future. The

largest recorded earthquake in the 5-year period had a

magnitude M & 4.5. However, high seismicity has

only been present for about 10 years and the

extrapolated return period for an M & 5 earthquake,

obtained from an extrapolation of the GR statistics

given in Fig. 4, would be about 25 years, so it is not

possible to use this data to preclude a larger

earthquake.

We next utilized Gutenberg–Richter scaling to

compare the 1-year intervals of seismicity to the

5-year interval in both the LBL and NCSN data sets.

The 5-year interval a and b values were calculated

and superimposed on the 1-year intervals to observe

the degree to which the 5-year interval approximated

the single-year intervals for the LBL catalog (Fig. 5)

and NCSN Network (Fig. 6). We found that the GR

scaling of the 5-year interval provided a good

approximation of the GR scaling for the 1-year

intervals in both the LBL and NCSN catalogs.

3. Aftershock Statistics of Major Induced

Earthquakes at The Geysers

We now consider the aftershock statistics of four

large induced earthquakes at The Geysers. Our

objective is to compare the aftershock statistics of

these induced earthquakes with the generally accep-

ted statistics of tectonic earthquakes. In making this

comparison we will use the statistical methods

Shcherbakov et al. (2006) applied to the Parkfield

aftershock sequence. We will give a detailed study of

the most recent large induced earthquake and give

tabulated statistical results for the four earthquakes.

We will utilize results from both the NCSN catalog

and the LBL catalog. The NCSN magnitude data

have the advantage that the magnitude statistics are

consistent with generally published aftershock data.

As we have shown there is a systematic deviation

between NCSN magnitudes and LBL magnitudes.

The LBL magnitude data have the advantage of lower

magnitude completeness due to the large number of

local seismometers. Our studies in this section will

also be used to better understand the large triggered

earthquakes in the next section.

We consider in some detail the aftershock statis-

tics for a large induced earthquake that occurred in
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The Geysers geothermal area at 20:24:47 UTC on

January 12, 2014. This earthquake had an NCSN

magnitude MNCSN = 4.53 and an LBL magnitude

MLBL = 4.48. It occurred with an epicenter at Lat.

38.81350 N, Long. 122.81360 W (location shown on

Fig. 1). The frequency–magnitude statistics for the

two data sets are given in Fig. 7. We again correlate

the data using the GR scaling from Eq. (1). Based on

the systematic divergence of the two data sets illus-

trated in Fig. 3, we consider aftershocks with

MNCSN C 0.75 and MLBL C 1.25. For the LBL data,

we have an excellent GR correlation with b = 1.33,

very close to the value b = 1.36 obtained for all LBL

earthquakes shown in Fig. 4.

Another important scaling law concerning after-

shocks is Båth’s law (Båth 1965). This law states that

empirically it is a good approximation to assume that

the difference in magnitude DM between a main-

shock Mms and its largest aftershock M
maxð Þ
as is a

constant independent of the magnitude of the main-

shock, that is

DM ¼ Mms �M maxð Þ
as ð3Þ

with DM & 1.2. From Fig. 7 we see that

DMLBL = 4.48–3.25 = 1.23 and that

DMNCSN = 4.53–2.80 = 1.73. The two values of DM
are not in very good agreement.

A modified version of Båth’s law was proposed

by Shcherbakov and Turcotte (2004). The magnitude

of the ‘‘largest’’ aftershock consistent with GR scal-

ing M* is obtained by setting N (CM) = 1 in Eq. (1)

with the result

M� ¼ a

b
: ð4Þ

The modified form of Båth’s law is therefore

DM� ¼ Mms �M� ð5Þ
that is approximately constant, again with

DM & 1.2. The value of DM* is a direct measure of

the aftershock productivity of a mainshock. From

Fig. 7 we see that M*LBL = 3.13 and

M*NCSN = 2.87 so that DM*LBL = 1.35 and

DM*NCSN = 1.66. The two values of DM* are con-

siderably closer than the two values for DM given

above.

We next consider the decay rate of the after-

shocks. A widely accepted empirical relation for the

decay rate of aftershock activity is the modified form

of Omori’s law (Utsu 1961)

dN

dt
¼ 1

s 1þ t
c

� �p ; ð6Þ

where dN/dt is the rate of occurrence of aftershocks

with magnitudes greater than M, t is the time that has

elapsed since the mainshock, and s and c are constant

characteristic times. It is found that the power p is

generally near one. Setting p = 1 we integrate

Eq. (6) to give

NC ¼ c

s
ln 1þ t

c

� �
; ð7Þ

where NC is the cumulative number of aftershocks at

a time t after the mainshock.

The numbers of earthquakes that occurred during

the 24 h after the January 12, 2014 mainshock are

given in Fig. 8. Data for aftershock magnitudes

MLBL C 1.25 are given for the LBL data and data for

aftershock magnitudes MNCSN C 0.75 are given for

the NCSN data. Also given are the expected numbers

of background earthquakes based on the number in

the 24 h prior to the event. The best fits of Omori’s

law from Eq. (7) are given for both data sets.

Excellent correlations are obtained for both the LBL

and NCSN data. Values of the scaling parameters are

given in Table 1.

We have carried out similar studies of aftershock

statistics for three other large induced earthquakes at

The Geysers. The values of the scaling parameters for

these earthquakes are also given in Table 1. In gen-

eral, the aftershock statistics for the four earthquakes

are quite typical for tectonic earthquakes. In our

discussion we will use NCSN catalog data, since the

magnitude determinations are consistent with catalog

determinations of tectonic earthquakes. For b-values

we have b = 1.26, 1.16, 0.99, 1.17 which are very

typical of tectonic aftershock frequency–magnitude

data. For the magnitude differences DM* we have

bFigure 5

Yearly frequency–magnitude statistics from the LBL catalog

(2009–2014) with the line of best fit from the 5-year frequency–

magnitude data from the LBL catalog from Fig. 4
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values 2.17, 2.00, 1.23, and 1.66, which again are

typical of values for tectonic earthquakes (Shcher-

bakov and Turcotte 2004). Assuming the power law

p in Omori’s law, Eq. (6) has the value p = 1, the

expected cumulative number of aftershocks at a time

t after the mainshock has been given in Eq. (7). The

production of aftershocks for the four induced

earthquakes we consider are in quite good agreement

with this relation. We strongly favor the hypothesis

that both the mainshocks and the aftershocks are

tectonic earthquakes that have been triggered by the

reduction in effective normal stress on faults due to

fluid injection. We will return to this discussion after

our consideration of triggered earthquakes at The

Geysers. Although the mean values of scaling

parameters are quite typical of tectonic values, the

scatter of the frequency–magnitude data is relatively

large. We attribute this variability of seismic

parameters to the variability of fluid pressures due to

both spatial and temporal variations in injection rates.

4. Triggered Earthquakes and Their Aftershocks

at The Geysers

Remotely triggered aftershocks at large distances

from a mainshock became widely accepted after the

1992 Mw = 7.3 Landers earthquake, east of Los

Angeles, CA (Hill et al. 1993). Many of the remotely

triggered aftershocks occured in volcanic geothermal

areas. Prejean et al. (2004) studied remotely triggered

aftershocks generated by the 2002 Mw = 7.9 Denali,

Alaska earthquake. They reported 19 M[ 2 trig-

gered earthquakes at The Geysers geothermal area,

3120 km from the mainshock. Aiken and Peng (2014)

studied remotely triggered earthquakes at three

geothermal regions including The Geysers. Stark and

Davis (1996) studied remotely triggered aftershocks

at The Geysers from seven other distant mainshocks

including Landers. Freed (2005) has given a com-

prehensive review of remotely triggered aftershocks.

One of the largest triggered earthquakes occurred

at The Geysers following the Mw = 6.02 South Napa

earthquake which occurred on 8/24/2014 at 10:20:44

UTC (see Fig. 1). The triggered earthquake at The

Geysers occurred at 10:21:11 UTC. This earthquake

had an NCSN magnitude MNCSN = 4.48 with an

bFigure 6

Yearly frequency–magnitude statistics from the NCSN catalog

(2009–2014) with the line of best fit from the 5-year frequency–

magnitude data from the NCSN catalog from Fig. 4

1 1.5 2 2.5 3 3.5
100

101

102

M

N
c

NCSN
a = 3.369
b = 1.173

log10Nc = a − bM
LBL 
a = 4.163 
b = 1.328 
Largest Aftershock
          MLBL    = 3.25
          MNCSN = 2.80

Figure 7
Cumulative frequency–magnitude distributions for the aftershocks

that occurred in the 24 h after the large January 12, 2014 Geysers

earthquake (MLBL = 4.48, MNCSN = 4.53). Data from the LBL

catalog (red) and NCSN catalog (blue) are given. The straight lines

are the least square fits of Eq. (1) to the data. The points with

crosses were not used in the fitting

Figure 8
Cumulative number Nc of earthquakes that occurred at time t during

the 24 h after the January 12, 2014 mainshock (MLBL = 4.48,

MNCSN = 4.53). Data for MLBL C 1.25 from the LBNL catalog

(red) and data forMNCSN C 0.75 from the NCSN catalog (blue) are

given. In both cases the expected number of background

earthquakes is given. Also given are the fit parameters for Omori’s

law from Eq. (7)
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epicenter at Lat. 38.7602 N, Long. 122.7257 W.

These values are considered more reliable than the

LBL values. This remotely triggered aftershock

occurred 26.78 s after the mainshock at a distance

between the epicenters of 72.44 km.

We consider the earthquakes in The Geysers

region in the 24 h after the large triggered earth-

quake. The frequency–magnitude statistics for the

two data sets are given in Fig. 9. The GR scaling

from Eq. (1) is also given. Reasonably good corre-

lations are obtained. The difference in magnitude

between the largest induced earthquake (M = 4.48)

and the second largest induced earthquake

(M = 2.51) is DM = 1.97. The largest earthquake

consistent with GR scaling is M* = 2.71 so that

DM* = 1.67. The cumulative numbers of

earthquakes that occurred in the 24 h are given in

Fig. 10. Data for MLBL C 1.25 are given for the LBL

data and data for aftershock magnitudes

MNCSN C 0.75 are given for the NCSN data. Also

given are the rates of occurrence of background

seismicity based on the 24 h prior to the event. The

best fits of Omori’s law from Eq. (7) are given for

both data sets. It should be noted that other smaller

triggered earthquakes would also be likely to occur

and these cannot be distinguished from the after-

shocks after the occurrence of the large triggered

earthquake. It should be noted that data analysis of

the aftershocks is difficult at early times because of

the interference of the Napa earthquake seismic

Table 1

Summary of scaling parameters for the four large induced earthquakes at The Geysers that we have studied

UTC time of occurrence Location Magnitude DM DM* b

MM/DD/YY HH:MM:SS Latitude Longitude NCSN LBL NCSN LBL NCSN LBL NCSN LBL

03/01/11 02:19:47 38.81533 N 122.82000 W 4.43 4.09 1.88 0.97 2.17 1.03 1.26 1.19

02/13/12 04:47:13 38.79267 N 122.74316 W 4.16 4.31 1.69 1.46 2.00 1.53 1.16 1.27

03/14/13 09:09:23 38.81233 N 122.78616 W 3.95 4.26 0.49 0.36 1.23 1.13 0.99 1.19

01/12/14 20:24:47 38.81350 N 122.81360 W 4.53 4.48 1.73 1.23 1.66 1.35 1.17 1.33

Results from the NCSN and LBL catalogs are given

1 1.5 2 2.5 3
100

101

M

N
c

NCSN
a = 2.574 
b = 0.9458

log10Nc = a − bM
LBL 
a = 3.172 
b = 0.9504 
Largest Aftershock:
        M LBL    = 2.77
        M NCSN = 2.51

Figure 9
Cumulative frequency–magnitude distributions for the earthquakes

that occurred in the 24 h after the large August 24, 2014 triggered

Geysers earthquake (MLBL = 4.46, MNCSN = 4.38) and data from

the LBL catalog (red) and the NCSN catalog (blue) are given. The

straight lines are the least square fits of Eq. (1) to the data

Figure 10
Cumulative number of earthquakes that had occurred at time

t during the 24 h after the occurrence of the large August 24, 2014

triggered Geysers earthquake. Data forMLBL C 1.25 from the LBL

catalog (red) and data for MNCSN C 0.75 from the NCSN catalog

(blue). In both cases the expected rates of occurrence of

background seismicity is given. Also given are the correlations

with Omori’s law from Eq. (7)
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signal. Because of the large differences in magnitudes

between the large induced earthquake and the sub-

sequent earthquakes, we conclude that the smaller

earthquakes are dominantly aftershocks of the large

induced earthquake.

To better understand the results given above, we

will consider another example of triggered seismicity

at The Geysers: the triggered earthquakes following

the M = 7.2 El Mayor-Cucapah (Baja, California)

earthquake that occurred at 22:40:42 UTC April 4,

2010. The first identified triggered earthquake from

NCSN data occurred at 22:49:17 UTC and had an

NCSN magnitude MNCSN = 3.23 and an LBL mag-

nitude MLBL = 3.37. This was the largest detected

earthquake in the sequence. The frequency–magni-

tude statistics for the two data sets are given in

Fig. 11. We again correlate the data using the GR

scaling from Eq. (1). Based on the systematic diver-

gence of the two data sets illustrated in Fig. 3, we

consider earthquakes with MNCSN C 0.75 and

MLBL C 1.25. For the LBL data we have a reasonably

good GR correlation with b = 1.00. The NCSN data

also show reasonably good GR correlation with

b = 0.75. Again, we wish to address the question

whether this seismicity is primarily induced earth-

quakes or aftershocks of one or more large induced

earthquakes. To do this we consider the temporal

dependence of earthquakes triggered at The Geysers

by the M = 7.2 El Mayor-Cucapah (Baja) earth-

quake. The cumulative numbers NC of earthquakes

that occurred up to time t, given for the 24 h after the

arrival of the P wave, are given in Fig. 12. Data for

aftershock magnitudes MLBL C 1.25 are given for the

LBL data and data for aftershock magnitudes

MNCSN C 0.75 are given for the NCSN data. Also

given are the rates of occurrence of background

seismicity based on the 24 h prior to the first trig-

gered earthquake. The largest triggered earthquake

had a magnitude MLBL = 3.37 and MNCSN = 3.23; it

occurred at 22:49:16 UTC, 304900 after the first sur-

face wave arrivals.

It is not appropriate to correlate Omori’s law

defined in Eqs. (6) and (7) with the time dependence

of triggered earthquakes because there is no well-

defined starting point for time. For an aftershock

sequence, the starting time is clearly the time of

occurrence of the mainshock. For a sequence of

induced earthquakes, the starting time could be the

time of arrival of the P wave, time of arrival of the

surface waves, or the time of occurrence of a large

induced earthquake. To overcome this difficulty,

Brodsky (2006) introduced the relation;

1 1.5 2 2.5 3 3.5
100

101

M

N
c

NCSN
a = 2.041 
b = 0.7507 

log10Nc = a − bM
LBL         
a = 3.113 
b = 1.001 
Largest Aftershock:
         MLBL    = 3.37
         MNCSN = 3.23

Figure 11
Cumulative frequency–magnitude distributions for the earthquakes

that occurred in The Geysers region in the 24 h following the April

4, 2010 El Mayor-Cucapah earthquake (M = 7.2) and data from

the LBL catalog (red) and the NCSN catalog (blue) are given. The

straight lines are the linear least square fits of Eq. (1) to the data
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Figure 12
Cumulative number of earthquakes triggered at The Geysers by the

April 4, 2010 El Mayor-Cucapah earthquake (M = 7.2) as a

function of time in the 24 h after the arrival of the surface wave.

Data for MLBL C 1.25 from the LBL catalog (red) and data for

MNCSN C 0.75 from the NCSN catalog (blue). In both cases, the

expected rate of occurrence of background seismicity is given. Also

given are the correlations with Eq. (8)
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Nc ¼ c ln t þ d; ð8Þ
where Nc is the cumulative number of earthquakes at

time t. At large times with c ln t � d, this result is

identical to the large time form (t � c) of our

Eq. (7). In using Eq. (8), the time delay term d is

obtained by data fitting. We compare the two data

sets in Fig. 12 with Eq. (8). We exclude events

t[ 2 h since they are consistent with the reference

background seismicity. A reasonably good agreement

is obtained for both LBL and NCSN data. Compar-

ison of the background rates with the observed rates

in Fig. 12 indicates a significant excess over the

background seismicity for the first 10 h. For the

NCSN data, the excess is about 15 events and for the

LBL data the excess is about 40 events. The differ-

ence can be attributed to greater small magnitude

sensitivity of the LBL network. The seismicity in the

24 h after the first triggered earthquake can have any

of three origins: (1) background Geysers seismicity,

(2) directly triggered earthquakes, and (3) aftershocks

of the large (MNCSN = 3.23, MLBL = 3.37) initial

triggered earthquake. The systematic time depen-

dence shown in Figs. 10 and 12 rules out background

Geysers seismicity. We interpret the relatively good

agreement with an Omori law type of decay, Eq. (8),

to indicate that the seismicity after about 0.1 h is

primarily aftershocks, but that it is likely that some of

the earlier events are directly triggered.

5. Discussion

In this study, we have analyzed the statistical

properties of seismicity in The Geysers region,

focusing on data from 2009 to 2014. We have con-

sidered the frequency–magnitude statistics of induced

mainshocks, the frequency–magnitude time delays

and Båth’s law statistics of the aftershocks of the

induced main shocks, and the frequency–magnitude

and time delay statistics of remotely triggered Gey-

sers seismicity. We have given a comparison of the

network data from the LBL and NCSN networks. The

frequency–magnitude statistics demonstrate that the

data sets are complete for MNCSN[ 0.8 and

MLBL[ 1.2. An offset of approximately 0.5 magni-

tude units which decreases as magnitude increases is

clearly demonstrated between the networks, with the

LBL magnitudes being larger than those of the

NCSN. A systematic divergence in data accounts for

differences in b values, 1.15 for NCSN data versus

1.36 for LBL data.

The LBL network data have better low magnitude

determinations because of the larger number of sta-

tions. Internally, the processed data are self-

consistent and provide excellent frequency–magni-

tude correlations with GR statistics. However, the

systematic deviation between the magnitudes of the

earthquakes as given in the two catalogs presents a

serious problem. The NCSN data processing is

clearly consistent with international magnitude stan-

dards. We conclude that LBL catalog magnitudes

should be corrected using the cross correlations given

in Fig. 3 and Eq. (2).

An important question concerning the fluid-in-

duced seismicity is the focal mechanisms of the

seismic displacements. If the ruptures are caused only

by the increased pressure of the injected water, an

opening mode of failure would be expected to be

oriented perpendicular to the least principal stress

(r3). Preexisting tectonic shear stresses in the rock

could activate the opening mode fracture in shear.

Alternatively, the increased pressure of the injected

water could reduce the effective normal stress on a

preexisting fault resulting in shear failure.

Johnson (2014b) presented moment tensor solu-

tions for 20 earthquakes at The Geysers and also

summarized previous published data that demonstrate

the relative importance of an opening component

versus a shear component. About a half of all events

studied had at least some opening component with a

fraction as large as 0.3. Based on the association

given above between seismicity and applied shear

strain, we would argue that relief of regional accu-

mulating tectonic shear stress due to reductions of

effective stress by fluid injection and the generation

of opening mode fracture reactivated in shear are the

dominant causes of earthquakes at The Geysers.

We have also found that the frequency–magnitude

statistics on the 1-year intervals 2009–2014 have

general good agreement with the 5-year interval in

both catalogs. We suggest that this seismic moment

release is in near balance with the geodetic moment

accumulation associated with the near uniform shear
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strain between the Pacific and Sierra–Nevada Central

Valley plates.

We have presented studies of the aftershock

statistics of four of the largest fluid-induced earth-

quakes. In general, we find good correlations of the

frequency–magnitude statistics of the aftershock

sequences with GR correlations. The LBL b-values

range from 1.19 to 1.33 and the NCSN b-values range

from 0.99 to 1.26. The mean value for the LBL data

is �bLBL = 1.25 and that for the NCSN data is
�bNCSN = 1.15. These values are very consistent with

the values for all induced earthquakes.

Båth’s law states that the difference in magnitudes

between the mainshocks and their largest aftershocks

are nearly constant, independent of the mainshock

magnitudes (Båth 1965). The modified Båth’s law

proposed by Shcherbakov and Turcotte (2004)

replaces the maximum observed aftershock with the

inferred ‘‘largest’’ aftershock derived from GR scal-

ing. The modified Båth’s law states that DM* is a

constant. From a study of ten large California earth-

quakes, DM� = 1.11 ± 0.9, similar to Båth’s law

(Shcherbakov and Turcotte 2004). The reasoning

behind Båth’s law is still unknown, although it is

proposed that this activity shows self-similarity in

earthquake triggering. The modified Båth’s law was

applied to the four large fluid-induced earthquakes

that occurred in The Geysers: 1 March 2011, 13

February 2012, 14 March 2013, and 12 January 2014.

For these earthquakes, DM*LBL ranged from 1.03 to

1.52 so that DM�
LBL = 1.26 and DM*NCSN ranged

from 1.66 to 2.17 so that DM�
NCSN = 1.89. Values of

DM*LBL on average were closer to the expected

values DM* than those of DM*NCSN which on aver-

age were higher than expected.

We compared the cumulative number of after-

shocks that occurred in the 24 h after the four large

induced earthquakes. The values were compared with

the form of Omori’s law with p = 1 as given in

Eq. (7). Generally good agreement was found.

Overall, the aftershock statistics for the four large

induced earthquakes are consistent with tectonic

earthquakes in general. We conclude that the fluid-

induced earthquakes at The Geysers are relieving

tectonic stresses. They occur because the injected

high-pressure water reduces the frictional resistance

of slip on the preexisting faults.

We have also studied the role of remotely trig-

gered earthquakes at The Geysers. We have

emphasized the large triggered earthquake generated

at The Geysers by the M = 6.0 South Napa earth-

quake in August 2014. This earthquake had a

MNCSN = 4.46. In the following 24 h there were

about 50 MNCSN[ 0.75 earthquakes and about 90

MLBL[ 1.25 earthquake. The expected background

rates were about 20 and 30 earthquakes, respectively.

Based on the frequency–magnitude and time delay

statistics of these earthquakes, we conclude that they

are dominantly aftershocks of the large fluid-induced

earthquake.

We reached a similar conclusion for the seismic-

ity triggered at The Geysers by the M = 7.2 El

Mayor-Cucapah earthquake in April 2010. The lar-

gest triggered earthquake had a magnitude

MNCSN = 3.23 and the associated seismicity was

dominated by aftershocks of this earthquake. We

further conclude that the seismicity directly triggered

by the remote earthquake does not have a GR fre-

quency–magnitude scaling and is dominated by

aftershocks of the larger directly triggered earth-

quakes. A similar conclusion was reached by Brodsky

(2006).
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