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PREFACE

Volume 1 of Advances in Photochemistry appeared in 1963. The stated purpose

of the series was to explore the frontiers of photochemistry through the medium

of chapters written by pioneers who are experts. The editorial policy has always

been to solicit articles from scientists who have strong personal points of view,

while encouraging critical discussions and evaluations of existing data. In no

sense have the articles been simply literature surveys, although in some cases

they may have also fulfilled that purpose.

In the introduction to Volume 1 of this series, the founding editors, J. N. Pitts,

G. S. Hammond and W. A. Noyes, Jr. noted developments in a brief span of prior

years that were important for progress in photochemistry: flash photolysis,

nuclear magnetic resonance, and electron spin resonance. A quarter of a century

later, in Volume 14 (1988), the editors noted that since then two developments

had been of prime significance: the emergence of the laser from an esoteric pos-

sibility to an important light source, and the evolution of computers to microcom-

puters in common laboratory use of data acquisition. These developments

strongly influenced research on the dynamic behavior of the excited state and

other transients.

With the increased sophistication in experiment and interpretation since that

time, photochemists have made substantial progress in achieving the fundamental

objective of photochemistry: elucidation of the detailed history of a molecule that

absorbs radiation. The scope of this objective is so broad and the systems to be

studied are so many that there is little danger of exhusting the subject. We hope

that this series will reflect the frontiers of photochemistry as they develop in the

future.
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As readers will see from the Senior Editor’s Statement on the next page, the

Editors of the Advances Series are changing with Volume 28. As always we wish

to hear from our readers in our attempt to keep the series current and useful.

Douglas C. Neckers

Günther von Bünau

William S. Jenks

Bowling Green, Ohio, USA

Siegen, Germany

Ames, Iowa, USA
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SENIOR EDITOR’S STATEMENT

With this Volume we note a change in Editors. Günther von Bünau, who has

recently retired from the University of Siegen has chosen this time to also ‘retire’

from the Editorial Board of Advances. Günther has been a strong contributor to

the Series as we have collectively worked to make Advances a helpful literature

asset. I will really miss working with him and wish him the very best in retire-

ment.

However with change comes opportunity, and we are delighted to welcome

Thomas Wolff who will join us with Volume 28 to our editorial triumvirate.

Professor Wolff took his degree at the University of Göttirgen under the super-

vision of Albert Weller and Karl-Heinz Grellmann. After joining the group of

Günther von Bünau and then finishing his habilitation he became Professor of

Physical Chemistry at the University of Siegen. In 1993 he moved to the Tech-

nical University of Dresden as a Professor at the Institute of Physical Chemistry.

His research interests lay in the region where photochemistry, colloid chemistry,

and polymer chemistry meet, that is, macroscopic propetries of collid systems

that can be switched via photochemical reactions of solubilized molecules.

In the best of American traditions, we offer Günther our sincere congratula-

tions on a job well done and thank him for his very many excellent contributions

to the series.

And to Thomas we say ‘‘Welcome on board.’’

Douglas C. NeckersMcMaster Distinguished Research Professor

Center for Photochemical Sciences

Bowling Green State University

Bowling Green, OHIO 43403
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I. INTRODUCTION

An important aim of photochemistry is to discover or to design structurally

organized and functionally integrated artificial systems that are capable of elabo-

rating the energy and information input of photons to perform useful functions

such as transformation and storage of solar energy, processing and storage of

information, and sensing of the microscopic environment on a molecular level.

The complexity and beauty of natural systems have encouraged chemists to study

the structure and properties of organized media like molecular crystals, liquid

crystals and related regular arrangements, and to mimic some of their functions.

Microporous structures containing atoms, clusters, molecules, or complexes

provide a source of new materials with exciting properties [1–6]. For this purpose,

zeolites are especially appealing crystalline inorganic microporous materials.

Some of them occur in nature as a component of the soil. Natural and synthetic

zeolites possess a large variety of well-defined internal structures such as uniform

cages, cavities, or channels [7–10]. A useful feature of zeolites is their ability to

host molecular guests within the intravoid space. Chromophore loaded zeolites

have been investigated for different purposes such as interfacial electron transfer,

microlasers, second harmonic generation, frequency doubling, and optical bi-

stabilities giving rise to persistent spectral hole burning [11–21]. The role of the

zeolite framework is to act as a host for realizing the desired geometrical proper-

ties and for stabilizing the incorporated molecules. Incorporation of chromophores

into the cavities of zeolites can be achieved in different ways, depending on the

used substances and on the desired properties: from the gas phase [22–24], by ion

exchange if cations are involved [3, 25–28] by crystallization inclusion [29], or

by performing an in situ synthesis inside the zeolite cages [30, 31].

Plants are masters of efficiently transforming sunlight into chemical energy. In

this process, every plant leaf acts as a photonic antenna in which photonic
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energy is absorbed in the form of sunlight and transported by chlorophyll

molecules for energy transformation. In natural photosynthesis, light is absorbed

by an antenna system of a few hundred chlorophyll molecules arranged in a protein

environment. The antenna system allows a fast energy transfer from an electro-

nically excited molecule to unexcited neighbor molecules in a way that the exci-

tation energy reaches the reaction center with high probability. Trapping occurs

there. It has been reported that the anisotropic arrangement of chlorophyll mole-

cules is important for efficient energy migration [32, 33]. In natural antenna sys-

tems, the formation of aggregates is prevented by fencing the chlorophyll

molecules in polypeptide cages [34]. A similar approach is possible by enclosing

dyes inside a microporous material and by choosing conditions such that the

volume of the cages and channels is able to uptake only monomers but not

aggregates.

An artificial photonic antenna system is an organized multicomponent arrange-

ment in which several chromophoric molecular species absorb the incident light

and transport the excitation energy (not charges) to a common acceptor compo-

nent. Imaginative attempts to build an artificial antenna different from ours have

been presented in the literature [35]. Multinuclear luminescent metal complexes

[36–38], multichromophore cyclodextrins [39], Langmuir–Blodgett films [40–

43], dyes in polymer matrices [44–46], and dendrimers [47] have been investi-

gated. Some sensitization processes in silver halide photographic materials [48]

and also the spectral sensitization of polycrystalline titanium dioxide films

bear in some cases aspects of artificial antenna systems [49–51]. The

system reported in [3, 22, 52, 53] is of a bidirectional type, based on zeolite

L as a host material, and able to collect and transport excitation over

relatively large distances. The light transport is made possible by specifically

organized dye molecules that mimic the natural function of chlorophyll. The

zeolite L crystals consist of a continuous one-dimensional (1D) tube system.

We have filled each individual tube with successive chains of different joint

but noninteracting dye molecules. Light shining on the cylinder is first absorbed

and the energy is then transported by the dye molecules inside the tubes to the

cylinder ends.

A schematic view of the artificial antenna is illustrated in Figure 1.1. The

monomeric dye molecules are represented by rectangles. The dye molecule,

which has been excited by absorbing an incident photon, transfers its electronic

excitation to another one. After a series of such steps, the electronic excitation

reaches a trap that we have pictured as shaded rectangles. The energy migration

is in competition with spontaneous emission, radiationless decay, and photo-

chemically induced degradation. Very fast energy migration is therefore crucial

if a trap should be reached before other processes can take place. These condi-

tions impose not only spectroscopic but also decisive geometrical constraints on

the system.
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In this chapter, we describe the design and important properties of supra-

molecularly organized dye molecules in the channels of hexagonal nanocrystals.

We focus on zeolite L as a host. The principles, however, hold for other materials

as well. As an example, we mention ZSM-12 for which some preliminary results

have been reported [55]. We have developed different methods for preparing

well-defined dye-zeolite materials, working for cationic dyes, neutral dyes, and

combinations of them [3, 22, 25, 52]. The formula and trivial names of some

dyes that so far have been inserted in zeolite L are reported in Section II.C. The

properties of natural and commercially available zeolites can be influenced dra-

matically by impurities formed by transition metals, chloride, aluminiumoxide,

and others. This fact is not always sufficiently taken care of. In this chapter, we

only report results on chemically pure zeolites, the synthesis of which is

described in [53].

lZ

hν

µs1
←s0µs1
←s0

Figure 1.1. Representation of a cylindrical nanocrystal consisting of organized dye

molecules acting as donors (empty rectangles) and an acceptor acting as a trap at the front

and the back of each channel (shaded rectangles). The enlargement shows a detail of the

zeolite L channel with a dye molecule and its electronic transition moment. The

orientation of this electronic transition moment with respect to the long axis depends on

the length and shape of the molecules [54].
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II. THE SYSTEM

Favorable conditions for realizing a device as illustrated in Figure 1.1 are a high

concentration of monomeric dye molecules with high luminescence quantum

yield, ideal geometrical arrangement of the chromophores, and an optimal size

of the device. Dyes at high concentration have the tendency to form aggregates

that in general show very fast radiationless decay [56, 57]. The formation of

aggregates can be prevented by fencing dyes inside a microporous material

and by choosing conditions such that the volume of the cages and channels is

only able to uptake monomers but not aggregates. Linear channels running

through microcrystals allow the formation of highly anisotropic dye assemblies.

Examples of zeolites bearing such channels large enough to uptake organic dye

molecules are reported in Table 1.1. Our investigations have concentrated on

zeolite L as a host. The reason for this is that neutral dyes as well as cationic

dyes can be inserted into the channels of zeolite L and that synthesis procedures

for controlling the morphology of zeolite L crystals in the size regime from 30 to

�3000 nm are available [53, 58–62]. Many results obtained on zeolite L are valid

for other nanoporous materials as well. In Figure 1.2, we show a scanning

electron microscopy (SEM) picture of a zeolite L material with nice morphology.

The hexagonal shape of the crystals can easily be recognized. For simplicity, we

often describe them as crystals of cylinder morphology.

A space-filling top view and a side view of the zeolite L framework is

illustrated in Figure 1.3. The primitive vector c corresponds to the channel axis

while the primitive vectors a and b are perpendicular to it, enclosing an angle

of 60�.
We distinguish between three types of dye molecules. (1) Molecules small

enough to fit into a single unit cell. Examples we have investigated so far are

TABLE 1.1 Lattice Constants a, b, and c and Free Opening Diameters Ø of

Hexagonal Molecular Sieves with Linear Channels (in nm) [8]

a¼ b c Ø

Mazzite 1.84 0.76 0.74

AlPO4-5 1.37 0.84 0.73

Zeolite L 1.84 0.75 0.71

Gmelinite 1.38 1.00 0.70

Offretite 1.33 0.76 0.68

CoAPO-50 1.28 0.90 0.61

Cancrinite 1.28 0.51 0.59

VPI-5 1.90 0.84 1.21
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Figure 1.2. Scanning electron microscopy picture of a zeolite L sample [25].

c

a

b

Figure 1.3. Framework of zeolite L. Upper: Top view, perpendicular to the c axis,

displayed as stick (left) and as van der Waals (right) representation with a dye molecule

entering the zeolite channel. Lower: Side view of a channel along the c axis, without

bridging oxygen atoms.
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biphenyl, hydroxy-TEMPO, fluorenone, and methylviologen (MV2þ). Structural

details of the latter are known based on vibrational spectroscopy, Rietveld

refinement of X-ray data, and molecular modeling. We found that the MV2þ

lies along the channel wall, and that the angle between the main MV2þ axis

and the c axis of the zeolite is 27� [25]. (2) Molecules with a size that makes it

hard to guess if they align along the c axis or if they are tilted in the channel.

Oxonine, pyronine, and thionine are molecules of this type, as we will see later.

(3) Molecules that are so large that they have no other choice but to align along

the c axis. Many examples fit into this category. The POPOP illustrated in Figure

1.4 is one of them. It is important to know if molecules can occupy at least part of

the same unit cell, so that they can interact via their p-system or if they can ‘‘only

touch each other’’ so that their electronic coupling is negligible.

While for molecules of type (1) not only translational but also large amplitude

modes can be activated, the latter are severely or even fully restricted for

molecules of types (2) and (3). This finding has consequences on their stability

and on their luminescence quantum yield, which generally increases. An example

that we have investigated, is the very light sensitive DPH, which is dramatically

stabilized when inserted into zeolite L, because there is not sufficient space

available for trans to cis isomerization [22]. In other cases, a strong increase

of stability is observed because reactive molecules that are too large or anions

such as hypochlorite have no access because they cannot enter the negatively

charged channels [3, 53]. It is not surprising that the fluorescence quantum

yield of cationic dyes is not or is only positively affected by the zeolite L frame-

work. More interestingly, the fluorescence quantum yield of neutral dyes also

seems to be positively influenced by the zeolite L framework despite the very

large ionic strength inside the channels. Only one case of an anionic organic

dye in the anionic zeolite L framework has been reported so far, namely, the

resorufin, which is also the only case where severe luminescence quenching

has been observed [23]. Most results reported here refer to dye loaded zeolite

Figure 1.4. Illustration of the length and space-filling POPOP in zeolite L.
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L material that contains several water molecules per unit cell, see [22]. If the

water molecules are completely removed from the main channel, the spectro-

scopic properties may change.

A. Geometrical Constraints

The geometrical constraints imposed by the host determines the organization of

the dyes. We focus on systems consisting of dye molecules in hexagonally

arranged linear channels. Materials providing such channels are reported in

Table 1.1. We investigate a cylindrical shape as illustrated in Figure 1.5. The

primitive vector c corresponds to the channel axis while the primitive vectors a
and b are perpendicular to it enclosing an angle of 60�. The channels run parallel

to the central axis of the cylinder [62]. The length, and the diameter of the

cylinder are lZ, and dZ, respectively. The following concepts and definitions

cover situations we found to be important. They refer to systems as illustrated

in Figure 1.1.

a

b

60° 

c

Figure 1.5. Schematic view of some channels in a hexagonal zeolite crystal with

cylinder morphology.
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1. The number of parallel channels nch of a hexagonal crystal that can be

approximated by a cylinder of diameter dZ is given by

nch ¼
ðdZ=2Þ2p
jaj2 sinð60Þ

¼ p

2
ffiffiffi
3
p dZ

jaj

� �2

ð1Þ

which can be approximated for zeolite L as

nch ’ 0:268ðdZÞ2 ð2Þ

where dZ is in units of nanometers (nm). This means that a zeolite L of

500-nm diameter gives rise to �67,000 parallel channels.

2. The dye molecules are positioned at sites along the linear channels. The

length of a site is equal to a number ns times the length of c, so that one

dye molecule fits into one site. Thus ns is the number of unit cells that form

a site we name the ns-site. The parameter ns depends on the size of the dye

molecules and on the length of the primitive unit cell. As an example, a dye

with a length of 
1.5 nm in zeolite L requires two primitive unit cells,

therefore ns¼ 2 and the sites are called 2-site. The sites form a new

(pseudo) Bravais lattice with the primitive vectors a, b, and ns � c in

favorable cases.

3. Different types of sites exist. Those occupied with luminescent dye mole-

cules are marked with small letters. Capital letters are reserved for traps

that may or may not be luminescent. Per crystal, the number of sites avail-

able for dye molecules is imax and the number of sites available for traps is

Imax. Equivalent ns-sites have the same geometrical properties. Dye mole-

cules in equivalent sites i are assumed to be equivalent. The same is valid

for traps.

4. In general, only dye molecules with a large electronic transition dipole

moment mS1 S0
are considered in this account, which means that the

S1  S0 transition is of p  p type.

5. Equivalent ns-sites i have the same probability pi to be occupied by a dye

molecule. The occupation probability p is equal to the ratio between the

occupied and the total number of equivalent sites. The number of unit cells

nuc is controlled by the host while ns is determined by the length of the

guest, which means that p relies on purely geometrical (space-filling) rea-

soning and that the dye concentration per unit volume of a zeolite crystal

can be expressed as a function of p as follows:

cðpÞ ¼ rZ

mZ

p

ns

ð3Þ
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where rZ is the density and mZ is the mass of the zeolite crystal. In cases

where cationic dye molecules are inserted by ion exchange, p is propor-

tional to the exchange degree y, which is defined as the ratio of dye

molecules and exchangeable cations. The relation between the exchange

degree y and the occupation probability p is given by [26]

p ¼ nsnMþy ð4Þ

where nMþ is the number of exchangeable cations per unit cell. The occu-

pation probability pI of sites I is treated in an analogous way. Zeolite litera-

ture often refers to the equivalent fraction of exchanging species yZ [7]. It is

defined as the number of inserted cations divided by the total numbers of

cations in the zeolite. In simple cases, the relation between the occupation

probability and yZ is obvious [63]. The occupation probability is more

general, however, and more useful for our purpose.

6. Each equivalent site i of a given crystal has the same probability Pi of being

occupied by an electronically excited molecule, immediately after irradia-

tion with a Dirac pulse. The excitation probability Pi of site i is the ith

element of a vector P that we call excitation distribution among the sites.

We distinguish between the low intensity case in which at maximum one

dye molecule per crystal is in an electronically excited state and cases

where two or more molecules in a crystal are in the excited state. Where

not explicitly mentioned we refer to the low-intensity case.

7. We consider the case where the sites form a Bravais lattice, which means

that the position Ri of an ns-site i can be expressed by the primitive vectors

a, b, and ns �c of the hexagonal lattice and the integers na,i, nb,i, and nc,i:

Ri ¼ na;iaþ nb;ibþ nc;insc ð5Þ

This description is always precise for ns ¼ 1. Because it greatly simplifies

the description, we will use it as an approximation for ns > 1, too. Devia-

tions from a more precise statistical treatment are probably small in general

because even small crystals consist of a large number of sites so that dif-

ferences may cancel. It is, however, not yet clear under what conditions this

assumption breaks down. Anyhow, in this simplified description sites with

equal nc belong to slabs cut perpendicular to the c axis, which is illustrated

in Figure 1.6.

The first slab is situated at the front and the last slab on the back of the

cylinder. The total number of slabs nsb depends on the length lZ of the

cylindrical microcrystal.

nsb ¼
lZ

nsjcj
ð6Þ

The thickness of a slab is ns � jcj.
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8. The distance r between a channel (na, nb) and the central channel is given

by r ¼ jnaaþ nbbj. The channels are characterized by the numbers (na,nb),

hence, sites with the same (na,nb) values belong to the same channel. The

parameters na and nb are both equal to zero for the central channel, which

coincides with the cylinder axis. The possible range of (na,nb) is limited by

the condition jnaaþ nbbj � dZ=2. Because of the hexagonal symmetry, a
and b have equal lengths and the angle between a and b is 60�. The length

r of the vector naaþ nbb is therefore given by

r ¼ jaj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðna þ nb cos 60Þ2 þ ðnb sin 60Þ2

q
¼ jaj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2

a þ nanb þ n2
b

q
ð7Þ

i

j

c

a
b
a

I

II

III

b

a
1
2
3
4
5

b c

a

zij

rij Rij

Figure 1.6. Geometrical situation. The sites are marked by rectangles. Top: Primitive

vectors a, b, and c. Definition of the distances Rij, rij , and zij between sites i and j. Middle,

left: Cut through the center of the hexagonal crystal with cylinder morphology along a
and c. The sites of the shaded area belong to one slab. Middle, right: Cut perpendicular to

c. The channels indicated by circles are arranged on rings around the central channel

because of the hexagonal symmetry. Bottom: The parameters rI, rII, and rIII are the

distances from one channel to the next along lines I, II, and III.
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Rings consisting of six channels can be formed, due to the hexagonal sym-

metry, as illustrated in Figure 1.6. The six channels on one ring all have the

same distance from the center (0,0). A transformation can be given to go

from one channel on a ring to the other five channels. Two, three, or more

six-rings can be located on the same circle but displaced by a certain angle,

due to the hexagonal symmetry. The tubes of each of these six-rings, how-

ever, behave in the same way. The distances rI, rII, and rIII can be expressed

as rI¼ na, rII¼ 30.5na, and rIII¼ (n2þ nþ 1)0.5a, where n¼ 1,2,3, . . . .

9. The probability for energy transfer between two sites i and j strongly

depends on the vector Rij, which is characterized by

Rij ¼ ðna;i � na; jÞaþ ðnb;i � nb; jÞbþ ðnc;i � nc; jÞnsc ð8Þ

Rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

ij þ z2
ij

q
ð9Þ

where rij and zij are the distances between the channels and the slabs to

which the two sites belong. They correspond to the distances between

the sites parallel and perpendicular to c, respectively. The parameters Rij,

zij, and rij are indicated in Figure 1.6.

rij ¼ jaj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðna;i � na; jÞ2 þ ðna;i � na; jÞðnb; i � nb; jÞ þ ðnb; j � nb; jÞ2

q
ð10Þ

zij ¼ nsjcjðnc;i � nc; jÞ ð11Þ

10. In crystals containing more than one type of dye, the definitions, and

concepts must be adapted correspondingly.

B. Inner- and Outer-Surface of the Zeolite Nanocrystals

Cationic and neutral dyes have the tendency to adsorb at the inner and at the outer

surface of the zeolite crystals. It is to be expected that the affinity of molecules to

the coat and the base area differs. The coat and the base area of a good zeolite L

material are nicely illustrated on the left and right side, respectively, of Figure 1.7.

The number of molecules needed to form a monolayer nD on a cylinder of surface

AZ is

nD ¼
AZ

AD

ð12Þ

where AD is the surface required by a dye molecule. It depends not only on its size

but also on the specific arrangement of the molecules in the monolayer.
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It is often useful to express nD in terms of the volume VZ and of the density rZ

of a zeolite crystal:

AZ ¼ 2pðdZ=2Þ2 þ pdZlZ ð13Þ

VZ ¼ pðdZ=2Þ2lZ ¼
mZ

rZ

ð14Þ

where dZ, lZ, and mZ are the diameter, the length, and the mass of the zeolite

crystal. This equation leads to the following expression for nD:

nD ¼
2

AD

VZ

lZ
þ

ffiffiffiffiffiffiffiffiffiffiffiffi
pVZlZ

p� �
ð15Þ

or

nD ¼
p

AD

d2
Z

2
þ dZlZ

� �
ð16Þ

We compare nD with the number of unit cells nuc of the crystal. The number of

unit cells per channel is equal to its length divided by the length of the unit cell c.

By using Eq. (1), we can write

nuc ¼ nch
lZ

jcj ¼
p

2
ffiffiffi
3
p dZ

jaj

� �2
lZ

jcj ð17Þ

Figure 1.7. Side and top view of zeolite L crystals. The length of the left crystal is

� 950 nm, the diameter of the right crystal is � 850 nm.
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From this follows the ratio of nuc and nD:

nuc

nD

¼ dZlZ

dZ þ 2lZ

ADffiffiffi
3
p
jaj2jcj

ð18Þ

Applying the values of a and c for zeolite L leads to

nuc ¼ 0:357d2
ZlZ ð19Þ

nuc

nD

¼ 0:227AD

dZlZ

dZ þ 2lZ
ð20Þ

where dZ and lZ are in units of nanometers (nm). Hence, a zeolite L cylinder of

100-nm length and diameter consists of 2680 channels and 35,700 unit cells,

one of 1000-nm length and 600-nm diameter consists of 96,400 channels and

1.28� 106 unit cells. For a molecule that occupies two unit cells, AD is in the

order of 1.4 nm2, which gives a ratio nuc=2nD of 5.3 for the small crystals and

36.7 for the larger ones. From this, it is clear that the number of molecules

that in principle can form a monolayer at the outer surface is in the same order

of magnitude as the number of sites inside of the material, despite its high poro-

sity. Obviously, the smaller the crystals, the more important it is to distinguish

between molecules at the outer and at the inner surface of the material. Experi-

ments to distinguish between molecules at the inner and outer surface make use

of geometrical and electrostatic constraints of the negatively charged zeolite

framework. The same principle is used to remove or to destroy unwanted

molecules at the outer surface [53].

Because we are studying an anisotropical system where energy transport is

possible along the channels and from one channel to another one, it is useful

to consider the ratio Rch/site between the number of parallel channels and the num-

ber of ns-sites in a channel:

Rch=site ¼
nch

lZ=ðnscÞ
¼ p

2
ffiffiffi
3
p dZ

a

� �2
nsc

lZ

ð21Þ

Applying this to zeolite L gives

Rch=site ¼ 0:2ns

dZ
2

lZ
ð22Þ

where dZ and lZ are in units of nanometers (nm). This means, for example, that

Rch/site¼ 144 for a crystal of 1000-nm length and 600-nm diameter and a dye that

occupies two unit cells.
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C. The Dyes

Representative dyes we have inserted in zeolite L are listed in Table 1.2. Many of

them lead to strongly luminescent materials. Some exceptions are fluorenone,

MV2þ, ResH, and hydroxy-TEMPO.

We distinguish between the four different orientations 1, 2, 3, and 4 of mole-

cules in the channels as explained in Figure 1.8. Molecules with a length of more

TABLE 1.2 Dye Molecules and Abbreviations

Abbreviation Molecule Molecule Abbreviation

BP
OH2N NH2

Pyþ

pTP
N

OH2N NH2
Oxþ

DPH
ON N+

PyGYþ

MBOXE
O

N O

N N

SH2N NH2
THþ

POPOP

N

O O

N

+N
N DSMIþ

DMPOPOP

N

O O

N

N N
2+

MV2þ

DSC NN
N

O OHO
ResH

Fluorenone

O

N OHO Hydroxy-

TEMPO

Naphtalenea

O

N
PBOX

Anthracenea

N N-Ethyl-

carbazolea

a Taken from [64].
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than two unit cells have no other choice but to align along the channels, see also

Figures 1.3 and 1.4. They correspond to case 1 of Figure 1.8, if their first p  p
electronic transition moment coincides with their long axis. Molecules that are

shorter than two unit cells may align as illustrated by the pictures 2 or 3. Picture

4 indicates that the long axis of the molecule and the transition moment do not

coincide. The long molecules 1 will arrange as shown in the middle of Figure 1.8,

if their space filling is such that any overlap is prohibited. This means that no

orbital interaction occurs and that the material will behave as expected

from ordered monomeric molecules of very high concentration in a crystal.

More flexible and thinner molecules have the option to arrange as indicated at

the bottom of Figure 1.8. In this case, electronic interaction between the

molecules occurs with the corresponding consequences.

While DMPOPOP is a case for which orientation 1 and the arrangement in the

middle of Figure 1.8 are expected to hold, MV2þ is a candidate for orientation 2,

as illustrated in Figure 1.9.

Optical fluorescence microscopy is a powerful and sensitive method for

obtaining information about the orientation of luminescent dye molecules in

small crystals. In Figure 1.10, we show unpolarized and linearly polarized

fluorescence of two perpendicularly lying zeolite L crystals loaded with DSC.

Figure 1.8. Simplified view of different orientations and two arrangements of

molecules in the channels of zeolites. Upper: Four representative orientations of

molecules and their electronic transition moments, indicated by the double arrow. Middle:

Orientation of large molecules that align parallel to the channel axis and that have no

electronic interaction because of their size and shape. Bottom: Orientation of large

molecules that align parallel to the channel axis and that have some electronic interaction

because of their shape.
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Figure 1.9. Location of MV2þ in zeolite L based on X-ray powder diffraction data

[25]. Left: View along the channel axis showing the position and orientation of a

molecule. Right: Side view of the channel depicting the arrangement of the molecules.

Figure 1.10. Fluorescence microscopy pictures of two 1500-nm long zeolite L

crystals containing DSC. Excitation with unpolarized light at 480 nm. Left: Unpolarized

observation. Middle and right: Linearly polarized observation. The arrows indicate the

polarization direction. (See insert for color representation.)

Figure 1.11. Schematic view of a zeolite L crystal loaded with type 1 (Fig. 1.8) dyes

with electronic transition moments aligned along the axis of the channels. Left: Side view

of the morphology, size, and optical anisotropy of the material. Right: Front view of a few

individual dye-filled channels. The polarization of absorbed and emitted light is indicated.
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The exciting light was not polarized. Obviously, the material is optically very

anisotropic. Since the atom-to-atom length of DCS is �15 Å and therefore

corresponds to almost exactly two unit cells, we conclude that it orients in the

channels according to case 1 in Figure 1.8. Other molecules for which we found

the same behavior are POPOP, DMPOPOP, DPH, and MBOXE. The optical prop-

erties of these materials can be illustrated by means of Figure 1.11 where on the

right some individual channels are depicted. Surprisingly, case 4 was observed

for Oxþ loaded zeolite L. We refer to [54] for details.

D. Three-Dye Antenna

We reported the preparation of sophisticated bipolar three-dye photonic antenna

materials for light harvesting and transport [22]. The principle is illustrated in

Figure 1.12. Zeolite L microcrystals of cylinder morphology are used as host

for organizing several thousand dyes as monomers into well-defined zones.

h ν

hν hν

dye3 dye2 dye1 dye2 dye3

Figure 1.12. Principle of a bipolar three-dye photonic antenna. A crystal is loaded

with a blue, a green, and a red emitting dye. After selective excitation of the blue dye in

the middle, energy transfer takes place to both ends of the crystal where the red dye

fluoresces. (See insert for color representation.)
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The enlarged section schematically shows the organization of dye molecules at

the domain boundary between dye2 and dye3. The microscopy pictures demon-

strate the antenna behavior: They show the red fluorescence of dye3, located

at both ends of the crystals, after selective excitation of the blue dye1 in the

middle.

The idea that it should be possible to prepare such a sophisticated material

emerged from the following qualitative observations, made by means of a stan-

dard optical microscope equipped with polarizers and an appropriate set of filters

[55]. A side view of a zeolite L crystal of�1.5 mm is illustrated in Figure 1.13. In

the first step, we observed in this material the process of insertion of Pyþ and in a

second step of Oxþ into the channels, out of an aqueous suspension of zeolite L

crystals containing dissolved Pyþ and Oxþ, respectively. The zeolite L samples

Figure 1.13. (1) Electron microscopy picture of a zeolite L crystal with a length of

�1.5 mm. (2–5) True color fluorescence microscopy pictures of dye loaded zeolite L

crystals. (2–4) Fluorescence after excitation of only Pyþ: (2) after 5-min exchange with

Pyþ, (3) after 2 h exchange with Pyþ, (4) after additional 2 h exchange with Oxþ. (5) The

same as 4 but after specific excitation of only Oxþ. (See insert for color representation.)
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2–4 were excited with light of 470–490 nm where only Pyþ absorbs. In 2, we see

how Pyþ penetrates the cylinder from both sides in the direction of the cylinder

axis. After an exchange of 5 min under reflux the crystal ends show the typical

green fluorescence of Pyþ, while the section in the middle remains dark. The

fluorescence is seen over the whole crystal after 2 h exchange, 3. The dye mole-

cules have moved toward the center now, but the fluorescence at the ends still

appears to be more intense. The result after additional exchange with Oxþ for

2 h is illustrated in 4 and 5. It leads to crystals, that show the green fluorescence

of Pyþ in the center and the fluorescence of Oxþ at both ends. The yellow color

seen in 4 is due to the mixing of the green Pyþ and the red Oxþ fluorescence. The

Oxþwas not excited directly, but via energy transfer from excited Pyþmolecules.

After specific excitation of Oxþ at 545–580 nm, picture 5, only the red fluores-

cence at both ends is visible while the middle part of the zeolite L crystal remains

dark. This finding nicely demonstrates that a stacking of Pyþ in the middle and of

Oxþ at both ends of the cylinders is achieved. The electronic absorption and

emission spectra of Pyþ and Oxþ are reported in Figure 1.14. The maxima of

the absorption and emission spectra of the dyes inside of the zeolite are slightly

shifted to longer wavelengths and they are more structured than those recorded in

water.

The general concept of the synthesis of sandwich materials is illustrated in

Figure 1.15. In our first report on this [22], we first inserted a neutral dye1

from the gas phase, filling the channels to the desired degree. It was possible

to find conditions to insert a cationic dye2 from an aqueous suspension, despite

the fact that neutral dyes are usually displaced by water molecules. This process

can be well controlled so that a specific desired space is left for the third dye3 to

be inserted. It is also possible to insert first a cationic dye and then a neutral one or

to use other combinations. The principle can be extended to more than three

different dyes.

A nice example that demonstrates the stacking of a neutral and a cationic dye,

POPOP and Pyþ, is illustrated in Figure 1.16 on zeolite L crystals of �2-mm

length. We show the luminescent behavior of two selected crystals, which

were filled in the middle part by POPOP, and at both ends with a thin layer of

Pyþ. The latter is visible in 1, where Pyþ is excited selectively at 470–490 nm.

The characteristic green fluorescence of the Pyþ located at both ends of the crys-

tals is observed. The three other pictures show mainly the luminescence of

POPOP on excitation at 330–385 nm. The POPOP fluorescence is strong, because

of its much larger concentration, so that the green Pyþ emission can hardly be

distinguished. Both 3 and 4 are the same as 2 but observed by means of a

polarizer, the direction of which is shown by the arrows. The result is obvious:

strong POPOP emission in the direction of the c axis, weak emission perpendi-

cular to it. The weak emission at both ends of the crystals in pictures 3
(upper) and 4 (lower) are due to the Pyþ emission, which is nearly perpendicular
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to that of the POPOP. Its appearance is mainly due to energy transfer from excited

POPOP.

From this, one might assume that the stacking of dye molecules in the chan-

nels should always be easily visible by means of optical microscopy, provided

that the crystals are large enough. However, this is not the case because special

kinetic conditions must hold so that the mean phase boundaries lie perpendicular

to the long axis. Other conditions lead to bent mean phase boundaries. The
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Figure 1.14. Electronic absorption and emission spectra of Pyþ and of Oxþ in

aqueous solution (solid) and in zeolite L (dashed). Upper: Pyþ absorption and fluo-

rescence (lex ¼ 460 nm) spectra in aqueous solution and excitation (lem ¼ 560 nm) and

fluorescence (lex ¼ 460 nm) spectra in zeolite L suspension. Lower: Oxþ absorption and

fluorescence (lex ¼ 560 nm) spectra in aqueous solution and excitation (lem ¼ 640 nm)

and fluorescence (lex ¼ 560 nm) spectra in zeolite L suspension.
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two cases are explained in Figure 1.17 for a two dye system, D1 and D2. The upper

case is easy to analyze in an optical microscope (see, e.g., Figure 1.16). The lower

case is more difficult to detect. The simplest way to obtain the necessary informa-

tion in this case is to use a thick region with dense filling of D2 dyes, so that the

two D1 regions appear separated despite of the strong bending of the mean phase

boundary.

Figure 1.18 shows fluorescence microscopy images of a bipolar three-dye

antenna material with POPOP in the middle, followed by Pyþ and then by

Oxþ. The different color regions that can be observed in this simple experiment

are impressive. The red color of the luminescence (1) disappears, when the

crystal is observed trough a polarizer parallel to the crystal axis while the blue

emission disappears when turning the polarizer by 90�. This material is very

stable and is easy to handle.

dye1-zeolite L

dye2, dye1-zeolite L

dye3, dye2, dye1-zeolite L

(1)

(2)

(3)

Figure 1.15. Successive insertion of three different dyes into the channels of a zeolite

L crystal to form a sandwich material.
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Figure 1.16. True color fluorescence microscopy pictures of Pyþ, POPOP-zeolite L

crystals of �2-mm length. (1) Specific excitation of Pyþ at 470–490 nm. (2) Excitation at

330–385 nm. (3 and 4) Show the same as 2 but after observation with a polarizer. The

polarization is indicated by the arrows. (See insert for color representation.)

D1 D2 D1

D1 D1D2

Figure 1.17. Two kinds of mean phase boundaries of a two dye, D1 and D2, sandwich

system. The phase boundaries are sorted according to their distance from the front and

back.
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E. The Stopcock Principle

The dye loaded materials described so far exhibit a number of shortcomings.

In particular, the stability is unsatisfactory because the dyes can migrate out

of the channels resulting in a depletion of the dye loaded zeolite material.

Moreover, the task of external trapping of excitation energy or—conversely—

of injecting energy at a specific point of the photonic antenna, the realization

of a one-directional photonic antenna and the coupling to a specific device are

challenging [61].

The stability problem can be solved just by adding a layer of unspecific

closure molecules. External trapping and injection of quanta is more demanding.

The general approach we are using to solve this problem is to add a ‘‘stopcock’’

as illustrated in Figure 1.19. These closure molecules have an elongated shape

consisting of a head and a tail moiety, the tail moiety having a longitudinal exten-

sion of more than the dimension of a crystal unit cell along the c axis and the head

moiety having a lateral extension that is larger than the channel width and will

prevent the head from penetrating into the channel. The channels are therefore

terminated in a generally plug-like manner.

Tails can be based on organic and silicon organic backbones. Four types of tails

play a role, depending on the desired properties. (1) Nonreactive tails. (2) Tails

that can undergo an isomerization after insertion under the influence of

irradiation, heat, or a sufficiently small reactive. (3) Reactive tails that can

bind to molecules inside of the channels. (4) Luminescent tails, that have the

advantage of being protected by the zeolite framework.

The heads of the stopcock molecules must be large enough so that they cannot

enter the channels. They should fulfill the stability criteria imposed by a specific

application and it should be possible to functionalize them in order to tune the

properties of the surface (e.g., the wetting ability, refractive index matching, and

Figure 1.18. Fluorescence microscopy images of an Oxþ, Pyþ, POPOP-zeolite L

crystal of 2000-nm length upon selective excitation of (1) POPOP at 330–385 nm, (2)

Pyþ at 470–490 nm, and (3) Oxþ at 545–580 nm. (See insert for color representation.)
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reactivity). Heads can consist of organic, of silicon organic, but also of coordina-

tion compounds. In some cases, it is desirable to use heads that bear reactive

‘‘arms’’ so that in an additional step they can interact with each other to form

a ‘‘monolayer polymer.’’

Acceptor-heads should in general be strongly luminescent molecules with a

large spectral overlap with the donor molecules located inside of the channels.

Since luminescence is quenched by dimerization, the structure must be such

that the chromophores do not interact electronically with each other. Nearly all

strongly luminescent organic chromophores can be considered since it is always

possible to attach inert (e.g., aliphatic) groups so that the head cannot enter the

channels. In reality, many of these chromophores will turn out to be less interest-

ing because of stability, shape, toxicity, and so on. A very interesting aspect of the

principle discovered by us is that the head can be chosen or functionalized in

order to realize the desired properties. The difference of the donor-heads with

respect to the acceptors is that they must be able to transfer their excitation energy

(by a radiationless process, in general dipole–dipole coupling) to acceptors

located inside of the channels.

III. TRANSFER OF ELECTRONIC EXCITATION ENERGY

Important transfer and transformation processes of electronic excitation energy

that can take place in dye loaded zeolite materials are

Absorption–emission of a photon.

Transformation into chemical energy and the reverse.

Transformation into heat.

Radiationless and radiative transfer to an acceptor.

Stimulated emission.

Upconversion.

Energy-transfer processes in which free photons exist as intermediates are

sometimes referred to as ‘‘trivial’’ transfer mechanism. This term is misleading

in the sense that such processes (e.g., in combination with internal reflection) can

cause very complex and interesting phenomena [61, 65–67]. Radiationless

energy-transfer processes have been studied extensively since the pioneering

work of Förster [68, 69] and Dexter [70] (see, e.g., [40, 67, 71–73]). Here, we

concentrate on the description of one-photon events, specifically with respect

to radiationless energy-transfer processes.
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A. Radiationless Energy Transfer

Excitation transfer requires some interaction between unexcited and excited

molecules M and M*, respectively. We denote the two molecules under

consideration as M and M0. The interaction can then be expressed as occurring

between the two configurations MM0* and M*M0:

ci ¼
1ffiffiffi
2
p ðcð1ÞMc

ð2Þ
M0 � cð2ÞMc

ð1Þ
M0 Þ ð23Þ

cf ¼
1ffiffiffi
2
p ðcð1ÞM cð2Þ

M
0 � cð2ÞM cð1Þ

M
0 Þ ð24Þ

where i and f denote the initial and final state, respectively, and (1) and (2) refer to

electrons. By using H0 for the interaction Hamiltonian, the interaction energy b is

b ¼ u� ex ð25Þ

where u denotes the Coulombic interaction and ex the exchange interaction:

u ¼ hcð1ÞMc
ð2Þ
M0 jH0jc

ð1Þ
M cð2Þ

M
0 i ð26Þ

ex ¼ hcð1ÞMc
ð2Þ
M0 jH0jc

ð2Þ
M cð1Þ

M
0 i ð27Þ

If more than two electrons should be involved, these expressions can be extended

accordingly. The transfer rate kel for electronic excitation energy

MM0 ! MM
0 ð28Þ

can be expressed by means of the Golden Rule as follows:

kel ¼
2p
�h
b2r ð29Þ

where r is the density of states.

We consider situations for which the orbital overlap between M and M0 is

negligible, this means situations as depicted in the upper and middle part of

Figure 1.8, which makes sense because we focus on strongly luminescent

materials. In general, orbital overlap causes fast radiationless decay for organic

molecules as, for example, observed in dimers [56, 57]. The exchange part ex
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vanishes in absence of orbital overlap. In this case, the initial and the final states

can be simply expressed as

ci ¼ cMcM0 ð30Þ
cf ¼ cMcM

0 ð31Þ

By following the arguments of Förster [74], we distinguish between strong,

medium, and weak coupling. Weak interaction means that the interaction energy

u is less than the vibrational bandwidth. In this case, energy transfer must be

treated as a nonradiative transition between two configurations with continuous

energy and the so-called Förster equation as used in the Section III.B can be

derived [68–70, 72].

B. Förster Energy Transfer in Dye Loaded Zeolite L

By using the geometrical concepts explained in Section II.A, it is convenient to

express the rate constant for energy transfer (ET) from an excited donor i to an

acceptor j as follows:

kF
ij ¼

9 lnð10Þ
128p5NA�4

fi

ti

JijGijpipj ð32Þ

kF
ij ¼ kET

iJ when sites i and j are occupied with molecules of different kinds

ð33Þ
kF

ij ¼ kEM
ij when sites i and j are occupied with molecules of the same kind

ð34Þ

where fi and ti½s� are the fluorescence quantum yield and the intrinsic fluores-

cence lifetime of the donor, NA [mol�1] is Avogadro’s number, � is the refractive

index of the medium, Gij [Å�6] expresses the geometrical constraints of the sites

in the crystal and the relative ordering of the electronic transition moments, pi and

pj are the occupation probabilities of the sites with excited donors i and acceptors

j in the ground state, and Jij [cm3M�1] is the spectral overlap integral between the

normalized donor emission and the acceptor absorption spectra. The parameter

kEM
ij and kET

iJ are the rate constants for energy migration from a site i to a site j

and energy transfer to a trap J, respectively. Equation (32) relays on nonoverlap-

ping sites and translational symmetry of the sites. It is possible to generalize it by

averaging over different site distributions, which is not done here. Expressing Gij

as a function of the donor i to acceptor j distance Rij and the relative orientation of

the electronic transition moments ðmS1 S0
Þi and ðmS1 S0

Þj we write

Gij ¼
k2

ij

R6
ij

ð35Þ
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kij depends on the angles yi, yj, and fij, describing the relative orientation of the

electronic transition dipole moments mS1 S0
shown in Figure 1.20(a).

kij ¼ sin yi sin yj cosfij � 2 cos yi cos yj ð36Þ

Energy transfer between donors and acceptors consisting of different

molecules must be distinguished from energy migration that takes place between

alike molecules.

Figure 1.20. (a) Angles yi, yj, and fij, describing the relative orientation of the

electronic transition dipole moments mS1 S0
between two dye molecules. (b) Relative

orientations of the electronic transition dipole moments between two equal dye molecules

in the channels of zeolite L. (c) Angular dependence of the orientation factor k2 under the

anisotropic conditions (b) and averaged over fij.
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We consider a zeolite L crystal that contains alike dye molecules, large enough

so that orbital overlap is not possible. This imposes restrictions on the angles

between the electronic transition moments we must consider (see Figure 1.20).

The two important situations where the electronic transition moments of the

molecules are strictly oriented parallel to the channel axis and random orientation

have been studied quantitatively in [75]. Here, we consider the angles y� aij and

p� yþ aij, which are equally probable. The parameter y is the angle between the

transition moments and the crystal axis, which means that k2
ij can be expressed as

follows:

k2
ij ¼ ½sin2ðy� aijÞcosfij � 2 cos2ðy� aijÞ�2 ð37Þ

The angle aij is the angle between the site where the excited molecule j is located

and any other site i. It can be expressed as

aij ¼ arccos
zij

Rij

� �
ð38Þ

where Rij and zij are given by Eqs. (9) and (11). Averaging over all fij leads to

k2
ij ¼

9

2
cos4ðy� aijÞ � cos2ðy� aijÞ þ

1

2
ð39Þ

The averaging takes into account that each channel is surrounded by six other

channels.

Arrangements of densely packed nonoverlapping dye molecules are illustrated

in Figure 1.21(a). The molecule in the middle is in its first excited electronic

state. It can relax to the ground state either by emitting a photon or by transferring

its excitation energy to a molecule in the surrounding. We do not impose any

restrictions on the angle fij, despite the fact that some preferences are to be

expected in a hexagonal crystal. Averaging as expressed in Eq. (39) is valid

unless crystals containing only very few molecules are investigated. It is interest-

ing to realize that a similarly simple situation can exist for energy transfer

between different kinds of molecules, provided they are of similar shape. This

situation is shown in Figure 1.21(b). The donor in the middle is in its first

electronic excited state. It can either relax to the ground state by emitting a

photon or by transferring the excitation energy to a different kind of molecule.

This situation can experimentally be realized, for example, by using Pyþ (donor)

and Oxþ (acceptor). Energy migration between alike molecules is another

competing process.

We consider a crystal that contains donor molecules in its body and a thin layer

of traps at both ends, as illustrated in Figure 1.1. Another way to explain this
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material is shown in Figure 1.22. Somewhere in the bulk a donor is electronically

excited by absorbing a photon. We are interested in knowing how fast the excita-

tion energy migrates in the crystal depending on the occupation probability

and the characteristics of the dye. We would also like to know how the

(a)

(b)

Figure 1.21. (a) Densely packed alike molecules. The white molecule in the middle

is in its first electronic excited state. (b) Densely packed donor (darker) and acceptor

(lighter) molecules that have the same shape. The white donor in the middle is in its first

excited electronic state.

T T

D
*

Figure 1.22. Representation of a cylindrical host containing noninteracting donor

molecules D and at both ends a layer of traps T.
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front–back trapping efficiency depends on these characteristics and on the size of

the crystal and we would like to understand the luminescence decay of the donors

and of the traps.

We do not know which donor D has been excited. We therefore assume that

immediately after irradiation at t¼ 0 all sites i have the same excitation proba-

bility Pi(0), while all traps T are in the ground state, hence PI(0)¼ 0. These

probabilities change with time because of energy migration, relaxation processes,

and trapping. The excitation probability Pi(t) is governed by the following master

equation:

dPiðtÞ
dt
¼

X
j

PjðtÞkEM
ji � PiðtÞki ð40Þ

The sites i are populated by energy migration starting from any other site j with

the corresponding rate constants kEM
ji . They are depopulated by spontaneous

emission, by radiationless decay, by energy migration to all sites j 6¼ i, and by

energy transfer to trapping sites J. The depopulation rate of an excited donor i

is given by

ki ¼ kF
D þ krd

D þ kEM
i þ kET

i ð41Þ

where kF
D is the intrinsic fluorescence rate constant of the donor and krd

D is the rate

constant of thermal relaxation of the donor including internal conversion and

intersystem crossing. The energy migration rate constant kEM
i is obtained by

summing up all the individual kEM
ij for the energy migration between an excited

donor i and surrounding acceptors j:

kEM
i ¼

X
i 6¼j

kEM
ij ð42Þ

The energy-transfer rate constant kET
i can be obtained similarly:

kET
i ¼

X
J

kET
iJ ð43Þ

The traps are a sink for the electronic excitations of the donors. The donors are

considered as the only source for electronic excitation of the traps. The traps, T,

can relax by emitting a photon with a rate constant kF
T or by thermal relaxation

krd
T , which can be expressed as follows:

dPJðtÞ
dt
¼

X
i

kET
iJ PiðtÞ � ðkF

T þ krd
T ÞPJðtÞ ð44Þ
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Thus, the time evolution of the excitation probabilities Pi(t) and PJ(t) is described

by Eqs. (40) and (44), which allows us to write for time t þ�t:

Piðt þ�tÞ ¼ PiðtÞ þ
dPiðtÞ

dt
�t ð45Þ

�t is considered to be small enough so that higher order terms can be neglected.

Combining Eqs. (40) and (45) leads to the following homogeneous Markoff

chain:

Piðt þ�tÞ ¼ PiðtÞð1� ki�tÞ þ
X

j

PjðtÞkEM
ji ��t ð46Þ

The Markoff chain that describes the total trapping P0
J can be expressed analo-

gously.

P0
Jðt þ�tÞ ¼ P0

JðtÞ þ
X

i

PiðtÞkET
ij �t ð47Þ

If the fate of the trapped quanta is taken into account, this equation becomes

PJðt þ�tÞ ¼ PJðtÞð1� ðkF
T þ krd

T Þ�tÞ þ
X

i

PiðtÞkET
iJ �t ð48Þ

Figure 1.23. Energy migration rate constant kEM
i as a function of the occupation

probability pi for two spectral overlaps (solid: 4:40� 10�13 cm3/M and dashed:

1:05� 10�13 cm3/M).
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where PJ describes the excitation probability of the traps. The probability that

the electronic excitation has reached a trap during the whole time period t after

excitation is the trapping probability PT (t). It is the sum of the trapping P0
J of all

trapping sites J up to this time.

PTðtÞ ¼
X

J

P0
JðtÞ ð49Þ

The trapping rate dPT =dt is given by the sum of energy-transfer rates from any

site donor i to any trap site J.

dPTðtÞ
dt

¼
X

i

X
J

PiðtÞkET
iJ ð50Þ

The trapping efficiency PTð1Þ is equal to the sum of the excitation probabilities

of all trapping sites J at infinite time after irradiation.

PTð1Þ ¼ lim
t!1

PTðtÞ ¼ lim
t!1

X
J

P0
JðtÞ ð51Þ

The fluorescence rates of the donors and the traps are given by

vF
DðtÞ ¼ �

X
i

PiðtÞkF
D ð52Þ

vF
T ðtÞ ¼ �

X
J

PJðtÞkF
T ð53Þ

The average fluorescence rate constants kF
D and kF

T are assumed to be the same for

all donors and traps, respectively. The integrated fluorescence FD(t) and FT(t) are

equal to the probability that the electronic excitation has left the system by donor

and trap fluorescence, respectively, at time t after irradiation. The parameter

FD(t) is thus equal to the probability that electronic excitation is neither on a

site i nor on a site J.

FDðtÞ ¼ 1�
X

i

PiðtÞ �
X

J

PJðtÞ ð54Þ

By using the same arguments for FT(t), we can write

FTðtÞ ¼
X

J

PJðtÞ ð55Þ

We have distinguished between front trapping, which refers to traps posi-

tioned only on the front side of the cylindrical microcrystals, front–back trapping,
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which refers to traps on the front and to traps on the back positioned in the slab;

coat trapping, which refers to traps positioned on the coat of the cylinder; axial

trapping, which refers to traps located in the central channel; and point trapping,

which refers to a single trap positioned at the center of the front side [75]. All

these trapping types reflect symmetry aspects of the cylinder investigated.

Here, we concentrate on front–back trapping TFB(t), because it is the case for

which the best experimental data are available, to date.

Front–Back Trapping. A slab on both sides of the crystal is reserved for

traps, as explained in Figures 1.1 and 1.22. Calculation of these trapping types

requires knowledge of the excitation distribution Pz along c. The excitation

distribution Pz describes the excitation probabilities Pm(t) of whole slabs m.

The parameter Pm(t) is equal to the sum of the occupation probabilities of all sites

i belonging to slab m. The time evolution of Pm(t) is based on energy migration

along c. The energy-transfer rate constant kzmn from slab m to slab n is assumed to

be equal to the sum of the rate constants for energy transfer starting from site

(0,0) in slab m to any other site (na, nb) in slab n.

kzmn ¼
X

all ðna;nbÞ pairs

kmn½zmn; yðna; nbÞ� ð56Þ

The rate constant kzmN for energy transfer from slab m to a trap containing slab N

is calculated analogously, but based on the rate constants kmN. The time evolution

of Pzm(t) and PzN(t) are calculated according to Eqs. (46) and (47), respectively.

Pzmðt þ�tÞ ¼ PzmðtÞð1�
X

n

kzmn�tÞ þ
X

n

PznðtÞkznm�t ð57Þ

Pz0
Nðt þ�tÞ ¼ Pz0

NðtÞ þ
X

m

Pz0
mðtÞkzmN�t ð58Þ

PzNðt þ�tÞ ¼ PzNðtÞð1� ðkF
T þ krd

T Þ�tÞ þ
X

m

PzmðtÞkzmN�t ð59Þ

Both Pzm(t) and PzN(t) express the excitation distribution among the slabs. For

front–back trapping, traps are found in the first and the last slab, which we call

slabs 0 and mmax. Therefore TFB
S ðtÞ is equal to the sum of the excitation probabi-

lities in both slabs at time t.

TFB
S ðtÞ ¼ Pz0

0ðtÞ þ Pz0
mmax
ðtÞ ð60Þ

The competition between the trapping and the fluorescence of the donors can be

calculated as explained in [75].
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In Figure 1.24(a), we illustrate the influence of trapping and spontaneous

emission of the donors on the excitation distribution Pz(m,t) for a row of 90 slabs

where the first and the last ones are occupied by traps. Immediately after

excitation all slabs have the same excitation probability. The parameter Pz(m,t)

is shown after 5, 10, 50, and 100 ps. We observe that the slabs close to the accep-

tor layers very quickly loose their excitation energy. The trapping rate is propor-

tional to the gradient of Pz(m,t) at the position of the traps. Hence, it depends not

only on the remaining excitation probability but also on the excitation distribu-

tion. This result is in contrast to the donor fluorescence rate, which depends only

on the excitation distribution of the donors, Eq. (52). The fluorescence rate of the

traps is proportional to their excitation probability, Eq. (53). We therefore expect

a fluorescence decay behavior as illustrated in Figure 1.24(b). The fluorescence

decay of the donors becomes much faster in the presence of traps, because of

the depopulation due to the irreversible energy transfer to the traps. The

fluorescence intensity stemming from the traps initially increases because excited

states must first be populated via energy transfer from the donors. It therefore

goes through a maximum. Time- and spce-resolved lummescence of a photonic

dye-zeolite antenna support this physical picture [76].

C. Spectral Overlap

The spectral overlap Jij is an important quantity in radiationless energy transfer

and migration, as we have seen in Eq. (32). It is equal to the integral of the

corrected and normalized fluorescence intensity IF
i ð�vÞ of the donor multiplied

Figure 1.24. (a) Excitation distribution along the channel axis of a zeolite L crystal

consisting of 90 slabs under the condition of equal excitation probability at t¼ 0

calculated for front–back trapping. Fluorescence of the donors is assumed. (1) t¼ 5 ps,

(2) t¼ 10 ps, (3) t¼ 50 ps, and (4) t¼ 100 ps after irradiation. (b) Luminescence decay of

the donors in absence of traps (dotted), in the presence of traps at both ends (solid), and

luminescence decay of the acceptors (dashed).
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by the extinction coefficient ejð�vÞ of the acceptor as a function of the wave

number �v (it is usually expressed in units of cm3/M).

Jij ¼
ð1

0

ejð�vÞIF
i ð�vÞ

d�v

�v4
ð61Þ

The meaning of the spectral overlap is best understood by considering the spectra

of the donor (Pyþ), acceptor (Oxþ) pair illustrated in Figure 1.25.

It is difficult to measure the oscillator strengths of molecules embedded in a

matrix. Despite this, good values of Jij can be determined as a function of the

temperature. A procedure we have used to extract the information from excitation

spectra was to set the maximum of the excitation spectrum measured at room

temperature equal to the extinction coefficient at the absorption maximum in

solution. The integrals of the excitation spectra were then normalized to the inte-

gral of the corresponding spectrum at room temperature, which is reasonable

because the oscillator strength f of a transition n m does not depend on the

temperature.

f ¼ 8p2�vcme

3he2
j~med

nmj
2 ð62Þ

where c is the speed of light, me is the mass of an electron, h is Planck’s constant,

and e is the elementary charge. The electronic transition–dipole moment ~med
nm

between two wave functions cn and cm is defined as

~med
nm ¼ hcnj~medjcmi ð63Þ
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Figure 1.25. Absorption and fluorescence spectra of Pyþ and Oxþ in zeolite L,

measured in an aqueous dispersion. The different spectral overlap regions are shaded.
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The oscillator strength is a temperature-independent intrinsic property of a

molecule. The relation between the molar decadic extinction coefficient e and

the oscillator strength f can be expressed as follows:

f ¼ 4:32� 10�9

ð
band

eð�vÞd�v ð64Þ

A general way to predict the temperature dependence of the spectral overlap is

not known. We found that JPyþ= Pyþ , JOxþ=Oxþ , and also JPyþ=Oxþ do not change

significantly in the temperature range from 80 to 300 K (see Fig 1.26). The large

difference between the absolute values of the overlap integrals JPyþ= Pyþ ,

JOxþ=Oxþ is due to a different Stokes shift (140 cm�1 for Oxþ, 560 cm�1 for

Pyþ). Other cases that show a temperature dependence of the spectral overlap

also exist [3].

IV. ELEGANT EXPERIMENTS FOR VISUAL PROOF OF
ENERGY TRANSFER AND MIGRATION

Photonic antenna properties of supramolecularly organized dye molecules for

light harvesting, transport, and trapping depend critically on their ability to sup-

port fast radiationless energy migration and transfer. In this chapter, we present

three experiments that beautifully illustrate the exciting capabilities of the dye

zeolite material for this purpose. We start with an experiment that we have used

many times for classroom demonstration of Förster energy transfer. The second

Figure 1.26. Temperature dependence of the spectral overlap of Pyþ/Pyþ(&), Oxþ/

Oxþ(!), and Pyþ/Oxþ (^) in zeolite L, measured on thin layers coated on quartz plates.

38 SUPRAMOLECULARLY ORGANIZED LUMINESCENT DYE MOLECULES OF ZEOLITE L



experiment provides a simple tool to investigate intracrystalline transport of dyes

by observing energy transfer from a donor to an acceptor molecule. Very efficient

and easily detectable energy migration is illustrated in the third experiment where

data of Pyþ loaded and Oxþ modified zeolites of different lengths are shown.

A. Energy Transfer

The visual proof of energy transfer in this experiment is based on the observation

that Pyþ and Oxþ are incorporated into zeolite L from an aqueous solution with

about equal rates. It is therefore possible to control the mean distance between

donors D and acceptors A by varying the occupation probability. The main pro-

cesses are energy transfer and luminescence as illustrated in Figure 1.27. Energy

Figure 1.27. Scheme of a few channels of a zeolite L crystal containing acceptor A

(gray rectangles) and donor D (black rectangles) molecules. Each rectangle marks a site.

The main processes taking place after excitation of a donor are indicated in the lower part.

The parameter kET is the rate constant for energy transfer and kA
F and kD

F are the rate

constants for fluorescence.
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migration between the donor molecules and between the acceptor molecules,

which are of similar probability as the energy transfer and radiationless relaxation

processes, are not indicated.

The seven luminescent samples shown in Figure 1.28 consist of zeolite L crys-

tals of 300-nm average length filled with different amounts of Pyþ (donor D) and

Oxþ (acceptor A). In all cases, Pyþwas specifically excited at 485� 5 nm, where

the absorption of Pyþ is strong and that of Oxþ is very weak, as can be seen from

samples 1 and 7, which are the references. Reference 1 is loaded with

1:25� 10�3 M Pyþ and 7 is loaded with the same amount of Oxþ. The other sam-

ples contain a 1:1 mixture of Pyþ and Oxþ of the following concentrations: (2)

2.50� 10�4 M; 3, 1.25� 10�3 M; (4) 2.50� 10�3 M; (5) 5.00� 10�3 M; (6)

1.00� 10�2 M. A rough estimate of the mean donor-to-acceptor distance RDA

can be obtained by assuming isotropic conditions and equal concentrations of

donor and acceptor:

RDA ¼
3

4p
1

cANA

� 	1=3

ð65Þ

NA is the Avogadro number and cA is the concentration of Oxþ in the zeolite

nanocrystal. From this, we obtain the following mean donor–acceptor distances:

(2) 96 Å; (3) 68 Å; (4) 54 Å; (5) 43 Å; (6) 34 Å. The Förster radius for Pyþ to Oxþ

energy transfer in a medium of refractive index of 1.4 is � 70 Å, based on the

Figure 1.28. Photographic picture of the fluorescence of dye loaded zeolite L layers

upon monochromatic irradiation at 485� 5 nm and observation through a 500-nm cutoff

filter. Both 1 and 7 are references loaded with Pyþ and Oxþ only and 2–6 contain a 1:1

mixture of Pyþ and Oxþ of the following concentrations: (2) 2.50� 10�4 M; (3)

1.25� 10�3 M; (4), 2.50� 10�3 M; (5) 5.00� 10�3 M; (6) 1.00� 10�2 M. (See insert for

color representation.)
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Pyþ/Oxþ spectral overlap, which is 1.5� 10�13 cm3/M. In 2, we mainly observe

the green luminescence of Pyþ, which means that energy transfer is unimportant.

But the yellow color of 3 is due to a mixture of green and red luminescence,

which means that energy transfer is significant in this sample. It becomes more

and more important with increasing concentration so that at the end, sample 6, the

red luminescence stemming from excited Oxþ, is dominant.

The same experiment can be carried out quantitatively. By taking into account

radiationless processes, namely, internal conversion kIC, intersystem crossing

kISC, and bimolecular quenching kQ½Q� with a quencher Q, the time-dependent

concentrations of the donor D and the acceptor A in the excited singlet state

S1, [DS1
] and [AS1

] can be expressed as follows:

d½DS1
�

dt
¼ jabs � ðkET þ kD

F þ kD
IC þ kD

ISC þ kD
Q½Q�Þ½DS1

� ¼ jabs � ½DS1
�
X

kD
d ð66Þ

d½AS1
�

dt
¼ kET½DS1

� � ðkA
F þ kA

IC þ kA
ISC þ kA

Q½Q�Þ½AS1
� ¼ kET½DS1

� � ½AS1
�
X

kA
a

ð67Þ

where jabs is the number of photons absorbed per unit time. The fluorescence

quantum yield of the donor �D
F and of the acceptor �A

F under stationary

conditions is therefore

�D
F ¼

kD
FP
kD

d

ð68Þ

�A
F ¼

kETP
kD

d

kA
FP
kA

a

ð69Þ

A quantity that in many cases can easily be measured, even in a heterogeneous

system, is the ratio between these two fluorescence quantum yields. We therefore

write
�A

F

�D
F

¼ kET
kA

F

kD
F

P
kA

a

ð70Þ

This equation shows that the ratio between the acceptor and donor fluorescence

quantum yields is directly proportional to the energy-transfer rate constant kET.

We have shown that this leads to the following linear relation between the fluor-

escence intensity of the acceptor IOx and that of the donor IPy, and the occupation

probability pOx of the acceptor [3, 77]:

IOx

IPy
¼ CpOx ð71Þ

where C is a constant. In Figure 1.29, we show the luminescence spectra

measured in an aqueous suspension of similar materials as 2–6 in Figure 1.28.
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Aqueous suspensions were chosen because this is the easiest way for quantitative

measurements. We observe that the acceptor emission is unimportant at low load-

ing and that it becomes dominant at high loading. We also observe that the linear

relation between the ratio of the acceptor-to-donor luminescence intensity and

the acceptor loading (71) is well fulfilled, with a constant C¼ 121 sites.

B. Intrazeolite Diffusion Monitored by Energy Transfer

The energy transfer between donors Pyþ and acceptors Oxþ can be used for

observing the one dimensional diffusion kinetics of these dyes inside the zeolite
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(b)
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Figure 1.29. Fluorescence of five suspensions with pOx� ¼ 0.0014, 0.0036, 0.0072,

0.0144, and 0.0288 after specific excitation of Pyþ at 465 nm for equal pOxþ and pPyþ. (a)

Fluorescence spectra normalized to the same peak height for the Pyþ emission at

� 520 nm. The intensity of the oxonine emission (peak on the right) increases with

increasing p. (b) Ratio of the fluorescence intensity IOx of Oxþ and IPy of Pyþ as a

function of the loading.
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L channels. We assume that in all channels a situation can be prepared as illu-

strated in Figure 1.30, at the beginning of the experiment. Immediately after

all dye molecules have entered the zeolite channels, the maximum energy trans-

fer is observed because the donor-to-acceptor distance is short. The donor-to-

acceptor distance increases, and hence the energy-transfer rate decreases, when

the molecules diffuse deeper into the channels. From this, the following relation

for diffusion kinetics is found under the condition that the initial distributions of

the donors and the acceptors are the same, p0
Pyþ 
 p0

Oxþ , denoted as p0. Experi-

mental details can be found in [77].

IOxþ

IPyþ
ðtÞ ¼ C

ðp0Þ2ffiffiffiffiffiffi
8p
p 1ffiffiffiffiffiffiffi

D0t
p ð72Þ

where C is the same constant as in Eq. (71), t is the time, and D0 is the dye

diffusion coefficient. This finding means that the ratio of the acceptor donor

fluorescence intensities is proportional to the inverse square root of time.

Several experimental conditions must be realized for the application of

Eq. (72). The donor and acceptor molecules should enter the channels at about

the same rate, so that the assumptions made for the initial state are sufficiently

well fulfilled. They should not be able to glide past each other once they are

inside the channels. The crystals should be so long that molecules entering

from both sides do not reach each other in the middle part of the channels during

the time of observation. These conditions can be fulfilled for the donor/acceptor

pair Pyþ/Oxþ in zeolite L. Moreover, different stages of the diffusion can be

observed by means of an optical microscope.

In Figure 1.31, we show fluorescence microscopy images of a sample after 20,

60, and 470-min and 162-h reaction time at 88�C. The images were obtained by

Figure 1.30. Diffusion of dye molecules in the channels of zeolite L. Idealized initial

state of a channel and state after diffusion has occurred for some time.
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specifically exciting Pyþ at 470–490 nm with the exception of 3b where Oxþ was

excited at 545–580 nm. Two selected crystals are framed to represent what we

observed for most crystals. When comparing the images 1, 2, 3a, and 4 (increas-

ing reaction times), we first notice the progress of the insertion (1! 2) of the dye

molecules and then their diffusion inside the zeolite channels, by considering

both the size and the color of the fluorescent spots. The fluorescence of Pyþ

appears green and that of Oxþ deep red, while yellow colors are due to mixtures

of red and green. Since Pyþwas excited specifically, the red contribution is due to

energy transfer from the exited Pyþ to Oxþ. We observe two yellow–red spots on

both sides of the crystals in image 1. In image 2, the spots have extended and, in

the middle part, a weak green region appears. While it is hardly visible in 2, it

becomes obvious in 3a. If Oxþ is excited specifically, as illustrated in 3b, its

presence in the inner region of the channel can be seen, which also shows that

the mean distance between the donor and acceptor molecules is greater in the

middle than at the ends of the channels. The green color dominates after the

very long reaction time and extends over the whole crystal, as in 4. The intensity

distribution shows that the equilibrium has not yet been reached. Red fluores-

cence of the same shape is observed if specifically Oxþ is excited. This means

that the distribution of Pyþ and Oxþ in the crystals is the same or at least similar.

The images in Figure 1.31 support the assumptions made that Pyþ and Oxþ enter

the channels of zeolite L at about the same rate.

Figure 1.31. Fluorescence microscopy pictures to visualize the diffusion of Oxþ to

Pyþ in zeolite L. The images were taken after (1) 20 min, (2) 60 min, (3) 470 min, and (4)

162 h, respectively. They were obtained by exciting Pyþ at 470–490 nm, with the

exception of 3b where Oxþ was specifically excited at 545–580 nm. Two crystals of each

image are framed. The scale given in 1 corresponds to a length of 1.5 mm (pPyþ¼
pOxþ ¼ 0.008). (See insert for color representation.)
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C. Energy Migration

Now, we show an experiment that illustrates how the photonic antenna principle

of Figure 1.1 can be realized. Again Pyþ and Oxþ were found to be very conve-

nient dyes for this purpose. The channels of zeolite L are first loaded with Pyþ

and then modified at both sides with Oxþ. The latter acts as a luminescent trap

that gets excited via radiationless energy transfer from an excited Pyþ. If radia-

tionless relaxation is not considered, Oxþ can loose its energy only by fluores-

cence, as it cannot transfer it back to Pyþ because of its lower excitation

energy. Fluorescence of excited Pyþ, internal conversion, and intersystem cross-

ing compete with the energy migration and energy transfer. The arrangement

shown allows us to investigate the efficiency of energy migration among the

Pyþ molecules along the crystals as a function of its lengths. In Figure 1.32,

we show the images of some large zeolite L crystals loaded with Pyþ and mod-

ified with Oxþ upon specific excitation of Pyþ at 470–490 nm. Two separate

regions of fluorescence can be distinguished. We recall that the resolution of

the optical microscope is on the order of one-half of the emitted wavelength.

The middle region of the crystals fluoresces green because of the Pyþ. The emis-

sion at both ends of the crystals appears yellowish due to the mixing of the green

Pyþ and the red Oxþ emission and Oxþ is not excited directly but via energy

transfer from Pyþ.

We expect that the trapping efficiency increases with decreasing crystal length

lZ for otherwise constant parameters, specifically constant pPyþ, because the

Figure 1.32. True color fluorescence microscopy pictures of Pyþ loaded and Oxþ

modified zeolite L crystals of �2400-nm length, after excitation of only Pyþ at 470–

490 nm. (See insert for color representation.)
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excitation energy has to migrate over an increasingly large distance to reach a

trap. This result can be tested if materials with different average crystal lengths

are available over a significant range. Since we have been able to prepare these

materials, experiments with crystals of the following average length were carried

out: (1) 300 nm; (2) 500 nm; (3) 850 nm; (4) 1400 nm; and (5) 2400 nm. These

crystals where loaded with Pyþ so that the occupation probability was always the

same, namely, pPyþ ¼ 0.11. They where then modified with two Oxþ molecules

on average at both ends of the channels. The fluorescence of a thin layer on quartz

was measured at room temperature after specific excitation of Pyþ at 460 nm. The

fluorescence reported in Figure 1.33 is scaled to the same height at the Pyþ emis-

sion maximum, as before. Figure 1.33 shows a very strong increase of the Oxþ

Figure 1.33. Upper: electron microscopy (EM) pictures of the investigated zeolite L

samples with different crystal length lZ: (1) 300 nm; (2) 500 nm; (3) 850 nm; (4) 1400

nm; (5) 2400 nm. Lower: Fluorescence intensity after specific excitation of only Pyþ at

460 nm (scaled to the same height at the maximum of the Pyþ emission) of Pyþ loaded

and Oxþ modified zeolite L crystals with constant Pyþ loading (pPyþ¼ 0.11) as a function

of crystal length. The Oxþ modification was two molecules at both ends of the channel,

on average.
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emission with decreasing crystal length lZ. One can calculate that the front–back

trapping efficiency increases from 0.33 up to 0.91. This means that in the 300-nm

crystals, 90% of the emitted light is due to energy migration along the Pyþ and

transfer to the luminescent Oxþ traps. Interestingly, in these experiments carried

out at constant Pyþ loading, there is also a small shift of the Pyþ maximum from

525 nm for the smallest crystals to 530 nm for the largest ones. The maximum of

the Oxþ emission remains at 605 nm. This wavelength shift is most probably due

to self-absorption and reemission because the absorption depth increases with

increasing crystal size despite the constant pPyþ [53]. The measurements were

made on thin dye-loaded zeolite L layers on quartz plates. The pronounced

increasing trapping efficiency with decreasing length of zeolite L underlines

the interpretation that the antenna behavior is mainly governed by Förster-type

energy transfer, supported by some self-absorption and reemission. The latter

causes a shift in the maximum of the Pyþ fluorescence spectrum with increased

loading, but also with increasing crystal size at constant loading [3]. Some inter-

nal reflection may also occur, especially in the larger crystals, where it increases

the absorption probability [61].

V. CONCLUSIONS

This chapter shows that zeolite L is a very suitable host for the arrangement

of a wide variety of chromophores. The structure of zeolite L is such that the

formation of non-fluorescent dimers inside the channels can be prohibited and

chromophores can be aligned in a certain direction. We have shown that this

host–guest system can be used to make very efficient nanoscale two-directional

photonic antenna systems. A broad spectral absorption range can be achieved by

using several different cationic and neutral dyes.

It is a challenge to couple the antenna systems to a device (e.g., a semiconduc-

tor). It has already been shown that it is possible to prepare organized zeolite

monolayers on flat surfaces [78, 79]. For coupling, the interface between the

chromophore loaded zeolite L antenna systems and the semiconductor becomes

very important. Stopcock molecules are expected to function as a bridge between

the chromophores in the zeolite L channels and the device surface, which will

open a whole new exciting research area. The first successful experiments with

slopcock modified crystals have been reported recently [80].
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67. G. Juzeliuñas and D. L. Andrews, in Resonance Energy Transfer, D. L. Andrews and

A. A. Demidov, Eds., John Wiley & Sons, Chichester, UK, 1999, pp. 65–107.

68. T. Förster, Ann. Phys. (Leipzig) 1948, 2, 55.

69. T. Förster, Fluoreszenz organischer Verbindungen, Vandenhoeck & Ruprecht, Göttin-
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I. INTRODUCTION

Proton transfer is among the most important class of reactions occurring in all of

chemistry [1–3]. Given the ubiquity of these processes in nature, it is important

that a detailed understanding of the parameters that control the reaction dynamics

be achieved. Toward this end, both theory and experiment have worked toward

elucidating the nature of the molecular processes that control the dynamics of

proton transfer. Surprisingly, during the past few years there has been a major

revamping of the models that serve to depict the proton-transfer process. This

revamping is having a profound influence in the field of reaction dynamics in

organic and biochemistry.

The model that has been extensively employed in interpreting the kinetics of

proton transfer, as well as hydrogen atom and hydride transfer, is based on transi-

tion state theory [4–6]. This theory assumes a classical transition state defined by

a free energy maximum along the proton-transfer reaction coordinate over which

the proton passes. However, in the last few years the basic tenant of transition

state theory, that the proton passes over the free energy maximum, has been

brought into question [7–9]. Recent theoretical studies reveal that when there

exists a free energy barrier along the proton-transfer coordinate, instead of

the proton surmounting the potential energy barrier the proton tunnels

through the potential energy barrier, even at ambient temperature [10–19].

If these proposals are valid, then, given the importance of proton-transfer reac-

tions, a reformulation of the mechanism of proton transfer will have a profound

impact on our understanding of the nature of these reaction processes.

Theorists have been addressing the issue of tunneling as the predominant reac-

tion mode in proton-transfer reactions for more than 20 years [10]. However,

from an experimental perspective, there have been few significant advances relat-

ing to tunneling as a predominant reaction mode in the condensed phase at ambi-

ent temperature [20, 21]. In part, this is because design of experiments to test the

predictions of the various theoretical formulations has been exceedingly difficult.
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Since the rate for the tunneling of a proton is strongly dependent on barrier width,

it is necessary that the molecular systems to be studied constrain the distance of

proton transfer. Also, since the various theoretical models make predictions as to

how the rate of proton transfer should vary with a change in free energy for reac-

tion as well as how the rate constant should vary with solvent, it is desirable to

study molecular systems where both the driving force for the reaction and the

solvent can be varied widely.

A molecular system that is ideally suited to the study of the dynamics of pro-

ton transfer, in which a wide range of solvents can be employed and the thermo-

dynamic driving force for the reaction can be varied, is the photochemical

reduction of benzophenone by N;N-dimethylaniline [20, 22–24]. Under the

appropriate conditions, the triplet state of benzophenone is reduced by the amine.

Fast electron transfer produces a triplet contact radical ion pair and is followed by

a proton transfer to produce a triplet radical pair. Since the triplet contact radical

ion pair has the structure of a p-stacked complex [20], the distance for proton

transfer is constrained by the Coulombic interaction of the complex. By placing

substituents at the 4 and 40 positions of the benzophenone, the driving force for

proton transfer can be varied by >10 kcal/mol [20]. The proton transfer occurs

over a wide variation in solvent polarity so that solvents ranging from cyclohex-

ane to acetonitrile can be utilized. Thus, the study of the kinetics of proton trans-

fer between benzophenone and N;N-dimethylaniline provides a molecular

system for probing the validity of the various theoretical models pertaining to

proton-transfer processes.

The following discussion begins by presenting an in-depth view of the

mechanism for the photochemical reduction of benzophenone by N;N-dimethyl-

aniline. This discussion is followed by a presentation of the theoretical models

describing the parameters controlling the dynamics of proton-transfer processes.

A survey of our experimental studies is then presented, followed by a discussion

of these results within the context of other proton-transfer studies.

II. PHOTOREDUCTION OF BENZOPHENONE BY
N,N-DIMETHYLANILINE

The reaction pathways by which the net transfer of a hydrogen atom from an

amine to a photoexcited ketone has been extensively examined in the nanosecond

[23, 25–30], picosecond [20, 22, 31–33], and femtosecond [24] time domains.

The following mechanism, as it pertains to the photochemical reduction of

benzophenone (Bp) by N;N-dimethylaniline (DMA), is derived from these

numerous studies. Only an overview of the mechanism will be presented. The

details of the studies leading to the mechanism will not be given; for specifics,

the reader is referred to the original literature.
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The overall reaction scheme for the electron-transfer process associated with

the photochemical reduction of Bp by DMA is presented in Scheme 2.1. Prior to

photoexcitation, Bp and DMA in CH3CN form a Mulliken ground-state charge-

transfer (CT) complex, {Bp<DMA}com with an equilibrium constant on the

order of K ¼ 0:1, derived from a Benesi–Hildebrand plot analysis [24]. At

high concentrations of DMA (> 0.5 M), a charge-transfer band appears to the

red (350–400 nm) of the n–p� band of Bp. Thus, irradiation in the range of

370–400 nm selectively excites the change-transfer band, transforming the

ground-state complex {Bp<DMA}com into a singlet radical ion pair (IP) species,
1{Bp�<DMAþ}com. Mataga and co-workers [24] examined the photophysics of

the CT complex. Following the 397-nm irradiation of {Bp<DMA}com, the
1{Bp�<DMAþ}com decays by back electron transfer, kbet, to reform the

ground-state (CT) complex on the timescale of 85 ps; the dynamics of the decay

were obtained from the decay of the Bp radical ion absorbing in the region of

650–800 nm, (Scheme 2.2). The diffusional separation of 1{Bp�<DMAþ}com

to free radical ions is not observed, even in acetonitrile, as no radical anions of

Bp are observed for the time domain beyond 200 ps [24]. Also, no proton transfer

occurs following the production of 1{Bp�<DMAþ}com, as evidenced by the lack

of an absorption at 545 nm that would correspond to the ketyl radical of benzo-

phenone (Scheme 2.2). However, it may be that proton transfer does occur to pro-

duce a singlet radical pair that then decays by back hydrogen atom transfer on a

timescale substantially faster that 85 ps, thus leading to a lack of observation of

the ketyl radical.

{Bp DMA}com

{Bp DMA}com

k bet

Bp    +    DMA

1Bp*    +    DMA 1{Bp− + DMA+}IP

k set

k isc

h ν h ν
3Bp*   +   DMA 3{Bp− + DMA+}IP

k tet

Scheme 2.1

C

O

C

OH

λ max = 720 nm λ max = 545 nm

Scheme 2.2
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Before addressing the electron- and proton-transfer processes, the photophy-

sics of Bp is considered. In the absence of DMA, irradiation of BP produces the

first excited singlet state, 1Bp�, whose electronic configuration is S1(np�) with an

energy of 74 kcal/mol and having an absorption maximum for the Sn  S1 tran-

sition at 575 nm. The 1Bp� state decays in acetonitrile with a unit efficiency of

9� 2 ps, to form the triplet state of benzophenone, 3Bp�, whose electronic con-

figuration is T1ðnp�Þ with an energy of 69 kcal/mol and having an absorption

maximum for the Tn  T1 transition at 525 nm [24, 32]. The 3Bp� state persists

on the millisecond timescale in the absence of quenchers.

When uncomplexed Bp is irradiated in the presence of DMA, it produces
1Bp� þDMA (Scheme 2.1). The fate of 1Bp� is then determined by the concen-

tration of DMA as well as the nature of the solvent; either 1Bp� may undergo

intersystem crossing, kisc, to form 3Bp� or be reduced to the radical ion, Bp�,

by electron transfer from DMA. The kinetics of the singlet electron-transfer pro-

cess, kset, to produce a singlet radical ion pair 1{Bp� þDMAþ}IP are governed

by bimolecular diffusion and thus kset is dependent on the concentration of DMA.

At 1 M DMA, Mataga estimates that kset be of the order of 1011M�1s�1 so that at

high concentrations, the formation of 1{Bp� þDMAþ}IP is competitive with the

formation of 3Bp� þDMA, kisc ¼ 1:1
 1011 s�1 [24]. The rate constant for the

reduction of the triplet state of Bp by DMA, ktet, to form the triplet radical ion

pair, 3{Bp� þDMAþ}, have not been explicitly determined, but are thought to be

of the same magnitude as that for kset.

A fundamental question relating to the electron-transfer processes that form
1{Bp� þDMAþ}IP and 3{Bp� þDMAþ}IP is whether the electron transfer

occurs at short-range to produce contact radical ion pairs or long-range transfer

to produce solvent separated radical ion pairs. This topic has been a subject

of extensive discussion and has been reviewed recently for a great variety of

electron-transfer systems other than ketones and amines [34]. In our original

picosecond studies of the photoreduction of BP by DMA, we theorized that the

reduction of 3Bp� by DMA in acetonitrile led to the formation of a solvent sepa-

rated radical ion pair (SSRIP) and that prior to proton transfer the SSRIP must

collapse to a contact radical ion pair (CRIP) [23]. This assumption was based

on the pioneering work of Weller and co-workers [35–37] who examined the

fluorescence quenching of anthracene by a series of electron donors. The lack

of exciplex emission in the quenching process in polar solvents lead Weller to

propose that the quenching of the excited state of anthracene by electron transfer

led to the production of a solvent separated radical IP that would not display exci-

plex emission. However, recent electron-transfer studies now suggest that for
3{Bp� þDMAþ}IP , based on energetic considerations as well as the dynamics

of proton transfer, the electron transfer occurs when the two species are in con-

tact, leading to the production of the contact radical ion pair [24]. The energetic

argument is based on the driving force for the reaction 3Bp� þDMA!
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3{Bp� þDMAþ}IP of �9.7 kcal/mol, which is derived from the difference in

energies of 3Bp� (69 kcal/mol) and 3{Bp� þDMAþ} (59.3 kcal/mol), obtained

from oxidation and reduction potentials [24]. From both a theoretical and an

experimental perspective, when �G for electron transfer is no more negative

than about �10 kcal=mol in a polar solvent such as acetonitrile, the electron

transfer occurs when the two species are in contact and not through long-range

electron transfer. Also, as will be shown below, immediately following the pro-

duction of 3{Bp� þDMAþ}IP in acetonitrile, proton transfer, which can only

occur when the two species are in direct contact, commences.

The nature of the radical IP formed in the reduction of the singlet state of Bp to

yield 1{Bp� þDMAþ}IP has yet to be firmly established. The �G for the reac-

tion 1Bp� þDMA ! 1{Bp� þDMAþ}IP is �14.7 kcal/mol. From Gould and

Farid’s study of the electron-transfer quenching of S1 for dicyanoanthracenes

by alkylbenzenes that occurs when �G for the reaction is �15 kcal/mol or

more negative only solvent separated radical ion pairs are formed in acetonitrile

[38–40]. However, we found that the quenching of the S1 state of trans-stilbene

by fumaronitrile through electron transfer, which has a �G of �17.5 kcal/mol,

forms only contact radical ion pairs in acetonitrile [41,42]. Clearly, energetics

arguments alone cannot be used to establish the form of radical IP produced

upon electron transfer when the driving force for reaction is large, > �15 kcal/

mol. Given the limited number of kinetic studies addressing the issue of the

nature of the radical IP formed upon electron transfer as a function of driving

force, the nature of the radical IP formed by the quenching of 1Bp� by DMA can-

not be established employing only energetic arguments.

The fates of the radical ion pairs produced upon electron transfer depends on

the nature of their production. As already mentioned, the 1{Bp�<DMAþ}com

formed from irradiation of the ground-state CT complex, Bp<DMA, is suggested

by Mataga and co-workers [24] to decay only by kbet, on a timescale of 85 ps.

Diffusional separation to solvent separated radical ion pairs or proton transfer

within 1{Bp�<DMAþ}com are not kinetically competitive. The triplet CRIP
3{Bp� þDMAþ}IP has two decay pathways that occur on the picosecond

timescale. The first process is proton transfer, kpt, to generate a triplet radical

pair, 3{BpHþDMA �} (Scheme 2.3). In acetonitrile, this occurs with a rate

constant of kpt of 1:3
 109 s�1 [43]. The second process leading to the decay

of the CRIP is diffusional separation to the SSRIP, kips, which occurs with

a rate constant of 5
 108 s�1 (Scheme 2.3) [43]. Thus the efficiency of the

CRIP SSRIP3{BpH   +   DMA.}
k pt k ips

Scheme 2.3
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proton-transfer process for the CRIP in acetonitrile is 0.72. Back electron transfer

within the CRIP does not occur on the picosecond timescale as this process is

spin forbidden.

The decay pathways for 1{Bp� þDMAþ}IP have yet to be clearly defined. In

order to study the dynamics of 1{Bp� þDMAþ}IP , the singlet radical ion pair

must be produced in high yield, necessitating the employment of high concentra-

tions of DMA so that kset [DMA] becomes competitive with kisc (Scheme 2.1).

However, under conditions of high concentrations of DMA, all three radical

ion pairs 1{Bp�<DMAþ}com, 3{Bp� þDMAþ}IP , and 1{Bp� þDMAþ}IP are

formed. Since all three radical ion pairs have similar transient absorption spectra,

separating out their individual dynamics becomes problematic. However, Mataga

and co-workers [24] have undertaken such a study and find that 1{Bp� þ
DMAþ}IP decays by three pathways: diffusional separation, kID ¼ 9
 108 s�1;

charge recombination to generate ground-state reactants, kCR ¼ 5:8
 108 s�1;

and proton transfer to generate the Bp ketyl radical, kpt ¼ 6:6
 108 s�1. Given

the complexity of the analysis, care should be exercised when employing the

derived values for these kinetic processes.

In the following discussion of proton-transfer processes, we are interested in

analyzing the transfer process occurring only within the triplet CRIP, 3{Bp� þ
DMAþ}IP . Therefore it is important that the dynamics of the 1{Bp�<

DMAþ}com and 1{Bp� þDMAþ}IP do not contribute to the observed kinetics

processes, given the high degree of difficulty in the deconvolution of the dynami-

cal processes associated with the three species. A method for minimizing the con-

tributions from 1{Bp�<DMAþ}com and 1{Bp� þDMAþ}IP to the observed

dynamics is to examine the reaction kinetics at low concentrations of DMA so

that only 3{Bp� þDMAþ}IP is formed. An example of such an analysis is shown

in Figure 2.1, where the decay of the radical anion of benzophenone, Bp�, is

monitored at 680 nm as a function of the concentration of DMA. At high concen-

trations of DMA (0.8–1.0 M), the radical anion appears within 10 ps and then

decays in a biexponential fashion, reflecting chemistry that arises from numerous

species, which decay through several pathways. When the concentration of DMA

is varied over the range of 0.2–0.6 M, the appearance of the radical ion occurs on

a timescale varying from 30 to 100 ps, which can only come about from the

quenching of 3Bp�, thus only producing 3{Bp� þDMAþ}IP. The decay of
3{Bp� þDMAþ}IP is independent of the concentration of DMA over the range

of 0.2–0.6 M. The derived values for the rate of proton transfer within the triplet

CRIP is kpt ¼ 1:3
 109 s�1 and the rate of diffusional separation of the CRIP to

form the SSRIP is kips ¼ 5:0
 108 s�1 (Scheme 2.3). Thus when concentrations

of DMA in the range of 0.4 M are employed, only the chemistry occurring within
3{Bp� þDMAþ}IP is observed; it is at this concentration that all of our proton-

transfer studies are undertaken.
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Figure 2.1. Transient absorption at 680 nm following the 355-nm excitation of

0.02 M. benzophenone in acetonitrile as a function of concentration of N;N-dimethylani-

line. 1fM: Fit to a rate of appearance of 6:9
 1010 s�1, and a biexponential decay with

kpt1 ¼ 2
 1010 s�1 and kpt2 ¼ 1:3
 109 s�1, and a rate of IP diffusional separation of

kisp ¼ 5:0
 108 s�1 0:8 M: Fit to a rate of appearance of 6:3
 1010 s�1 and a biexpo-

nential decay with kpt1 ¼ 1:0
 1010 s�1 and kpt2 ¼ 1:3
 109 s�1, and a rate of IP

diffusional separation of kisp ¼ 5:0
 108 s�1. 0:6 M: Fit to a rate of appearance of

3:6
 1010 s�1 and a single exponential decay with kpt ¼ 1:3
 109 s�1, and a rate of IP

diffusional separation of kisp ¼ 5:0
 108 s�1. 0:4 M: Fit to a rate of appearance of

8:3
 109 s�1 and a single exponential decay with kpt ¼ 1:3
 109 s�1, and a rate of IP

diffusional separation of kisp ¼ 5:0
 108 s�1. 0:2 M: Fit to a rate of appearance of

3:2
 109 s�1 and a single exponential decay with kpt ¼ 1:3
 109 s�1, and a rate of IP

diffusional separation of kisp ¼ 5:0
 108 s�1.
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III. THEORETICAL MODELS FOR PROTON TRANSFER

A. Classical Model

Since the discovery of the deuterium isotope in 1931 [44], chemists have long

recognized that kinetic deuterium isotope effects could be employed as an indi-

cator for reaction mechanism. However, the development of a mechanism is pre-

dicated upon analysis of the kinetic isotope effect within the context of a

theoretical model. Thus, it was in 1946 that Bigeleisen advanced a theory

for the relative reaction velocities of isotopic molecules that was based on the

‘‘theory of absolute rate’’—that is, transition state theory as formulated by Eyring

as well as Evans and Polanyi in 1935 [44, 45]. The rate expression for reaction is

given by

k ¼ kðCz=CACBÞðkT=2pm�Þ1=2
1=d ð1Þ

where Cz is the concentration of the activated complex, CA and CB are the con-

centrations of reactants A and B, m� is the effective mass for the transferring par-

ticle in the activated complex, d the length of the region associated with the

transition state, and k is the transmission coefficient.

In the original formulation of transition state theory, the transmission coeffi-

cient k was assumed to arise from two contributions [45]. The first contribution to

k comes from the supposition that the system will not always pass through the

transition state toward the product state with unit efficiency; there is a finite prob-

ability that the system will be reflected back toward the reactant state. The second

contribution to k comes from the tunnel effect in the transition state that recog-

nizes that there is a finite probability for reaction for those systems with energies

less than that for the transition state. The tunnel effect in the region of the transi-

tion state is the result of the wave-particle duality of matter. The wavelength of

the reacting particle, l, that gives rise to the tunnel effect is dependent on the

mass of the particle, l ¼ h=mv, where v is the velocity of the reacting particle.

In this formalism, the transfer of a deuteron contributes less to the tunnel effect

relative to the transfer of a proton, given the difference in the mass of the two

particles. On a historical note, when Biegeleisen developed the formalism for

the kinetic deuterium isotope effect, he recognized the potential importance of

the tunneling contribution to the overall rate of reaction. It included the Wigner

tunneling correction to transition state theory [45]. However, in subsequent years,

the tunnel effect was often neglected in the analysis of the kinetic deuterium iso-

tope effect [5].

The standard analysis for the kinetic isotope effect that was prevalent in the

1950s and 1960s is based upon our ability to obtain the ratio of the rate constants
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for proton–deuteron transfer, kH=kD [5]. Ascertaining this ratio greatly simplifies

the analysis of the kinetics for proton and deuteron transfer due to the cancella-

tion of terms that leads to the resulting expression

kH=kD ¼ ðCzHCAD=C
z
DCAHÞðmD=mHÞ1=2 ð2Þ

where the C parameters are the concentrations for the reactants and the Cz para-

meters are the concentrations for the activated complexes. This particularly

pleasing form for the kinetic deuterium isotope effects assumes that the transmis-

sion coefficients k for proton and deuteron transfer are identical, which derives

from the assumption that tunneling does not contribute to the overall rate of

reaction.

The difference in the rates of proton and deuteron transfer is ascribed to the

differences in the zero-points energies of the reactant state and the activated com-

plex (Scheme 2.4) [5]. The difference in the zero-point energies of the reactants,

vH–vD, is normally greater than the difference in the zero-point energies of the

transition states, v�H–v�D, given that the force constants for the reactants are gen-

erally greater than the force constants for the transition states; this finding is

attributed to the breaking of bonds in the transition state, which reduces the force

constants for the associated vibrations. The consequences of the shift in zero-

point energies upon the interchange of a deuteron for a proton is that the energy

of activation is greater for deuteron transfer than for proton transfer. From an

extensive analysis of the effect of change in isotope upon zero-point energies,

the maximum difference in the energies of activation for the breaking of a

C��H bond when compared to a C��D bond, EH � ED, is of the order of

1.4 kcal/mol [4]. The analysis of the effect of replacement of a deuteron for a pro-

ton for the Arrehenius A factor reveals that the ratio of A factors, AD=AH, for this

model leads to a predicted range of 0.6 < AD=AH < 1.4 [4]. Thus, for the transi-

tion state model for proton–deuteron transfer to be valid for a given reaction,

assuming the neglect of k, a necessary condition is that the differences in the

energies of activation and the ratio of A factors fall within the above range of

values.

vH
vD

vH*
vD*

Reaction Coordinate

Scheme 2.4
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B. Semiclassical Model

There have been numerous kinetic studies of the deuterium isotope effect for pro-

ton and hydrogen atom transfer where values for EH � ED greatly exceed

1.4 kcal/mol and the ratio of A factors, AD=AH, are significantly >1.4; values

>10 are very common [4]. These observations directly challenge the classical

model for proton transfer based upon transition state theory that neglects contri-

butions from k.

Bell and others have strongly advocated that these deviations from the

expected values derived from transition state theory support the proposition

that tunneling in the region of the transition state makes a significant contribution

to the overall reaction dynamics for proton, as well as hydrogen atom and

hydride, transfer [4, 46–49]. There has been a great effort, principally on the

part of Bell, to model the tunneling contribution to k to aid in the analysis of

the kinetic deuterium isotope effect. Unfortunately, the tunneling contribution

to k is highly dependent on the shape and dimension of the potential energy sur-

face in the region of the transition state and thus a general analytical formulation

cannot be achieved. However, if it assumed that the potential energy surface in

this region can be modeled as an inverted parabola, then simple analytical forms

for the kinetic deuterium isotope effect are derived and have been employed in

the kinetic analysis. With reasonable potentials, the Ea and A parameters that

greatly deviate from the prediction of transition state theory can be rationalized

by assuming a varying degree of tunneling contribution to the reaction dynamics.

These ideas have found a wide range of application in the field of organic and

biochemistry [1, 49].

C. Proton Tunneling

The kinetic model for proton transfer based upon transition state theory that

incorporates a tunneling contribution to the overall reaction rate assumes that tun-

neling occurs near the region of the transition state (pathway a in Scheme 2.5).

There is, however, another possibility for the reaction path for proton transfer. In

lieu of thermally activating the vibration associated with the proton-transfer coor-

dinate to bring it into the region of the transition state, the proton may instead

Reaction Coordinate

A A

B

Scheme 2.5
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tunnel out of the reactant state and into the product directly, without the transfer-

ring coordinate being thermally activated, pathway b in Scheme 2.5 [10, 50].

To gain insight into the timescale associated with reaction paths a and b, a

method is required for estimating the time it takes for a proton to tunnel along

reaction path b. Employing the quasiclassical WKB approximation, Brickmann

developed a model for estimating the reaction times associated with the tunneling

of a proton along pathway b [51]. The rates for proton tunneling are a sensitive

function of both the barrier height and width. For a barrier height of 14 kcal/mol

and a vibrational frequency of 3000 cm�1 for the proton stretch coordinate in the

reactant well, the rates of proton tunneling as a function of transfer distance have

been determined. The results are presented in Table 2.1.

Typical changes in the distance associated with proton transfer fall in the range

of 0.5–0.8 Å. For example, in the hydrogen-bonded complex of O��H � � �O, the

distance separating the two oxygens is on the order of 2.8 Å and the distance

of an O��H bond is on the order of 1.0 Å [50]. Therefore, the net transfer distance

is 0.8 Å. Thus, the timescale associated with a proton tunneling from the v ¼ 0

vibrational level in the reactant state to the v ¼ 0 level in the product state will be

10 ps. For a barrier height of 14 kcal/mol, transition state theory predicts a reac-

tion rate on the timescale of 1 ms, which would shorten by one or two orders of

magnitude by incorporation of a tunneling contribution in the region of the tran-

sition state [4]. However, reaction path b will still dominate reaction path a by

several orders of magnitude. Thus, based on this analysis, the expectation is

that if a potential energy barrier exists along the proton-transfer coordinate, the

predominant reaction pathway entails the proton tunneling out of the reactant

state from the ground vibrational level and into the product state, a process

termed nonadiabatic proton transfer. It is this process, nonadiabatic proton trans-

fer, that is the centerpiece of the kinetic theories for proton transfer developed

during the past 20 years.

D. Dogonadze, Kuznetsov, and Levich (DKL) Model

In 1967, Dogonadze, Kuznetsov, and Levich began the development of a theore-

tical model that would account for the full quantum nature of the transferring pro-

ton [10, 18, 52, 53]. In contrast to the model based on transition state theory

where the quantum properties of the proton are an ad hoc addition to the model,

TABLE 2.1. Tunneling Times as a Function of Distance for a Barrier

Height of 14 kcal/mol

Distance (Å) d ¼ 0:5 d ¼ 0:6 d ¼ 0:7 d ¼ 0:8
Time 5
 10�13 s�1 1
 10�12 s�1 4
 10�12 s�1 1
 10�11 s�1
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the DKL model explicitly recognizes the proton’s quantum nature. Also, the

dynamical role of the solvent is directly incorporated into the model. As with

electron-transfer reactions, the transfer of a proton leads to a change in the charge

distribution in the reacting species. This redistribution of charge will be coupled

to the reorganization of the solvent and thus the solvent becomes a controlling

factor in the dynamics of proton transfer.

Before discussing the various limits of the DKL model for proton-transfer

reactions, the magnitude of the electronic barrier in the proton-transfer coordi-

nate needs to be addressed [10]. If we consider the generic AHþ� � �A system,

at large internuclear separations the electronic barrier will be large

(Scheme 2.6, RA), and the reacting state will contain a number of bound vibra-

tions associated with the transferring proton. The DKL model allows for the tun-

neling, a nonadiabatic process, out of each of the vibrational levels associated

with the transferring proton in the reactant state into the corresponding product

state. As the A � � �A distance is reduced (Scheme 2.6, RB), the number of bound

vibrations will be reduced, and a further reduction in distance (Scheme 2.6, RC),

will result in an electronic barrier that lies below the zero-point vibration of the

transferring proton. In this limit, the transferring proton does not encounter an

electronic barrier and thus moves adiabatically from the reactant into the product

state. Thus, if the zero-point energy of the vibration associated with the transfer-

ring proton lies below the electronic barrier for proton transfer, the reaction falls

in the nonadiabatic regime. Conversely, if the zero-point energy of the vibration

associated with the transferring proton lies above the electronic barrier for proton

transfer, the reaction falls in the adiabatic regime.

The reaction potentials displayed in Scheme 2.6 are those appropriate for the

symmetric transfer of a proton in a vacuum, AHþ� � �A$A � � �HAþ. However,

when the system is placed in a polar solvent, the effect of the polar solvent

upon the stability of the reactant and product state must be taken into account.

The reactant and the proton state will have different solvent structures

(Scheme 2.7). The effect of having different solvent structures associated with

the reactant and product state is to break the symmetry of the potential energy

surface associated with the proton-transfer coordinate.

The effect of the solvent upon the breaking of the symmetry of the potential

energy surface for proton transfer has a profound consequence for the reaction

dynamics for proton transfer. The tunneling of the proton out of the reactant state

RB RCRA

Scheme 2.6
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and into the product is only possible when the energy levels of the reactant state

match those of the product state so that the transition does not violate the energy

conservation principle. Thus, if the solvent does not recognize, the proton cannot

transfer nonadiabatically. Therefore, a fundamental coordinate in proton-transfer

reactions is the reorganization of the solvent structure to bring the reactant state

and the product into resonance so that the proton can be transferred via tunneling.

The effect of the solvent on nonadiabatic proton transfer is depicted in

Scheme 2.8. A similar scheme is appropriate for adiabatic proton transfer except

that when the reactant and product state are brought into resonance, the electronic

barrier will drop below the zero-point energy of the vibration associated with the

transferring proton. Consequently, in both adiabatic and nonadiabatic proton trans-

fer, the solvent reorganization coordinate is fundamental in determining the

dynamics of reaction [10].

The DKL model for nonadiabatic proton transfer at a fixed distance R allows

for the tunneling of the proton out of any of the bound vibrations, n, associated

with the proton-transfer coordinate, into any of the bound vibrations in the pro-

duct state, m [10].

k ¼
X

n

X
m

Pnknm ð3Þ

where

knm ¼ 2pðCnm=2Þ2ðp=h2kBTEsÞ1=2
expð��Gznm=kBTÞ ð4Þ

AH+
A A HA+

Proton Transfer 
  Coordinate

Proton Transfer 
  Coordinate

Scheme 2.7

Solvent Coordinate

Reactant State Product StateProton Tunnel

Scheme 2.8
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and

�Gznm ¼ ð�E þ Es þ�EnmÞ2=4Es ð5Þ

The term knm is the rate constant associated with the proton tunneling out of the

nth vibrational level of the reactant state into the mth vibrational level in the pro-

duct state. The parameter Pn is the Boltzmann population of the nth vibrational

energy level, Cnm is the proton tunneling probability for the transition out of the

nth vibrational level of the reactant state and into in mth vibrational energy level

of the product state. T is temperature, and kB is Boltzmann conastant. The term

�E is the energy difference between the solvent equilibrated reactant state and

the solvent equilibrated product state, and corresponds to the driving force for the

reaction. The difference between the vibrational energy levels in the reactant state

and in the product state is �Enm, where �Enm ¼ ðn� mÞhn and n is the vibra-

tional frequency associated with the transferring proton. Finally, Es reflects the

solvent reorganization energy that is associated with the solvent coordinate.

The overall rate constant for proton transfer will reflect the distribution of the

reacting species of the distance R between species. As R decreases, the potential

energy barrier in the proton-transfer coordinate decreases leading to an increase

in the rate of reaction but at a cost of increasing the energy of the reactant and

product states at short distances. The DKL model thus defines the rate of proton

transfer as [10]

k ¼
ð
fðRÞkðRÞ dR ð6Þ

where kðRÞ is the reaction rate constant from reactant to product at a distance R

given by Eq. (3), and fðRÞ is the distribution function for the molecular species

over the distance R, a term that is a function of temperature.

E. Borgis–Hynes (BH) Model

In 1989, Borgis and Hynes proposed a theory for nonadiabatic proton transfer

that includes all the parameters contained with the DKL model. In addition, they

addressed the important issue of low-frequency vibrations serving as promoting

modes in proton tunneling [11]. For nonadiabatic proton transfer, the distance

dependence of the tunneling coupling, CðQÞ, has the analytical form [13]

CðQÞ ¼ C0 exp½�aðQ� Q0Þ� ð7Þ

where Q0 is the equilibrium distance separating the reactant and product state

proton wells. The decay parameter, a, reflects that rate at which the tunneling
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either increases or decreases with a decrease or increase in distance. For proton

tunneling, the values of a are in the range of 25–35 Å�1 [13]. Thus if a vibration

serves to reduce the equilibrium separation of the two proton wells by the amount

of just 0.1 Å, the rate of proton tunneling will be enhanced by a factor of 20,

assuming a¼ 30 Å�1. For comparison, the decay parameter for the distance

dependence of the electronic coupling associated with electron transfer is of

the order of 1 Å�1, so that a decrease in distance of 0.1 Å�1 will lead to just a

10% increase in the rate of electron transfer. Thus, a fundamental difference in

the theoretical formalisms for nonadiabatic electron and proton transfer is the

importance of a low-frequency promoting mode in the proton-transfer process.

On the basis of a Landau–Zener curve crossing formalism, Borgis and Hynes

derived the nonadiabatic rate constant k, which is similar to that expressed by the

DKL model but where the tunneling term Cnm found in Eq. (4) is significantly

modified due to the influence of the low-frequency promoting mode Q, with a

frequency oQ, on the tunneling rate. The dependence of Cnm on Q is given by [13]

C2
nm ¼ C2

0 expð�a�QeÞ exp½ðEa � EQÞ=hoQ�F½LðEQ;Ea;oQÞ� ð8Þ

The energy Ea is a quantum term associated with the proton reaction coordinate

coupling to the Q vibration, Ea ¼ h2a2=2m and C0 is the tunneling matrix ele-

ment for the transfer from the 0th vibrational level in the reactant state to the

0th vibrational level in the product state. The term �Qe is the shift in the oscil-

lator equilibrium position and F½LðEQ;Ea;oQÞ� is a function of a Laguerre poly-

nomial. For a thorough discussion of Eq. (8), see [13].

Also within the Landau–Zener curve crossing formalism, Borgis and Hynes

examined the limit where coupling between the reactant and product states is suf-

ficiently large so that the electronic barrier in the proton-transfer coordinate is

below the zero-point energy level of the transferring proton that occurs when

the A � � �A internuclear separation is small, leading to the adiabatic limit. The

rate expression for adiabatic proton transfer is given by [13]

kad ¼ ðos=2pÞ expð�b�GzÞ ð9Þ

where os is the solvent frequency and �Gz is the free energy of activation. If the

proton-transfer reaction is adiabatic, that is, it does not occur through proton tun-

neling, then the A factor will be of the order of 1013 s�1 or greater.

F. Lee–Hynes (LH) Model

In 1996, Lee and Hynes [54] further expanded the kinetic theory for nonadiabatic

proton transfer developed by Borgis and Hynes by including contributions to the
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rate constant from the excited vibrations associated with the transferring proton

in both the reactant and the product state. The rate constant for the transfer of the

proton out of the nR vibrational level in the reactant state into the mP vibrational

level in the product state is given by

kðnr ! mpÞ ¼ kmp;nrð0Þðp=2A2Þ1=2
expð�A2

1=2A2Þ ð10Þ

where kmp;nrð0Þ, A1, and A2 are defined as

kmp;nrð0Þ ¼ 2ð2p=hÞ2½Cmp;nrðQÞ�2 expfðEa=hnQÞ2 cothðbhnQ=2Þg
A1 ¼ ð2p=hÞf�E þ Es þ EQ þ Ea þ ½hmPnP � hnRnR�

þ 2�Q=j�QjðEaEQÞ1=2
cothðbhn=2Þg

A2 ¼ 2ð2p=hÞ2kBTfEs þ ðEa þ EQÞðbhnQ=2p cothfbhnQ=2pg
þ�Q=j�QjðEaEQÞ1=2ðbhnQÞg

In the above expression, nR and nP are the frequencies associated with the nth

level of reacting proton in the reactant state and the mth level in the product state,

and nQ is the frequency associated with the low-frequency mode developed in

the BH model. The term �Q reflects the change in equilibrium distance between

the reactant and product states and Cmp;nrðQÞ is the tunneling matrix element

from the nth level in the reactant state to the mth level in the product state. An

explicit evaluation of the tunneling matrix element Cmp;nrðQÞ is obtained within

the WKB semiclassical framework and is given by

Cmp;nrðQÞ ¼ ðh=4p2ÞðoRoPÞ1=2
expf�2p2=hoz½Vz � 1=2ðVnr þ VmpÞ�g ð11Þ

where oz is the frequency associated with the inverted parabola of the transition

state for the proton-transfer coordinate, Vz is the energy of the transition state,

and Vnr and Vmp are the energies of the reactant and the product states, which

depend on the level of vibrational excitation in the two states.

The key differences in the BH and the LH models are that in the BH model the

tunneling term C0 is independent of the driving force, �E, while in the LH

model, the tunneling term is dependent on the driving force as expressed in

Eq. (11). Also, the LH model allows for excitation of the vibrational mode asso-

ciated with the proton-transfer coordinate in both the reactant and product state;

this is not taken into account in the BH model.

G. Comparison of Semiclassical and Quantum Models

At present, there are two contrasting theories serving to describe the dynamics of

proton transfer when an electronic barrier exists in the transfer coordinate. The
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reaction path for the semiclassical model envisions thermal activation of

the vibration associated with the transfer coordinate that brings the system to the

region of the transition state where the proton–deuteron may then tunnel into the

product state. The quantum model is based on the assumption that the fluctuation

in the solvent structure brings the reactant and product state into resonance sub-

sequent to which the proton–deuteron tunnels into the product state. From an

experimental perspective, the question that arises is how to distinguish between

these two models.

Two parameters that are accessible to the experimentalist have been the effect

of the interchange of a deuteron for a proton upon the dynamics of transfer and

the effect of temperature variation upon the kinetics of proton–deuteron transfer

[49]. As previously mentioned, the semiclassical model has been employed in the

rationalization of kinetic deuteron isotope effects that exceed the factor of 7.0, the

maximum predicted by the classical model [5]. However, the full quantum model

also allows for the wide range in the kinetic deuteron isotope effect, the range of

which overlaps that predicted by the semiclassical model [53]. Thus, the kinetic

deuteron isotope effect in and of itself cannot be used to distinguish between the

two models.

Variation in temperature has also be employed extensively in the analysis of

the dynamics of proton–deuteron transfer. One of the interesting predictions of

the semiclassical model is that there is a high-temperature regime where the

kinetics of proton transfer is thermally activated and a low-temperature regime

where the kinetics for proton transfer is independent of temperature. The

Arrhenius behavior in the high-temperature regime is attributed to the thermal

activation of the vibration associated with the proton-transfer reaction coordinate

while the low-temperature regime reflects proton tunneling, a process that is inde-

pendent of temperature. Indeed, there have been numerous studies showing both

types of kinetic behavior, and it is this observation that has been put forth as vali-

dation of the semiclassical model [49]. However, the quantum models also make

such a prediction as to the temperature dependence for the kinetic behavior of

proton transfer, an example of which is shown for the BH model in Figure 2.2.

In the quantum model, the thermally activated component is associated with sol-

vent and vibrational reorganization of the system while the low-temperature com-

ponent reflects the quantum nature of the proton and the solvent modes.

Consequently, the temperature dependence of the dynamics of proton–deuteron

transfer cannot unambiguously serve to distinguish the two kinetic models.

There is one experimental parameter that does serve to distinguish between

the semiclassical model and the quantum model for nonadiabatic proton transfer.

In the semiclassical model, if one assumes that the magnitude of the electronic

barrier directly correlates with the thermodynamic driving force, a statement of

the Hammond postulate, then as the driving force increases the rate of reaction

increases, eventually reaching a maximum rate. The quantum model has a
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different prediction for nonadiabatic proton transfer. Given the quadratic nature

of the free energy of activation for nonadiabatic proton transfer, Eq. (5), the rate

constant for proton transfer will initially increase with an increase in driving

force, reaching a maximum value, but then decreases with a further increase in

driving force. Thus the kinetics for nonadiabatic proton transfer should manifest a

normal region and an inverted region for proton transfer over a wide range in

driving force [20]. Within the context of the BH model, graphs of the free-energy

dependence for the rate of proton transfer are shown in Figure 2.3. The calculated

rate constants have been normalized by the value of the tunneling matrix element,

k=C2
0. The two graphs differ only in the value of the solvent reorganization

energy, Es. With increasing solvent reorganization energy, the maximum rate

Figure 2.2. Temperature dependence of the rate of proton transfer kpt as a function of

temperature for the BH model for proton transfer with Ea ¼ 1:0 kcal/mol,

EQ ¼ 1:0 kcal/mol, Es ¼ 7:0 kcal/mol, �Q ¼ 0:1 Å, and oQ ¼ 200 cm�1. The parameter

k/C2
0 adjusted for a maximum rate of 2:1
 109 s�1. Temperature range 25–415 K.
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constant for a given solvent reorganization energy shifts to a larger negative free

energy change and the maximum amplitude is reduced in magnitude, which is

attributed to the E
�1=2
s in Eq. (4). Thus, the BH model predicts an inverted region

for proton transfer; similar behavior is found for the LH model. The basis of this

kinetic behavior is directly analogous to that observed in nonadiabatic electron

transfer. If an inverted region is observed for the dynamics of proton transfer

and if the maximum rate of proton transfer is found to be a function of the solvent

reorganization energy, Es, this would strongly support the full quantum model for

nonadiabatic proton transfer.

On a cautionary note, if there is strong electronic coupling between the reac-

tant and product states that serves to reduce the electronic barrier in the proton-

transfer coordinate below the zero-point energy of the transferring vibration, then

Figure 2.3. The enthalpy dependence (��E, kcal/mol) as a function of the solvent

reorganization energy for the rate of proton transfer when Ea ¼ 1:0 kcal/mol, EQ ¼
1:0 kcal/mol, �Q ¼ 0:1 Å and oQ ¼ 200 cm�1. Rates are normalized to the maximum

rate constant for proton transfer. Larger graph: Es ¼ 2:0 kcal/mol. Smaller graph: Es ¼
7:0 kca/mol.
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the quantum model would fall into the adiabatic regime whose rate equation

has the analytical form given by Eq. (9). In the adiabatic regime, the rate of pro-

ton transfer is predicted to increase with an increase in thermodynamic driving

force, eventually reaching a maximum rate that is controlled by solvent

dynamics. An inverted region is not anticipated for adiabatic proton transfer

[13]. Therefore, the semiclassical model and the quantum adiabatic model

have similar predictions for the functional form of the dependence of the rate

of proton transfer with driving force. Thus this kinetic behavior cannot be used

to distinguish between the two models. Only the existence of an inverted region

serves to support the nonadiabatic proton-transfer model.

IV. BENZOPHENONE–N,N-DIMETHYLANILINE
PROTON TRANSFER

A. Energetics

In the ensuing discussion, the energy dependence of the rate constants for proton

transfer within a variety of substituted benzophenone–N;N-dimethylaniline con-

tact radical ion pairs is examined; only the data for the nitrile solvents are dis-

cussed. This functional relationship is examined within the context of theories

for non-adiabatic proton transfer. Finally, these results are viewed from the pers-

pective of other proton-transfer studies that examine the energy dependence of

the rate constants.

The enthalpy changes associated with proton transfer in the various 4,40-sub-

stituted benzophenone contact radical ion pairs as a function of solvent have been

estimated by employing a variety of thermochemical data [20]. The effect of sub-

stituents upon the stability of the radical IP were derived from the study of Arnold

and co-workers [55] of the reduction potentials for a variety of 4,40-substituted

benzophenones. The effect of substituents upon the stability of the ketyl radical

were estimated from the kinetic data obtained by Creary for the thermal

rearrangement of 2-aryl-3,3-dimethylmethylenecyclopropanes, where the mec-

hanism for the isomerization assumes a biradical intermediate [56]. The solvent

dependence for the energetics of proton transfer were based upon the studies of

Gould et al. [38]. The details of the analysis can be found in the original literature

[20] and only the results are herein given in Table 2.2.

B. Kinetics

The rate constants for proton transfer as a function of substituent and solvent are

given in Table 2.3 [43]. All experiments involved the 355-nm irradiation of var-

ious benzophenones in the presence of 0.4 M N;N-dimethylaniline.
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C. Application of the BH Model to the Kinetics of Proton Transfer

In applying the BH model to the analysis of the observed correlation between rate

constants and driving force, given the great number of parameters contained

within the model, it is not possible to obtain a unique fit between the model

and the experimental data [43]. Since the value of the tunneling matrix element

C0 and the magnitude of the change in the displacement in the promoting mode

Q;�Qe, are unknown, only a reduced rate for proton transfer k=C2
0 expð�aQeÞ is

determined. Furthermore, the frequency of the promoting mode Q is assumed to

be 200 cm�1 and the value of the Ea and EQ terms are estimated to be 1 kcal/mol

based upon the work of Borgis and Hynes [13]. Thus, the only parameter that is

varied in modeling the kinetic data for proton transfer in butanenitrile is the sol-

vent reorganization energy, whose optimum value is found to be Es ¼ 1:5 kcal=
mol. The correlation between experimental data and the BH model is shown in

TABLE 2.2. Solvent Dependence of the Substituent Effects upon Enthalpy

Change for Proton Transfer a

4 40 CH3CN C2H5CN C3H7CN C4H9CN

CH3O CH3O �7:4 �8:0 �8:2 �8:4
CH3 CH3 �5:0 �5:5 �5:7 �5:9
CH3O H �5:0 �5:5 �5:7 �5:9
CH3 H �3:7 �4:2 �4:4 �4:6
H H �2:7 �3:2 �3:4 �3:6
F H �2:1 �2:6 �2:8 �3:0
Cl H �0:9 �1:4 �1:6 �1:8

aAll values are in kilocalories per mole (kcal/mol). Acetonitrile ¼ CH3CN, propanenitrile ¼
C2H5CN, butanenitrile ¼ C3H7CN, pentanenitrile ¼ C4H9CN.

TABLE 2.3. Solvent Dependence of the Substituent Effects upon Rate

Constants for Proton Transfer a

4 40 CH3CN C2H5CN C3H7CN C4H9CN

CH3O CH3O 3:9
 109 4:3
 109 3:2
 109 2:7
 109

CH3 CH3 2.9 4.1 4.3 3.8

CH3O H 2.9 4.0 4.0 3.6

CH3 H 2.3 3.8 4.3 4.2

H H 1.3 2.9 3.9 4.2

F H 1.0 2.6 3.9 4.1

Cl H 0.7 1.8 2.9 3.1

aAll values are in reciprocal seconds (s�1). Acetonitrile ¼ CH3CN, propanenitrile ¼ C2H5CN,

butanenitrile ¼ C3H7CN, pentanenitrile ¼ C4H9CN, benzene ¼ C6H6.
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Figure 2.4, where the experimental rate constants have been normalized to the

maximum rate of proton transfer and the maximum rate constant obtained

from the BH model is scaled to the maximum experimental rate constant.

As evidenced by the correlation of the BH model with the experimental data,

Figure 2.4, the model is only in qualitative accord with the experiment. Clearly,

the BH model cannot account for the breadth in the correlation of the rate con-

stants for porton transfer with driving force. The origin of the discrepancy may lie

in the single-mode nature of the BH model, which allows only for vibrational

excitation in the low-frequency promoting mode. Excitation in the reactant and

product modes of the vibration associated with the transferring proton is not taken

into account in the BH model. Therefore, the discrepancy between experiment

Figure 2.4. The normalized rate constants for proton transfer as a function of the

negative enthalpy change (��E kcal/mol) for the solvent butanenitrile. Experimental

data ¼ squares. The BH model ¼ solid curve with Es ¼ 1:5 kcal/mol, Ea ¼ 1:0 kcal/mol,

oQ ¼ 200 cm�1, and T ¼ 298 K.
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and the BH model may point to the importance of vibrational excitation in the

proton-transfer mode.

D. Application of the LH Model to Kinetics of Proton Transfer

In applying the LH model to the above set of kinetic data, the vibrational frequen-

cies associated with the transferring proton in the reactant and product states must

be specified to determine Cmp;nrðQÞ in Eq. (11). The C��H stretching frequency in

the reactant state is set to 2700 cm�1 and the O��H stretching frequency in the

product state is set to 3100 cm�1. The numbers were derived from AM1 calcula-

tions. The transition state frequency oz is set to 2500 cm�1 based on the work of

Figure 2.5. The rate constants for proton transfer as a function of the negative

enthalpy change for the solvent pentanenitrile. Experimental data ¼ squares; LH model ¼
solid curve with Es ¼ 7:0 kcal/mol, Vz ¼ 17:5 kcal/mol, oQ ¼ 200 cm�1, oR ¼
2700 cm�1, oR ¼ 3100 cm�1, oz ¼ 2500 cm�1, Ea ¼ 1:0, and EQ ¼ 0:0 kcal/mol.
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Lee and Hynes [54]. The only parameter contained within the expression for the

tunneling matrix element Cmp;nrðQÞ, which serves as a fitting parameter, is the

barrier height, Vz. In addition, since the magnitude of the change in �Qe is

unknown, both �Qe and its associated energy EQ are set to zero while the value

of Ea is set to 1 kcal/mol. Consequently, only two parameters remain to be spe-

cified, the solvent reorganization energy, Es, and the value of the low-frequency

promoting mode, Q.

In the fitting of the kinetic data for the solvent pentanenitrile, it was assumed

that the low-frequency promoting mode Q has a value of 200 cm�1 for oQ, which

is associated with the modulation of the intermolecular distance within the con-

tact radical IP, thus leaving only two fitting parameters, the barrier height, Vz, and

the solvent reorganization energy. The optimum values for the two fitting para-

meters are Vz ¼ 17:5 kcal=mol and Es ¼ 7:0 kcal=mol (Fig. 2.5). It is evident

that the LH model yields a far superior fit to the kinetic data relative to the BH

model.

Figure 2.6. The individual transitions within the LH model of nð0Þ ! mð0Þ and

nð0Þ ! mð1Þ for the parameters specified in Figure 2.5.
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The role of excited vibrations in determining the overall reaction rate can be

assessed by examining the contributions of the individual nð0Þ ! mð0Þ and the

nð0Þ ! mð1Þ transitions to the overall rate constants as a function of driving

force, the results of which are shown in Figure 2.6. At a large driving force,

> �7:0 kcal/mol, formation of the product state with one quantum of vibration

in the O��H stretching mode begins to make a significant contribution to the over-

all rate constant. It is the participation of vibrationally excited product modes that

gives rise to the breadth in the correlation of the rate constant for proton transfer

with driving force that could not be accommodated within the BH model.

The fit of the LH model to the remaining kinetic data for the nitrile solvents

employed only two fitting parameters, the low-frequency promoting mode, oQ,

and the solvent reorganization energy, Es. A factor determining the magnitude of

Figure 2.7. The rate constants for proton transfer as a function of the negative

enthalpy change for the three nitrile solvents as a function of Es and oQ with the

remaining parameters held constant as specified in Figure 2.5. Butanenitrile ¼ squares

with Es ¼ 8:0 kcal/mol and oQ ¼ 195 cm�1. Propanenitrile ¼ triangles with Es ¼
12:0 kcal/mol and oQ ¼ 179 cm�1. Acetonitrile ¼ circles with Es ¼ 17:0 kcal/mol and

oQ ¼ 164 cm�1.
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the low-frequency promoting mode is the dielectric constant of the medium, as the

interaction within the contact radical IP is Coulombic in nature. Therefore, as

the solvent polarity increases it is anticipated that value of oQ will decrease.

Also, the solvent reorganization energy should correlate with the solvent polarity

so that the value of Es should increase with increasing polarity. During the fitting

of the parameters, the magnitude of the electronic barrier height, Vz, is assumed

to remain constant throughout the series of nitrile solvents.

With Vz set to 17.5 kcal/mol, the fit of the LH model to the remaining three

solvent systems is shown in Figure 2.7. The derived values are as follows:

butanenitrile (Es ¼ 8:0 kcal/mol and oQ ¼ 195 cm�1), propanenitrile (Es ¼
12.0 kcal/mol and oQ ¼ 179 cm�1) and acetonitrile (Es ¼ 17:0 kcal/mol and

oQ ¼ 164 cm�1). Clearly, the LH model gives an excellent account of the solvent

dependence of the rate of proton transfer as a function of enthalpy change for

proton transfer. Consistent with expectation [57, 58], the derived values for the

solvent reorganization energy fitting parameters for the four nitrile solvents

indeed correlate with the solvent polarity ET (30) (Fig. 2.8).

Figure 2.8. The solvent reorganization energies Es for proton transfer as a function

of ET ð30Þ for the nitrile solvents.

BENZOPHENONE–N, N-DIMETHYLANILINE PROTON TRANSFER 77



In summary, although the BH model predicts an inverted region for the

kinetics of proton in the nonadiabatic regime, the BH model is only in qualitative

accord with the data derived from the proton transfer within the benzophenone–

N;N-dimethylaniline contact radical ion pairs. The failure of the model lies in its

1D nature as it does not take into account the degrees of freedom for the vibra-

tions associated with the proton-transfer mode. By incorporating these vibrations

into the BH model, the LH model provides an excellent account of the para-

meters serving to control the kinetics of nonadiabatic proton transfer. A more

rigorous test for the LH model will come when the kinetic deuterium isotope

effects for benzophenone–N;N-dimethylaniline contact radical ions are exam-

ined as well as the temperature dependence of these processes are measured.

V. COMPARISON WITH OTHER MOLECULAR SYSTEMS

In recent years, there have been numerous studies examining the dynamics of

proton transfer within the context of recently developed theoretical models.

Reactions in the gas phase, in the solution phase, and in matrices have been exam-

ined [59–72]. Few of these studies, however, have addressed the issue of how the

rate of proton transfer correlates with the thermodynamic driving force, which is

an important correlation for discerning the validity of the various theoretical

models. However, there have been two series of investigations by Kelley and

co-workers [70, 71], and by Pines et al. [65, 66] that have sought to elucidate

the role of solvent dynamics on the rate of proton transfer.

Kelley and co-workers [70, 71] measured the dynamics of the excited-state

intramolecular proton transfer in 3-hydroxyflavone and a series of its derivatives

as a function of solvent (Scheme 2.9). The energy changes associated with the

processes examined are of the order of 3 kcal/mol or less. The model they

employed in the analysis of the reaction dynamics was based upon a tunneling

reaction path. Interestingly, they find little or no deuterium kinetic isotope effect,

which would appear to be inconsistent with tunneling theories. For 3-hydroxy-

flavone, they suggest the lack of an isotope effect is due to a very large

O

O
O

H

O

O
O

H

Scheme 2.9
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reactant–product electronic coupling, presumably leading to an adiabatic reac-

tion, Eq. (9). A small deuterium kinetic isotope effect was observed in the

excited-state intramolecular proton-transfer reactions of 40-N;N-dimethyla-

mino-3-hydroxyflavone and 40-N;N-diethylamino-3-hydroxyflavone, which

was attributed to a concomitant phenyl or amine torsion with the proton transfer.

There is no clear evidence for nonadiabatic proton transfer in these systems.

Pines et al. [65, 66] examined the energy dependence for the intrinsic rate of

proton transfer for several napthol photoacids–carboxylic base pairs in water. The

free energy change for this series of reactions spanned > 14 kcal/mol. The max-

imum rate of proton transfer approaches a value of 2
 1011 s�1, which is the

magnitude of the slow component of the water reorientation time. No inverted

region for proton transfer is observed. This kinetic behavior is in accord with

the adiabatic model for proton transfer, Eq. (9), where the dynamics of the solvent

become rate limiting. This finding would suggest that in this bimolecular transfer

system, the electronic coupling between the reactants and products is large, thus

reducing the electronic barrier in the proton-transfer coordinate below the

zero-point energy of the vibration associated with the proton-transfer mode

(Scheme 2.6, RC) [13].

An interesting question then arises as to why the dynamics of proton transfer

for the benzophenone–N;N-dimethylaniline contact radical IP falls within the

nonadiabatic regime while that for the napthol photoacids–carboxylic base pairs

in water falls in the adiabatic regime given that both systems are intermolecular.

For the benzophenone–N;N-dimethylaniline contact radical IP, the presumed

structure of the complex is that of a p-stacked system that constrains the distance

between the two heavy atoms involved in the proton transfer, C and O, to a

distance of �3.3 Å (Scheme 2.10) [20]. Conversely, for the napthol photoa-

cids–carboxylic base pairs no such constraints are imposed so that there can be

close approach of the two heavy atoms. The distance associated with the cross-

over between nonadiabatic and adiabatic proton transfer has yet to be clearly

defined and will be system specific. However, from model calculations, distances

in excess of 2.5 Å appear to lead to the realm of nonadiabatic proton transfer.

Thus, a factor determining whether a bimolecular proton-transfer process falls

within the adiabatic or nonadiabatic regimes lies in the rate expression Eq. (6)

where f(R), the distribution function for molecular species with distance, and

k(R), the rate constant as a function of distance, determine the mode of transfer.

C

N

O

H3C

H3C

C

N

HO

H2C

H3C

Scheme 2.10
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VI. SUMMARY

In recent years, there have been many significant advances in our models for the

dynamics for proton transfer. However, only a limited number of experimental

studies have served to probe the validity of these models for bimolecular systems.

The proton-transfer process within the benzophenone–N;N-dimethylaniline con-

tact radical IP appears to be the first molecular system that clearly illustrates non-

adiabatic proton transfer at ambient temperatures in the condensed phase. The

studies of Pines and Fleming on napthol photoacids–carboxylic base pairs appear

to provide evidence for adiabatic proton transfer. Clearly, from an experimental

perspective, the examination of the predictions of the various theoretical models

is still in the very early stages of development.
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I. INTRODUCTION: MOLECULAR MATERIALS
FOR OPTOELECTRONICS

In modern microelectronics and optoelectronics, there are signs that the way is

paved for the application of new organic materials evolving from the art of mole-

cular design and synthetic chemistry. The possibility of introducing various func-

tionalities into molecules—which is the strong point of organic synthesis—offers

a broader range of optical and electrical properties than for traditional semicon-

ductors. Especially important—and this will be the key of this chapter—is the

combination of different properties to multifunctional materials. Thus, we are

talking about the photophysical and photochemical properties of molecular mate-

rials, but always in connection with their electrochemical and thermal features,

since only the appropriate combination of these properties leads to advanced

organic semiconductor devices for real-life applications.

The industrial interest in this area is driven for two reasons: The first one is the

steady miniaturization of semiconductor devices down to sizes for which the bulk

properties of inorganic semiconductors reach their limit and molecular

approaches become important. The second is the need for materials for the

increasing low-cost consumer market that is dominated by identifier tags, plastic

chip cards, and displays for cellular phones that are all driven by small electronic

or optoelectronic circuits. The materials for these applications should be cheap,

easy to make, and, last but not least, be environment-friendly, combustible, or

better yet biodegradable.

One prominent example of the application of organic materials in opto-

electronics is currently making its way from academic research to industrial

development: The organic light emitting diode (OLED). It has the potential of

following in the success of organic photoconductors in xerography and the

introduction of liquid-crystal displays as the third largest scale application of

organic optoelectronic materials. The state-of-the-art OLED does not have a sim-

ple structure. It consists of a multilayer system made of different functional thin

films. Materials optimized for their use as electrodes, charge injection, charge

transport, charge barrier, and light emission are employed, which lead to up to

seven or more layers. Typically, the layers are prepared by vacuum vapor deposi-

tion. A rough scheme of a device preparation line is depicted in Figure 3.1. Fol-

lowing the pretreatment of the substrate, the organic materials and metal

electrodes are deposited sequentially in different chambers at high vacuum of

�10�7 mbar. Usually, effusion cells or molybdenum or tantalum crucibles

that are temperature controlled by resistance heating are used. Details of the

device structure and the working principle of an OLED will be described in a later

chapter.
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It is quite obvious that for multilayer structures, low molecular mass materials

are in principle more suitable than polymers. Historically, in the development of

organic electroluminescence, low molecular mass materials and polymers form

the two opposing (but also sometimes converging) approaches toward optoelec-

tronic organic materials. Thin films of polymers are normally processed by spin-

coating from solution, thus the problem occurs that orthogonal solvents are

needed in order to avoid resolving underlying layers while coating the next

ones. There are some strategies, however, to circumvent this problem, for exam-

ple, by applying soluble precursors that are converted into the final insoluble form

by posttreatment of the coated film [e.g., the precursor route to poly(phenylene-

vinylene)[1]], or the use of photosensitized cross-linkers such as oxetane groups

[2]. But they introduce other difficulties since solvent molecules and residues that

have been split off have to be removed, and unreacted sites may act as charge

traps or photon quenchers. Thus, the cleanest way to produce impurity-free films

is without doubt the direct evaporation of highly purified low molecular mate-

rials. The lack of dependence on molecular weight distributions allows a good

separation from byproducts by sublimation or chromatographical methods, as

well as reliable physical characterization of the materials. The only crucial issue

is their ability to form morphologically stable films, but if this is ensured, low

molecular functional materials comprise a large box of building blocks that we

may combine to a manifold of organic optoelectronic devices.

Morphological stability means that all materials, regardless of their chromo-

phores and whether they are used because of their photophysical, photochemical,

or redox properties, should be able to form stable glasses (or alternatively single

Figure 3.1. Multichamber deposition system for organic light emitting diodes (S:

sample, RF: O2 plasma generator, P: vacuum pump, Sh: shutter, Q: quartz microbalance,

C: crucibles, M: mask for electrode patterning, T: tungsten wires for metal deposition).

86 FUNCTIONAL MOLECULAR GLASSES: BUILDING BLOCKS FOR OPTOELECTRONICS



crystals, but this will be beyond the scope of this chapter). Thus, we organize this

chapter as follows: In Section II, the concept of a molecular glass is presented as a

prerequisite and common feature of all photo- and electrofunctional materials

treated in this chapter. In Section III, we discuss the general molecular design

rules with which chromophores may be fused together in order to yield amor-

phous glasses rather than crystalline materials. In the following sections, we pre-

sent all the different kinds of building blocks to which these concepts have been

applied: We will find chromophores that are luminescent, electroactive, photo-

reactive, and many others in our box.

II. WHAT IS A LOW-MOLECULAR GLASS?

The main morphological advantage of glasses is the absence of grain boundaries

in the materials. For the performance of optoelectronic films, it is absolutely

necessary that grain boundaries are avoided since they deteriorate the electrical

as well as the optical properties due to scattering. Morphologically homogenous

films that are not subjected to this problem may consist of single crystals, liquid

crystalline monodomains, or amorphous materials. The physical condition that

stabilizes the amorphous state of a material against the formation of polycrystal-

lites is the presence of a glass-transition. Below the glass-transition temperature

Tg, the molecular motions are frozen, thus preventing ordering into the thermo-

dynamically more stable crystalline form. For the purpose of this chapter, we will

not make any distinction between glasses in the true sense of the word, that is,

obtained from supercooling a liquid and amorphous films obtained by other

methods such as vacuum evaporation, since for almost all materials a glass tran-

sition can be measured by calorimetric methods. Not all glasses are isotropic:

Liquid crystalline phases are also able to undergo glass transitions, however,

they will not be covered here in detail. But one has to keep in mind that even

in vapor-deposited or spin-coated films, the preparation process may lead to ani-

sotropic states.

The glass transition as a kinetic process is in principle a function of the time-

scale of the experiment, therefore some conventions have to be made for the defi-

nition of Tg. Usually, it is defined as the temperature for which the viscosity Z
of a supercooled liquid is equal to 1012 Pa s. The decrease in viscosity upon cool-

ing is accompanied by a discontinuity in the second-order thermodynamic vari-

ables such as the heat capacity Cp, the thermal expansion coefficient a, and the

compressibility k. Thus, a frequently used method of determining Tg is by mea-

suring the temperature dependence of Cp by differential scanning calorimetry

(DSC) at heating rates of �10 K/min. The glass transition is then indicated by

a step in CpðTÞ. Figure 3.2 shows results of typical calorimetric experiments.
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Figure 3.2. Differential calorimetric curves for the molecular glasses (a) Spiro-

sexiphenyl (second heating curve) and (b) Spiro-PBD (first and second heating curve).

The glass transition is indicated by a characteristic step, the melting point by an

endothermic peak. In (a) recrystallization occurs above Tg, which can be seen by an

exothermic peak. The material in (b) forms a stable amorphous glass without

recrystallization. The melting point from the first heating curve of a crystalline sample

(dotted line) disappears in the second heating cycle (solid line). Only the glass transition

is visible.
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Usually, the materials are crystalline or semicrystalline after the purification pro-

cedure, thus a melting peak occurs in the first heating curve. Upon cooling, the

material is vitrified, which is indicated by a step in Cp. In the second heating

curve, after the endothermal step at Tg, it can be seen whether the material has

a low or high tendency toward crystallization. In the latter case, exothermal

recrystallization and subsequent melting can be detected (Fig. 3.2a). If the glass

is kinetically stable, no recrystallization occurs, and only the step at Tg is visible

(Fig. 3.2b).

For ultrathin films, it should also be mentioned that Tg is strongly subjected to

interface effects, thus it may be higher or lower than in the bulk material [3]. This

finding can be attributed to the interplay between surface and geometric confine-

ment effects. Due to attractive interactions at interfaces, the molecular dynamics

may be slowed down, resulting in an increase of Tg, whereas the confinement to a

small layer may lead to an increase in the ‘‘free volume,’’ resulting in a decrease

of Tg [4].

It would be an advantage to have a detailed understanding of the glass transi-

tion in order to get an idea of the structural and dynamic features that are impor-

tant for photophysical deactivation pathways or solid-state photochemical

reactions in molecular glasses. Unfortunately, the formation of a glass is one

of the least understood problems in solid-state science. At least three different

theories have been developed for a description of the glass transition that we

can sketch only briefly in this context: the free volume theory, a thermodynamic

approach, and the mode coupling theory.

The free volume theory [5] is based on the assumption that a fixed molecular

volume as well as a ‘‘free volume’’ can be assigned to every molecule. Motion of

molecules is possible at sufficiently high free volumes in the surrounding. With a

linear thermal expansion behavior of the free volume, the empirical temperature

dependence of viscosity (see below) can be derived. Indeed, a large fraction of the

glassy solid can be considered as empty and capable of incorporating gas and sol-

vent molecules. As a good test for the local free volume, isomerizable molecules

like azo dyes have been incorporated into molecular glasses by Moriwaki et al.

[6]. The authors investigated the thermal cis–trans back-isomerization of

4-dimethylaminoazobenzene in the molecular glass m-MTDATA (23) with

respect to polystyrene as a host matrix and concluded that the free volume in

m-MTDATA is smaller than in polystyrene.

The thermodynamic theories [7,8] deny the pure kinetic nature of the glass

transition and link it directly to thermodynamic quantities like the configurational

entropy of the material. Some recent results suggest a correlation between kinetic

quantities and thermodynamic parameters [9]. Also recently, this theory was suc-

cessfully merged with a potential landscape approach [10]. The thermodynamic

approach is interesting since it reflects the different configurations that are

allowed not only for the whole ensemble but also for the internal conformations
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of one molecule. Almost all molecules that are treated in this chapter can be

considered as rigid blocks with only a few links allowing rotational motion.

For example, the rotational potential via a biphenyl bond exhibits four minima

corresponding to phenyl–phenyl torsions of �30� with energy barriers of

5–10 kJ/mol. For large substituents and highly branched structures, entanglement

features also become important.

The mode coupling theory [11] has emerged from the hydrodynamics of

liquids. This theory is able to explain the splitting of molecular mobility into

relaxation modes that are frozen at the glass transition and molecular motion

that is still possible below Tg.

It is useful to compare the glass-forming behavior of small molecules with

other glass formers like polymers or inorganic glasses, which can be done by

plotting the logarithmic viscosity (log Z) against the inverse temperature (Angell

plot, Fig. 3.3) Based on this plot, the glass-forming materials can be divided into

strong glass formers that exhibit an Arrhenius-like linear behavior and fragile

glass formers with a steeper change of viscosity while approaching Tg. In the lat-

ter case, a Vogel–Fulcher–Tammann relation

Z=Z0 ¼ exp½DT0=ðT � T0Þ�

or slightly different power laws have been found to be applicable for the viscosity

(Z) in the temperature (T) range above Tg.

Generally, molecular glasses belong to the most fragile glasses, but details on

the vitrification have been investigated for only a few model compounds. The

most prominent examples are o-terphenyl (OTP) with a Tg of �29�C [12], and

the isomeric 1,3,5-trinaphtylbenzenes (TNB) [13, 14] with Tg ¼ 81�C for

1,3,5-tri-a-napthylbenzene [15]. The introduction of interactions like hydrogen

bonds moves the materials to the less fragile regime. In this case, Tg is enhanced,

as Naito [16] demonstrated with nonpolymeric, polyhydrogen-bonded molecules

that exhibit Tg values at �200�C.

A unified understanding of the viscosity behavior is lacking at present and sub-

ject of detailed discussions [17, 18]. The same statement holds for the diffusion

that is important in our context, since the diffusion of oxygen into the molecular

films is harmful for many photophysical and photochemical processes. However,

it has been shown that in the viscous regime, the typical Stokes–Einstein relation

between diffusion constant and viscosity is not valid and has to be replaced by an

expression like

D / Z�x

with a temperature-independent coupling parameter x. Unfortunately, because of

the long timescale of diffusion in the vitreous state, data regarding the diffusion
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of tracer molecules below Tg are rare. Around Tg, the diffusion coefficient of a

dye, 2,20-bis(4,40-dimethylthiolan-3-one) in OTP and TNB was measured by

forced Rayleigh scattering to be in the order of magnitude of �10�15 cm2/s [19].

The importance of the glass transition for device performance that justifies our

brief digression into the theory of glasses can be seen clearly in some experiments

on the thermal stability of devices. All devices made of the materials presented

here are operated in the glassy state. It is therefore necessary that Tg lies well

above room temperature. The dynamic nature of the glass transition means that

even below Tg motion is possible. Diffusion and crystallization occur, but on a

longer timescale. Even at 40 K below Tg, substantial relaxation processes can

be found. Some measurements have been made on pharmaceutical products

based on molecular glasses for which it is interesting to note that similar require-

ments have to be fulfilled as for optoelectronic materials. For a range of molecu-

lar glasses including indomethacin [20], various benzodiazepines [21] and

paracetamol [22], relaxation processes have been determined below Tg. The

Figure 3.3. Angell plot for the classification of glass formers. The logarithmic

viscosity is plotted against the inverse temperature. Above the glass transition, strong

glass formers such as inorganic glasses show a Arrhenius behavior, while low molecular

glasses obey a Vogel–Fulcher–Tammann law (fragile glasses). In this plot, polymers and

hydrogen-bonded networks can be found between the two extremes.
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authors concluded that storing temperatures of Tg � 50 K are necessary in order

to achieve the required shelf life. For a fulvene with Tg ¼ 84�C Alig et al. [23]

observed simultaneous ageing and crystallization at Tg � 40 K. The best evidence

for recrystallization can be seen with the classical hole transport material N,N 0-
diphenyl-N,N 0-bis(3-methylphenyl)-(1; 10-biphenyl)-4; 40-diamine (TPD, 6). The

Tg is �60�C, but for a vacuum evaporated film, crystallization was observed after

a few hours at 25�C [24, 25]. The breakdown of the performance of a light emit-

ting diode when one of its components reaches Tg is demonstrated in Figure 3.4

(after [26]). TPD with Tg ¼ 63�C (6, triangles) was replaced by a spiro-linked
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Figure 3.4. Breakdown of device performance at Tg: The luminance for a constant

current density of 25 mA/cm2 is plotted for two light emitting diodes that were made with

hole transport materials of different Tg. Triangles: 75-nm TPD/65 nm Alq3; Circles:

75-nm Spiro-TAD/65 nm Alq3. The dotted lines mark the respective Tg values: TPD

63�C, Spiro-TAD 133�C. At these temperatures, the materials become soft, which results

in a steep decrease in the efficiency.
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compound (Spiro-TAD, 36a, circles) with similar electronic properties but higher

Tg (133�C, solid line). It can clearly be seen that the device performance

decreases substantially when the temperature reaches Tg in each case.

III. STRUCTURAL CONCEPTS FOR
MOLECULAR GLASSES

According to Naito and Miura [27] who examined the relations between thermal

properties and thermodynamic parameters, morphologically stable molecular

glasses require a high Tg, a low maximum crystal-growth velocity, and a high

temperature of maximum crystal growth. They derived a molecular design rule

for suitable dyes that are predicted to be large, symmetric, rigid, and dense. Simi-

lar concepts have been developed by Wirth [28].

In this section, we present the most important molecular families that have

been designed by various groups in order to fulfill these requirements. We will

group the materials in different classes by symmetry according to their molecular

core. A variety of functional dyes have been linked to each of the cores, the prop-

erties and applications of which will be discussed in Section IV.

A. Class I: Chelate Complexes

An important class of molecular glasses is based on metal–chelate complexes

(Fig. 3.5). One of the most widely used materials because of its excellent lumi-

nescent, electron transporting, and film-forming properties is tris(8-quinolinolato)

aluminium, commonly referred to as Alq3 (1). The compound Alq3 is one of the

typical examples for amorphous films that can be prepared by vacuum vapor

deposition. The glass transition temperatures reported by several authors are

170 [29], 172 [30], 175�C [27]. Remember that two geometric isomers can be

formulated for Alq3, the meridianal (mer) and the facial ( fac) form [31, 32],

which may even be interconverted to each other at high temperatures. The pre-

sence of both forms in amorphous films stabilizes the glassy state and prevents

crystallization. Approaches toward a further entropic stabilization of the glass

involve the substitution of the chelate ligands [33] as well as the preparation of

blends [34]. The use of the 4-methyl-8-quinolinolato ligand turned out to be espe-

cially successful [35]. A problem in the use of these types of complexes, however,

is hydrolysis when traces of moisture are present [30]. At longer exposure to sol-

vent vapors, crystallization occurs in the form of dendrimeric or needle-shaped

crystallites [36].
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A broad range of metal centers have been used for the complexation of func-

tional ligands, including beryllium [37], zinc, transition metals such as iridium

[38], and the lanthanide metals introduced by Kido [39], especially europium

and terbium. Common ligands are phenanthroline (phen), bathophenanthrolin

(bath), 2-phenylpyridine (ppy), acetylacetonate (acac), dibenzoylmethanate

(dbm), and 11 thenoyltrifluoroacetonate (TTFA). A frequently used complex is

the volatile Eu(TTFA)3(phen), 66 [40].

In general, these complexes tend to crystallize and require the use of a stabi-

lizing matrix. By incorporating larger ligands, the glass-forming tendency is

increased, one example being the europium complex 2 with Tg ¼ 65�C, which

was reported recently by Robinson et al. [41].

B. Class II: Twin Molecules

One rather straightforward way to get glass-forming functional molecules is the

connection of dyes to ‘‘dimeric’’ twin molecules (Fig. 3.6). In the simplest case,

if the electronic structure of each half is to be maintained, the connection is made

by an alkyl spacer. Care must be taken that not too much flexibility is introduced,

which may reduce Tg. Thus, short spacers like methylene linkages are best sui-

table. One example is 1,1-bis(di-4-tolylaminophenyl)cyclohexane (3), which

was used in the first high-efficiency bilayer light-emitting diode by Tang and

Van Slyke [42].

Flexible and semiflexible chains for the connection of carbazole units

have been used by Braun et al. [43, 44]. However, it can clearly be seen that

introducing longer alkyl spacers lowers the Tg. In addition to carbazoles, the
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Figure 3.5. Glass-forming metal complexes.
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authors investigated phenothiazine naphthalimide, and pyrene molecules linked

by aliphatic spacers as well. A high Tg of 170�C was obtained for 4,40-bis(1,8-

naphthalimido)diphenylmethane (NI-ME, 4) with a C1 spacer.

Another example of a dimeric, alkyl-linked molecule is 5. Here, two triazine

ethers are coupled by a central methylene unit [45].

Direct linkage of aromatic halves by a biphenyl bond is also possible, which

leads to a large family of molecular glasses. The twist angle of this linkage is

�30�, which couples the halves electronically. However, the extent of this cou-

pling depends on the nature of the chromophore halves. Most compounds of this

family are based on the common diaminobiphenyl core (Fig. 3.7). The classical
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Figure 3.6. Twin molecules connected by alkyl bridges.
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example is the hole transporting dye TPD (6) [46]. The Tg of TPD is relatively

low (Tg ¼ 60�C), but can be increased by proceeding to derivatives with bulkier

groups. For example, N,N 0-bis(1-naphthyl)-N,N 0-diphenyl-4,40-diamine

(a-NPD, 7) [47], with a Tg of 95�C and the isomeric N,N 0-bis(biphenylyl)-

N,N 0-diphenyl-4,40-diamines (o-, m-, p-BPD, 8) [48] are derived from TPD.

a-NPD has now replaced TPD in many applications. The concept of coupling

aryl amino groups via biphenyl bonds was extended to linear oligomers such

as TPTE (9) with Tg ¼ 130�C [49]. Other aryl amine chromophores linked by

biphenyl bonds include the TPD-derived carbazole 10 [50], enamines like

ENA-A, 11 [51], and azo chromophores such as N,N 0-bis[4-(phenylazo)

phenyl]-N,N 0-diphenyl-4,40-diamine (AZOPD, 12) [52]. Compounds 11 and 12
exhibit glass transition temperatures of 22 and 101�C, respectively.

Instead of linking phenyl units, thiophene or other heterocycles may be

used (Fig. 3.8). In the BMA-nT series 13 by Shirota and co-workers [53–55],

the aryl amino groups are connected by one, two, three or four thiophene groups.

The glass transition temperatures increase in the series from 86, 90, 93, to 98�C.

In the corresponding BMB-nT (14) series, the amine was replaced by dimesityl-

boryl moieties [56]. The glass transition temperatures are with 107�C for BMB-

2T and 115�C for BMB-3T higher than for the amino derivatives. Other structures

involving 13 oligothiophene moieties are the pyrene bearing quaterthiophenes 15
(Tg ¼ 65�C) [57] and 16 [58] with a central thienyl-S,S-dioxide unit.

Twin molecules consisting of oxadiazoles have been made by coupling smal-

ler oxadiazoles such as OXD-7 (17) which was introduced by Saito and Tsutsui

[59] to dimers (18). The glass-forming capability was improved with an increase

in Tg from 77�C (OXD-7) to 186�C (dimer) [60, 61].

Instead of replacing phenyl rings by heterocycles in order to get altered elec-

tronic properties, perfluorated rings may also be used as building units. One

example for a perfluorated dimer is 19 with Tg ¼ 133�C [62, 63].

In order to round-off our overview on the symmetric compounds of this class,

we add the stilbene-like molecules TTPAE (20) (Tg ¼ 111�C) [27], the bis-

(styryl)anthracene (BSA, 21) [64], and DPVBi (22) [65] (Fig. 3.9). Compounds

20 and 21 are characterized by a rigid structure leading to a large electronic delo-

calization through the center of the molecules. Compound 22 is more flexible due

to the biphenyl bond. The outer phenyl rings are twisted by steric repulsion, lead-

ing to a nonplanar structure of the stilbene units.

In principle, dimeric molecules may also be made out of different halves

leading to asymmetric compounds. Different substituted arylamines have been

coupled by Thompson et al. [66]. True bipolar compounds with a different

electronic character in each half will be discussed in Section VI in the context

of their redox properties. Despite their polar character, the tendency toward

crystallization can be low, and amorphous films are obtained.
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Figure 3.8. Symmetric molecular glasses consisting of thiophenes, oxadiazoles, and

perfluorinated aryl rings.
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Figure 3.9. Stilbene-like molecular glasses.
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C. Class III: Starburst Molecules with C3 Symmetry

A very productive strategy for the synthesis of glass-forming materials is the

use of highly branched rigid structures. As a suitable center for ‘‘starburst’’ mole-

cules with a threefold symmetry, triarylamine or benzene are used most

frequently. Due to the large number of starburst molecules described in the litera-

ture, we divide this class into two subgroups, compounds based on the triaryl-

amine and the benzene centers.

N

N

N N

N

N

NN
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23 m -MTDATA

25a TPOTA (Y = O)
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N

26a o -TTA
26b m -TTA
26c p -TTA

Figure 3.10. Molecular glasses based on a triarylamine core.
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1. Triarylamine Center. Since many of the materials have been develop-

ed as charge transporting materials, the triarylamine moiety is favorized as

a branching center for starburst molecules (Fig. 3.10). The classical example

is 4,40,400-tris(3-methylphenylamino)triphenylamine (m-MTDATA, 23) [67],

which is used by many research groups as hole injection material for electro-

luminescent devices. Its Tg is 75�C, and it can be stored for > 10 years

without crystallization. Other substituents that have been combined with the

triarylamine core include carbazoles (TCTA, 24 [68]), phenoxazines (25a), and

phenothiazines (25b) [69] and oxadiazoles (71, Fig. 3.30) [70], or just larger

oligophenyl branches (26) [71]. The effect on the flexibility and the glass

transition can be significant: Compared with m-MTDATA, the Tg of TCTA

(Tg ¼ 150�C) is increased by 75�C. The glass transition temperatures of

TPOTA (25a) and TPTTA (25b) are reported to be 145 and 141�C, respectively.

Compound 71 shows a glass transition at 137�C with no evidence of cry-

stallization.

2. Benzene Center. If a benzene core is 1,3,5-substituted by three amine

groups, materials with hole transporting character such as p-DPA–TDAB (27a)

and MTBDAB (28) are obtained (Fig. 3.11). Both materials are highly branched

and show no recrystallization upon heating from the glassy state. Their glass tran-

sition temperatures are 107 and 134�C, respectively. Smaller molecules with low-

er Tg have been made by substituents like alkyl [72], aryl [73], or halogen [74]

groups instead of the outer diarylamino moieties. Another possibility for

getting derivatives of this group is by replacing the central benzene ring by

1,3,5-triazine [75].

Corresponding electron-transport materials have been made by replacing the

amino substituents in the first shell by oxadiazole groups (29) [70, 61] or phenyl-

quinoxalines (30) [60]. As in the case of the amines, dendrimer-shaped structures

are obtained by repeating the substitution pattern in a second shell (31) [76]. The

Tg was increased from 142�C in 29 to 222�C in 31.

The Tg can be raised even further if additional phenyl rings are inserted into

the branches of these compounds (Fig. 3.12). Based on this concept, starburst

molecules with 1,3,5-triphenylbenzene (32) and 1,3,5-triethinylbenzene cores

have been reported [77–79]. The Tg of 32 compared with 31 is increased by

23�C.

Other modifications like the insertion of thiophene [80] rings, the use of

fluorene moieties [81] (33), and perfluorination [62] have also been made.

Compound 34 is a structural isomer to 19 with a different arrangement of the

10 rings. It has a lower tendency of crystallization than 19, but its Tg is similar

(135�C).
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Figure 3.11. Molecular glasses based on a 1,3,5-substituted benzene core.
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D. Class IV: Spiro Molecules

A very promising approach for improving the morphological stability of chromo-

phores while retaining their functionality is linking two chromophores via a spiro

center (Fig. 3.13). The chromophores are forced into a perpendicular arrange-

ment by this linkage, resulting in a weak interaction of the molecular halves.

Most spiro compounds are based on spirobifluorene as the central unit. If the

core is symmetrically substituted (e.g., four equal substituents in the 2,20,7,70-
positions of spirobifluorene), the characteristic D2d symmetry with a fourfold

improper rotation axis (S4) results. Examples include the spiro-oligophenyls

(35) diarylamino substituted spirobifluorenes (36), and the corresponding carba-

zole (37) [82], or Spiro-DPVBi (38) [83]. In the series of the spiro-oligophenyls,
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Figure 3.11 (Continued)
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the Tg is increasing with increasing chain length in the order 184�C (spiro-

quaterphenyl, 35a) <212�C (spiro-sexiphenyl, 35b) <243�C (spiro-octiphenyl,

35c). For the arylamines, the glass transition temperatures are lower. The Tg of

(36a) is 133�C, whereas the flexible methoxy groups in 36b lowers Tg somewhat

to 121�C. The glass transition of Spiro-DPVBi (38) lies in the same range

(Tg ¼ 130�C).

In order to obtain asymmetric spiro compounds, there are two different possi-

bilities. First, one can connect two different chromophores via a common spiro

center. The thiophene compounds 39a and 39b are one example [84, 85]. Second,

one can connect two equal but asymmetric chromophores. Based on this principle

are Spiro-PBD (40), spiro-bridged bis(phenanthrolines) (41) [86], and the

branched compounds Octo1 (42a) and Octo2 (42b) [87]. Because of their sym-

metry, these molecules are chiral. The glass transition temperatures of 40 and 42b
are reported to be 163 and 236�C, respectively [88]. Unfortunately, reports on the

thermal properties of 39 and 41 are lacking.
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Figure 3.12. Molecular glasses based on a 1,3,5-substituted benzene core.
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Figure 3.13. Molecular glasses based on a spiro linkage.
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The spiro concept was extended toward higher generations of dendrimer-like

molecules (Fig. 3.14) 4-Spiro2 (43), 4-Spiro3 (44) [89]. By multiple spiro lin-

kages, chromophores of different chain length (biphenyl, sexiphenyl, deciphenyl)

are connected orthogonally. Only a few bonds are subjected to rotation in these

rather rigid molecules. Tg is high, 273�C for 4-Spiro2. These types of molecules

are interesting for realizing ‘‘photonic funnels’’ with cascaded energy-transfer

toward the molecular center [90].

One of the great advantages of using spiro compounds is—in addition to the

stability of the glassy state—the significant improvement of the solubility which

is very well illustrated in the series of the spiro-oligophenyls. The solubility of

the higher homologues with 8 and 10 phenyl rings in each chain is still in the

order of 10 g/L, while the parent compounds octi- and deciphenyl are hardly solu-

ble at all [91].
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Figure 3.13 (Continued)
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E. Class V: Tetrahedral Molecules

Molecules with tetrahedral symmetry can be realized with adamantane cores or

tetrasubstituted sp3 centers (Fig. 3.15). Braun et al. [92] synthesized some ada-

mantane glasses with glass transition temperatures of 116�C for 1,3,5,7-tetrakis

(biphenyl-4-carbonyloxy)adamantane (45a) and 118�C for 1,3,5,7-tetrakis

(4-iodobenzoyloxy)adamantane (45b), respectively. It is interesting to note that

if the direction of the ester linkage is reversed (esters of adamantanetetracar-

boxylic acid), Tg is lowered by �30 K.

42a Octo1 (n = 0)
42b Octo2 (n = 1)

n n

n n

n

43 4-Spiro2

n

Figure 3.14. Higher generations of spiro-linked glasses.

STRUCTURAL CONCEPTS FOR MOLECULAR GLASSES 107



44
  4

-S
pi

ro
3

F
ig

u
re

3
.1

4
(C

o
n

ti
n

u
ed

)

108



Bazan and co-workers [93] coupled four branches of stilbene chromophores to

a central C atom, leading to tetrastilbenylmethane [C(STB)4, 46a]; tetrakis

(4-tert-butylstyrylstilbenyl)methane [C(t-BuSSB)4, 46b], and the higher homolo-

gue tetrakis{4-[40-(400-tert-butyl-styryl)styryl]stilbenyl}methane [C(4R��t-Bu)4,

46c]. For 46b, Tg is 190�C, and for 46c it is as high as 230�C. Tetrakis(4,40-
2,2-diphenyl-vinyl)-1,10-biphenyl]methane [C(DPVBi)4, 47a] and the cyano

derivative 47b exhibit the glass transition at 142 and 174�C, respectively. Similar

compounds to 46a and 46b have also been synthesized with silicon and adaman-

tane as the tetrahedral center.

F. Class VI: Other Molecules

Other structural motifs for designing molecular glasses have been exploited

(Fig. 3.16). Some of them are based on five-membered rings as the central part

of the molecule, like 1,2,4-triazoles (48) [94] or the electron-transporting mate-

rial NAPOXA (49) [95]. Pentaphenylcyclopentane (50) exhibits a Tg of 57�C
[27]. Braun et al. [96] synthesized some fulvenes with Tg ranging from 74 to

120�C (51).

Shirota and co-workers [97] showed that arylaldehyde (52a) and arylketone

hydrazones (52b), which find applications in electrophotography, exhibit glass-

forming properties. The glass transition temperatures are relatively low (50�C for

DPH, 52a). Indolocarbazoles (53) may serve as rigid linking units for molecular

glasses leading to high-Tg compounds [98]. Some functional dyes such as mero-

cyanines (54) also can be prepared in the glassy state [99–101]. Despite their high
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Figure 3.15. Tetrahedral molecular glasses.
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dipole moments, good film casting properties are obtained for the indoline–

dimethine–dioxopyridine (IDOP) dyes 54. One problem for these materials is

their low thermal stability.

Other structural concepts evolved, one of them being triptycenes (55).

Here, additional wings are introduced into the molecules by Diels–Alder type

reactions. The glass-forming properties are improved by the propeller-like rigid

structure [89]. We end our overview of the different classes of molecular glasses

with these materials and note that the number of published structures is growing

every year. More details on the different materials can be found in one of the

recent chemical reviews [102–104].
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Figure 3.16. Other types of molecular glasses.
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IV. OPTICAL PROPERTIES: ABSORPTION
AND EMISSION

For the light-emitting applications of molecular glasses like light-emitting diodes

and lasers, the optical properties in the vitreous solid state are of utmost impor-

tance. Due to the close packing in the solid state leading to strong intermolecular

interaction and quenching effects, the photophysical and photochemical proper-

ties may differ strongly from the behavior in dilute solution. A limited class of

chromophores have proven to be useful, but they can be found in almost any com-

bination with one of the design strategies for molecular glasses described in

Section III.

One of the main tasks for display applications is the combination of materials

of different colors to produce white light and full-color devices. For that reason,

separate strategies aim at the development of blue-, green-, and red-emitting

materials with suitable color coordinates.

A. Molecular Glasses as Fluorescent Emitters:
From the Blue into the Red

1. Oxadiazoles. On the ultraviolet (UV) end of the visible spectrum, we find

the diaryloxadiazoles. Typical emission maxima are located at �370 nm, with

absorption bands at �300–330 nm. Since 2-(40-biphenyl)-5-(400-tert-butyl-

2,3,4-oxadiazole (t-Bu-PBD) was successfully applied in OLEDs by Adachi

et al. [105, 106], morphologically stable derivatives of this parent compound

have been investigated widely. The applications, however, are dominated by

the electron transporting and hole blocking properties of oxadiazoles (see Section

VI), and very rarely the emission properties are used. In multilayer devices com-

prising oxadiazoles, usually other layers with fluorophores emitting at longer

wavelengths act as emission layers. In these devices, oxadiazoles are used effec-

tively as exciton barriers. The excited states of chromophores can be interpreted

as Frenkel excitons in terms of semiconductor physics, and exciton diffusion cor-

responds to resonant energy transfer. This means that a layer with higher photo-

excitation energy can be used as an exciton barrier since exciton transfer does not

proceed upward in energy. The emission maximum wavelengths may thus serve

as a measure of exciton energy [107]. For a vacuum-deposited film of t-Bu-PBD,

the maximum of the photoluminescence spectrum is at 390 nm. For the meta-

coupled OXD-7 (17a), the emission occurs at even lower wavelengths

(374 nm), whereas the emission maximum for dimethylamino-substituted deriva-

tive OXD-8 (17b) is shifted �100-nm bathochromically (470 nm), according to

the electron-donating function of the amino group. This bipolar compound is one
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of the few examples of using oxadiazoles as emitting materials [59]. The starburst

compound 29 emits at the same wavelength as 17a, which shows the effective

interruption of the conjugation by the meta substitution of the central core.

A detailed study of the electronic structure and optical properties was pub-

lished for the spiro derivative of t-Bu-PBD, Spiro-PBD (40) [108]. The vibronic

structure of the lowest energy absorption band is well resolved, in solution as well

as in the amorphous film. The 0–0 transition is at 351 nm (3.53 eV), the 0–1 and

0–2 vibronic bands that have a higher oscillator strength, are at 336 nm (3.69 eV)

and 318 nm (3.90 eV), respectively. The fluorescence spectrum of this compound

is symmetrical to the absorption spectrum with a Stokes shift of 43 nm.

The quantum yields in the amorphous state are low, and much lower than in

the crystalline state, presumably because of the larger molecular degrees of free-

dom that favor nonradiative deactivation pathways. Naito et al. [109] reported

quantum yields for different oxadiazoles in amorphous films, ranging from 2%

for 17a and 29 to 16% for a methoxy-substituted starburst oxadiazole. For

17b, the quantum 17b yield in the amorphous film is still one-third of the value

in the crystalline form (10 vs. 30%).

2. Oligophenyls. The oligophenyls are excellent blue emitters since they exhi-

bit high-fluorescence quantum yields and the color can be tuned by extending the

oligophenyl chain, but only to a certain extent (Davydov rule [110]). With an

increasing number of phenyl rings, the extinction coefficient increases and the

fluorescence lifetime decreases [111]. Oligophenyls exhibit a large Stokes shift.

Typical data measured in solution are for p-terphenyl labs ¼ 280 nm, lem ¼
340 nm; for p-quaterphenyl labs ¼ 300 nm, lem ¼ 370 nm; p-quinquephenyl

labs ¼ 310 nm, lem ¼ 390 nm; and p-sexiphenyl labs ¼ 320 nm, lem ¼
393 nm [112]. Unfortunately, the higher homologues are quite insoluble. There

are some strategies of synthesizing soluble derivatives, for example, by alkyl sub-

stitution [113–115], ladder-type ring condensation [116], or applying the spiro

concept as mentioned in Section III.D. The chromophore is changed, however,

to some extent in the various approaches by altering the torsional angle of two

adjacent phenyl rings [117]. If the chromophores are substituted with alkyl

chains, steric repulsion increases the angle from 23� in unhindered oligophenyls

to > 45�. On the contrary, in ladder-type oligomers the phenyl rings are forced in-

plane. In spiro compounds such as 43, or starburst molecules containing fluorene

like 33, the planarization occurs at alternating biphenyl units, leaving some bonds

unchanged. Since the equilibrium geometries of the ground and excited state dif-

fer, the modifications of the oligophenyl chain have a considerable influence on

the photophysical properties, namely, on the Stokes shift.

As an example, for spiro-oligophenyls in the series 35a–d with 4, 6, 8, and 10

phenyl rings in the chromophore, the absorption maxima are 332, 342, 344, and

344 nm in dichloromethane, respectively. The first fluorescence maxima increase
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steadily in the order 359, 385, 395, and 402 nm. The emission spectra exhibit a

clearer vibrational fine structure than the absorption spectra. For spiro-sexiphe-

nyl, 35b, a detailed analysis shows that the vibrational splitting of 0.20 eV

corresponds to a phenyl breathing mode in the Raman spectrum [108]. If for

spiro-sexiphenyl the outer biphenyl moieties are fixed parallel as in 4-Spiro2

(43), the absorption maximum is shifted from 346 to 353 nm (amorphous films)

and the fluorescence maximum from 420 to 429 nm, maintaining the Stokes shift.

The corresponding spectra are shown in Figure 3.17. The absorption signal at

310 nm in the spectrum of 43 can be attributed to the terminal fluorene moieties.

The quantum yields for the fluorescence in the amorphous film are 38% for 35b
and as high as 70 � 10% for 43 [89].

The fluorescence lifetime was determined to be 1124 ps for 35a, 785 ps for

35b, and 831 ps for 43 in dichloromethane, whereas in the corresponding amor-

phous films a nonexponential decay with shorter time constants was observed

[118, 119]. These lifetimes are similar to the parent oligophenyls but different

from fluorene (10 ns) [120, 121]. When applying oligophenyls as luminescent

films, however, we must consider that photooxidation may occur if molecular

oxygen is present [122, 123]. The proposed pathway for the decomposition is

Figure 3.17. Absorption and emission spectra of two blue emitting molecular glasses,

Spiro-sexiphenyl (Spiro-6f) and 4-Spiro2 in the solid state.
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based on the attack of singlet oxygen that is formed by spin transfer from the

excited molecules. Endo- or exo-peroxides are formed that may open to carbonyl

compounds. This mechanism is supported by the infrared (IR) spectroscopic

detection of carbonyl groups after irradiation in the presence of oxygen.

3. Arylamines. Arylamines are not frequently used as emitter, with the excep-

tion of some light emitting diodes using the hole transporting layer as the emiss-

ion layer. However, the quantum yields are low, and the materials are subjected to

photodegradation. The absorption and emission properties of some representative

arylamines are as follows: 6 (TPD) absorbs at 362 nm and emits at 448 nm with a

reported quantum yield of 6% in the amorphous film [109]. Other authors, how-

ever, reported 35 � 3% for the quantum yield, measured by different techniques

[124, 125]. Contributions from excimer emission exist [126], as it is also the case

for 3, for which Naito et al. [109] report a emission wavelength of 443 nm with a

quantum yield of 2%. Effects on electric fields on the emission behavior of 3 and

6 are reported [127]. For the spiro compound 36a (Spiro-TAD), we measured the

solid-state absorption band at 382 nm and the main emission at 405 nm. Com-

pound 23 (m-MTDATA) emits at 430 nm and the corresponding carbazole 24
(TCTA) at 400 nm [68]. Compound 26c (p-TTA) emits at 435 nm [128]. All these

values are taken for amorphous films.

Bipolar arylamines coupled with oxadiazoles have also been used as emitters

with emission colors between blue and green (70, l ¼ 487 nm) [129].

4. DPVBi and Derivatives. A good blue emitter is 4,40-bis(2,20-diphenylethe-

nyl)-biphenyl (DPVBi, 22), which was presented by Hosokawa et al. [130]. Com-

pound 22 and its high Tg derivatives like the corresponding spiro-compound 38,

and C(DPVBi)4, 47a, absorb at �330 nm and emit at �466 nm [83, 93], exhibit-

ing a large Stokes shift. The quantum efficiency for these compounds is strongly

increased in the amorphous film compared to solution, a feature that is attributed

by Wang et al. [93] to conformationally controlled radiationless transitions that

are typical for trans-stilbenes [131]. Whereas the fluorescence in solution is

barely detectable by eye, the solid film fluoresces strongly. The corresponding

cyano derivative 47b shows a broad excimer emission at �519 nm.

5. Oligophenylenevinylenes. Since poly(phenylenevinylenes) have been ap-

plied for organic electroluminescence [132], the corresponding oligo(phenylene-

vinylene units) have been incorporated into molecular glasses. The dependence

of the absorption and emission wavelengths on chain length was shown by

Müllen et al. [133] for a series of soluble oligo(phenylenevinylenes). The absorp-

tion bands increase from 340 nm (3 phenyl rings) to 406 nm (7 phenyl rings), and

the fluorescence maxima from 420 nm to 527 nm. As in the case of the oligophe-

nyls, the fluorescence bands are more structured than the absorption bands. The
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Stokes shift decreases with larger chain length (from 0.29 to 0.16 eV) [134]. For

one of the oligophenylenevinylenes, it was demonstrated that the presence of

metal electrodes, even if evaporated in submonolayers, strongly quenches the

photoluminescence of molecular dye layers [135].

For the distyrylbenzene carbon-centered tetramer 46b, the fluorescence spec-

trum in the solid film differs from the spectra in solution or in a polymer matrix

due to excimer formation [93]. A concentration of 5% in a polystyrene matrix is

sufficient for a distinct broadening of the emission. For the higher homologue

46c, a fluorescence maximum of 472 nm was measured in freshly prepared films.

If the film is thermally annealed, the spectrum shifts to 511 nm, probably due to

intermolecular arrangement that favors excimer formation.

6. Alq3. Probably the currently most widely used amorphous green emitting

material is the complex Alq3 (1) since its first application for light emitting diodes

was demonstrated in the historical paper of Tang and Van Slyke [42]. Its absorp-

tion maximum in the amorphous state is at 390 nm, and its emission band is at

530 nm. Detailed studies on the vibrational fine structures of the electronic tran-

sitions have been made recently [136, 137], allowing a comparison between the

different crystal modifications and amorphous films containing mer and fac iso-

mers, respectively. It was concluded that the mer form of Alq3 is strongly pre-

ferred.

For vacuum sublimed thin films, Grabuzov et al. [138] reported a photolumi-

nescence quantum efficiency of 32 � 2%. In the same paper, data on the absorp-

tion coefficient at the maximum, a ¼ ð4:4 � 0:1Þ � 104 cm�1, and the refractive

index at 633 nm (n ¼ 1:73 � 0:05) can be found. Other reported values for

the photoluminescence quantum efficiency that can be found in the literature

are 30 � 5% [124] and 25 � 5% [139]. Naito et al. [109] reported a quantum

yield of 5% in the amorphous film compared to 35% in the crystalline state.

The fluorescence lifetime is reported to be biexponential with t ¼ 3:4 and

8.4 ns, which is much shorter than in the crystal (17.0 ns). In the amorphous state,

the larger free volume allows more vibrations and rotations to take place, which

favors nonradiative decay.

The absorption and emission bands of the 4-methyl derivative of Alq3,

abbreviated as Almq3, are slightly blue-shifted but the quantum yield is higher

(42 � 3%). A systematic study on the influence of methyl substituents on the

photophysical properties of Alq3 complexes confirms the observation of a high

quantum yield in Almq3 [33].

The importance of Alq3 and its derivatives for applications is increased by the

possibility of doping, so numerous dyes for red emission, which will be presented

below, have been developed as dopants for Alq3.

Other metal complexes have also been found to emit in the green spectral

region, for example, beryllium complexes [140].
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7. Stilbeneamines. The functionalization of stilbenes with arylamino groups

leads to materials that emit in the green-to-yellow spectral region. For example,

9,10-bis(4-(N,N-diphenylamino)styryl-anthracene (BSA, 21) absorbs at 429 nm

and emits at 585 nm [141]. Compound 21 and other derivatives of bistyrylanthra-

cene have been successfully applied in yellow emitting OLEDs [64]. Tetra(tri-

phenylamino)ethylene (TTPAE, 20) emits at 539 nm [109]. The latter

compound exhibits a large quantum yield of 25% in the amorphous film, but

does not show fluorescence in solution.

A green emitting chromophore consisting of three distyrylbenzene groups

around a central nitrogen core was used as the emissive center in several dendri-

mers [142].

8. Oligothiophenes. Incorporating an increasing number of thiophene rings

into molecular glasses allows a wide tunability of the optical properties. For

the unsubstituted a-polythiophenes, denoted usually as H��Tn��H, the absorption

wavelengths reach from 302 (n ¼ 2) to 432 nm (n ¼ 6) (in CHCl3) [143], the cor-

responding emission wavelengths are from 362 to 510 nm (in dioxane/acetoni-

trile) [144]. In 13 and 14, the thiophene chains are extended by attaching

functional groups at both sides. By using triphenylamine as the capping group,

the colors obtained were light blue (BMA-1T, 13a: lmax ¼ 397 nm, lem ¼
456 nm), yellowish green (BMA-2T, 13b: lmax ¼ 423 nm, lem ¼ 491 nm), yel-

low (BMA-3T, 13c: lmax ¼ 440 nm; lem ¼ 516 nm), and orange (BMA-4T, 13d:

lmax ¼ 453 nm; lem ¼ 532 nm) [55]. By using di(mesityl)boron as the end

group, blue emitting molecular glasses result for n ¼ 2 and 3 (BMB-2T, 14a:

lmax ¼ 402 nm; lem ¼ 440 nm; BMB-3T, 14b: lmax ¼ 437 nm; lem ¼ 488 nm)

[55]. Bipolar compounds 68 and 69 given by the combination of these two sub-

stitution patterns exhibit green fluorescence [145].

The pyrene bearing quaterthiophene 15 has two absorption bands that can be

attributed to the pyrene and quaterthiophene unit, but only one emission at

552 nm, indicating that Förster transfer from pyrene to quaterthiophene is very

efficient [146]. For oligothiophenes containing S,S-dioxides, the emission is

shifted to the red with good solid-state quantum efficiencies [147]. For 16, the

absorption maximum is at 461 nm and the emission is at 600 nm with 37% quan-

tum efficiency. For spiro-bridged oligothiophenes, absorption and emission are

bathochromically shifted with respect to the unbridged oligothiophenes: 39a
absorbs at 431 nm and emits at 484–511 nm, 39b absorbs at 472 nm and emits

at 536 nm with a shoulder at 570 nm, respectively [84].

B. Doped Systems for Color Conversion

As stated above, the use of molecular glasses offers the possibility of doping the

amorphous films with a variety of dopants that shift the emission energy to longer
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wavelengths by Förster transfer. When using dopants, the concentrations are

usually in the range of 1% in order to avoid phase separation and crystallization

as well as concentration quenching effects. Because of solvatochromism, the

emitting behavior depends on the imbedding matrix. Very often, exciplex forma-

tion occurs [106], which shifts the emission to longer wavelengths than expected

from the pure dye spectra. Such exciplexes are not only observed in binary

mixtures but also at the interface of two layers of molecular materials with strong

intermolecular interactions between the excited state of the emitting material and

the other component. The most common dopants are displayed in Figure 3.18.

1. Blue and Green Dopants. Commonly used dopants for emission in the

blue-green region are quinacridones (e.g., 56) and coumarines (e.g., 57) [148].

Pentaphenylcyclopentadiene (50) is a molecular glass by itself but is also used

as a dopant, with a blue emission (lem ¼ 467 nm) [106]. Perylene (58) and its

derivatives are also used very frequently, covering a spectral range from blue

for the unsubstituted perylene (lem ¼ 473 nm) to red for N-aryl substituted per-

ylenetetracarboxydiimids (59). Structurally similar to the perylene derivatives are

the corresponding naphtalene compounds such as naphthalenetetracarboxydii-

mids, 60, but the emission bands are blue-shifted.

2. Yellow and Red Dopants. In contrast to inorganic semiconductors, for

molecular glasses it is more difficult to design a red or near-IR emitting material

than a blue emitting one. Up to now, no morphologically stable red emitting

molecular glass has been proven to fulfill all the demands for applications.

Instead, red dopants are used for converting the emission of a green dye, mostly

Alq3, into red. One problem, however, is the large spectral distance that has to be

surmounted. Emission wavelengths >600 nm are difficult to achieve because of

the weak overlap between the fluorescence band of the host and the absorption

band of the dopant, on which the efficiency of Förster transfer depends. Very

often, luminescence contributions from the host are observed.

The dyes used most frequently as dopants are rubrene (61) and the dicyano-

methylene dyes (62). Rubrene is able to convert the Alq3 fluorescence to yellow

(570 nm), DCM 4-dicyanomethylene-2-methyl-6-(p-dimethylaminostyryl)-4H-

pyran, (62a) and its derivatives, 62b–d [149] to orange (600 nm). The quantum

efficiencies are enhanced strongly to values near 100% upon doping with the

dyes. For rubrene in Alq3, a quantum efficiency of 95 � 5% was reported [139].

The emission of the Alq3 : DCM system appears orange and not red as the

spectrum of the pure DCM dye because of a nonideal overlap of the energy states

for Förster transfer. A purer red emission can be obtained in a three-component

system with both rubrene (62) and DCM2 (62b) as dopants. The energy transfer

occurs in two steps via rubrene to DCM2 [150]. Here, the emission of DCM2 is at
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Figure 3.18. Dopants for shifting the emission wavelength.
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644 nm, which corresponds to the pure DCM2 emission without any contribu-

tions of Alq3 and rubrene.

Another class of red dopants, tetraphenylporphyrins (63), offer a direct energy

transfer from blue to red [151]. The absorption bands comprise the sharp por-

phyrin ‘‘Soret’’ band at 418 nm and the weaker Q bands at 512 and 550 nm.

The photoluminescence shows two sharp transitions at 653 and 714 nm and

can be induced from a blue emitting host by Förster transfer to the Soret band

and internal conversion to the Q bands.

A similar sharp red emission exhibit squarylium dyes like the squarylium

cyanine dye 64, which emits �650 nm [152]. Unfortunately, the Stokes shift is

rather small, which leads to high reabsorption. A number of other red emitting

dyes have been exploited as well [153–156].

Cyanine dyes are in principle capable of shifting the emission into the near-IR

region [157], however, their ionic character makes it difficult to dope them into

films by vacuum vapor evaporation. Other materials investigated for IR emission

are complexes based on rare earth ions (Nd3þ, Er3þ), which are also used in inor-

ganic amplifiers and lasers [158].

C. Phosphorescent Emitters

The emitter materials discussed up to now are all fluorescent emitters, the excited

state being a singlet state. For photoluminescence applications, this is the pre-

ferred state since it can be populated directly. In electroluminescence, the situa-

tion is a little bit different since the excited states (excitons) are created by

recombination of electrons and holes. If one assumes that the formation rate con-

stants for singlet and triplet states are equal, spin statistics predict that the ratio of

singlet to triplet excitons are 1 : 3, giving a maximum internal quantum yield of

electroluminescence of 25%. Recent reports show that the ratio of singlet exci-

tons may be higher, though [159]. The expected value was confirmed for Alq3 as

host material, with a reported singlet fraction of 22 � 3% [160]. In order to

increase the luminescence quantum yield by using triplet excitons for emission,

phosphorescent emitters are preferred [161] (Fig. 3.19).

The classical example of emitters with transitions between states of different

multiplicity are the lanthanide complexes. In europium complexes, the 5D0 to
7F2 transition at 614 nm, which is allowed by spin–orbit coupling, makes these

materials excellent red emitters [39, 162]. The excitation of the central ion

involves energy transfer from the triplet state of the ligand [163]. The europium

complex used most frequently today for red emission is the volatile complex

Eu(TTFA)3(phen) (65) [40], which is not a molecular glass by itself but can be

coevaporated with a stabilizing glass in high concentration (1 : 2 weight ratio).
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Baldo et al. [164] used the platinum complex of 2,3,7,8,12,13,17,18-octaethyl-

21H,23H-porphine (PtOEP, 66) as efficient phosphorescent material. This

complex absorbs at 530 nm and exhibits weak fluorescence at 580 nm but strong

phosphorescence from the triplet state at 650 nm. Triplet transfer from a host like

Alq3 was assumed to follow the Dexter mechanism. Dexter-type excitation trans-

fer is a short-range process involving the exchange of electrons. In contrast to

Förster transfer, triplet exciton transfer is allowed.

Another efficient material introduced by the same group is the green emitting

fac-tris(2-phenylpyridine)iridium [Ir(ppy)3, 67] [38]. A suitable host for this

phosphorescent emitter is CBP (10). The triplet lifetime is rather short, the

experimentally determined value being 500 ns in the CBP matrix. Another iri-

dium complex was shown to emit in the red with high efficiency due to the short

phosphorescence lifetime in comparison with PtOEP [165].

Not all the phosphorescent molecular glasses are metal complexes. For the

phenoxazine 25a, it was reported that the phosphorescence intensity may exceed

the fluorescence intensity, but only at low temperatures [166].

Phenylquinoxalines (30) turned out to be both fluorescent and phosphorescent

emitters [167, 168]. By using these molecules as host, singlet excitons as well as

triplet excitons can be transfered by long-range interactions to phosphorescent

dopant molecules such as 66.

D. Creating White Light

Doping of an emissive host with a dye emitting at longer wavelengths also

offers the possibility of fine-tuning the dopant concentration in order to obtain

mixed colors. White light emission is preferred for various display applications.

The color of the luminescence can be defined best in the Commission Internation-

ale de l’Éclairage (CIE) chromaticity diagram in which the color coordinates are
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Figure 3.19. Phosphorescent materials.
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defined as follows: The emission spectrum is weighted by the three given color

matching functions for the color perception of a standard observer, and inte-

grated, giving the tristimulus values x, y, and z with the normalization x þ yþ
z ¼ 1. In the diagram, usually given two-dimensionally by x and y, the white

point is defined by the coordinates x ¼ y ¼ z ¼ 1=3. If an emitting host is doped,

the color coordinates follow a trajectory in the diagram with increasing dopant

concentration, which is displayed in Fig. 3.20 for some electroluminescent

devices based on molecular glasses as hosts [26]. By using spiro-quaterphenyl

35a doped with 61 as the emitting system, the white point is crossed for a dopant

concentration of 0.58 wt%.

In other white light devices, blue, green and red emitters are combined. Kido

et al. [169, 170] designed multilayer systems using 6 (TPD) for blue, metal-che-

late complexes for green and red emission, respectively. Similar devices have

been developed by other groups, using Förster transfer or exciton confinement

for the creation of the three primary colors [171, 172]. Exciplex emission was
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Figure 3.20. The CIE color diagram for electroluminescent devices, consisting of

anode/Spiro-TAD/Spiro-quaterphenyl: Rubrene/Alq3/cathode with different concentra-

tions of rubrene. The spectrum shifts from blue to yellow, crossing the white point (E).
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found to be useful as one component of white light emission in some reports [173,

174]. One-component materials capable of emitting white light that are based on

zinc complexes have also been presented [175].

E. Creating Polarized Light

In some applications, polarized light is useful. For accomplishing the emission of

polarized light without external polarizer sheets, the material has to be anisotro-

pic. For molecular glasses, unless they are in the crystalline state, this is possible

if the molecules are chiral and/or form chiral (e.g., liquid crystalline) superstruc-

tures. Indeed, for cholesteric molecular glasses with Tg �70�C, doped with an

oligofluorene emitter, circularly polarized light was generated upon photoexcita-

tion [176].

V. AMPLIFIED SPONTANEOUS EMISSION AND LASING

Since the early work on dye lasers in the 1970s it is known that organic dyes are

ideal candidates for stimulated emission and lasing because of their quite large

Stokes shift. The Franck–Condon favored absorption and emission vibronic

states form a four-level system that allows population inversion for the fluores-

cence transition by optical pumping. If a Förster energy-transfer cascade is

inserted, the situation is even better since optical reabsorption is suppressed by

the larger separation of absorption and emission wavelengths as described above.

With the development of light-emitting semiconducting polymers and molecular

glasses, organic solid-state lasers came into focus, especially for the electrical

excitation mode. Up to now, a lot of work has been done on lasing in semicon-

ducting polymers, initiated by a few key publications [177, 178] and, very

recently, the first example of an electrically driven organic crystal laser was pre-

sented [179]. The design principles are quite general and are also valid for spin

coated or vacuum sublimed films of molecular glasses on which we focus in this

chapter.

A. Gain Narrowing in Organic Waveguides

The key prerequisite for optical amplification via stimulated emission is that the

emitted photons propagate through the gain medium long enough to initiate

further stimulated transitions. This condition can be expressed as

gðlÞ � l > 1
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gðlÞ being the wavelength-dependent overall gain coefficient and l the geometric

path length (pump length). The pump length dependence of the emitted intensity

is given by

IoutðlÞ / exp½gðlÞ � l� � 1

Large path lengths are easy to accomplish in the simplest structure achievable

with molecular glasses: the thin-film waveguide. If a thin film of a molecular

glass—whose refractive index n2 is usually higher than the substrate n3 � 1:52

(glass) and air n1 ¼ 1—is evaporated or spin-coated on a substrate, an asym-

metric slab waveguide is formed. At propagation angles y2 (defined relative to

the film normal) larger than the angle of total internal reflection, a discrete num-

ber of optical modes exists that are confined into the film and characterized by an

effective index

neff ¼ n2 cos y2

The effective index represents the dimensionless in-plane component of the

propagation vector of the mode (the propagation vectors are in units of 2pl; l
being the vacuum wavelength). The optical modes can be characterized as trans-

versal electric (TE, the electric field is polarized in-plane) and transversal mag-

netic (TM, the magnetic field is polarized in-plane). For asymmetric slab

waveguides, a minimum thickness (cutoff) exists for each mode to appear

[180], which is illustrated in Figure 3.21. The effective indices neff of the TE

and TM modes are plotted against the film thickness t for the optical modes at

the fluorescence wavelength (420 nm) for the molecular glass 35b (spiro-sexi-

phenyl). At t ¼ 250 nm, for example, two TE and two TM modes can propagate.

The corresponding intensity distribution of the electric fields is displayed in

Fig. 3.22 for the TE modes. In principle, they give the lateral distribution of

the coupling efficiency by which an excited dipole can couple to the respective

mode, according to Fermi’s Golden Rule [181].

Optical amplification experiments for thin films of this material are reported in

[182]. Spin coated films were irradiated with a pulsed nitrogen laser at 337 nm.

The emission light that was scattered out at an angle of 45� was detected. At low

irradiation intensities the normal fluorescence spectrum appears, whereas at a

pump intensity threshold of �4 mJ/cm2, the spectrum begins to collapse into

one narrow line at 419 nm (Fig. 3.23). This line corresponds to the 0–1 vibronic

transition that is amplified, in contrast to the smaller homologue, spiro-

quaterphenyl 35a, where the 0–0 transition dominates. The line widths are as

low as 2.9 nm for 35b and 2.2 nm for 35a, respectively. This line narrowing

due to optical gain in a waveguide is commonly referred to as amplified sponta-

neous emission (ASE) [183].
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The influence of the waveguide structure on the threshold of line narrowing

can be deduced from the following observations: First, no gain narrowing can

be observed for film thicknesses of �30 nm, which is below the cutoff thickness

for the first mode. Second, if a high-index substrate is used, no narrowing occurs.

Third, the lowest threshold is at film thicknesses of �100 nm. At this thickness,

only one mode for each polarization exists, so the optical energy does not have to

be divided into different competing modes [184].

The higher branched derivatives of the spiro compounds, 43 and 44 also exhi-

bit spectral narrowing under pulsed excitation, with emission lines at 428 and

443 nm, and line widths of 3.2 and 3.9 nm, respectively (Fig. 3.24). For the

same film thickness, the threshold is lower for 4-Spiro2 than for spiro-sexiphenyl

despite the lower absorption, which is attributed to the higher luminescence quan-

tum yield.

Other low-molecular systems that have been investigated in waveguiding films

are the guest–host system Alq3 : DCM (see below for the emission in true reso-

nators), arylamines, and oligothiophenes. TPD (6) shows an emission peak in thin

films at 418 nm when pumped with 35-ps pulses at 347 nm [185]. The
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Figure 3.21. Effective index of TE and TM optical modes in a thin film of spiro-

sexiphenyl on a glass substrate at the amplified spontaneous emission (ASE) wavelength.
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certain film thickness.
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quinquethiophene-S,S-dioxide 16 has a gain peak at 616 nm with an excitation

threshold of 960 mJ/cm2 [186].

Some low-molecular dyes also have been investigated in inactive polymer

matrices. For stilbene compounds in polystyrene, peak wavelengths in the green

spectral region are obtained, with net optical gain coefficients of g ¼ 15–20 cm�1

[187].

All these waveguiding films lack one important feature that would be neces-

sary for true lasing: They do not have a resonator for optical feedback that would

lock the optical modes traveling in the gain direction. The thin-film waveguide

confines the optical modes in one direction (in the vertical), but in the other two

dimensions the modes have translational and rotational symmetry. The incorpora-

tion of resonator structures into the thin films in order to get true organic solid-

state lasers will be described next.

B. Laser Resonators

Since one of the most investigated systems for the incorporation of laser resona-

tors is the Förster-transfer couple Alq3 : DCM [188, 189], we will discuss this as a

representative example for low molecular glass lasers.
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Figure 3.22. Optical mode intensity profile for the first two TE modes of the film in

Figure 3.6 at a film thickness of 250 nm.
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The easiest way to construct a resonator is just cleaving the edges of the sub-

strate, forming parallel reflecting facets. Cleaving one of the edges is also useful

for ASE measurements since the amplified modes can be coupled out directly at

the facet without scattering into the film normal. This feature is important for the

interpretation of gain measurements as was pointed out by McGehee et al. [183].

Parallel facets have been made by Kozlov et al. [190] by using (100) oriented

indium phosphide as substrate. In their early paper, they used two configurations:

They evaporated (I) a 300-nm thick film of 2.5% DCM doped in Alq3 and (II) a

50-nm thick film of Alq3 : DCM sandwiched between two 125-nm thick Alq3

layers. In both cases, 2 mm of SiO2 was used as a cladding layer on the substrate

side. They obtained lasing at the 645-nm line with thresholds of 3 and 1 mJ=cm2

for configurations (I) and (II), respectively. Because of the better optical confine-

ment in (II), the output energy for given pump energies was higher in this case. A

fine structure of the emission spectrum showing the distinct cavity modes was

measured for a 500-mm long cavity, thus proving the transition from ASE to

true lasing. The reflectivity of the facets with 7% are quite low, though, so other

resonators have been applied (Fig. 3.25).

One class of laser resonators is based on circular structures like spheres, disks,

and rings. In these structures, the optical modes form closed circular loops and

A B C

D E F

Figure 3.25. Laser resonators applicable to molecular glasses: A ¼ microdroplet,

B ¼ microdisk, C ¼ ring laser, D ¼ vertical cavity distributed bragg laser, E ¼ distributed

feedback laser, F ¼ random laser.
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are thus called whispering gallery modes. Berggren et al. [91] presented the

application of these structures to Förster-transfer type molecular films, using

62b (DCM2) as guest and 1 (Alq3) and 49 (NAPOXA) as host materials. They

prepared a variety of devices, including microdisk arrays with a 3-mm disk dia-

meter and 20-mm spacing, ring lasers made by dip-coating a 125 mm silica fiber

into a dye solution, and organic droplets on Teflon substrates. They all exhibit

sharp laser lines, the line spacing being consistent with the calculated mode spectrum.

A different approach is the distributed bragg reflector (DBR) and distributed

feedback (DFB) laser. In DBR lasers, reflection is provided by a dielectric mirror

in the form of a surface relief or refractive index grating rather than by facets or

metallic mirrors. In DFB lasers, the grating extends over the whole active area,

providing optical feedback by coupling the forward and backward traveling

waves through the grating [192]. Such lasers are characterized by low threshold

and selective laser lines. In context with organic laser materials, it is interesting to

note that the first DFB laser was made completely out of organic materials [193]

and the concept was later applied to inorganic semiconductors. The necessary

condition for feedback is

� ¼ m
l0

2neff

in which � denotes the grating period, l0 the lasing wavelength, and neff the

effective refractive index of a corresponding waveguide mode. The number

m denotes the order of the feedback: For m ¼ 1, mode coupling occurs only

within the film between waveguide modes (edge emitting), for m ¼ 2, a beam

is also coupled out perpendicular to the plane (surface and edge emitting). The

feedback can be achieved both by a variation of the refractive index as well as by

a variation of the optical gain with the appropriate period.

The system Alq3 : DCM was successfully incorporated into a DFB structure

by different research groups and optically pumped [194, 195]. The materials

were deposited on embossed flexible substrates with grating periods for second-

and third-order coupling (400–600 nm). By varying the film thickness, the wave-

length of the lasers can be tuned over 44 nm [196].

The gratings can also be made in situ by holographic irradiation as was

demonstrated for low molecular stilbenes in a polystyrene matrix [197]. Here,

the spatial modulation of gain dominates over the refractive index modulation

in its contribution to optical feedback. The principles of holographic irradiation

will be described in Section VIII, which discusses photosensitive materials.

The DFB grating concept was extended to higher dimensions. Two-dimen-

sional (2D) gratings can be made in a variety of forms, from the simple over-

lapping of two orthogonal gratings up to concentric rings, or more complicated

structures. In modern theory, they can be treated as 2D photonic crystals.
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Meier et al. reported the use of molecular guest–host systems in structures like

honeycomb, square, or triangular lattices that are defined by photolithography

[198] or replica molding [199]. The emitted light is strongly directional giving

interesting symmetric far-field patterns.

Vertical emission can also be achieved by the application of dielectric Bragg

mirrors layers, which is in principle the DBR structure applied to the direction of

the film normal. Such microcavities have been shown to alter the (electro)lumi-

nescence spectrum of devices as well as the angular radiation characteristics

[200–204]. Normally, the angular dependence of the emission from a thin film

follows Lambert’s law [205].

IðyÞ ¼ I0 cos y

allowing only a fraction of 1=ð4n2Þ of the generated photons to be coupled out via

the upper surface, or twice this value if the rear surface acts like an ideal mirror.

In a microcavity, a much stronger directionality can be observed, and the external

efficiency can be much higher. In the structures derived from OLEDs, usually one

mirror is made of a metal layer that serves as the electrode, the other is a stack of

alternating layers with a thickness of l/4 and high refractive index contrast (e.g.,

SiO2/TiO2). As emitting layers for (electrically driven) microcavities, Alq3 with

or without dopants such as quinacridones and europium complexes have been

used [206–209]. Still below the lasing threshold, the spectral full width at half-

maximum (FWHM) can be as low as 10 nm and the spatial (angular) FWHM,

which is 60� for a Lambertian radiator, becomes <30�.
The lasing threshold was reached by optical pumping. For a 500-nm thick

Alq3 : DCM layer sandwiched between a dielectric mirror with 99.5% reflectivity

and a silver mirror with 91% reflectivity, lasing occurs at a pump intensity thresh-

old of 340 mJ/cm2 at 337 nm [210]. The high-resolution spectrum shows a band-

width of 0:06 � 0:03 nm. By varying the thickness of the organic layer between

450 and 520 nm, the peak wavelength was tuned from 598 to 635 nm.

The intriguing properties of devices made by the combination of a film-form-

ing dye and an optical microstructure turn up in the discovery of strong coupling

between excited states and photon modes in microcavities, creating Rabi-splitted

polariton modes [211]. They occur in materials with narrow absorption bands

(e.g., porphyrins and cyanine dyes) and may pave the way to new laser types

and fundamental insights into the interaction of matter and light.

One final type of laser resonator, which is also applicable for molecular

glasses, should be mentioned: The ‘‘random’’ laser, based on coherent backscat-

tering in an amplifying medium [212, 213]. In these structures, strongly scatter-

ing nanoparticles like TiO2 colloids are randomly dispersed in the amorphous

films leading to self-contained optical paths and thus to the localization of optical

modes. Since disordered structures are much easier to produce than ordered
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lattices, it is to be expected that random lasers will gain more interest in the

future.

All systems presented in this section show lasing only in the optical pumping

mode. There is much interest in electrically pumped devices, but for molecular

glasses the difficulties in achieving high excitation densities and low absorption

due to charge carriers and electrodes have yet to be overcome. This problem and

the related semiconducting polymer lasers that are based on the same principles

will not be covered here, but are treated in recent reviews [214–216].

VI. ELECTRICAL EXCITATION: MULTILAYER
STRUCTURES FOR ORGANIC

ELECTROLUMINESCENT DEVICES

Of all applications, OLEDs have the largest impact on the development of new

molecular materials [217, 218]. An immense number of material combinations

have been proposed for multilayer OLEDs by the groups working in this field.

In Section III, we already encountered emissive materials that have been used

for controlling the color of OLEDs if implemented as an emission layer in

such a structure. But the true challenge is achieving the multifunctionality that

the materials have to fulfill in order to obtain an optimized OLED. Light emission

is only one feature, the ability of charge injection and transport being the other

issues that have to be considered. The energy levels must be aligned carefully in

order to make electrical injection possible, and charge has to be conducted easily

in order to avoid large ohmic resistances. Thus, in this section we focus on the

electrical properties of the chromophores used as layers in OLEDs.

A. The Basic Structure of Organic Light Emitting Diodes

First, let us consider the basic structure of OLEDs (Fig. 3.26). Not less than seven

layers are used in a state-of-the-art device based on low-molecular materials. The

structure is derived from a five-layer concept (three organic layers and two elec-

trodes) by Adachi et al. [105], who extended the original bilayer device of Tang

and Van Slyke [42]. The central layer is the emitting layer consisting of one of the

fluorescent or phosphorescent materials discussed in Section IV. Here, the excited

states (excitons) are not formed by photoexcitation but by the recombination of

an electron-depleted molecule—a radical cation with a ‘‘hole’’ in the highest

occupied molecular orbital (HOMO)—and an excess charge carrying radical

anion having an additional electron in the lowest unoccupied molecular orbital
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(LUMO), according to the following mechanism

Mþ þ M� ! M� þ M

The electrons for the radical anions are injected by the cathode, consisting of a

metal with a low work function. Usually, calcium, a coevaporated magnesium–

silver alloy with a ratio Mg/Ag of 10 : 1, or aluminum are used. The correspond-

ing work functions are 2.9, 3.7, and 4.3 eV, respectively. The injection of the elec-

trons can be facilitated by an additional layer of lithium fluoride [219]. Since

lithium fluoride is an insulator, the mechanism for the improvement of electron

injection in electrodes such as LiF/Al is still a subject of discussion. Explanations

comprise electron tunneling, the quenching of interfacial reactions, and the

dissociation of LiF toward metallic lithium, which reduces the barrier height

toward the electron transport layer [220, 221]. The electrons are transported

through the electron-transport layer on the LUMO level via hopping transport that

is in principle a mutual solid-state redox reaction

E� þ E ! E þ E�

and are transferred to the emitter molecules M.

On the substrate side, the same process occurs for the holes, but on a different

energy level. The holes are injected by a high work function metal or semicon-

ductor like the transparent ITO, which consists of a nonstoichiometric composite

Figure 3.26. Structure of an OLED. S ¼ substrate (glass), ANO ¼ anode (e.g.,

ITO ¼ indium–tin–oxide), HIL ¼ hole injection layer (e.g., Cu–phthalocyanine), HTL ¼
hole transport layer, EML ¼ emission layer, ETL ¼ electron transport layer, EIL ¼
electron injection layer (e.g., LiF), KAT ¼ cathode (e.g., Ag:Mg, Al). The light that is

generated by the recombination of holes and electrons is coupled out via the transparent

anode.
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of 10–20% SnO2 and 80–90% In2O3. The work function of ITO depends strongly

on the surface treatment and lies in the range of 4.4–5.2 eV [222, 223]. As in the

case of the cathode, hole injection can be improved by an additional layer of, for

example, copper phthalocyanine [47] or polyethylenedioxythiophene (PEDOT),

doped with polystyrenesulfonic acid (PSS) [224]. The holes are injected into the

hole transport layer and proceed by hopping on the HOMO level toward the emis-

sion layer.

Hþ þ H ! H þ Hþ

The zone of recombination can be very small as was shown by Aminaka et al.

[225] by doping only a thin layer (5 nm) in the device by a red emission material.

By observing the ratio of host and dopant emission, the authors were able to show

that the recombination zone of the device was as thin as 10 nm. The emitted light

is usually coupled out at the substrate side through the transparent anode. As a

rule, the electroluminescence spectrum does not differ much from the photolumi-

nescence spectrum.

Very often, two of the functional layers are replaced by one, using a material

with combined emission and electron- or hole-transport capabilities. In addition,

the charge-transport layers serve also as blocking layers for the carriers of oppo-

site charge, which helps to confine the zone of recombination into the central area

of the device and avoids loss of charges and quenching of the excitons at the elec-

trode interfaces. The control of the recombination zone therefore requires a subtle

balance between injection, charge-transport, and charge-blocking kinetics, which

is a great challenge for material and device design. The energy level diagram of

the OLED, summarizing the charge injection, transport, and recombination pro-

cesses, is shown in Figure 3.27.

B. Redox Potential and Charge Injection Properties

As can be seen from the energy level structure diagram, the relative position of

the HOMO and LUMO levels are not less important than the energy gap between

them, since they control the possibility of charge injection. At this point, how-

ever, note, that a MO scheme is often used for illustration, but more properly

the total energy states of the molecules and their radical cations and anions

that may be subjected to electronic rearrangement have to be considered. Bearing

this in mind, the measured values of redox potentials can be translated into the

molecular orbital picture.

Whereas the work function of the electrodes is measured by photoelectron

spectroscopy, the organic materials are usually characterized by cyclic voltam-

metry [226]. The values can be extrapolated to the gas phase by choosing an
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appropriate reference and neglecting the influence of the polarity of the solvent in

which the measurements are taken. In addition, the formation of interfacial

potentials due to the formation of dipole layers in the solid-state device [227]

is neglected. Making these assumptions, the energy levels obtained by cyclic

voltammetry can be compared with the electrode work functions. It is more reli-

able, though, to compare the redox properties of different materials relative to

each other.

Cyclovoltammetric measurements [228] are usually performed in acetonitrile,

dichloromethane, or tetrahydrofurane (THF) solution with a conducting organic

salt such as tetrabutylammonium hexafluorophosphate (TBAHFP). As (pseudo-)

reference electrode, Ag/Agþ (0.01 Mol/L in acetonitrile) or Ag/AgCl are used.

For calibration, an internal reference, ferrocene Fc/Fcþ (þ0:35 V vs. Ag/AgCl)

or cobaltocene CoCp2/CoCp2
þ (�0.94 V vs. Ag/AgCl) is added. The ionization

energy of ferrocene is assumed to be 4.8 eV, thus linking the electrochemical

potential to the work function scale of the electrodes [229]. The energy of the

MOs is the negative value, that is,

eðMOÞ ¼ �ð4:8 eV þ E1=2Þ

EILETL

KAT

EML
HTL

HIL

ANO

–E(eV)

5

4

3

Figure 3.27. Energy level scheme of the device in Figure 3.26, consisting of the

electrode work functions and the molecular HOMOs and LUMOs. The relative energy

level of HOMOs and LUMOs can be determined by cyclic voltammetry and optical

spectroscopy. Note the hole blocking character of the electron-transport layer. This

feature is important since holes that proceed via the HOMO levels have much higher

mobilities than electrons proceeding via the LUMO levels.

134 FUNCTIONAL MOLECULAR GLASSES: BUILDING BLOCKS FOR OPTOELECTRONICS



E1=2 being the reversible half-wave potential of the electron-transfer reaction

with respect to ferrocene. The suggested offset value, however, differs somewhat

from group to group.

1. Energy Levels for Hole Injection. For the hole conductor TPD (6), mea-

surements are available from different groups that allow a direct comparison of

different experimental setups. The ionization potential that corresponds to the

HOMO level under the assumptions mentioned above was measured by photo-

electron spectroscopy to be 5.34 eV [230]. Anderson et al. [231] identified the

onset of the photoelectron spectrum with the ionization potential and the first

peak with the HOMO energy, and reported separate values of 5.38 and

5.73 eV, respectively. The cyclovoltammetric data reveal a first oxidation wave

at 0.34 V vs. Fc/Fcþ in acetonitrile [232], and 0.48 V vs. Ag/0.01 Agþ in dichloro-

methane [102], respectively. The oxidation proceeds by two successive one-

electron oxidations, the second one being located at 0.47 V vs. Fc/Fcþ.

The different hole injection and transport materials can be compared relative

to TPD. The spiro derivative Spiro-TAD (36a) has a lower first oxidation poten-

tial that can be explained by the better resonance stabilization of the radical

cation [87]. The material exhibits two successive one-electron oxidations (0.23

and 0.38 V vs. Fc/Fcþ) and one subsequent formal two-electron oxidation

(0.58 V) to the tetracation (Fig. 3.28).

The starburst triarylamine m-MTDATA (23) and its derivatives have even

lower oxidation potentials [102], making them well suited for the injection of

holes. For m-MTDATA, a value of 0.06 V vs. Ag/0.01 Agþ is reported. By photo-

electron spectroscopy, the low ionization potentials for m-MTDATA and for

p-DPA-TDAB (0.23 V vs. Ag/0.01 Agþ) were confirmed. The values are

5:0 � 0:1 eV and 5:15 � 0:05 eV, respectively [233]. Equally low is the ioniza-

tion potential of TPTE (9) with 4.96 V [230].

It is interesting to compare the biphenylamine substituted compounds with the

corresponding carbazoles, phenoxazines, and phenothiazines. For the triaryla-

mino-based structures, the carbazole 24 has the highest oxidation potential

(0.69 V vs. Ag/0.01 Agþ) [102], followed by the phenoxazine 25a (0.46 V vs.

Ag/0.01 Agþ) [166]. A similar observation was made for the corresponding deri-

vatives of 36a: the phenothiazine (0.27 V vs. Fc/Fcþ) and the phenoxazine

(0.29 V vs. Fc/Fcþ) have higher oxidation potentials than the parent compound.

The carbazole 37 has an even higher oxidation potential, but in this case the oxi-

dation is not reversible [234]. The redox properties of carbazoles are not fully

understood yet. In some devices, a carbazole such as CBP (10) was used as an

interface layer on the cathode side, suggesting a lower barrier for electron injec-

tion [50].

If an increasing number of thiophene rings are inserted into the TPD structure,

as in the BMA-nT series 13a–d, the oxidation potential does not change with
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increasing conjugation length (0.39–0.35 V vs. Ag/0.01 Agþ). Because the

absorption and emission bands are significantly shifted, obviously the electron

affinity is increased instead. Interestingly, depending on the number of thiophene

rings, the materials can be oxidized up to the tetracation (for n ¼ 4) [53, 54].

2. Electron Injection. Whereas the energy levels for hole injection from the

ITO electrode can be adjusted rather easily, the electron injection side is more

crucial since the LUMO levels usually lie much higher than the work function

of the electrode materials. For Alq3 as one of the most typical electron-transport

materials, the reduction potential is reported to be �2:01 V vs. Ag/0.01 Agþ

[102] and �2:30 V vs. Fc/Fcþ [231]. In the latter paper, the electron affinity

was calculated to be 3.17 eV, based on the comparison of photoelectron and

UV spectroscopic data. The oxidation potential was also determined by cyclic

voltammetry (0.73 V vs. Fc/Fcþ). The ionization energy of Alq3, determined

as the onset in the photoelectron spectrum, is 5.7 eV, the HOMO as the first resol-

vable peak is supposed to lie a little bit lower, at 6.34 eV [235, 236]. These data

for reduction and oxidation mean that for electron injection in Alq3, a still high

Figure 3.28. Cyclovoltammogram for the hole transporting material Spiro-TAD

(36a). The oxidation proceeds in two one-electron and one formal two-electron wave.

Solvent: Dichloromethane/TBAHFP 0.1 M, Scan rate 100 mV/s.
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barrier of �0.6–1.1 eV, depending on the cathode material, has to be surmounted,

whereas it has fairly good blocking properties for holes, which usually proceed at

energy levels of 4.6–5.3 eV below vacuum level. Newer results reveal, however,

that the cationic species of Alq3, formed by the injection of holes in the electron-

transport layer, is not stable and is suspected to be the main cause of device degra-

dation [237].

Compared to Alq3, the oxadiazoles have a lower tendency toward reduction

and thus a higher barrier for electron injection. Spiro-PBD (140), for example,

can accept four electrons, the first electron transfer (merged wave for two elec-

trons) taking place at �2:46 eV vs. Fc/Fcþ (Fig. 3.29) [87]. The oxadiazoles 17a,

18, and 29 exhibit reversible reduction waves at �2:39 and �2:18 eV and an irre-

versible reduction, respectively [238]. Since the HOMO–LUMO gap is >1 eV

larger than for Alq3, the hole blocking properties are better for the oxadiazoles.

Other electron-transport materials for which electrochemical data are avail-

able comprise phenylquinoxalines 30 with �1:78 V vs. Fc/Fcþ [60] and twin-

type 1,3,5-triazine ethers 5 with �2:2 V vs. Fc/Fcþ [45]. For thiophene-bridged

dimesitylboron compounds BMB-nT (14), �1:76 V vs. Ag/0.01 Agþ (�1:9 V vs.

Figure 3.29. Cyclovoltammogram for the electron transporting material Spiro-PBD

(40). The first reduction is a merged wave with an overall transfer of two electrons.

Solvent: THF/TBAHFP 0.1 M, Scan rate 100 mV/s.
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Fc/Fcþ) have been obtained, irrespective of the number of bridging thiophene

rings [56]. Naito et al. [239] compared a variety of other electron-transport

materials by their ionization potential and electron affinity measured by different

methods. For example, some bis(styrylanthracenes) similar to 21 but with

electron-withdrawing groups exhibit higher electron affinities than Alq3. The per-

fluorinated compounds 19 and 34 showed irreversible electroreductions [62].

Electrochemical data for the solid state are rare, but one example comprises

reduction potential measurements of oligo( p-phenylene-vinylenes) with a con-

vergence limit of �2:18 V vs. Fc/Fcþ for long chains. In contrast to the solution

measurements, all solid-state voltammograms exhibit a strong hysteresis [240].

3. Bipolar Molecular Glasses. Recently, bipolar molecular glasses have been

described that allow both injection of holes and electrons (Fig. 3.30). 2-{4-[bis(4-

methylphenyl)amino]phenyl}-5-(dimesitylboryl)thiophene (PhAMB-1T, 68) and

2-{4-[bis(9,9-dimethylfluorenyl)amino]phenyl}-5-(dimesitylboryl)thiophene

(FlAMB-1T, 69) show oxidation potentials of 0.62 and 0.58 V, and reduction

potentials of �2.13 and �2:01 V vs. Ag/0.01 Agþ, respectively [145]. Oxidation

as well as reduction leads to stable radical ions. With the conversion rules given

above, the HOMO and LUMO levels can be estimated to be approximately at

�5.3 and �2:8 eV. In comparison, for the bipolar compound 70, consisting of

triarylamine and oxadiazole moieties, the values are �5.5 and �2:7 eV [129].

However, in this case no data on the stability of the radical ions are available.

C. Charge Transport

Good hole or electron injection properties do not necessarily mean good

transport properties and vice versa. Charge injection is governed by the energetic

structure of the molecules, charge transport by the electron-transfer kinetics

between a radical ion and a neutral molecule. The charge-transport properties of

organic glasses have attracted interest very early since the transport materials are

good candidates for electrophotography (xerography). Ordered structures favor

the overlap of the electron system of neighboring molecules, thus facilitating

electron transfer. This means that the charge mobilities usually decrease in the

order molecular crystal [241–244] > liquid crystalline glass [245] > amorphous

glass. Thus, for amorphous glasses the task is to find materials with sufficiently

high mobilities.

Usually, in amorphous molecular materials, charge transport is described by a

disorder formalism that assumes a Gaussian distribution of energetic states of the

molecules between which the charges jump [246]. The mobility is then given by

m ¼ m0exp � 2s
3kT

� �2
" #
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s2

ðkTÞ2
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 !
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Figure 3.30. Some bipolar molecular glasses.
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which expresses the experimentally observed electric field (E) and temperature

(T) dependence:

log m / T�2

log m / E1=2

m0 is a prefactor mobility (zero field, infinite temperature), C is an empirical con-

stant of 2:9 � 10�4 ðcm=VÞ1=2
, s and � express the energetic (diagonal) and

positional disorder (off-diagonal), respectively. Other approaches also exist,

one of them being based on the Marcus theory of charge transfer [247, 248].

Experimentally, the charge mobilities are obtained by time-of-flight-measure-

ments or by characterizing field-effect-transistor devices made of the materials.

In time-of flight experiments, the mobility m is directly given by

m ¼ d

Et

where d is the sample thickness, E is the applied electric field, and t is the transit

time. In transistor measurements, it can be calculated from the current–gate vol-

tage relation [249].

Most of the early experimental work [250] has been done on molecular mate-

rials imbedded in a polymer matrix at concentrations of 10–80%, so a comparison

of the intrinsic properties of the materials is not easy. Another obstacle is the

dependence of the charge mobilities on the preparation technology (purity,

morphology). However, some data are available for true one-component molecu-

lar glasses, a selection of which will be presented in the following sections.

1. Hole Mobilities. For TPD (6), the hole mobility was measured by Heun and

Borsenberger [251] at fields between 40 and 400 kV/cm and in a wide tempera-

ture range from 213 up to 345 K. For high field and ambient temperature, the

mobility is in the range of 10�3 cm2=Vs with m0 ¼ 3:0 � 10�2 cm2=Vs,

s ¼ 0:077 eV, and � ¼ 1:6. For a-NPD (7), the mobility is in the same range,

but the prefactor mobility is higher (m0 ¼ 3:5 � 10�1 cm2=Vs) [252–254].

Spiro-TAD 36a shows a hole mobility of 3 � 10�4 cm2=Vs at 200 kV/cm

(m0 ¼ 1:6 � 10�2 cm2=Vs, s ¼ 0:08 eV; � ¼ 2:3) [255], which is lower than

for TPD. In a model study on bis(ditolylaminostyryl)benzene, Borsenberger et

al. [256] showed that the diagonal disorder can be divided into a dipolar and a

van der Waals component, the latter one being higher for this compound than

for other triarylamines.

The starburst arylamine m-MTDATA (23) exhibits a rather low mobility of

3 � 10�5 cm2=Vs at 100 kV/cm, but o-MTDAB (27b), p-BPD (8c), and tris-[4-
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(5-phenyl-2-thienyl)phenyl]amine show values exceeding 10�3 cm=Vs, the latter

one even 10�2 cm=Vs [102, 257]. For the three isomers 8a–c, it was demonstrated

that the lower mobility of the meta-substituted isomer can be attributed to a larger

energetic disorder, the prefactor mobilities all being in the same range. Other

materials that approach 10�2 cm2=Vs are the enamine derivatives of biphenyl

diamine (11: m0 ¼ 2:2 � 10�1 cm2=Vs; s ¼ 0:077 eV; � ¼ 1:0) [258]. On the

other hand, materials like, for example, 52, and other diphenylhydrazones, the

oligothiophene derivatives, 13, and the large molecule MTBDAB (28), exhibit

rather low hole mobilities (10�5 cm2=Vs) [259, 260].

For materials with small energetic disorder, but large �, the mobility may

decrease with increasing fields that was demonstrated first for the molecular glass

o-TTA (26a) (m0 ¼ 9:7 � 10�3 cm2=Vs; s ¼ 0:059 eV; � ¼ 2:4), measured at

room temperature [71].

2. Electron Mobilities. The electron mobilities of good electron transport

materials are about two orders of magnitude lower than typical hole mobilities

of good hole transport materials. Thus, it is much more difficult to find good elec-

tron-transport material for a balanced charge injection in an OLED. The first

time-of-flight measurements on Alq3, have been made by Kepler et al. [261].

They found an electron mobility of 1:4 � 10�6 cm2=Vs at 400 kV/cm, accompa-

nied by a low hole mobility of 2 � 10�8 cm2=Vs at room temperature.

The electron mobility of oxadiazoles have been measured in a polymer matrix,

values of 10�7 up to 10�5 cm2=Vs have been obtained [262, 263]. These values

are exceeded by starburst phenylquinoxalines (30) that approach 10�4 cm2=Vs at

106 V=cm [264]. Other material classes that are very interesting candidates for

electron-transport layers comprise naphtalene-, 60, and perylenetetracarboxylic

diimides, 59 [265], as well as bathophenanthroline [266] with reported electron

mobilities of 10�3 and 4:2 � 10�4 cm2=Vs, respectively.

Mobility data on bipolar charge-transport materials are still rare. Some bipolar

molecules with balanced mobilities have been developed [267], but the mobilities

are low (10�6–10�8 cm2=Vs). Up to now, no low molecular material is known

that exhibits both high electron and hole conductivity in the amorphous state,

but it is believed that it will be only a matter of time. One alternative approach,

however, is to use blends of hole and electron transporting materials [268].

One final aspect on charge transport in molecular glasses should be men-

tioned: The hole or electron current depends not only on the mobility but also

on the number of charge carriers. The latter can be increased just as in inorganic

semiconductors by chemical doping with electron donors or acceptors. This kind

of doping must not be confused with dye doping with respect to Förster transfer

as described above. For example, doping a hole-transport material with a strong

electron acceptor such as perfluorinated tetracyanoquinodimethane (F4-TCNQ)

can improve the electrical properties of devices substantially [269].
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VII. FROM LIGHT TO CURRENT: APPLICATION OF
MOLECULAR GLASSES IN SOLAR CELLS

The conversion of light to electric current in photovoltaic devices is the direct

inversion of the electroluminescent process in OLEDs, thus it is not surprising

that the same molecular glasses as described above have also been used for the

realization of solar cells. There are at least two different types of approaches,

however, that shall be described now.

A. Dye-Sensitized Solar Cells

Due to its direct relation to Section VI, we begin with a cell in which mainly the

hole transporting properties of molecular glasses are used: the solid-state dye sen-

sitized cell.

The dye-sensitized solar cell, commonly referred to as the Grätzel cell, is

based on the photoinduced electron transfer from a dye to mesoporous TiO2

[270]. The network of connected TiO2 nanoparticles forms a large surface area

being active for light absorption and electron transfer. As the active dye ruthe-

nium dyes such as RuIIL2(SCN)2, where L ¼ 4,40-dicarboxy-2,20-bipyridyl

ligands, are well suitable because of the good adhesion of the carboxy groups

to the TiO2 surface. If the dye is excited, electrons are injected into the conduct-

ing band of TiO2, leaving a ruthenium (III) species.

RuIIL2ðSCNÞ�2 ! RuIIIL2ðSCNÞþ2 þ e�ðTiO2Þ

The electrons are collected by an F-doped SnO2 electrode and the electrical cir-

cuit is closed via a gold electrode by a mediator that transports the charges needed

for the back-reduction of the dye (electrons from the gold electrode to the LUMO

of the dye, or in an equivalent picture, holes from the dye to the gold electrode).

The original cell suffers from the use of a liquid electrolyte containing the redox

system I2=I�3 as mediator, which causes some problems due to leakage and sol-

vent evaporation if not sealed properly.

Thus all solid-state variations of this cell have been developed by replacing the

liquid electrolyte by hole transporting molecular glasses [271–273]. In the paper

by Bach et al. [272], the tetramethoxy derivative of Spiro-TAD (36b) was used,

with RuIIL2(SCN)2 as the sensitizing dye. The structure and energy level

diagram of this cell is displayed in Figures 3.31 and 3.32. The internal photon-

to-electron-conversion efficiency (IPCE) was determined to be 5%, which is still

lower than for comparable liquid cells. However, an IPCE of 33% was measured

by doping the hole-transport material with N(PhBr)3SbCl6 and Li[(CF3SO2)2N],

which increases the charge-carrier concentration by partial oxidation. The overall
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efficiency of the cell was 0.74% at a white-light irradiation with 9.4 mW/cm2.

Under full sunlight (air mass 1.5, 100 mW/cm2), short-circuit photocurrents of

3.18 mA/cm2 have been achieved.

B. Heterojunction Solar Cells

The second type of solar cell is based on a pn-heterojunction in analogy to semi-

conductor devices [274]. Excitons generated by light, diffuse and dissociate at the

interface between a hole and an electron-conducting material. The optimum layer

thickness was calculated to be �1.5 times the exciton diffusion length [275].

Figure 3.31. Organic solar cell with the molecular glass Spiro-MeOTAD as the solid-

state electrolyte. The photosensitive ruthenium dye is attached as a monolayer to TiO2

nanoparticles, thus forming a large active area for photoinduced electron transfer.
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Most of the devices described up to now are based on materials that tend to crys-

tallize [phthalocyanines, porphyrins and perylenetetracarboxydiimids, (59)]

[276, 277], or form liquid crystalline phases [278, 279]. With respect to amor-

phous glasses, light sensitive donor–acceptor type molecules, for example, the

p-type triarylamines tris[4-methylphenyl(4-nitrophenyl)amino]triphenylamine

and tris[5-(dimesitylboryl)thiophen-2-yl]triphenylamine have been combined

with an n-type material in a double-layer heterostructure [280]. The cells respond

to visible light from 400 to 800 nm with overall efficiencies of 0.1%.

A very interesting approach is the combination of charge-transfer donor–

acceptor sites in one molecule as it was demonstrated for compounds consisting

of oligophenylenevinylene and C60 moieties [281, 282]. By microphase separa-

tion, a bicontinous network is formed for the charge transport. The efficiencies

are, however, quite low (0.01–0.03%).

VIII. FURTHER APPLICATIONS: PHOTOCHROMIC AND
PHOTOREFRACTIVE MATERIALS

A. Photochromics

Photochromic dyes can also be found among the various chromophores that have

been implemented in molecular glasses. The free volume available in the amor-

Figure 3.32. Energy level scheme of the device in Figure 3.31. Photoinduced electron

transfer takes place from the photoexcited ruthenium dye into the TiO2 conduction band.

The recombination directly back to the dye has to be suppressed. Instead, the current is

directed through the circuit to the counterelectrode and the hole conductor that brings the

electrons back via hopping transport. HTM: hole transport material.
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phous solid allows photochemical reactions like the molecular rearrangements on

which the photochromic systems are based. By irradiation with light, the absorp-

tion spectrum of the thin films as well as the refractive index is changed, which

allows the application of molecular glasses for information storage and for sensor

and switching devices. A large number of photochromic systems are known

[283], which may all be used for the design of photochromic glasses: azo dyes

[284] and stilbenes [285], diarylethenes [286], spiropyran–merocyanines [287],

fulgides [288], dihydroazulene–vinylheptafulvenes [289], dihydroindolizines

[290], spiroperimidin–chinonimines [291]. These systems are only a representa-

tive selection of possible materials. For azo dyes, some special mechanism

occurs, thus we will treat them in a separate section.

With respect to molecular glasses, the photochromism of dithienylethene has

been investigated by some groups. The first report was published by Kawai et al.

[292] using 1,2-bis[5-(4-tert-butylphenyl)-2,4-dimethylthiophen-3-yl)-3,3,4,

4,5,5,-hexafluorocyclopentene (72), which has a Tg of 68�C. By irradiation

with UV light, the system undergoes ring closure, the closed form being stable

unless bleached by visible light (Fig. 3.33). The absorption bands of the open

form 72a are 280 nm, and of the closed form 72b 380 and 580 nm, respectively.

The switching is reversible to a degree of 80% when starting from a film of the

closed form, but is only 41% when starting from a film of the open form. This

finding is attributed to the fact that for the open form two conformers are possible,

only one of which can react easily in the solid state without the need of rotational

motion of bulky groups. The refractive index changes in the film were measured

by a prism coupler method and are �n ¼ 0:04 when starting from the closed form

and �n ¼ 0:01 when starting from the open form.
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Figure 3.33. Photochromism of diarylethenes.
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Other dithienylethenes have been synthesized and investigated for their photo-

chromic properties by replacing the tert-butyl group by bis( p-methylphenyl)

amine, thus raising the glass transition temperatures [293, 294].

B. Azo Reorientation and Surface Gratings

Azo dyes exhibit the special feature that the photochromic forms, the trans and

cis isomers, can be converted to each other by irradiation at the same wavelength,

thus forming photostationary states. This is due to the strong overlap of the

absorption bands, especially for the pp� band at �450 nm, which means that

in addition to the normal photochromism that can be detected in amorphous

molecular glasses containing azo dye moieties [295–297], a special mechanism

may take place under irradiation with polarized light [52]. Under polarized light,

the photoselection principle holds [298], which states that the probability for

excitation depends on the angle between the molecular transition moment and

the polarization direction. The molecules with originally randomly distributed

orientations undergo photoisomerization cycles with some rotational diffusion

until they adapt an orientation perpendicular to the polarization direction of

the light [299] (Fig. 3.34). If a spatial pattern of light polarization is applied to

a thin film of a molecular azo glass, a birefringence grating is formed [300]. The

orientational grating also alters the surface stress of the sample, finally leading

to a corrugated surface grating that has been detected recently in the case of

polymers [301–303]. Figure 3.35 shows the holographic setup that is used for

N

N

N
N

M

M

N

N

P

Figure 3.34. Photochromism of azo dyes under irradiation with polarized light. In an

amorphous matrix, trans–cis isomerizations are coupled to rotational diffusion. After

many isomerization cycles, the molecules are trapped in an orientation with the transition

moment M perpendicular to the polarization direction of the light P.
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the writing of such a polarization pattern. The polarizations of the two writing

beams can be adjusted to be orthogonally polarized, either linearly or circularly,

depending on the phase-shifting elements used (Fig. 3.36).

Originally, this recording principle based on photoinduced birefringence was

applied for liquid crystalline and amorphous polymers [304, 305]. Later, it led to

the development of appropriate functionalized molecular glasses [52]. For the

molecular glass N,N 0-bis(phenyl)-N,N 0-bis[(4-phenylazo)-phenyl]benzidine

(AZOPD, 12), imaging of a test pattern and the formation of surface gratings

have been demonstrated (Fig. 3.37 [306]). The possible applications of thin films

of these azo dye glasses lie not only in the area of optical recording but also in the

construction of optical waveguides with implemented grating couplers or distrib-

uted feedback gratings [307].

2
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488 nm 633 nm 

Figure 3.35. Holographic setup for the generation of corrugated surface gratings in

azo molecular glasses. The gratings are written at 488 nm and read out at 633 nm. The

polarization pattern is defined by chosing an appropriate retarder R (half and quarter wave

plates), the grating constant by varying the crossing angle of the two beams. S: Sample,

SF: Spatial filter, BS: Beam splitter, M: Mirror, D: Detector.
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C. Photorefractives

In addition to photochromic systems, other approaches exist for the development

of materials for optical recording and real-time image processing. For example,

one alternative way for data storage may be the use of molecular glasses as phase-

change materials: Locally heating the glass induces recrystallization and changes

the reflectance properties [308]. The approach on which we will focus in this sec-

tion is the use of photorefractive composite systems. The principle of photore-

fractivity is based on the photogeneration of space charges that induces

reorientation of the molecules by the electrooptic effect (Fig. 3.38). For testing

(a)

(b)

(c)

Figure 3.36. Different types of holographic gratings. (a) Both writing beams have the

same polarization: intensity grating. (b) The writing beams are left and right circularly

polarized: linear polarization grating. (c) The writing beams are s and p polarized: mixed-

polarization grating.
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photorefractive materials, a holographic experiment similar to the setup in Figure

3.35 can be used, but with the difference that no retardation plates are used, lead-

ing to a sinusoidally varying intensity profile instead of a polarization modula-

tion. The gratings are tilted with repect to the film plane, allowing the

application of an additional electric field that has a component in the direction

of the grating vector for the enhancement of the process (Fig. 3.39).

Photoconductivity gives rise to the generation of charge carriers at the bright

areas with constructive interference. The carriers diffuse or are shifted by the

externally applied electric field, respectively. Because of the different mobilities

of positive and negative charge carriers, space charges are formed. The space-

charge modulation creates an electric field that is phase shifted by half a period.

This internally generated modulated field leads to a refractive index grating,

either by induced electrooptic polarization or, more effectively and stable, by

the reorientation of dipole molecules. The effectivity of the latter process

depends on the dipole moment of the molecules as well as the anisotropy of

the linear polarizability [309]. Photorefractive processes can be distinguished

from photochromic processes by the phase shift of the refractive index grating,

which is commonly detected by energy coupling from one writing beam to the

other (two-beam coupling).

Figure 3.37. Atomic force microscopy of a corrugated surface grating written into a

molecular azo glass.
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In order to maintain sufficient mobility for the reorientation process, Tg should

not be too high. Thus, with respect to Tg, this application differs from the other

applications treated in this chapter, generally requiring a high Tg. However, for

high Tg materials, lowering the Tg can be achieved relatively easy by using blend

systems. Typical composites consist of a photorefractive glass, a dipolar chromo-

phore, and a plasticizer.

Materials that exhibit photoconductivity and/or electrooptical response can be

found in large numbers among molecular glasses (Fig. 3.40). Dihydropyridines

with Tg �25�C and low tendency of crystallization have been used (e.g.,

2BNCM, 73), adding only a small fraction of a binding polymer (<10%), and

2,4,7-trinitro-9-fluorenone (TNF) as a sensitizer [310]. A common strategy is

ρ(x)

∆n(x)

(a)

(b)

(c)

(d)

I(x)

E(x)

Figure 3.38. Principle of the photorefractive effect: By photoexcitation, charges are

generated that have different mobilities. (a) The holographic irradiation intensity profile.

Due to the different diffusion and migration velocity of negative and positive charge

carriers, a space-charge modulation is formed. (b) The charge density profile. The space-

charge modulation creates an electric field that is phase shifted by p=2. (c) The electric

field profile. The refractive index modulation follows the electric field by electrooptic

response. (d) The refractive index profile.
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the combination of a photorefractive moiety and an electrooptic chromophore by

a semiflexible spacer, adjusting Tg around room temperature. Based on this prin-

ciple, carbazole- or diphenylamine-substituted triphenylamines have been

coupled with azo dyes and stilbenes (e.g., 74) [311–314], and unsubstituted tri-

phenylamine with 4-dicyanovinylaniline (75) [315]. Fullerene (C60) was used as

sensitizer in this case, and diisoctyl phthalate as plasticizer for the high Tg

glasses. The succinate spacer in the triphenylamine-4-dicyanovinylaniline sys-

tem has enough flexibility to make the addition of a plasticizer unnecessary

(Tg ¼ 34�C). Another material is based on the combination of oligo(3-alkylthio-

phene) with a nonlinear optical chromophore [316]. One conjugate structure hav-

ing both photoconductive and electrooptic properties can be found in carbazole

trimers that are coupled by ethynylene bridges 76 [317, 318].
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Figure 3.39. Holographic setup for photorefractive molecular glasses. The sample is

tilted toward the grating, allowing an applied external field to support the motion of the

mobile charges. The phase shift of the refractive index grating can be determined by

measuring the transmitted writing beam intensities (two-beam coupling).
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Chromophores with a rather high optical anisotropy are the merocyanines

(77), especially in the cyanine limit with equal contributions of the apolar and

zwitterionic resonance structures [319]. Thus, they also have been proposed as

promising candidates for photorefractive systems based on molecular glasses.

For 77, doped with a photosensitizer, a refractive index modulation of 0.01 at

an electrical field of 22 V/mm was reported.
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Figure 3.40. Some photorefractive molecular glasses.
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D. Lithographic Resist Materials

The photoresponsive properties of molecular glasses also have been applied in

the design of resists for semiconductor lithography. In a resist, irradiation

changes the solubility of the materials, making it more or less soluble (positive

or negative resist, respectively). The search for new resist materials follows

the development of lithographic techniques toward deep-UV and electron beam
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Figure 3.41. Some low molecular resist materials.
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lithography. The feature sizes are as small as 100 nm, which approaches the

radius of gyration of large polymers used in conventional photoresists. Thus,

molecular glasses are promising candidates for the next resist generation due

to their small molecular size. Some materials that have been developed for elec-

tron beam lithography are displayed in Figure 3.41 [320]. 1,3,5-tris-[4-(4-tolue-

nesulfonyloxy)phenyl]benzene (TsOTPB, 78) is a positive resist, which is

cleaved under electron beam exposure at the sulfur–oxygen bond, yielding pro-

ducts that are soluble in tetramethylammonium hydroxide and isopropyl alcohol.

4,40; 400-tris(allylsuccinimido)triphenylamine (ASITPA, 79) is a negative resist

that undergoes cross-linking at the allyl groups under exposure. The unexposed

areas can be removed with 2-methoxyethyl acetate. Other low molecular resists

are 1,3,5-tris(tert-butoxycarbonyloxy)phenylbenzenes (o- and p-BCOTPB) [321]

as positive resists, p-methylcalix[6]arene hexaacetate (MC6AOAc, 80) [322] and

1,3,5-tris[4-(4-vinylphenylcarbonyloxy)phenylbenzene (VCTPB) [323] as nega-

tive resists, respectively. Resolutions of down to 10 nm may be achieved with

these low molecular glasses.

IX. CONCLUSION

In this chapter, we have shown that a lot of synthetic concepts emerged in the past

years for glass-forming molecular materials that offer advantages over polymers

due to their easier purification and better vacuum processing capabilities. There is

a wide range of applications for thin-film devices based on these materials. Here,

we focused mainly on the applications based on the interaction with light and

electricity, from the emission of light in lasers and light emitting diodes up to

the response to light in photovoltaics and photochromic systems. This does not

limit the range of applications, however. A huge potential lies in the application

of the electrical properties (e.g., for organic transistors [241, 324]) or in the incor-

poration of magnetic centers into the molecular structure [325]. We expect that

in the future the number of molecular glasses and their applications will keep

growing.
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26. F. Steuber, J. Staudigel, M. Stössel, J. Simmerer, A. Winnacker, H. Spreitzer, F. Weis-
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