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Preface

The last decade has seen remarkable growth in small-angle scattering (SAS)

applications in structural biology. Perhaps the most important driver of this

growth is the desire to characterize and understand biomolecular complexes

and assemblies that require the use of multiple techniques in order to

overcome the challenges of size, complexity and dynamics. Aiding the

growth has been the proliferation of available instrumentation with multiple

small-angle X-ray scattering (SAXS) beam-lines at synchrotrons, more pow-

erful small-angle neutron scattering (SANS) beam lines at reactor and spall-

ation neutron sources, and diverse offerings of commercial laboratory-based

SAXS instruments. Developments in in-line sample purification has dramat-

ically expanded the success rate for obtaining high quality SAS data from

targets that were previously intractable due to polydispersity or limits in

solubility and stability. Finally, there have been substantial developments in

computational tools for SAS data analysis and 3D structural modelling.

This volume focuses on the applications of SAS to biomolecules in

solution. The introductory chapter provides an excellent historical context

for the development of SAS and is followed by a chapter focused on

planning, preparing and performing a basic solution SAXS measurement.

The emphasis on sample preparation and the challenges of obtaining an

accurate SAXS profile from precisely matched solvent and solvent plus

biomolecule of interest is well placed. This focus continues in Chap. 3, but

in the context of a combined SEC-SAXS experiment where samples eluted

from the SEC are directly injected into the SAXS measurement chamber as a

final step of purification and potentially separation of species. The

SEC-SAXS topic is taken up again in Chap. 11 with a focus on quality and

examples that show one can go beyond separating species to learning more

about the system of interest.

The analysis and accurate structural interpretation of solution SAS data is

non-trivial, and Chaps. 4 and 6 combined provide important insights and

guidance on data analysis, how to minimize the influence of experimental

artefacts, and demonstrate the data supports the structural interpretation

presented. As the solution SAS experiment provides structural information

that is reduced to one-dimension due to the random orientation of the

biomolecule, approaches to three-dimensional modelling require the appli-

cation of restraints if conformational space is to be adequately sampled. The
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question of uniqueness of the solution must also be addressed. In the case of

atomistic models, complementary structural data are used in hybrid

modelling schemes. Hybrid structural modelling is maturing as a field and

Chap. 13 considers the critical issues of the completeness of conformational

space sampling, model validation, and data compatibility and provides ele-

gant examples of hybrid modelling using SAXS and SANS combined with

NMR and crystallography. Hybrid modelling combining SAXS data with

hydroxyl radical footprinting and computational docking simulations is the

subject of Chap. 14.

While the great majority of SAS experiments utilize X-rays, the unique

properties of neutrons that facilitate contrast variation studies provide a

powerful probe of the structures and arrangements of components within

biomolecular complexes or assemblies. How to design and execute SANS

studies of soluble complexes is the focus of Chap. 5, while Chap. 12

describes the application of SANS on membrane protein structural analysis.

Biomolecular functions are dynamic processes that depend upon confor-

mational flexibility and there is increasing recognition that many proteins

contain regions of intrinsic disorder that are important for function. Solution

SAS can probe flexible and dynamic systems over a very broad range of

sizes. The characterization of highly flexible proteins is described in Chap. 7,

while Chap. 9 describes how to optimize experiments aimed at studying the

fibrillation process, providing the basic principles behind the analysis of SAS

data. The breadth in the range of distances that can be probed with SAS

(essentially atomic to micrometer) is why the technique is well-suited for

studies of intrinsically disordered proteins, conformational flexibility in

individual folded biomolecules and complexes, and assemblies such as fibrils

– the power of this capability to inform our understanding of biology is the

subject of Chap. 10. Extending to wider angles, Chap. 8 shows how wide-

angle X-ray scattering (WAXS) can provide insights into the secondary,

tertiary and quaternary structural organization of macromolecules.

The volume finishes with an overview of current applications of SAS in

drug research (Chap. 15), how it can be used in optimizing pharmaceutical

efficacy at its most fundamental level. Specific examples of pharmaceutically

relevant research on novel systems and the role SAS are described, with some

practical advice for selecting scattering techniques for this important area of

biomedical research.

I expect that this volume, with its breadth of topics penned by leaders in

the field, will be a valuable resource for both expert and aspiring small-angle

scatterers as biomolecular solution SAS continues to develop and grow.

University of Sydney, Australia Jill Trewhella

June, 2017
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Note from the Editors

It is customary in the SAS literature to express its central physical quantity,

the scattering vector or momentum transfer, by one of a few different

symbols: Q, q, S, s, or k. Different authors of the chapters in this book

likewise have adopted different versions of this convention, as defined in

each of the chapters. Another frequently used quantity, the pair distance

distribution function, is symbolized by either P(r) or alternatively p(r).

vii
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Small Angle Scattering: Historical
Perspective and Future Outlook 1
Thomas M. Weiss

Abstract

Small angle scattering (SAS) is a powerful and versatile tool to elucidate

the structure of matter at the nanometer scale. Recently, the technique has

seen a tremendous growth of applications in the field of structural molec-

ular biology. Its origins however date back to almost a century ago and

even though the methods potential for studying biological

macromolecules was realized already early on, it was only during the

last two decades that SAS gradually became a major experimental tech-

nique for the structural biologist. This rise in popularity and application

was driven by the concurrence of different key factors such as the

increased accessibility to high quality SAS instruments enabled by the

growing number of synchrotron facilities and neutron sources established

around the world, the emerging need of the structural biology community

to study large multi-domain complexes and flexible systems that are hard

to crystalize, and in particular the development and availability of data

analysis software together with the overall access to computational

resources powerful enough to run them. Today, SAS is an established

and widely used tool for structural studies on bio-macromolecules. Given

the potential offered by the next generation X-ray and neutron sources as

well as the development of new, innovative approaches to collect and

analyze solution scattering data, the application of SAS in the field of

structural molecular biology will certainly continue to thrive in the years

to come.
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1.1 Introduction

Small angle scattering (SAS) is a powerful and

versatile analytical technique that can provide

detailed structural information from

non-crystalline samples at moderate resolution

on the length scale of typically a few nanometers.

The laws of the underlying scattering process are

such that the angular dependence of the scatter-

ing intensity is directly connected to the spatial

distribution of scattering centers in the sample by

a Fourier transformation. Reversing this transfor-

mation and translating the information from the

reciprocal space in which the scattering

intensities are measured into the real space of

the sample is the goal in any structural investiga-

tion using scattering techniques. However, as we

are only able to measure intensities (that is the

square of the wave amplitude), the phases neces-

sary for a straightforward reversal of the Fourier

transformation are lost in this measurement pro-

cess. To complicate things further, in

non-crystalline, disordered samples typically

used for small angle scattering the orientational

averaging of the signal together with the limited

range in which data is measurable in the recipro-

cal space due to weak signal-to-background

intensity on the high Q side and interference

with the primary beam on the low Q side leads

to a further loss of structural information. Never-

theless, due to the conceptual simplicity of the

experiment and its general applicability, the ease

of sample preparation and speed of measurement

SAS remains a highly useful and valuable tool

for the structural biologist.

Typically small angle scattering experiments

are performed using X-ray or neutron beams with

wavelengths ranging from approximately one up

to several Ångstroms. SAS can be applied to

virtually any kind of material as long as it

exhibits structural inhomogeneities at length

scales ranging from one up to hundreds of

nanometers. Due to the inverse relationship

between the angular dependence of the scattering

signal and the real space distances between scat-

tering centers in the sample (originating from the

Fourier relationship between real and reciprocal

space) it follows that for wavelengths on the

order of Ångstroms significant scattering inten-

sity will be observable only at low scattering

angles close to the incoming beam direction.

In its application to problems in structural

biology the term small angle scattering is most

often used as a synonym for solution scattering

where the sample consists of dilute solutions of

biological macromolecules or macromolecular

complexes. In this case the dissolved

macromolecules themselves are at the origin of

the scattering signal and the observable intensity

as a function of momentum transfer contains the

information on the size, shape and structure of

these molecules or molecular assemblies.

Although the underlying nature of the interac-

tion leading to the scattering is different for

neutrons and X-rays (as X-rays are scattered

predominantly by the electrons in the sample

while neutrons are interacting with the nuclei

and spins) the mathematical formalism describ-

ing the scattering process is fundamentally the

same. In fact Debye (Debye 1915) has shown

that for scattering objects for which the

coordinates of the atomic positions are known

the measureable scattering intensity can be writ-

ten down as:

I Qð Þ ¼
X

i

X

j

fi fj
sinQRij

QRij

where the summation goes over the constituent

atoms of the scattering object in question and

Rij is the distance between the atomic pair

i and j, Q is the momentum transfer defined as

Q ¼ 4πsinθ/λ (with 2θ being the scattering angle

and λ the wavelength of the radiation). The factor
fi is the so-called scattering length of the atom

i and describes the amount of radiation scattered

by the respective atom. In the case of X-rays this

factor is a function of the total number of

electrons in the atom and therefore of its position

in the periodic table of elements. For neutrons on

the other hand the elemental scattering length

exhibits a rather complex behavior and seems to

randomly change from atom to atom. Most nota-

bly the neutron scattering length is generally

different for different isotopes of the same
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chemical element and so neutron scattering is in

principle sensitive to the isotope composition of

the scattering object. This unique property of

neutrons is exploited in the so-called contrast

variation and contrast matching experiments in

which the systematic variation of the isotopic

composition of either the macromolecule or of

the buffer medium is used to single out specific

parts within the molecule (Stuhrmann and Kirste

1965; Ibel and Stuhrmann 1975). Most impor-

tantly for structural biology, there is a large dif-

ference between the scattering power of

hydrogen and deuterium. With hydrogen being

the most abundant atom in any biological macro-

molecule, the technique can virtually be used for

all macromolecules or macromolecular

complexes of biological interest.

As an experimental technique solution SAS is

conceptually a rather simple experiment and it

requires only a minimum amount of instrumen-

tation, namely a collimated source, a sample

container and a detector. However, the contrast

of biological macromolecules in salt buffers is

rather small and the concentration of the

macromolecules needs to be kept low enough in

order to avoid inter-particle interference and

aggregation issues in the sample. Thus the useful

signal from such dilute samples is rather weak

and on top of a high background level. A SAS

instrument must therefore be carefully optimized

to minimize the contribution of parasitic instru-

mental background scatter.

Moreover, the Debye equation above

illustrates that in the course of the orientational

averaging of the measurement process caused by

the unrestricted rotational motion of the macro-

molecule in solution the resulting scattering

intensity becomes a function of the magnitude

of the momentum transfer only, causing the sig-

nal to be circularly symmetric around the beam

direction, and the structural information

contained in the scattering signal is reduced to

the value of the interatomic distances while any

directional information between the different

atoms is lost.

The structural parameters as determined by

SAS for the dissolved macromolecules are

ensemble values and are averaged over all the

macromolecules present in the illuminated vol-

ume. Therefore the most accurate and precise

structural information that can be extracted

from a SAS measurement stems from samples

that contain identical particles only. On the other

hand, due to the ensemble average in the mea-

surement process SAS data can also inform about

the ensemble nature of the scattering objects in

the sample such as their size distribution or pos-

sible conformational heterogeneities and

flexibility.

In the more recent past SAS has seen an

impressive growth of application from within

the structural molecular biology community

(see Fig. 1.1) and today it is one of the major

experimental tools in structural biology.

1.2 The Beginning of SAS

Small angle scattering is not a new technique but

has a long history going back to the first half of

the last century. Following the discovery of the

X-rays by William Conrad Roentgen in 1895, it

took not quite two decades of scientific

experiments and discussions about the nature of

the X-radiation until W. Friedrich, P. Knipping

and M. Laue observed the first diffraction pattern

of X-rays from a crystal (Friedrich et al. 1912)

establishing that the X-rays described by

Roentgen are a specific kind of electromagnetic

wave with very short wavelengths. Shortly after

this W. L. Bragg and W. H. Bragg (father and

son) formulated what is today known as Bragg’s

law of diffraction which describes the diffraction

condition of X-rays by a crystalline lattice

(Bragg and Bragg 1913). They showed that the

scattering of such waves from the crystal planes

found in a well-ordered crystal are responsible

for the pronounced diffraction patterns observed

and with this laid the foundation to the field of

X-ray crystallography.

From then on it took another 16 years until the

first experimental observation of small angle

scattering was reported by P. Krishnamurti and

C.V. Raman in 1929 (Raman and Krishnamurti

1929). In their X-ray experiments they were

investigating graphite powders using the X-ray

1 Small Angle Scattering: Historical Perspective and Future Outlook 3



diffraction and observed strong scattering

intensities close to the primary beam that became

more pronounced with decreasing particle sizes

of the powder. Similar scattering signal close to

the primary beam was observed from samples of

amorphous carbon of various origin

(Krishnamurti 1930). A few years later B. E.

Warren reported the same phenomenon as he

observed it in the X-ray scattering intensities

measured from carbon black samples (Warren

1934). At this time both Warren and

Krishnamurti were already aware of and

recognized the fact that the measured diffuse

small angle scattering intensities near the origin

were related to the size of small particulates

present in the sample.

A few years later it was A. Guinier during his

doctoral thesis, who started to investigate the

scattering of X-rays at small angles more system-

atically (Guinier 1939). He worked out a quanti-

tative theoretical framework for the

interpretation and understanding of the observed

diffuse X-ray scattering signals found close to

the primary beam. Guinier realized that for

densely packed particles the inter-particle inter-

ference effects will dominate the particulate scat-

tering and concluded that if details of the

particles themselves were to be investigated the

sample needs to be measured under dilute

conditions. He also recognized that the particles

in the specimen are at the origin of the measured

small angle scattering signal and that indepen-

dent of the particle shape the scattering close to

the origin can be approximated by an exponential

function giving rise to his well-known theorem

relating the scattering intensity near the origin to

the radius of gyration of the particles in solution,

which remains to be at the start of every SAS

data analysis, even today. Furthermore he

realized that proteins, protein complexes and

other biological macromolecules in solution

would constitute ideal systems to be studied by

the then new method. On the one hand because

their typical size ranges coincided with the sizes

accessible by SAS, on the other hand because

they can be prepared at a very high degree of

purity which is necessary for a stringent analysis

of the experimental SAS data. In the following

years the theoretical framework for the interpre-

tation of small angle scattering continued to be

refined with important additional contributions

from G. Fournet, O. Kratky, G. Porod, and

many others. Together with Fournet, Guinier

published the first monograph on SAS (Guinier

and Fournet 1955). All of these theoretical

developments were based on X-ray scattering

experiments, while the discovery of the neutron

by Chadwick (Chadwick 1932) and the first

Fig. 1.1 Number of

publications in the PubMed

database related to SANS

and SAXS applications in

structural molecular

biology from 1970 to 2016
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demonstrations of its wave properties by diffrac-

tion (von Halban and Preiswerk 1936; Mitchell

and Powers 1936) occurred four decades after the

discovery of X-rays. Neutron scattering or dif-

fraction experiments were conducted by several

scientists using beam ports of the first nuclear

reactors. The exact timeline of discoveries during

this period is somewhat obscured, because the

work was classified under the Manhattan project.

At a 1946 conference of the American Physical

Society (APS) much of the previously classified

results were revealed. In the following years,

Wollan and Shull systematically developed the

neutron diffraction technique (Shull and Wollan

1948) and laid the groundwork for small angle

neutron scattering as a valuable and powerful

tool for investigations on biological macromo-

lecular solutions. The low flux and poor energy

resolution of the available neutron sources and

their high instrumental background made the

application to biological solution samples quite

a bit more challenging than in the case of X-rays

and it was not until the late 1960s that the first

neutron small angle scattering measurement on

proteins in solution was reported by J. Schelten

and coworkers (Schelten et al. 1969).

Although SAS in the early days was generally

recognized by members of the biophysical com-

munity as a useful tool for investigating proteins

in solution, technical limitations made its experi-

mental applications to biological macromolecu-

lar solutions in the 1950s and 1960s rather

difficult, with the measured data exhibiting poor

signal-to-noise and the results extracted showing

only limited accuracy, going beyond the radius

of gyration.

1.3 The 1970s and 1980s: Slowly
Gearing Up

The situation started to change gradually in the

1970s and early 1980s with the advent of high

flux neutron reactors and spallation sources and

the application of synchrotron radiation as a

powerful and high brightness X-ray source.

These new radiation sources were bright enough

to produce well-collimated beams with sufficient

flux, which is particularly important for SAS

instruments as the collimation makes it possible

to measure intensities at low momentum transfer.

For X-rays in particular the several order of

magnitude increase in flux due to the use of

synchrotron radiation was flanked by the

inherently low divergence of the beam making

it an ideal source for SAXS experiments. Further

technical advances in the detection of X-rays

led to the development of one- and

two-dimensional position sensitive X-ray

detectors (Gabriel and Dupont 1972), which sig-

nificantly boosted the data collection efficiency

and signal-to-noise in the experimental data. In

both cases the new sources provided a consider-

ably higher flux at the sample and allowed to

build instruments with lower instrument back-

ground leading to a much improved signal-to-

noise in the data.

The new sources most often provided dedi-

cated and optimized instruments for SAS and

were operated as user facilities, where

scientists from outside institutions could do

their experiments at the available instruments.

Access to these instruments was typically

granted by a proposal system based on scientific

merit and thus open for the general research

community making these instruments, and with

them also the SAS technique, more widely avail-

able. In addition to the instrumental accessibility,

highly skilled scientific staff at the different

experimental stations provided support for the

outside scientists helping out with the experi-

mental planning, setup and execution.

In parallel to these technological advances

and the progress made on the instrumental side,

significant steps forward were also made in

developing new approaches for SAS data analy-

sis. One of them was the introduction of spherical

harmonics in the treatment of SAS data (Harrison

1969; Stuhrmann 1970a, b) and its application

for the direct and model independent shape

reconstruction of the underlying particles from

the measured scattering intensity (Stuhrmann

1970c). Another important theoretical develop-

ment during that time was the introduction of the

indirect Fourier transform method (Glatter

1977). This enabled the reliable and accurate

1 Small Angle Scattering: Historical Perspective and Future Outlook 5



determination of the pair-distance distribution

function of the isolated scattering object, giving

a real space representation of the particle similar

to the Patterson function used in crystallography.

A further key development especially important

for SANS was the continued refinement of the

method of contrast variation (Stuhrmann and

Kirste 1965; Ibel and Stuhrmann 1975) and its

application particularly in biology. While the

method was first developed and systematically

applied using SAXS it turned out to be much

more powerful and applicable in neutron scatter-

ing experiments on biological material due the

large scattering length difference between hydro-

gen and deuterium, given the widespread pres-

ence of hydrogen atoms in biological

macromolecules as well as in the buffer solution.

Choosing for example different H2O/D2O ratios

for the buffer the investigation of bimolecular

complexes of protein and DNA or RNA can be

studied in detail by matching out the scattering of

the protein or the DNA/RNA. In this way it was

shown for example that the DNA is wrapped

around the nucleosome (Pardon et al. 1975).

The contrast variation method was also

employed in the determination of the overall

shape of the 50S ribosome (Stuhrmann et al.

1977), and was key to the systematic triangula-

tion of protein and RNA subunits within the

ribosome leading to a comprehensive map of

the 30S ribosomal subunit (Capel et al. 1987)

and later also a partial map of the 50S subunit

(May et al. 1992). All of these results settled key

questions in structural biology long before high-

resolution crystal structures of these complexes

became available.

However, the advent of synchrotron radiation

as powerful X-ray source for structural biology

research not only boosted the application of

SAXS in the field, but also greatly benefitted

macromolecular crystallography further

enforcing it as the gold standard method for

structural studies on bio-macromolecules. So

regardless of the significant advances in instru-

mentation and progress in data analysis methods

as well as the impressive successes in the deter-

mination of large multicomponent complexes

such as the ribosome subunits, biological SAS

remained mostly a niche technique without wide-

spread applications and acceptance. Used mostly

by scattering experts with scientific interest in

biology and a few daring structural biologists

who were exploring the potential of small angle

scattering to gain insight into their scientific

problem.

1.4 The 1990s: Taking Off

This situation started changing around the mid to

end 1990s. At that point the application of SAS

as a method for structural biology research

increased dramatically and its acceptance within

the community as a powerful complementary

tool for structural studies began to broaden.

This change was ultimately driven by a concur-

rence of several different key factors:

On the one hand there was the increased

accessibility to high quality SAS instruments at

the growing number of synchrotron facilities and

neutron sources around the world, many offering

dedicated instrumentation for solution small

angle scattering.

Secondly, there was the emerging need of the

structural biology community to study large

multi-domain complexes of biomolecules and

systems with flexible parts or unstructured

termini with functional relevance. While crystal-

lographic approaches for such systems were

challenging and sometimes just not feasible at

all due to the lack of crystals, SAXS could pro-

vide accurate structural information for these

macromolecules in solution albeit at reduced

resolution.

The third and arguably the most influential

factor for this steep increase in applications of

small angle scattering in structural biology was

the development and availability of data analysis

software with user friendly interfaces together

with the easy access to computational resources

powerful enough to run these tools. This enabled

the general user to apply these new analysis

methods to their SAS data without becoming an

expert in small angle scattering analysis

methods.
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A particularly important step in the develop-

ment of SAS data analysis methods was the abil-

ity to reconstruct the particle shape directly from

the scattering curve without referring to a spe-

cific geometrical model. This ab-initio approach

allowed the reconstruction of three-dimensional

models of the macromolecular structure at nano-

meter resolution. Although the resolution

obtained by this method was quite limited it

nevertheless allowed the visualization of the gen-

eral particle shape and enabled a direct compari-

son with higher resolution structural data if

available (e.g. crystallographic or NMR

structures) by overlaying the two and ultimately

provided a better understanding of functional

aspects of these macromolecules and complexes.

The first such ab initio method for structure

reconstruction from SAS data used a spherical

harmonics decomposition of the particle shape.

Although the method had already been devel-

oped in the early 1970s (Stuhrmann 1970a, b),

it was refined, implemented and made available

to the biology community in the 1990s (Svergun

and Stuhrmann 1991; Svergun 1997). The

method is in principle applicable to arbitrary

particle shapes but it exhibits difficulties with

topologically more complicated geometries

such as e.g. particles with internal cavities. A

more widely applicable method based on bead

modeling was subsequently proposed (Chacon

et al. 1998). In this approach the particle is

modeled as a collection of a large number of

beads describing the particle shape. The arrange-

ment of the beads in space is then iteratively

modified to find the structure with the best fit to

the experimental scattering data. Different

versions of this general algorithm were

implemented by a variety of authors (Svergun

1999; Chacon et al. 2000; Bada et al. 2000;

Walther et al. 2000; Franke and Svergun 2009).

In most cases these analysis programs can be

applied to both X-ray and neutron scattering

data. Arguably the most comprehensive and pop-

ular set of programs for the analysis of SAS data

is the ATSAS program suite developed by

Svergun and coworkers at the EMBL in

Hamburg (Petoukhov et al. 2012) but other

programs are available from different sources

as well.

Driven by the growing demand for beam time

substantial efforts were undertaken by the

facilities to push the efficiency at the beam line

and speed up the measurement process to enable

higher sample throughput. In particular at

synchrotrons where the exposure times were

becoming significantly shorter than the time nec-

essary for exchanging the sample, automated

sample handling was implemented. Today most

biological SAXS beam lines at synchrotron

facilities have some kind of automated sample

loading robotics (Round et al. 2015; Martel et al.

2012; Hura et al. 2009; Nielsen et al. 2012).

These robotic systems not only reduce the overall

time spent on changing the sample but also elim-

inate human errors in the loading process and

thus have made the data collection more robust

and the data more consistent. It also allowed

continuous data collection for extended periods

of time opening the door for large-scale high-

throughput studies. In most cases these robotic

systems are coupled to an automated software

pipeline for data reduction and analysis

providing real-time data analysis during the

measurement.

Although sample preparation for solution

SAS samples is minimal when compared to crys-

tallography or electron microscopy, the purity

and monodispersity of the sample is extremely

important. Proteins in solution are prone to

aggregate and even small amounts of aggregates

can render the data unsuitable for further analy-

sis. Unfortunately, for some systems even the

brief period between purification in the wet lab

and measurement at the beam line can be suffi-

cient to compromise the sample. In order to cir-

cumvent this and provide the highest sample

purity possible for the SAS experiment one can

combine the sample purification by size exclu-

sion chromatography with the SAS measurement

(SEC-SAS). Due to the high flux necessary to

enable short enough exposure times providing

sufficient chromatographic resolution this
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approach is currently limited to synchrotron

sources (Mathew et al. 2004; Watanabe et al.

2009; David and Perez 2009; Perez and Nishino

2012). However, it has been shown that with

careful choice of experimental conditions the

technique can be ported to currently available

high flux SANS beam lines as well (Jordan

et al. 2016).

SEC-SAS is currently available at most

biological solution scattering beam lines at

synchrotrons around the world and special soft-

ware tools are becoming available to specifically

analyze SEC-SAS data taking full advantage of

the additional chromatographic information

obtainable from such experiments (Brookes

et al. 2016). At most facilities additional charac-

terization tools such as multi angle light scatter-

ing (MALS) or refractive index (RI) can be

added into the flow line forming an extensive

online biophysical characterization pipeline,

providing a wealth of complementary informa-

tion beyond the SAS data. The idea of directly

coupling a size exclusion column to the SAS

instrument has recently also been extended to

other types of chromatography (Hutin et al.

2016). The potential of these types of combined

online methods is nicely illustrated in a recent

application of SEC-SAXS to the membrane pro-

tein aquaporin-0 (Berthaud et al. 2012).

The rising interest in SAS and the increasing

number of publications presenting structural

models based on SAS data have raised concerns

within the community about model validation,

data quality assessment and archiving of such

models. In SAS this is particularly problematic

due to the lack of objective statistical measures

within the data analysis (such as e.g. the R factors

in crystallography) that would allow an assess-

ment of the quality of the analysis and the

resulting structural model by comparing a set of

numbers. To address this important point efforts

have recently been started to define standards for

publication and reporting and pave the road to a

worldwide repository similar to (or potentially as

part of) the world wide Protein Data Bank

(wwPDB) already existing for crystallographic

data (Jacques and Trewhella 2010; Trewhella

et al. 2013).

1.5 Current State and Future
Outlook

Today SAS is an established method in the

experimental toolbox of the structural biologist.

It’s versatility, fast speed, moderate requirements

on sample amount and relative ease of use makes

it an attractive technique for routine structural

characterization of biomolecules. Given the cur-

rent level of automation in the sample handling

as well as data reduction and analysis, SAS

measurements can easily be performed by

non-experts having only limited knowledge of

the method. The complementarity of SAS to

other structural methods has led to many success-

ful studies using a hybrid approach for structural

investigations of large biomolecular assemblies

and complexes combining other techniques such

as crystallography, NMR and electron micros-

copy with SAS while computational methods

and simulations provide the glue between the

different experimental techniques (Alber et al.

2008; Russel et al. 2012).

With the increasing brightness of current and

future synchrotron radiation sources and the

evolving use of microfluidic sample handling

the necessary volumes and concentration

requirements are expected to reduce further to

the point where micrograms of sample will pro-

vide enough material for large-scale studies and

allow its application to systems previously not

amenable to the technique due to sample amount

requirements. For the use at free electron lasers

experimental protocols and analysis routines for

SAS will have to be adjusted to take into account

the new capabilities these sources offer. Methods

based on fluctuation scattering (Kam 1977; Kam

et al. 1981) are currently being explored as an

extension to regular SAS data collection and

analysis (Kirian et al. 2011; Malmerberg et al.

2015) at these new generation sources. The high

intensity of these sources will also allow a further

substantial reduction of the sample volume and

more importantly enhance the capabilities to

study the dynamics of macromolecules and the

kinetic of macromolecular reactions in time-

resolved solution scattering experiments.

8 T.M. Weiss



New spallation neutron sources with

increased flux will improve signal-to-noise and

also help to reduce sample size for SANS

experiments making the technique more widely

applicable. Emerging techniques such as online

chromatography coupled SANS will become

more generally available at these sources. Other

contrast methods (Stuhrmann 2012) might also

provide new opportunities for SANS in structural

biology.

To analyze the increasingly complex data

from the new experimental applications of SAS,

advanced computational methods will undoubt-

edly play an important role. Large-scale molecu-

lar dynamics simulations will allow better

refinement of high-resolution structures against

their solution scattering data with the inclusion of

higher angle data. Such simulations will also

help to interpret time-resolved data and model

macromolecular kinetics and dynamics.

Robotics and smart data acquisition systems

will be developed and implemented. These

systems will be able to suggest changes in the

data collection strategy on the fly based on the

analyzed data and implement them as the data is

being collected to optimize the data quality,

making the SAS measurement even more

automated.

Overall, the technological advances in the

years to come will offer exciting new

possibilities for SAS in its application to

problems in structural biology. The technique

will further grow and as a complementary

method that is capable of measuring the

bio-macromolecules in close to their physiologi-

cal environment, SAS will play an increasingly

important role in refining the solution state of

bio-macromolecules and macromolecular

complexes.
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Sample and Buffer Preparation for SAXS 2
Melissa A. Graewert and Cy M. Jeffries

Abstract

In this book chapter, a practical approach for conducting small angle X-ray

scattering (SAXS) experiments is given. Our aim is to guide SAXS users

through a three-step process of planning, preparing and performing a basic

SAXS measurement. The minimal requirements necessary to prepare

samples are described specifically for protein and other macromolecular

samples in solution. We address the very important aspects in terms of

sample characterization using additional techniques as well as the essential

role of accurately subtracting background scattering contributions. At the

end of the chapter some advice is given for trouble-shooting problems that

may occur during the course of the SAXS measurements. Automated

pipelines for data processing are described which are useful in allowing

users to evaluate the quality of the data ‘on the spot’ and consequently react

to events such as radiation damage, the presence of unwanted sample

aggregates or miss-matched buffers.

Keywords

Sample preparation • Quality control • Solvent matching

2.1 Planning a SAXS Experiment

Many researchers are becoming increasingly

inspired by the growing number of success

stories that use SAXS to analyze the structures

of macromolecules in solution (see reviews such

as Vestergaard 2016; Trewhella 2016; Graewert

and Svergun 2013). They ask themselves: SAXS

is clearly beneficial, but what are the minimal

requirements needed to prepare samples for solu-

tion scattering experiments? Figure 2.1 lists the

fundamental points to consider when planning

SAXS measurements that encompasses:

• Sample purity and polydispersity.

• Sample quantities.

• Sample stability.
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• Sample handling and transport.

• Obtaining an exactly-matched buffer for

accurate background subtraction.

• Measuring dilution series.

• Trouble shooting at the beam line, e.g.,

overcoming radiation damage.

2.1.1 Sample Purity
and Polydispersity

A biological solution SAXS experiment is very

straightforward. A sample containing a macro-

molecule of interest is held directly in an X-ray

beam with a defined energy (i.e., at a specific

wavelength, λ) and the intensities of the scattered
X-rays, I, are recorded as a function of the angle,

q, to ultimately produce a plot of I(q) vs q;

where q ¼ 4πsinθ /λ (2θ is the scattering angle).

In a second step, the scattering of an identical

solution that does not contain the sample, i.e., the

supporting solvent, is collected and the scattering

intensities are subtracted from the sample scat-

tering to yield the scattering contributions from

the macromolecule of interest. However, as easy

as these two measurements may sound, it is just

as easy to collect meaningless scattering data as

any material placed into the beam will scatter

X-rays (Jacques and Trewhella 2010). Therefore,

it is important that the composition of both the

sample and the matched buffer are known and

well characterized.

With respect to sample quality, the degree to

which known and unknown contamination

affects the outcome of the experiment depends

on a number of factors. Of particular importance

is the size, or more specifically the volume of

Fig. 2.1 Time-line for planning/preparation/performing successful SAXS measurements for protein and other

biological macromolecules
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contaminating species. For example, a protein

has to be purified to at least 95% as assessed

using sodium dodecyl sulfate polyacrylamide

gel electrophoresis (SDS PAGE; Jacques et al.

2012a). In some cases a higher degree of purity is

required depending on the size of the

contaminating proteins. As the total scattering

is proportional to the square of the particle vol-

ume (V2) even trace amounts of species present

in a sample that are larger than the macromole-

cule of interest can ‘swamp’ the scattering signal

rendering the data (often) uninterpretable. Pro-

ducing samples that are free of higher molecular

weight species and free of aggregates represents

the biggest challenge when preparing SAXS

samples. Figure 2.2 summarizes a number of

techniques that are especially suited for detecting

and quantifying higher oligomeric species

(described in more detail below).

Sample polydispersity can also significantly

impact the interpretation of SAXS data and, if

possible, should be minimized as data interpreta-

tion and modeling is greatly simplified for

monodisperse samples. However, for many

biological systems polydispersity is often an

intrinsic property of the sample such as

monomer-oligomer equilibrium or the formation

of complexes with low affinity constants. Such

samples will generate scattering profiles

representing the summed, volume-fraction

weighted contribution of each species in the mix-

ture. Recording SAXS data from a dilution series

and evaluating changes in the scattering profiles

(that includes determining the molecular weight,

MW) is one way to evaluate whether a sample

forms a concentration dependent mixture. In

addition, the application of size exclusion chro-

matography (SEC) immediately prior to SAXS

allows for the separation and sequential measure-

ment of the separated mixture components.

Furthermore, many recent methodological

advances have made the analysis of mixtures

relatively straightforward (Petoukhov et al.

2013). These include the analysis of

intrinsically-disordered or flexible macromolec-

ular systems that are by definition, polydisperse

Fig. 2.2 Analytical methods for studying sample polydispersity
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(Kikhney and Svergun 2015). Yet, for both

monodisperse and polydisperse samples the gen-

eral over-arching rule of sample preparation

remains the same: it is crucial to prepare samples

that are as pure as possible and free of unwanted

contaminants.

2.1.2 Sample Quantities
and Concentrations

Once the question of purity has been addressed,

the next question becomes: how much sample is

needed? Approximate guidelines on the quantity

of material required for SAXS experiments are

listed in Table 2.1. New developments in sample-

delivery robotics and their installation at many

biological SAXS beam lines not only prevent

human errors but also ensure precise and efficient

sample loading (David and Perez 2009; Round

et al. 2015; Blanchet et al. 2015). Thus, usually

5–25 μl of protein sample are sufficient to fill the

measuring cell at concentrations between 0.5 and

8 mg/ml. As a rule-of-thumb, a suitable protein

concentration for synchrotron-based SAXS can

be described by:

Concentration mg=mlð Þ � 100=MW kDað Þ:

For example, a protein concentration of 2 mg/

ml is most likely adequate for studying a mono-

disperse 50 kDa protein. However, for polydis-

perse samples that undergo concentration

dependent oligomerization, it may be necessary

to increase or decrease the sample concentration

to either assemble or disassemble the oligomers,

respectively. For more advanced measurements

such as SEC-SAXS, more sample is likely

required. Finally, it is always prudent to have

some additional material on-hand in cases

where a sample is sensitive to radiation damage

so ‘at the beam line’ adjustments can be made to

reduce the effects of this damage to the sample

(see below).

2.1.3 Sample Environment (Buffer)

A solution SAXS measurement comprises two

essential steps: (i) the measurement of the scat-

tering data from the sample and; (ii) the measure-

ment of scattering data from an identical, exactly

matched buffer that does not contain the macro-

molecule of interest which is used for back-

ground subtraction. Imprecise buffer matching

is a frequent stumbling block for first time

SAXS users. Only after data collection and

Table 2.1 Rough estimation of sample requirements and amounts

Experiment

Sample

amounts/

volumesa
Duration per

measurementb Comments

Lab source 20–50 μl;
>2 mg/ml

15–90 min; depending

on type of lab source

Less sensitive to radiation damage, but check in advance

that samples will be stable over the time of the experiment

Synchrotron (proteins)

No flow 5–20 μl;
>0.5 mg/ml

Approx. 1–5 minc Radiation sensitive

Flow 20–50 μl;
>0.5 mg/ml

Approx. 1–5 minc Less sensitive to radiation damage at the cost of more

sample

SEC-SAXS 50–100 μl;
>5 mg/ml

10–90 min; depending

on column

Strong dilution of the sample

Capillary fouling can occur during the elution/X-ray

exposure process

Synchrotron

(nucleic

acids)

5–50 μl;
>0.25 mg/

ml

Approx. 5 minc Take difference of electron density compared to protein into

account for MW calculations

If measuring RNA, ensure Rnase–free environment
aFor complete data set concentration series (at least four different concentrations) should be measured
bIncludes measurement of sample and buffer
cIncludes automated washing of the measurement cell
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processing does it become apparent just how

sensitive the method is to small discrepancies

between correct and incorrectly-matched buffers.

While planning a SAXS measurement the practi-

cal question that has to be addressed is: How is a

suitable buffer obtained? For example, if the final

purification step for a protein is ion-exchange

chromatography, then it becomes difficult to

evaluate the exact salt concentration at which

the sample elutes from the column and then to

prepare an exact replica of this buffer for SAXS.

Or, in other words, as X-rays scatter from

electrons, it is difficult to manually prepare a

buffer with matched X-ray scattering and absorp-

tion properties as the supporting solvent of the

sample. In such circumstances, a dialysis step is

strongly recommended to obtain a good

matching buffer, or to use buffer-exchange

using SEC.

The atomic composition, or more precisely, the

electron density of a chosen buffer is indeed a

crucial aspect to consider when preparing samples

for SAXS. As it happens, the average electron

density of water (0.33 electrons/Å3) is not that

much lower than the average electron density of

protein (~0.43 electrons/Å3) and it is this very

small difference that, after background subtrac-

tion, gives rise to a coherent SAXS pattern at

low angle that can be used to extract structural

information. However, the small difference in

electron density decreases even further with the

addition of components to the buffer, for example

high-salt, glycerol, sucrose, etc. If the concentra-

tion of these buffer components becomes too great

the X-ray contrast will limit to zero and the net

scattering from the macromolecule will be effec-

tively negated. For example the addition of either

~35% v/v glycerol, ~3 MNaCl, or ~1.2 M sucrose

to a buffer will result in an approximate 50%

reduction in the net scattering intensity measured

from proteins in solution (see Box 2.1).

Box 2.1: Calculating the Contrast, Δρ, of a
Sample

One of the advantages of solution SAXS is

that a diverse range of solution conditions

can be screened to assess the effects of

changing sample environment on the

structures of macromolecules. However,

the addition of high concentrations of

small molecules (e.g., 2 M NaCl) or the

addition of electron-dense molecules to the

supporting solvent will reduce the differ-

ence in electron density between the solvent

and the macromolecules of a sample. As a

result, the net scattering intensities derived

from the macromolecules of a sample, i.e.,

the scattering contributions after the buffer

scattering has been subtracted, will

decrease. This could become important to

consider, for example, when adding small

molecules to a sample that limit the effects

of radiation damage (e.g., electron-dense

polyols). Adding too much will eventually

result in the ‘matching out’ of the scattering

signal.

The effect of changing the electron den-

sity of a buffer on the overall magnitude of

the scattering intensities can be assessed in

advance by calculating the contrast of a

sample (Δρ), for example using the program

MULCh (modules for the analysis of small-

angle neutron contrast variation data from

biomolecular assemblies (Whitten et al.

2008)). The Δρ is the difference between

the average scattering length density of a

macromolecule and the average scattering

length density of the buffer which relates to

the difference in electron density between a

macromolecule and the buffer. The magni-

tude of the net small-angle scattering

intensities from the macromolecules of the

sample will be proportionate to Δρ2. The
CONTRAST module of MULCh is specifi-

cally tailored for calculating X-ray (and

neutron) scattering contrasts of a macromo-

lecular system. For this calculation, the scat-

tering data is not required. CONTRAST

simply uses protein, RNA or DNA

sequences in combination with the atomic

formulae and concentrations of small

molecules in the solvent. Using this infor-

mation, CONTRAST calculates the X-ray

and neutron-scattering-length densities of

(continued)
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Box 2.1 (continued)

the macromolecule and solvent (ρ) and

subtracts these values to obtain Δρ of the

sample. The entire MULCh package, which

includes CONTRAST, can be downloaded

as an off-line tool (with instructions) or used

interactively online via http://smb-research.

smb.usyd.edu.au/NCVWeb/. All you need

as input is: (i) the list of solvent/buffer

components (atomic formulae) and their

molar concentrations: (ii) the one-letter

amino-acid code or one-letter DNA/RNA

code of the macromolecules; (iii) the atomic

formulae of any small molecules bound to

the macromolecule of interest— e.g., metal

ions, cofactors.

2.1.4 Sample Stability

Further considerations have to include the assess-

ment of sample stability during the measurement.

SAXS experiments performed ‘in house’ using a

laboratory X-ray source may require higher sam-

ple concentrations combined with longer expo-

sure times. Thus, sample conditions may have to

be found where the sample is both concentration

and time-stable, specifically in regard to the for-

mation of aggregates, during potentially

prolonged measurements (e.g., up to 1 h). The

brilliance afforded by synchrotron based SAXS

means that samples can be measured using very

short exposure times (in the order of milliseconds

to seconds) and at low concentration. However,

synchrotron SAXS poses a different set of

challenges. Although radiation damage is a uni-

versal problem for both lab-based and synchro-

tron SAXS, the rate of damage using a

synchrotron X-ray source may be more apparent

even during very short exposure periods.

Predicting whether a sample might be prone to

radiation damage prior to a SAXS experiment is

difficult and has to be treated on a case-by-case

basis. For example, some proteins such as

biomolecules with metal centers, may be partic-

ularly sensitive to radiation damage (e.g.,

cytochrome C, that binds Fe-heme), then again

others are not (e.g., glucose isomerase, that binds

Mg2+ or Mn2+). In Box 2.2 and 2.3 the means of

dealing with radiation damage at the beam line

are listed.

Box 2.2: Addition of Small Molecules

to Limit X-Ray Radiation Damage

There a few ‘tricks’ that can be used to

limit the effects of X-ray radiation damage

by adding small-molecule free radical

scavengers or polyols to a sample. Unfor-

tunately, there is no single ‘tried-and-true’

method that can be applied and, somewhat

annoyingly, it is impossible to predict

before a SAXS experiment whether such

measures will be effective. There a few

considerations that can be helpful to deter-

mine which (if any) scavenger might be

compatible to the system being studied.

As a reminder, care has to be taken when

adding accurate and equal measures of

additive to both the sample and to the

corresponding solvent blank. Ideally, a

dialysis of the sample should be performed

against the buffer with the added scaven-

ger. However, dialysis might not be feasi-

ble as beam-time and sample quantities

might be limited. In such cases, well

calibrated pipettes or a microbalance

should be used to add an equal volume or

mass of concentrated additive stock

solutions. Extreme care has to be applied,

especially when adding viscous polyol

solutions such as glycerol or sucrose. The

main disadvantage of the solution additive

approach is the increased risk of altering

the chemical or physical properties of a

macromolecule.

DTT, @1–5 mM:

Dithiotheritol has been often described

as a useful scavenger, as it is not

overly expensive and available in most

molecular biology/structural biology

laboratories. However, one must keep

in mind that DTT is a reducing agent

and is therefore not suitable for systems

in which disulfide bonds play an essen-

tial role. Reduction of disulfide bonds

can resulting in undesirable changes in

(continued)
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Box 2.2 (continued)

structure. One must also remember that

DTT has a short shelf life (just up to a

few hours) and should first be added

directly before the measurement. In

this sense, it is not suitable for

SEC-SAXS. In addition, DTT

undergoes oxidation and changes its

ultraviolet (280 nm) absorption

properties that may affect protein con-

centration estimates.

Ascorbic acid, @ 1–2 mM

Ascorbic acid is a ‘classic’ free radical

scavenger that can be added to a sample

to limit radiation damage. As the name

suggests, ascorbic acid is acidic and

thus one must be acutely aware that

adding ‘neat’ ascorbic acid to a sample

can significantly lower the pH which

may then induce chemical alterations

to a sample. Ascorbic acid also changes

the UV absorbance properties so that

concentration determination using UV

methods may be hindered.

Glycerol, @ 3–5% v/v

Glycerol is not scavenger per se but is very

good at limiting X-ray induced aggrega-

tion in solution. The addition of glycerol

will increase the electron-density of the

solvent, i.e., reduce the contrast of a

sample, which needs to be considered

with respect to maintaining the SAXS

signal intensities (see Box 2.1). Glyc-

erol can also influence protein–solvent/

protein–proteins interactions that may

affect concentration dependent oligo-

merization. In addition, due to its high

viscosity, glycerol is difficult to add in

exactly-equivalent amounts to sample

and to the corresponding solvent/buffer

blank needed for the SAXS

measurements. Therefore, it is often

preferable to make up a 10–20% v/v

glycerol dilution in the buffer of choice

(checking that the pH does not change)

and then add the more diluted glycerol

stock to the SAXS sample and buffer

using a microbalance or a pipette (with

the pipette tip-end clipped off). For

SEC-SAXS, glycerol is often very effec-

tive in reducing radiation damage in the

often slower sample flows through the

X-ray beam line, but care must be taken

that the SEC columns can withstand the

increased pressure caused by the addi-

tion of glycerol to the mobile phase.

Box 2.3: Tips for Performing a SAXS

Experiment at a Synchrotron Beam Line

Tip 1: Take time to think about and plan

the experiment. Importantly ask your-

self the question. What question do I

want to focus on when using SAXS to

probe the structure(s) of my samples?

Tip 2: Contact a local beam line responsi-

ble, or someone with experience, to

coordinate the experiment in regard to

sample handling, shipment, any addi-

tional equipment or necessary paper-

work at a facility.

Tip 3: Thoroughly characterize the sample,

this includes measuring small test

batch-samples using SAXS to assess

the susceptibility of samples to radiation

damage prior to SEC-SAXS.

Tip 4: Determine the sample concentration

immediately prior to the SAXS

measurements to account for any sam-

ple loss during storage/transportation. If

applicable, have some back-up material

at hand for unforeseen problems (e.g., to

add free radical scavengers to a sample

if radiation damage is observed).

Tip 5: Remind yourself that it is crucial to

have sufficient matching buffer for

background subtraction. Make sure to

(continued)
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Box 2.3 (continued)

set aside a large volume of exactly-

matched buffer for each sample for all

of the SAXS measurements (e.g., dilu-

tion series, SEC-SAXS, etc.).

Tip 6: Prioritize your experiments. It is

often preferable to measure a smaller

number of characterized samples well

during a beam-line shift compared to

collecting data from as many poorly-

characterized samples as possible (‘gar-

bage-in-garbage-out’).

Another challenge faced by synchrotron

SAXS users concerns the storage and shipping

of samples to large-scale facilities. The general

shelf-life of a sample and the tendency to form

aggregates over time needs to be assessed.

Effects of long-term storage at 4 �C or freeze-

thawing under different conditions should be

inspected. The practical aspects of transporting

or shipping the sample to the synchrotron facility

must also be considered. The stability of a sam-

ple can easily be tested in advance. Analytical

size exclusion chromatography (SEC) and

dynamic light scattering (DLS; both described

in more detail below) are convenient methods

for such an assessment, especially for detecting

the presence of time-dependent aggregates.

Small aliquots of a test sample can be screened

using different handling protocols, such as fast/

slow freezing, fast/slow thawing, plus or minus

salt, glycerol, etc. and then be compared with

each other. The objective is to identify the condi-

tion that prevents the sample from aggregating.

2.1.5 Support SAXS with Sample
Characterization Data During
Sample Preparation

During the planning stage of a SAXS experiment

that more-often-than-not involves optimizing

sample conditions, it is recommended to gather

as much information as possible to support the

conclusions from the SAXS investigation. This

includes but is not limited to: what is the estimated

MW of my sample (e.g., determined using light

scattering techniques, for example multi-angle,

right-angle laser light or static light laser scatter-

ing, MALLS, RALLS, SLS); what is the oligo-

meric state and does it change with different pH

values and/or salt concentration (e.g., using SEC)?

How is the system influenced by small-molecule

ligands, temperature, etc. (e.g., using DLS or

thermofluor assays to assess stability/aggregation

(Boivin et al. 2013))? How flexible/folded is the

system (e.g., using circular dichronism CD)?

In summary, a basic SAXS experiment is

conceptually simple, but can be demanding in

terms of preparing quality samples and matched

buffers; not necessarily in regard to obtaining the

required amount of sample, but regarding the

quality and stability of the sample. In the next

section, protocols for preparing the sample and

the buffer for a solution SAXS experiment are

described in more detail.

2.2 Preparation for SAXS
Measurement

Here, we discuss general options and techniques

that can be performed in the laboratory to

achieve the goal of producing SAXS-quality

samples and matched sample buffers under the

general concepts of:

• Sample characterization using gel electropho-

resis, SEC, light scattering techniques, analyt-

ical ultra-centrifugation and mass

spectrometry.

• Assessing sample concentration using spec-

trophotometry or refractive index.

• Preparing the matched sample buffer.

• Organizing SAXS experiments

2.2.1 Sample Characterization:
Assessing Polydispersity

It is very important to set aside sufficient time to

thoroughly characterize those samples that will
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be used for the SAXS measurements (Jacques

et al. 2012b). Due to the often irrecoverable and

deleterious influence on the scattering data by

aggregates or other large MW species it is very

important to determine the association processes

of a sample in solution. The ultimate aim should

be to present the results obtained from a SAXS

investigation in such a manner that the quality of

the samples used to obtain the data can be

assessed. For this, the sample purification proce-

dure must be documented and reported, along

with an estimate of the final purity of the sample.

Available methods for such assessments are

summarized in Table 2.2 as well as Fig. 2.2 and

are shortly outlined here.

Gel electrophoresis provides an invaluable

tool to assess the purity of the native proteins

and complexes. Denaturing SDS-PAGE (both

reducing and non-reducing) is excellent to eval-

uate whether a sample contains additional higher

MW contaminants or if the target protein is

affected by non-specific disulphide cross links.

Native PAGE (run without SDS and non-reduc-

ing/non-degrading conditions) is useful to assess

whether higher oligomeric species and to some

extent self-associated aggregates are present in

the sample. A big advantage of PAGE is that only

small volumes of sample are required and a num-

ber of samples can be analyzed in parallel. A

drawback of native-PAGE is that the separation

is dependent on the size as well as the overall net

charge of the molecule. Thus, the success of the

separation is dependent on the isoelectric point

(pI) of the protein as well as the behavior of the

protein in the somewhat limited choice of native

PAGE buffer systems (that may be very different

to the final buffer selected for SAXS). However,

in general, both SDS- and native-PAGE are

exceptionally useful for routinely checking the

purity and the stability of a sample over time.

In Size Exclusion Chromatography (SEC) a

solvent carrying the sample, or mobile phase,

passes through porous particles (the matrix, or

stationary phase)–typically supported in a

column–in which smaller particles are trapped

for a short time resulting in a shift in their reten-

tion time. Consequently, larger particles (e.g.,

particles with a larger molecular weight or

Table 2.2 Comparison of bioanalytical techniques used to study polydispersity

Bioanalytical

technique Sample requirement

Experiment

duration Separation resolution

NAGE: native

gel

electrophoresis

5–20 μl, >20 μg
buffer requires electrolytes

60–300 min; or

overnight at

4 �C

Separation not only by size but also

surface charge

SEC: size

exclusion

chromatography

50–100 μl 15–90 min Resolution depends on column length,

buffer composition, flow rate, sample

load volume and concentration
No severe aggregates (column

clogging) wide range of buffers (might

require addition of salt, e.g., 200 mM

NaCl)

AUC: analytical

ultra-

centrifugation

~50 to 400 μl Sedimentation

velocity: 3–6 h

Potentially high-resolution.

Experiment has to be designed well to

obtain the resolution required for the

specific system e.g. to study monomer/

dimer equilibrium

0.1–2 mg/ml (absorbance)

Sedimentation

equilibrium:

2–5 days

0.05–30 mg/ml (interference) wide

range of buffers

DLS: dynamic

light scattering

5–20 μl 1–30 min Low resolution technique; monomer-

dimer not distinguishable>0.5 mg/ml wide range of buffers

SEC-SLS: static

light scattering

50–100 μl As for SEC As for SEC; combine with RI or UV to

obtain MW estimates>2 mg/ml

coupled to SEC for fraction separation

MS: native

mass

spectrometry

~50 μl <1 min

(longer

preparation

time)

High resolution, even small changes in

size such as ligand binding can be

detected
10–50 μM, in terms of monomer

aqueous solution containing a volatile

salt (e.g., ammonium acetate)
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hydrodynamic radius) migrate through the sepa-

ration matrix faster and are separated from the

smaller species, assuming that there are no sig-

nificant interactions with the column matrix. The

column resolution (separation of two individual

peaks) depends on a number of controllable

parameters such as the choice of column (mate-

rial, pore size, length) and running conditions

(flow rate, mobile phase, loading volume). A

major advantage of SEC is that it can be

performed in a number of buffer conditions that

can be screened and optimized for maintaining a

sample in a desired state. There are, however,

some limitations. Unavoidable interactions

between the macromolecules of the sample and

the stationary phase can result in adsorption,

shifts in retention time, elution peak tailing/

asymmetry, or even to changes in the three

dimensional conformation (Hong et al. 2012).

These undesirable interactions can often be

prevented through the addition of salts to the

running buffer. In addition, the type of separation

matrix can be chosen; silica-based SEC columns

represent a good choice for samples that may

interact with dextran-based matrices used in the

most common sepharose columns.

Another useful advantage of SEC is that it can

be used in combination with UV-spectroscopy to

qualitatively evaluate the oligomerization or

aggregation state(s) of a protein sample.

Although quantitative MW estimates based on

the retention volume are not reliable, UV-SEC

provides a means through which to visualize and

detect the presence of the aggregates and higher

oligomeric species and how these species may

change in the sample over time or in different

buffer conditions. In some circumstances, the

equilibrium driven self-association of the

Table 2.3 Trouble shooting at the beamline

Problem Detection Possible measures Word of caution

Radiation

damage

Discrepancy when comparing

individual frames

Alter data

collection strategy

(e.g., attenuate the

X-ray beam)

Reduction in signal-to noise ratio

Addition of radical

scavengers or

polyols

Potentially deleterious chemical

alterations; problems with solvent

matching if scavengers/polyols not

added precisely

Aggregation Non-linearity in the Guinier region Dilution series Reduction in signal-to noise ratio at

low concentration (can be overcome

with merging low- and high-

concentration datasets)

(Ultra-)

centrifugation

Not always sufficient

Filter sample Possible binding of sample to filter

membrane

SEC-SAXS Time-consuming, dilution of sample;

local/expert assistance often required

(booking in advance)

Miss-

matched

buffer

Deviations (e.g., negative intensities)

in the higher q-range; questionable
Kratky plots; difficulties in obtaining

p(r) functions with p(0) ¼ 0

Dialysis Time consuming and high buffer

consumption

Diafiltration Possible binding of sample to filter

membrane; contamination with

membrane preservatives

Strong dilution Decreased signal to noise ratio

Interparticle

repulsion

Decrease of Rg vs increase in

concentration

Repeat-measure

low concentration

samples

Decrease in signal to noise

Add salt to shield

surface charge

Higher background scattering
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individual components within a sample, even

after purification, may be unavoidable. If this is

observed, one can profit from SEC-SAXS set-ups

which are now offered at almost all biological

SAXS beam lines whereby the SEC column out-

let is directly connected in-line to the SAXS

capillary so that scattering data can be collected

from the freshly-separated components as they

elute from the column (Mathew et al. 2004;

David and Perez 2009; Round et al. 2013;

Graewert et al. 2015). As a SEC run is often

accompanied with a solvent exchange, collecting

SAXS data from the buffer that has run through

the column acts as a convenient means to obtain

the scattering required for background subtrac-

tion. However, and once again, care maybe

required when selecting the correct buffer for

SEC-SAXS background subtraction. Unknow-

able buffer-matrix interactions may cause

extremely subtle alterations to the electron den-

sity of the exchanged solvent flowing through the

column that may have a slightly different X-ray

scattering and absorption properties compared to

the buffer of the eluted macromolecules.

Sample component separation using SEC is

normally monitored with UV detectors. There

are, however, advantages of adding other detectors

such as static light scattering (SLS) to the system.

Using RALLS orMALLS in combination with the

concentration estimates derived from UV or

refractive index (RI) measurements, the molecular

mass of the samples can be determined, indepen-

dent from the elution volume and can be used to

validate the MW of the SAXS samples (Graewert

et al. 2015). This approach is ideal to determine to

exact oligomeric state(s) of the SEC-separated

components of a protein sample. In the simplest

case, light scattering is detected for just one angle

(90� in right angle laser light scattering, RALLS,

or <7� for low angle scattering, LALLS). How-

ever, using multiple of detectors (up to 18) placed

at different angles (multi angle laser light scatter-

ing, MALLS) significantly increases the sensitiv-

ity for the highMWaggregates as well as accuracy

of the MW estimations, especially for larger

complexes (Ahrer et al. 2003).

In a different type of laser light scattering

experiment, Dynamic Light scattering (DLS),

the correlations between the fluctuations in the

intensity of scattered light from macromolecules

relating to their movement (Brownian motion) in

solution are analyzed. As this is an exceptionally

sensitive technique it can be employed to detect

aggregates as well as to estimate polydispersity.

Large globular particles not only scatter more

strongly compared to smaller counterparts, but

their Brownian motion is decreased due to their

increased mass (as they dwell longer within the

illuminated area). Consequently, relative to a

starting time, t0, the fluctuations in the intensities
for larger globular particles will be correlated

relative to t0 for longer time periods compared

to smaller particles, before exponentially

decaying to zero, i.e., will eventually become

uncorrelated relative to the initial time point. As

the polydispersity and/or aggregation of a sample

increases, the time taken for the auto-correlation

to decay increases and it no longer smoothly

decays towards zero. Accordingly, information

can be obtained from the auto-correlation func-

tion by fitting the data (for example using a

sphere model) from which hydrodynamic radius

distributions of the particles and sample polydis-

persity can be estimated. An examination of the

populations present within a sample using DLS,

especially the presence of aggregates, is a good

way to evaluate sample quality for SAXS.

There is no limitation for the size or type of

particles that can be studied with DLS (peptides,

proteins, polymers, micelles, carbohydrates,

nanoparticles, etc.), however the resolution of

the technique is quite low, i.e., it is not possible

to distinguish between a sample consisting of

monomers from a sample in monomer-dimer

equilibrium. Its power as a characterization tech-

nique for SAXS samples is that DLS is excep-

tional for detecting trace amounts of aggregates

(if aggregates are detected in DLS then they will

also interfere with the SAXS) as well as for

stability testing and condition screening. As

DLS is a non-destructive method it is very suit-

able to examine the samples directly before they

are loaded into the capillary of the beam line for

example with a 96-well plate reader.

Analytical Ultracentrifugation is based on

the sedimentation of macromolecules in their
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native state, often under extreme g-forces, is

followed using an optical device (UV light

absorption, fluorescent system or Rayleigh inter-

ferometer). The separation of the sample

components within a mixture is dependent on

the hydrodynamic and thermodynamic

properties/association states of the

macromolecules and enables the analysis of the

shape, size distribution and molar masses of the

sample components. Using a different approach,

called a sedimentation equilibrium experiment,

the final steady-state of the components are

analyzed, where their sedimentation is balanced

by diffusion opposing the concentration

gradients. From this, one can retrieve informa-

tion directly on the MW of the macromolecules

as it is insensitive to shape. The amount of

required sample is low (<0.5 mg). If the experi-

ment is designed well molecules between 100 Da

and 10 GDa and the size resolution can be chosen

to detect even small mass changes. However,

sophisticated equipment and technical know-

how is required so that it is not typically accessi-

ble to the inexperienced user (Lebowitz et al.

2002). The experiment itself can be lengthy,

depending on type of run (3–6 h for sedimenta-

tion velocity analysis, and even days for a sedi-

mentation equilibrium experiment). However,

ultracentrifugation can be exceptionally informa-

tive and a valuable asset in interpreting and

supporting the conclusions reached from a

SAXS experiment.

Structural biology studies can also profit from

native mass spectrometry (nMS). Here,

electrospray ionization techniques are commonly

employed so that the tertiary and quaternary pro-

tein structures are preserved. Very accurate mass

estimates of proteins and the stoichiometry of

subsequent assemblies can be determined. In

turn, information can be gained regarding quater-

nary structure stability, dynamical behavior, con-

formation(s), subunit interaction sites,

glycosylation state(s) and the topological

arrangement of the individual proteins within a

complex (Sharon and Horovitz 2015). However,

as with ultracentrifugation, sophisticated

equipment and technical know-how are abso-

lutely required.

2.2.2 Sample Characterization:
Assessing Concentration

Along with assessing the polydispersity of a sam-

ple, it is also very important to experimentally

determine the concentration of a sample used for

a SAXS experiment. The method for concentra-

tion determination should be chosen such that the

accuracy of the method is sufficient to derive the

MW of the sample from the SAXS

measurements, specifically from the forward

scattering at zero angle, I(0). In this respect, the

recent wwwPDB SAS task force has emphasized

the importance on reporting which concentration

technique was employed for a specific experi-

ment (Jacques et al. 2012b). The concentration

determination of proteins based on UV absorp-

tion at 280 nm is the most frequently used

method as it is often the most understood and

the fastest technique that has low sample con-

sumption. However, and especially for proteins

that completely lack or only have a few aromatic

amino acid side chains (e.g., tryptophan) that

consequently do not absorb strongly at 280 nm

or for proteins that bind to non-protein ligands

that absorb strongly in the UV region (e.g.,

heme) the concentration estimates using UV at

280 nm tend to become inaccurate. An alterna-

tive is differential refractometry (RI) which is far

less dependent on amino acid sequence composi-

tion. Importantly, RI can be employed to mea-

sure the concentration of hetero complexes, or

intrinsically disordered proteins (that often lack

or are aromatic amino acid poor). With refrac-

tometry, the degree to which light bends as it

passes through the interface between two

substances is measured. The physical character-

istic is dependent on the protein concentration

and the protein’s refractive increment (dn/dc).

However, for most proteins in standard aqueous

solutions dn/dc is 0.187 mL/g, allowing one to

determine the concentration of the sample.
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In some cases, using colorimetric assays may

produce the most reliable results. In these

instances, it is always beneficial to correlate

and/or standardize the results obtained from col-

orimetric assays to UV or RI measurements.

Correlating the results to UV also means that a

fast assessment of the sample concentration, for

example after transport, can easily be performed

directly at a SAXS beam line, as most facilities

offer access to an UV spectrometer. For the

determination of nucleotide concentration com-

monly three different methods can be used:

(i) UV absorbance at 260 nm (specific absorption

peak of purine and pyrimidine rings),

(ii) fluorescence (the amount of binding of fluo-

rescent dye to double stranded DNA is deter-

mined with a fluorimeter and compared to

reference measurements) and (iii) lesser avail-

able method: diphenylamine reaction (Li et al.

2014). For the latter, DNA is heated under acidic

conditions to obtain 2-deoxyribose, which after

dehydration can react with diphenylamine to pro-

duce a blue substance with an absorption maxi-

mum at 595 nm.

2.2.3 Buffer Preparation

Asmentioned above, buffermatching is crucial for

any SAXS measurement. SAXS is sensitive to

even small changes in the composition of a buffer,

in particular the electron density andX-ray absorp-

tion properties so that even small discrepancies

between a sample and its corresponding buffer

can lead to an erroneous background subtraction.

In our experience the best way to obtain the opti-

mal buffer is to perform dialysis (Fig. 2.3a) and

this should always be the first method of choice.

There are, however, cases in which dialysis is not

feasible (for example a sample is prone to time-

induced self-association/aggregation) and alterna-

tive approaches are available (Fig. 2.3b). In the

following section we discuss:

• Dialysis.

• How to accurately add small molecules or

expensive ligands to a sample (sample

‘spiking’).

• Diafiltration.

• Desalting columns.

In dialysis small molecules are exchanged

into or out of a macromolecular sample by size-

restricted diffusion through a porous membrane.

The sample is placed on one side of the mem-

brane and a buffer solution, the so-called dialy-

sate, on the other side. Usually the dialysate is

200–500 times the volume of the sample. Sample

molecules that are larger than the molecular-

weight cutoff (MWCO) of the semi-permeable

membrane are retained on the sample side of the

membrane while smaller components (specifi-

cally buffer components) freely diffuse through

the membrane and approach an equilibrium con-

centration with the dialysate. The process of

buffer exchange may require 4–24 h to complete

depending on the dialysate viscosity and typi-

cally produces an optimal matched buffer for

SAXS background subtraction. Aside from

using regular dialysis tubing, a number of

devices are now commercially available which

are essentially ready to use and resist sample

leakage (Fig. 2.3a). The dialysis of small sample

volumes (~200 μl) can benefit from both com-

mercial or home-made “cup devices” which can

be placed inside a medium size reagent tube

containing the dialysate (for instance a 50 ml

Falcon® tube) which enables easy transport. To

ensure complete buffer exchange, different

aspects such as ratio of sample volume to dialy-

sate volume as well as the surface area of the

membrane and factors including temperature,

viscosity, mixing, etc., have to be taken into

account. When choosing the membrane for the

dialysis one has to be aware that the MWCO is

not a sharply defined value; in general, the

MWCO should be 5� smaller than the expected

MW of the macromolecule.

Preparing sufficient dialysate volume

(200–500 times larger than the sample) is not

always feasible especially when expensive

ligands are required. In such cases, spiking the

sample and buffer will be necessary. If the sam-

ple is stable in the absence of the ligand, then the

apo, or unligated, variant of the sample should be
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prepared and dialysed against the ligand-free

buffer. Afterwards the ligand can be added in

small amounts from a stock solution to the sam-

ple as well as the buffer (dialysate) using accu-

rately calibrated pipettes or an electronic micro-

balance. If the ligand has to be added throughout

the preparation or the sample is generally prone

to time-dependent aggregation, then

diafiltration might be an alternative option for

obtaining a matched buffer. As in dialysis, a

semi-permeable membrane is used to separate

macromolecules from low molecular-weight

compounds. However, instead of relying on pas-

sive diffusion, the solutions are forced through

the membrane by pressure or centrifugation. As

the water along with the low molecular-weight

solutes collect on one side of the membrane, the

macromolecules are concentrated on the opposite

side. Thus, diafiltration devices are often

employed as concentrators, but can–if used with

caution–also be used for buffer exchange. For

this, the sample undergoes successive rounds of

dilution in a buffer of choice, concentration,

followed by subsequent rounds of dilution and

concentration. If this method is used to adjust

sample solvent to the desired buffer for

background subtraction it is very important to

thoroughly rinse the membrane before use to

remove any preservatives on that membrane

that are included in the manufacturing process

(e.g., glycerol, azide, etc.). This is done, by pass-

ing larger volumes of buffer through the mem-

brane before adding the sample. In addition, it is

preferable to perform a series of short centrifu-

gation/concentration steps, with careful mixing

of the sample using a pipette, as opposed to one

long centrifugation step that may result in an

unwanted concentration gradient at the sample-

membrane interface which may cause the sample

to aggregate. Therefore, it may be necessary to

monitor the sample e.g., using DLS, to ensure

that aggregates do not form during the concen-

tration steps.

Buffer exchange/adjustment can also be

performed with a desalting column that is a

similar process that occurs during SEC. By

choosing the correct column length and sample

load, the macromolecules of a sample will be too

large to enter the pores of the desalting resin and

will quickly pass through the column. Buffer

salts and other small molecules will, on the

other hand, enter the pores of the resin. After

Fig. 2.3 Preparation of

matching buffer for

background subtraction
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equilibrating the desalting column in a desired

buffer for the SAXS measurements and passing

the sample over it, the original buffer

components will remain trapped by the resin,

while the macromolecule of interest will flow

through and be recovered in the SAXS buffer.

The disadvantage of using a desalting column is

that the sample undergoes significant dilution. In

addition, our experience shows that with this

method as well as during SEC, the buffer does

not always undergo complete exchange.

2.2.4 Organization of the Experiment

Once the sample is obtained in sufficient

quantities, final arrangements for shipping/

transporting the samples can be made. Figure 2.4

demonstrates some scenarios on how to organize

the experiment depending on the nature of the

sample.

Practical aspects for shipping samples can

include taking care of required papers/

documentations for customs and/or the transport

of dried ice, etc. For synchrotron SAXS, it is

always advisable to contact the local beam line

responsible in advance and ask for the specific

shipping address (to avoid delays in delivery).

Furthermore, it is always important to include

clear instructions on the storage conditions for

the person receiving the sample package. If fur-

ther sample preparation is required, e.g., over-

night dialysis, access to the samples and

laboratories for after working hours should be

Fig. 2.4 Sample preparation strategies
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arranged in advance. In this respect, consumables

(dialysis accessories, syringes and needles,

concentrators, etc.) should be shipped with the

samples. For some samples it might become nec-

essary to perform the final purification steps

on-site. Many beam lines offer access to labora-

tory facilities, which can be booked prior to

arrival (for an example see Boivin et al. 2016).

In such instances, it is best to discuss the experi-

mental procedures in detail with the local respon-

sible to ensure that all equipment and

consumables that are needed, are indeed

available.

Finally, and very importantly, it can be very

easy under the stresses of sample preparation to

focus entirely on the sample for a SAXS experi-

ment and forget about the buffer. Remember to

include sufficient buffer for your standard SAXS

measurements (for example 50 ml). For

SEC-SAXS up to 1 liter may be required, or

alternatively, pack the dried ingredients to recon-

stitute the desired buffer on-site, immediately

prior to the experiment.

2.3 Trouble-Shooting at
the Beam Line

Once at the beam line make sure all your equip-

ment has arrived and take time to orient yourself

around the facility and laboratories. If applicable,

thaw sample and buffer keeping in mind that this

can take some time. Before continuing, it is

advised to give the samples a quick spin in a

centrifuge (e.g., 10,000�g for 10 min) or pass

the samples through a 0.22 μm filter to remove

any large aggregates or insoluble particulate mat-

ter (this is particularly important for SEC-SAXS

samples). UV spectroscopy is a good method to

determine if any sample was lost during transport

and storage. Synchrotron SAXS experiments can

be hectic affairs as there is often pressure to

measure as many samples as possible within an

allocated beam time period. Consequently, there

may be little time to conduct a thorough analysis

of the data. However, thanks to automated

pipelines at most SAXS beam lines, data is

analyzed on-the-fly in near real-time and as a

consequence if problems arise regarding the sam-

ple (e.g., the presence of aggregates) decisions

can be made on-the-spot to ameliorate the sample

conditions to improve data quality (Blanchet

et al. 2015). Basic trouble-shooting approaches

include

• Detecting and handling radiation damage.

• Dealing with aggregation.

• Dealing with miss-matched buffer

• Dealing with concentration dependent effects.

2.3.1 Dealing with Radiation
Damage

Unavoidably, some samples will be susceptible

to radiation damage that manifest as a continual

increase in scattering intensity during the mea-

surement. To detect such an effect, a number of

frames are typically collected during one expo-

sure, e.g., instead of recording a single continu-

ous one second exposure, twenty 50 ms frames

are recorded over one second. The individual

frames are then compared to each other and

those frames showing traces of radiation damage

are discarded (Franke et al. 2015). In some cases,

the onset of radiation damage may occur late

during the measurement so that a sufficient num-

ber of frames can be averaged to produce a

SAXS profile with an acceptable signal-to-noise

ratio. However, if a sample is overly susceptible

to radiation damage, it maybe that only one

frame can be collected, that may or may not, be

influenced by damaged species. In this scenario,

there are several adaptions that can be made to

reduce the effects of radiation damage that

include altering the data collection strategy or

changing the sample environment (Jeffries et al.

2015). If the amount of sample is sufficient, the

flow-rate of the sample through the X-ray beam

can be increased; the beam can be attenuated to

reduce the X-ray flux, or the beam can be

defocused. Alternatively, the chemical composi-

tion of the sample can be changed via the addi-

tion of equal quantities of small-molecules to the

sample and matched buffer. These small
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molecules are referred to as radical scavengers

and may include–but are not limited to–

dithiothreitol (DTT) and ascorbic acid. Although

not scavengers per se, polyols such as glycerol,

ethylene glycol as well as sucrose influence long-

range protein-protein interactions and are effec-

tive in reducing radiation-induced aggregation.

In Fig. 2.5a the effect of adding DTT and glyc-

erol to the sample are shown.

All of these options to curb the effects of

radiation damage come with an associated cost.

Changes in data collection strategy may require

the repeated measurement of more sample; addi-

tion of polyols result in a reduced contrast; the

addition of classical scavengers can potentially

cause deleterious chemical alterations (e.g. DTT

may reduce disulfide bonds).

2.3.2 Dealing with Aggregation

Another common observation during the

measurements is the presence of aggregates.

Aggregates are often detected by non-linear or

‘upturn’ features in the Guinier plot of the

SAXS data (ln(I(q)) vs q2) at very low-angles

(qRg <1.3; where Rg is radius of gyration) or an

greater than expected MW estimate of the sam-

ple determined from the SAXS data (Guinier

1939). Figure 2.5b shows an example in which

the presence of aggregates is detectable in one

of two storage conditions. In these cases, a

dilution series of the sample becomes impor-

tant; it may be that aggregates are

concentration-dependent and simple dilution

can remove their influence. However, if the

aggregates remain persistent, a few options can

be explored to remove them from solution. Giv-

ing the sample a strong spin with a (ultra-)

centrifuge can sometimes be useful (e.g.,

20.000�g for 15 min); the insoluble aggregates

collect at the bottom of the tube and the soluble

protein remains in the supernatant. A faster

option is to try filtering the sample; either

using a syringe filter tip or small centrifugal

device (keeping in mind that some proteins

may interact with membranes and be adsorbed,

altering their structure). Another option is the

use of online SEC-SAXS. Here, aggregates are

separated from the sample during the size-

exclusion step. This option of course requires

more time, sample volume and concentration

and often has to be organized in advance, but

can be well worth the investment (especially for

samples not prone to radiation damage).

2.3.3 Dealing with Miss-Matched
Buffer

As mentioned above, incorrectly-matched sam-

ple buffers required for the accurate subtraction

of background scattering contributions is often

reason why SAXS experiments are unsuccessful.

The detection of miss-matched buffer is unfortu-

nately not always that straight-forward and not

always unambiguous. There are, however, a few

indications when looking at the distinct scatter-

ing plots (often automatically generated by

integrated pipelines) especially for over-

subtracted buffer contributions that produce neg-

ative scattering intensities at high-angle (i.e., at

high-q) in the subtracted SAXS profiles.

Figure 2.5c, shows the effect of under- as well

as over-subtracting the background (blue and red

curves, respectively). Once buffer miss-match is

detected and time permits then a new dialysis can

be set-up. Alternatively, a diafiltration device as

described above can be used if time is scarce.

2.3.4 Dealing with Concentration
Dependent Effects

As mentioned above it may be important to mea-

sure the sample at different concentrations in

order to detect and consequently ameliorate con-

centration dependent effects in the sample that

impact the scattering data. For example, as

depicted in Fig. 2.5d, a significant decrease in

Rg as the sample concentration increases may

indicate that repulsive interactions are present

between the macromolecules of the sample (i.e.,

coulombic repulsion). Conversely, if the Rg sig-

nificantly increases as the sample concentration

goes up, attractive interactions between the sam-

ple macromolecules are likely present that may

result in sample oligomerization, sample
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polydispersity, or in the worst case scenario,

sample aggregation. As a result, samples may

require additional dilutions to nullify concentra-

tion effects or, more radically, alterations to the

supporting solvent such as the addition of salts

and changes in pH to alter protein surface

potentials responsible for concentration-

dependent effects.

2.3.5 Other Considerations

Finally, it is advised to always check the struc-

tural parameters derived from experimental scat-

tering data with the results obtained from

complementary methods. This is especially

important for validating the molecular weight of

the sample. For one thing, errors such as

Fig. 2.5 Preliminary sample/data evaluation
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accidental swapping of tubes, loading of air

bubbles, questionable dilution series etc. can be

best identified at the beam line allowing for ‘on-

the-spot’ corrections.

In summary, SAXS experiments are straight-

forward and the demands for sample preparation

are feasible for most systems. There are, how-

ever, a few essential steps to keep in mind when

planning, preparing and performing the SAXS

experiments. In understanding how these sample

preparative steps directly influence the scattering

process, enables the SAXS user to successfully

produce high quality samples and ultimately high

quality SAXS data.
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Considerations for Sample Preparation
Using Size-Exclusion Chromatography
for Home and Synchrotron Sources

3

Robert P. Rambo

Abstract

The success of a SAXS experiment for structural investigations depends

on two precise measurements, the sample and the buffer background.

Buffer matching between the sample and background can be achieved

using dialysis methods but in biological SAXS of monodisperse systems,

sample preparation is routinely being performed with size exclusion

chromatography (SEC). SEC is the most reliable method for SAXS

sample preparation as the method not only purifies the sample for SAXS

but also almost guarantees ideal buffer matching. Here, I will highlight the

use of SEC for SAXS sample preparation and demonstrate using example

proteins that SEC purification does not always provide for ideal samples.

Scrutiny of the SEC elution peak using quasi-elastic and multi-angle light

scattering techniques can reveal hidden features (heterogeneity) of the

sample that should be considered during SAXS data analysis. In some

cases, sample heterogeneity can be controlled using a small molecule

additive and I outline a simple additive screening method for sample

preparation.

Keywords

SEC • MALS • QELS • Total scattered intensity • Additives • Stability •

Aggregation • Monodispersity • Sucrose • Phosphate

3.1 Introduction

Structural investigations of biological systems in

the solution-state are investigations made from

an ensemble of macromolecular particles. In

biological, solution-state SAXS, the ensemble is

composed of thousands of billions of

macromolecules in various interchangeable, con-

formational states (Rambo and Tainer 2010a, b).

Since domain motions range from micro- to

milli-seconds (Henzler-Wildman et al. 2007), a

solution-state SAXS measurement is often an
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observation of the thermodynamic state due to

the X-ray exposure times being much greater

than the internal motions of the particle. The

distribution of macromolecules across this con-

formational landscape is determined by the

buffer composition and temperature that defines

the sample environment.

The SAXS signal is a direct observation of

this conformational landscape. If the landscape is

broad and diverse, interpreting the SAXS signal

using a single atomistic model will be difficult

and likewise, the information quality of any ab
initio model will be low. This type of conforma-

tional heterogeneity is difficult to assess but can

be influenced by changing the composition of the

buffer (Rambo and Tainer 2010a, b). Similarly,

mass heterogeneity due to multimerization,

aggregation or low purity will reduce the infor-

mation quality of the SAXS signal and confound

the structural interpretation (Jacques and

Trewhella 2010). These issues highlight a funda-

mental property of solution-state SAXS and that

is everything scatters in the sample. Unlike

NMR and X-ray crystallography where heteroge-

neity will broaden and weaken the desired struc-

tural signal, heterogeneity contributes directly to

the SAXS signal whose contribution is propor-

tional to mass and concentration. Therefore, any

structural modelling using SAXS data must be

made from data collected from samples that are

well-characterized and optimized for

monodispersity and homogeneity (Rambo and

Tainer 2013).

Unfortunately, the quality of the measured

SAXS signal is not fully determined by sample

heterogeneity. The actual SAXS signal of the

ensemble is taken as the difference (Fig. 3.1)

between the measured SAXS curve of the sample

(i.e., particle and buffer) and the background

(buffer only). Matching the buffer between the

sample and background is critical to the accuracy

of the recovered SAXS curve. Particularly at

high scattering vectors (q), poor buffer matching

often leads to under- or over-subtraction and

errors in subtraction will limit the resolution of

the SAXS experiment. If not properly identified

Fig. 3.1 SAXS as a difference measurement. SAXS

requires two precise measurements 1 sample (particles

þ buffer) and 2 buffer background. For the sample, the

scattering is the result of the dissolved particles, solute

that participates in the hydration of the particle, and bulk

solvent. For the buffer, the scattering will be the result of

the bulk solvent, solute that will participate in the particle

hydration, and the excluded volume. The excluded vol-

ume is the imprint of the particle in the buffer whose

electron density is bulk solvent. Under dilute,

monodispersed particle conditions, the observed SAXS

intensity will be approximated as the scattering from a

single particle scaled by concentration with corrections

due to the excluded volume and hydration. At low resolu-

tion, the d-spacing vectors (2π/q) (red double arrows) are
large and can only exists across the particle-solvent

boundary whereas at higher resolutions, the d-spacing

vector is smaller (yellow and magenta double arrows)
and can exists within a single particle. To accurately

minimize contributions from the bulk solvent, the com-

position of the bulk solvent in both the sample and back-

ground must be identical
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and removed from the recovered SAXS curve

during post-processing, the systematic

contributions from the mismatch can increase

the false discovery rates in modelling and intro-

duce artefacts in the P(r)-distribution.

An efficient and readily available technique

that can assess sample quality and provide a

reliable method for buffer matching is size exclu-

sion chromatography (SEC). SEC chro-

matographic separation is based principally on

the ability of the macromolecules to move

through the pores of the chromatographic resin.

If the macromolecule is physically larger than the

pores, it will be excluded by the resin and elute

relatively early from the SEC column whereas a

macromolecule that is smaller than the pores will

reside within the column longer and elute later.

The standard method for monitoring an SEC

chromatographic separation is UV absorption

which exploits the absorption properties of the

peptide backbone and aromatic rings of common

amino and nucleic acids. Absorption based

methods only inform on particle concentration.

Regardless of size, an elution profile should be

nearly symmetric for a sample consisting of

homogenous and monodisperse particles. Any

peak asymmetry should not go unnoticed and

can be indicative of particle-column interaction,

multimerization or heterogeneity. Furthermore,

the use of native gels to assert a sample is free

of aggregation should be avoided as the method

of detection is unreliable for obvious reasons.

SEC is suitable for a wide range of macromo-

lecular masses (10–10,000 kDa) and shapes. For

globular proteins, there is a linear relationship

between mass and the physical dimensions of

the particle. Using a set of standards, i.e.,

proteins with known mass and dimensions, an

SEC column can be calibrated such that the elu-

tion time corresponds to the mass of the particle.

This technique assumes the unknown particle can

be approximated by a simple sphere whose

radius (Stoke’s radius) scales linearly with

mass. For asymmetric or elongated particles, a

calibrated SEC column will give erroneous mass

estimates, since it is essentially the largest

dimension of the particle that determines how

the particle will travel through the column

(Fig. 3.2).

Resolving this ambiguity between mass and

particle dimensions can only be made using a

scattering technique such as multi-angle light

scattering (MALS) or SAXS. Here, scattering

measurements are made at time points along the
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Fig. 3.2 Anomalously eluting proteins by size exclusion

chromatography. The Stoke’s radius is a spherical

approximation of a particle that scales linearly with glob-

ular proteins. Using proteins of known mass, an SEC

column can be calibrated where elution volume (time)

correlates with protein mass. This method makes a critical

assumption regarding the globularity of the particle and is

often erroneous with asymmetric particles. Here, the

globular particle xylanase (21 kDa) elutes (cyan) with a

stable MALS mass (y-axis, kDa) across the main peak. In

comparison, is a novel protein that has a smaller MALS

mass than xylanase but elutes earlier. The protein was

determined to be highly asymmetric with high mass het-

erogeneity. In the absence of MALS, the peak mass would

have been over-estimated
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SEC run either by fractionation of the elution or

by coupling the MALS (SEC-MALS) or SAXS

(SEC-SAXS) instrument directly inline with the

SEC (Perez and Nishino 2012; Gillis et al. 2014;

Jeffries et al. 2016; Meisburger et al. 2016).

Direct coupling of the SEC to the scattering

instrument has proven to be optimal for accurate

scattering measurements of the background and

sample. In MALS, it is the intensity of the

scattered light by the particle that is used to

determine molecular weight. This intensity

must be properly normalized by the particle’s

concentration whereas in SAXS, it is the angular

dependence on the scattered intensity that is used

to describe the shape and mass of the particle.

3.2 Refractive Index, Ultra-Violet
and Light Scattering

Standard UV absorption (A260 nm, 280 nm)

detectors found on most SEC instruments are

not sufficient to monitor all classes of

biomolecules or biomolecules with exceedingly

low extinction coefficients. Alternatively, a

refractive index (rI) detector can be used to reli-

ably monitor particle concentration in a wide

range of buffer conditions. The rI detector

measures the bending of light between a refer-

ence cell (buffer only) and flow cell (SEC elu-

ent). The differential refractive index detector

will register a signal as the composition of the

flow cell changes relative to the reference cell

(Fig. 3.3). The detector can demonstrate small

variations in refractive index due to concentra-

tion differences in dissolved gases, salts and par-

ticle concentration. For proteins and nucleic

acids, the refractive index is nearly constant,

irrespective of the primary, secondary or tertiary

structure of the biopolymer. In contrast, UV

absorption detection requires the appropriate

chromophore to be present in the biopolymer

whose extinction coefficient will vary with the

hydrophobic environment of the chromophore.

Accurate particle concentration is critical to

SEC-MALS and refractive index detectors are

the preferred method for concentration determi-

nation (Wyatt 1993; Tarazona and Saiz 2003).

SEC-MALS is the most reliable method for

assessing mass homogeneity of an SEC elution

peak. The MALS instrument contains several

detectors arranged in a circle around a flow cell

that measures the intensity of scattered light from

a laser source. In some instruments, at least one

of the detectors can perform time-resolved

measurements allowing for quasi-elastic light

scattering (QELS) observations. QELS monitors

how the solution sparkles with time and it is the

decay rate of the sparkling that is proportional to

particle dimension of radius-of-hydration (rH).

QELS will be sensitive to particle conformation

and QELS measurements across an elution peak

can provide additional information on conforma-

tional heterogeneity (Minton 2016).

3.3 Hidden Features (Known
Unknowns)

The SEC elution profile of a sample can provide

information regarding mass and conformational

heterogeneity. Both mass and conformational

heterogeneity, as well as particle-resin interac-

tion, will cause an asymmetry in the SEC elution

peak. However, the ability to discern these types

of heterogeneities rely on how the chro-

matographic separation is being monitored

(Brookes et al. 2013; Meisburger et al. 2016).

Since UV absorption (A280) detectors mainly

inform on particle concentration and light scat-

tering based methods inform on mass, shape and

concentration, an integrated approach that

combines both types of measurements can pro-

vide a thorough characterization of the sample

(Fig. 3.3a). The SEC elution begins with the

column’s void volume. The void volume is the

volume of elution since sample injection that

contains particles too large to be partitioned by

the SEC resin. Large aggregates in a sample may

go un-detected by UV methods as the

concentrations may be too low for detection.

However, scattering intensity is proportional to

the squared mass suggesting MALS or SAXS

will be most sensitive to the presence of large

aggregates.

SEC-MALS analysis of dissolved glucose

isomerase (GI) crystals (Fig. 3.3a) shows these
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contrasting features between UV and light scat-

tering. The injected sample demonstrates a large

scattering peak at the void volume with essen-

tially no UV signal. The lack of a notable UV

signal near the void volume would give the false

confidence that the sample was free of aggrega-

tion. Therefore, it is recommended that in the

absence of an additional scattering detector, any

observed deflection of the UV signal near the

void volume should be considered significant.

In these cases, if the sample is being prepared

for SAXS, extensive centrifugation or the use of

a spin-filter may be necessary to remove the

Fig. 3.3 Light scattering, UV and refractive index detec-

tion. (a) Comparing all three signals can reveal hidden

features of a sample. Light scattering (LS) intensity is

directly proportional to the squared mass of a particle.

The presence of a LS signal in the void (25 min) suggests

the presence of large aggregates. In the SEC separation of

dissolved glucose isomerase crystals, the samples

contained significant amounts of aggregation that were

not detectable by UV (flat green curve at 25 min). The

dissolved crystals contained high concentrations of

ammonium sulfate leading to a strong peak in the refrac-

tive index (rI) detector near the end of the column run

(60 min) as the small molecules eluted off the column. It

is recommended that buffers collected for SAXS be

obtained at 1.5 column volumes (black arrow) where the
eluent has stabilized. (b) Neither LS nor UV will be

sensitive to particle conformation, subtle differences in a

sample can be glimpsed by examining time-resolved LS

measurements (QELS) across the elution peak. Here,

QELS will be proportional to particle conformation and

for the PYR1 protein, initial analysis of the protein always

revealed a split QELS peak. After 2 weeks, the QELS

peaks would resolve to a single peak and it was surmised

the splitting was due to an isomerization of a proline

residue
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aggregation prior to data collection (Hura et al.

2009).

Furthermore, the SEC-MALS analysis of GI

utilized a refractive index detector. As discussed

previously, the refractive index detector is sensi-

tive to differences in the chemical composition of

the running buffer as measured against the refer-

ence cell. Due to small differences in salt, glyc-

erol or dissolved gases, it can be expected that

the buffer composition of the injected sample

will not be identical to the SEC running buffer

thereby causing a notable signal in the refractive

index detector near the end of the column run.

Since these small molecules are invisible to UV

absorption, the UV signal near the end of the

column volume would appear flat giving the

false impression that a background sample

could be taken. While it is recommended that

samples prepared for SAXS by SEC use the

same running buffer as background, it is critical

to the accuracy of the background subtraction

that the buffer collected for the background mea-

surement occur at least 1.5 column volumes after

injection (Fig. 3.3a).

In the analysis of an SEC elution peak, the

shape of the peak profile is the most informative

method for indicating possible sample heteroge-

neity. Elution peaks that are asymmetric can

suggest mass heterogeneity or particle-column

interactions. However, conformational heteroge-

neity that is stable to partitioning can be more

difficult to assess unless the structural differences

are large enough to produce significant

differences in the Stoke’s radius of the different

conformations. Here, monitoring the elution

peak using QELS or by SAXS can provide addi-

tional information to determine the cause of the

asymmetry in the elution peak (Fig. 3.3b).

SEC-MALS with QELS studies performed on

PYR1 (Nishimura et al. 2009), a 42 kDa protein,

demonstrated the slightest asymmetry in the

MALS and UV absorbance peaks. The MALS

mass was consistent across the elution peak

suggesting a homogenous sample; however, the

QELS measurements showed a splitting of the

peak (Fig. 3.3b) suggesting two distinct

conformations were present in the single elution

peak. SAXS data collected on the peak could not

be fully explained by the crystal structure unless

the model fitting was performed on the lagging

side of the elution peak. In the absence of QELS

or MALS information, a comparison of the indi-

vidual SAXS frames from the leading and

lagging sides of the elution profile must be

inspected. At the very least, conformational het-

erogeneity would show the leading side to be

larger than the lagging side in terms of Rg and

possibly dmax. Due to the thorough characteriza-

tion of the sample, a multi-model fit would be

necessitated to fully explain the SAXS curve.

A similar peak splitting was observed for GI

(Fig. 3.4). GI was commonly used in the Tainer

laboratory (Classen et al. 2013) as a mass stan-

dard for MALS calibrations. It was noticed that

in moderately high pH and salt conditions, the

QELS data would demonstrate a split peak. The

peak splitting would disappear by lowering the

salt concentration suggesting the conformational

states of the protein could readily be influenced

by adjusting the composition of the buffer. Simi-

lar observations were made for BSA where at pH

>7.5 in PBS buffer, BSA would show a severe,

asymmetric elution profile. Lowering the pH or

by adding 1% sucrose to the buffer would stabi-

lize the protein to partitioning producing the

canonical monomer-dimer SEC profile of BSA.

3.4 Influence

The GI and PYR1 asymmetric elution peaks

were due to conformational heterogeneity that

could be influenced by the composition of the

buffer. This type of conformational heterogene-

ity was stable to partitioning and produced the

peak splitting in the QELS data. Nonetheless,

heterogeneity can involve both conformation

and mass. Mass heterogeneity is readily detected

by MALS and will cause a negative slope in the

mass distribution across the elution peak. The

mass heterogeneity may be due to the particle

in rapid equilibrium with higher order states or

due to small truncations of component domains.

If the heterogeneity is stable to partitioning, then

the MALS data would demonstrate distinct steps

in the mass distribution with distinct peaks in the
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QELS profile (Fig. 3.5). SEC-MALS/QELS stud-

ies on a 185 kDa ATP motor protein showed such

a profile. The QELS profile contained a leading,

shoulder peak suggesting the elution peak

contained at least two structurally distinct spe-

cies. Further analysis of the MALS information

showed the shoulder peak was ~22 kDa larger

than the lagging side of the elution peak. We

speculated the mass difference was due to limited

proteolysis of the protein during purification. To

test if the protein was responsive to ATP, the

SEC-MALS/QELS was repeated with the protein

incubated in ATP-vanadate. The vanadate locks

down the protein in a phosphoryl-transfer transi-

tion state (Davies and Hol 2004) and for a motor

protein, binding should demonstrate a notable

conformational change. QELS results showed a

decrease in the radius-of-hydration upon incuba-

tion suggesting the protein was competent to

ATP binding and hydrolysis. While the sample

is a mixture and remains unresolved during the

SEC separation, SAXS data collected on the

protein in the bound and unbound states would

still be informative. In a SEC-SAXS experiment,

a comparative SAXS analysis from the lagging

side that uses the P(r)-distributions would char-

acterize the conformational change in terms of

compactness and dimensions. It can be expected

that a measured decrease in rH would produce a

notable decrease in Rg.

The 185 kDa protein demonstrated a com-

pound heterogeneity involving both mass and

conformation. The larger mass species was stable

to partitioning by SEC thereby producing a dis-

tinct step in the MALS mass distribution across

the elution peak. However, heterogeneity could

be due to a rapid equilibrium between states such

that the partitioning is characterized by a broad

peak splitting
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Fig. 3.4 Conformational

changes by QELS. Protein

conformations are often

controlled by the

environment. At low pH,

protonation of histidines

residues change the charge

distribution of the protein

and can stabilize an

alternate conformation.

Similarly, salt can provide

significant charge shielding

to induce the same effects.

(a) At pH 8 and high salt, it

was observed that MALS

(red) and QELS

(magenta) analysis of
glucose isomerase

(GI) leads to a splitting of

the QELS peak (magenta).
(b) Resolution of split peak

at lower ionic strengths.

Close inspection of the

MALS peak in high salt

shows a slight asymmetry

in the elution peak. Note

that the QELS and LS

signals are shifted for

clarity
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and asymmetric elution peak. MALS and QELS

analysis will show a slope across the elution peak

and likewise, SEC-SAXS would demonstrate a

disagreement between the leading and lagging

sides of the elution peak. This type of heteroge-

neity is particularly nefarious and suggests the

biological particles are not stable to partitioning

down the SEC column.

In macromolecular crystallography, conditions

are sought to promote particle-particle

interactions and often, the macromolecules are

purified to high concentrations in a minimal

buffer. These conditions may not be suitable for

SAXS and can be the cause of the compound

heterogeneity described above. Solution-state

structural studies require buffer conditions that

are stabilizing to the particle. For nucleic acid

binding proteins, we have found phosphate and

sucrose to be excellent additives that stabilize the

protein while minimizing column-particle

interactions. In most cases, nucleic acid binding

proteins interact with nucleic acids through the

sugar-phosphate backbone and in the absence of

nucleic acids, these proteins may be charged

imbalanced through the residues arginine and

lysine. In the apo-state, the addition of 1% sucrose

and phosphate can make a poor SAXS sample into

an excellent, well-behaved SAXS sample.

The effects of additives must be evaluated

using a suitable assay (Han et al. 2007; Leibly

et al. 2012). If using SEC, the additives can be

added to the running buffer, but this method will

take hours per additive as the SEC column will

have to be equilibrated for each additive.

Another method for screening the effects of

additives can be performed using micro-spin

concentrators. The Tainer group had successfully

solved the crystal structure of the exonuclease

domain from the DNA repair protein WRN

(Perry et al. 2006). The functional state of the

domain in solution was unknown with some

results suggesting the protein was a trimer
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Fig. 3.5 Stable mass

heterogeneity.

SEC-MALS/QELS

analysis of a 185 kDa ATP

binding protein reveal a

leading shoulder in the

QELS (magenta). The
shoulder corresponded to a

larger mass species by

MALS (black line,
lower left panel). To test if
the protein was responsive

to ATP, SEC-MALS/QELS

was performed in the

presence of 500 uM

ATP-vanadate. The (þ)

ATP state showed a

measurable and consistent

decrease in radius-of-

hydration (rH) by QELS

(cyan) indicating the

protein undergoes as a

significant conformational

change. A small change in

rH would translate into an

observable change by

SAXS
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(Choi et al. 2007). The domain, as purified,

would aggregate during spin-concentrating caus-

ing the flow-rate to be exceptionally slow with a

significant loss of material. Concentrating the

protein in high salt (1 M NaCl) failed to stabilize

the protein leading to a large redistribution of the

protein into the void volume (Fig. 3.6a). There-

fore, we reasoned that if an additive was present

during concentrating that could ameliorate the

aggregation, then differences in flow-rates

between additives during spin-concentrating

would serve as the assay (Fig. 3.6b).

For the WRN exonuclease domain, aliquots of

protein were mixed with various additives to

600 uL. The volume was transferred to a set of

spin-concentrators where the weight of each tube

was pre-recorded. Flow-rates were determined

by weighing each tube at intervals of 5 min dur-

ing the centrifugation. We found that 50 mM

phosphate produced the fastest flow rate with

2% sucrose in second place. Some additives

were too slow to be considered effective. These

results suggested phosphate and sucrose could be

stabilizing to the protein. To validate the stabili-

zation, the protein was concentrated in a mixture

of 50 mM phosphate and 1% sucrose and subject

to SEC-MALS. Ideally, if a protein is

concentrated tenfold, then it can be expected

there would be a corresponding increase in the

A280 at the elution peak. In the absence of

additives, concentrating the protein led to an

A280 peak in the void volume suggesting most

of the protein was forming large aggregates.

However, in the presence of phosphate and

sucrose (Fig. 3.7), we see that concentrating the

protein by 10� increased the A280 nearly 10�
with no increase in absorbance near the void. The

stability was further demonstrated by

concentrating the protein 20�. The MALS

results showed the protein existed as a stable

dimer and allowed for confident interpretation

of the SAXS data collected from the peak.

Similar results were obtained with a small,

37.5 kDa RNA binding domain. The protein

was purified for crystallization and concentrated

in 5% glycerol. The glycerol was necessary to

keep the protein “happy”. However, SEC analy-

sis reveal an asymmetric elution peak suggesting

heterogeneity and further SAXS analysis of the

SEC purified protein implied a protein with a

volume of 99,687 Å3, far too large for a mono-

mer and far too small for a dimer. This ambiguity

suggests the protein is a mixture of monomeric

and dimeric states. We found the protein required

100 mM phosphate and 2% sucrose to be stable

to SEC partitioning. QELS analysis in the

phosphate-sucrose buffer showed an elution

peak with a distinct leading shoulder (Fig. 3.8).

SAXS of the main peak determined a particle

volume of 84,000 Å3 suggesting the heterogene-

ity of the sample could be influenced by

additives. In both conditions, the SAXS sample

displayed a distinct plateau in the Porod-Debye

plot supporting the presence of a compact, well-

folded particle (Rambo and Tainer 2011) but it

was the discrepancy between the experimental

volume and expected mass that confirmed the

suspected heterogeneity. It can be expected that

a buffer additive that alters the plateau region in

the Porod-Debye plot will also effect the peak

profile in a dimensionless Kratky plot.

We have found that additives such as pH,

sucrose, sulfate, phosphate, ATP, GTP, proline,

arginine or heparin-like sulfated carbohydrates to

be effective additives to a wide range of proteins.

Sulfate or sulfated-carbohydrates were effective

in stabilizing extracellular matrix proteins

whereas ATP/GTP-vanadate was important for

specific motor proteins including dynamin and

DNA repair proteins. If the protein of interest

contains aWalker A/B motif, it may be important

to lyse the cells in a high phosphate containing

buffer as the phosphate ions may slow the release

of nucleotide diphosphate (a simple application

of Le Chatelier’s principle).

3.5 Choosing the Right Column

SEC columns have a useful separation range that

is described in terms of molecular weights. As

mentioned previously, there can be a linear rela-

tionship between particle mass and Stoke’s

radius, but a proper description of separation

range would be in terms of Stoke’s radius. The

ubiquitous Superdex 75, 200 and Superose

3 Considerations for Sample Preparation Using Size-Exclusion Chromatography. . . 39



6 columns (GE Healthcare Life Sciences) have

dominated SEC of biological macromolecules.

These columns contain polymeric resins derived

from cross-linked agarose and are chemically

inert. The Superdex 75 is recommended for

proteins less than 70 kDa, whereas the Superdex

200 is recommended for proteins less than

200 kDa and the Superose 6 is for complexes
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Fig. 3.6 Sample instability during concentrating. Protein

aggregation during concentrating is a routinely encoun-

tered problem and leads to exceedingly long

concentrating times when using a spin-concentrator. The

issue may not be relevant for most biochemistry

experiments, however, it is a critical problem for SAXS.

The WRN exonuclease domain was purified and

concentrated in 20 mM Tris (7.6), 200 mM NaCl, and

5 mM beta-mercaptoethanol. (a) The protein was

subjected to SEC analysis using a Superdex 200 PC 3.2

column in the same buffer (red trace). Upon

concentrating the protein, the injected sample produced

a significant UV signal in the void volume (gray trace).
Concentrating the protein in buffer with 1 M NaCl

increased the aggregation peak (cyan trace). (b) Additive
screen using 10 K MWCO spin-concentrators. Various

additives were added to the buffer and used to dilute the

protein. For each additive, the filtration rate (volume of

material that flowed through during centrifugation) was

recorded at 5 min intervals. Samples contained phosphate

(blue) and sucrose (green) had the fastest flow rates

(Figure adapted from Kevin Dyer, Advanced Light

Source, SIBYLS beamline, Berkeley, CA)
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that are less than 5,000 kDa. These resins are

compressible and can experience pressure-

induced degradation during the initial start-up

of the HPLC system. The degradation leads to

the loss of material from the column and if

connected to a MALS instrument, there will be

a large scattering signal during the beginning of

the chromatographic run (Fig. 3.9). It is

recommended that SEC columns are gradually

brought to the operating flow-rate and that the

operating flow-rate is maintained continuously

during the experimental session.

Alternatively, there is another class of SEC

columns growing in popularity. These are silica-

based resins that use highly refined porous silica-

beads. The beads can withstand greater operating

pressures without sacrificing separation resolu-

tion but have a narrower operating pH range

(pH <8.0). The KW-402.5, -403 and -404

columns (Shodex) offer similar separation ranges

as the Superdex/Superose columns. However, the

silica-based columns operate with a greater num-

ber of theoretical plates and can resolve smaller

Stoke’s radii differences (Fig. 3.10). The silica-

based columns contain negatively-charged

silanol groups and can interact with particles

differently than the Superdex/Superose columns.

It can be expected at low ionic strengths, these

interactions may become more influential thus

changing the elution characteristics of the col-

umn. Similarly, the agarose-based resins are

sugars and for carbohydrate or nucleic acid bind-

ing proteins, low-ionic strength buffer conditions

(<50 mM) may promote particle-column

interactions causing a noticeable tailing in the

elution peak.

For SEC-SAXS, the choice of column will be

determined by the mass of the particle and initial

purity of the sample. If the protein elutes too

close to the end of the column volume, then

there is the risk of poor background subtraction

as the differences in small molecules from the

injection elute at the same time from the column.

Likewise, if the protein elutes too close to the

void, then there is the risk of contaminating the

SAXS signal with scattering from large

aggregates. Therefore, the choice of column

should place the particle of interest away from

the void volume and the end of the column

volume.
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Fig. 3.7 SEC-MALS analysis of WRN exonuclease in

the presence of phosphate and sucrose. The A280 signal

for the unconcentrated (black trace) sample increase

nearly tenfold as the initial sample volume was reduced

by tenfold (blue trace). A280 signal increased further

(red trace) with a further reduction in sample volume.

The peak in the void volume (arrow) was severely

attenuated in the presence of the additives. MALS mass

of the main peak (92 kDa) suggests the protein is a dimer

with a monomeric mass of 47 kDa
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3.6 Summary

A great SAXS sample may make for a good MX

sample but the reverse is not always true. Since

crystallography optimizes for conditions that

promote interparticle interactions, SAXS of

samples prepared for crystallography must be

assessed for unwanted interactions. These

interactions can prevent interpretation of the

solution state but can be readily attenuated

using small molecule additives. In the RNA

world, conditioning screening is employed early

in a structural investigation as structured RNAs

often require precise concentrations of divalent

and monovalent metal ions (Rambo and

Tainer 2010a, b; Reyes et al. 2014). Similarly,

it is recommended that in the early stages of a

SAXS investigation, that additive screening be

explored for difficult samples as illustrated with

the WRN exonuclease. The choice of buffer con-

dition should be one that minimizes particle-

column interactions while optimizing for

stability.

SEC-coupled SAXS is available at most syn-

chrotron facilities that focus on SAXS of

biological samples in the solution-state (Bizien

et al. 2016). These experiments may not be ame-

nable to high-throughput SAXS but offer the

most reliable method for collecting quality

SAXS data. Since the measurement is under-

flow, the resulting SAXS curve will be an accu-

mulation of short exposures that may not be
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Fig. 3.8 SEC analysis of a small RNA binding protein.

Glycerol is a common reagent used to stabilize proteins

against aggregation during freezing or concentrating.

While the stability may inhibit material loss of the sam-

ple, the glycerol may not promote or inhibit non-ideal

behaviour. SEC (black trace) and subsequent SAXS of

the protein (black circles) in 5 % glycerol showed a

protein with an asymmetric elution profile. SAXS data

indicated the protein was compact with a discrete electron

density contrast (plateau in the Porod-Debye plot, cyan).
However, dimensionless Kratky plot showed a peak that

was not globular. Globular proteins exhibit a peak at the

Guinier-Kratky point (√3, 1.1). Purifying the protein in

100 mM phosphate and 2% sucrose (substituting glyc-

erol), caused a notable shift in the SEC QELS peak

(magenta). The peak shows a stable shoulder. SAXS

analysis in the new condition revealed a stable Porod-

Debye plateau and a shift of the SAXS peak towards the

Guinier-Kratky point. The results demonstrate that the

thermodynamic state of the protein can be modulated

using additives

42 R.P. Rambo



QELS

LS

0.0 20.0 40.0 60.0

re
la

tiv
e 

in
te

ns
ity

Fig. 3.9 Rapid pressurization of an SEC column is dam-

aging to the resin. Initial pressurization will degrade the

resin and cause debris to elute from the column. This

debris can cause considerable light scatter (LS) in the

beginning of the column run (black arrow) and leads to

an elevated baseline. We recommend starting a column at

a low flow-rate and incrementing by doubling until the

desired flow-rate is achieved. The operating flow-rate

should be maintained in a continuous flow-mode until

the experimental session ends
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Fig. 3.10 Comparison of SEC columns. (a) SEC analy-

sis of xylanase (left panel) using Superdex 75 shows an

elution peak with a leading shoulder and likewise, SEC

analysis of a larger protein X (right panel) using Superdex
200 shows an asymmetric peak that leans towards the

void volume. (b) SEC Analysis of the same sample on

the same day using the Shodex columns shows resolution

of the leading shoulder in the xylanase sample and partial

resolution of protein X into two distinct peaks. Superdex

columns use cross-linked agarose resins that are chemi-

cally robust but have fewer theoretical plates available for

sample partitioning during SEC separation. For protein X,

the peaks are not fully resolved and further analysis may

require additive screening to promote a single state
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sufficient to capture the SAXS curve at moder-

ately high scattering vectors (q > 0.2 Å�1).

Repeated measurements of the same sample,

slower flow-rates or static samples (batch) with

increased exposure times would allow for data

collection to higher q-values. If preparing

samples for batch mode (PCR strips or 96-well

plates), sample preparation using SEC is optimal

but does not guarantee perfect background sub-

traction. As mentioned previously, collecting

samples near the end of the column volume

may lead to a buffer mismatch and purifications

schemes should be employed that push the parti-

cle of interest away from the end of the column

volume. More importantly, the buffer that is col-

lected for the background measurement must be

treated just as special as the sample containing

the protein. Keeping the buffer at a different

temperature or exposed to air while the protein

sample is stored on ice will allow for different

oxidation rates. These difference are noticeable

in a reducing environment (DTT, TCEP, BME)

and can be a major source of buffer mismatching.
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How to Analyze and Present SAS Data
for Publication 4
Martha Brennich, Petra Pernot, and Adam Round

Abstract

SAS is a powerful technique to investigate oligomeric state and domain

organization of macromolecules, e.g. proteins and nucleic acids, under

physiological, functional and even time resolved conditions. However,

reconstructing three dimensional structures from SAS data is inherently

ambiguous, as no information about orientation and phase is available. In

addition experimental artifacts such as radiation damage, concentration

effects and incorrect background subtraction can hinder the interpretation

of even lead to wrong results. In this chapter, explanations on how to

analyze data and how to assess and minimize the influence of experimen-

tal artifacts on the data. Furthermore, guidelines on how to present the

resulting data and models to demonstrate the data supports the conclusion

being made and that it is not biased by artifacts, will be given.

Keywords

SAS • X-rays • Neutrons • Contrast • Solution scattering • SEC • BioSAS

4.1 Introduction

SAS is not a new technique, the first experiments

date back to the 1930s (Guinier 1938), and the

technique has been applied to biological

macromolecules early on (Hosemann 1939). In

recent years the combination of advances in sam-

ple production, high flux (X-ray and neutron)

sources with rapid access to automated systems

and advanced modeling (taking advantage of
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modern computing) has made BioSAS a valuable

tool for structural biologists.

SAS experiments on biological

macromolecules in solution (BioSAS) using

both neutrons (SANS) or X-rays (SAXS) provide

information on the size and shape of the scatter-

ing object. Using Guinier’s law (Guinier 1938)

the Radius of gyration (Rg), a measure of the

overall size, can be determined together with

the forward scattering intensity (I0), which is

proportional to the molecular mass and the mac-

romolecular concentration. Additionally the

hydrated volume of the scatterer can be deter-

mined using Porod’s law (Porod 1982) and the

maximum dimension (Dmax) within the scatterer

can be estimated through the process of the

inverse Fourier transformation (Glatter 1977;

Svergun 1992).

As proteins in solution are mobile, all

orientations are possible, and the SAS signal

only contains orientation-averaged information.

Combined with the intrinsic lack of phase infor-

mation (only intensities can be measured), direct

shape reconstruction by inverse Fourier trans-

form is impossible and indirect shape reconstruc-

tion by model generation is by nature ambiguous.

Furthermore, the shape (form factor) of the

particles of interest, scattering events between

particles (structure factor) as well as scattering

of the buffer, the sample holder and parasitic

scattering of the instrument used contribute to

the measured signal. Thus the first step required

in data processing is data reduction from a raw

2D pattern to an idealized, artifact-free scattering

curve representing the investigated particle only.

In order to aid those wishing to exploit

BioSAS experiments this chapter covers the nec-

essary data analysis steps for processing and

interpretation of SAS data as well as instructions

on how to present data for publication.

4.2 Data Reduction with Examples
of Common Pitfalls

Data reduction is not a separate part of the exper-

iment which starts once the data acquisition is

complete, but an integral part of the data collec-

tion as preliminary results of data reduction and

analysis provide valuable feedback on data qual-

ity. A typical BioSAXS experimental set-up is

presented in Fig. 4.1 (Pernot et al. 2013). Many

Fig. 4.1 Experimental

setup at the ESRF

BioSAXS beamline BM29.

This experimental facility

is dedicated to SAXS

measurements of samples

in solution offering both

Static (batch) operation and

online SEC measurements

(both HPLC and FPLC).

X-ray scattering images are

acquired using a Pilatus

1 M detector 1 Air

scattering is avoided by

using an evacuated flight

tube 2 A touch screen

monitor 3 allows easy

control of the dedicated

sample changer 4 Inset

photograph shows the

sample changer from the

top with sample storage

opened
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BioSAS instruments, have adopted automated

approaches to data reduction as well as prelimi-

nary analysis (Brennich et al. 2016; Franke et al.

2012). These tools provide background corrected

scattering curves and the useful invariants (Rg, I0,

Porod Volume and Dmax), which give valuable

feedback regarding the sample behavior and data

quality (Figs. 4.2, 4.3, and 4.4).

4.2.1 Azimuthal Integration

At most modern BioSAS facilities, the scattering

signal is detected with area detectors in order

detect as many of the scattered photons or

neutrons as possible, resulting in 2D scattering

images. As in general the scattering of randomly

oriented particles in solution is isotropic, these

images can be reduced to 1D curves without any

loss of information by azimuthal integration

(Fig. 4.2a–c). The following information is

necessary:

– Type of detector used (its pixel size and

geometry)

– Sample-to-detector distance

– Photon or neutron energy

– Direct beam coordinates on the detector

– “integration mask” which lists all pixels to

ignore in the integration process (e.g. those

hidden by the beamstop, etc.)

A variety of azimuthal integration software

packages exist for different operating systems

and data formats (Ashiotis et al. 2015;

Benecke et al. 2014; Rodriguez-Navarro 2006;

Hammersley 1997). The reader can find a listing

of commonly used software at http://smallangle.

org/content/Software#Reduction-Visualisation.

Integrators suited for SANS data also take the

distortion of the 2D data due to gravity into

account. At most neutron and X-ray facilities

suitable (sometimes even automated) software

and guidance on how to use it are available.

The results of azimuthal integration are

(in some cases already normalized) intensity

and its standard deviation versus the scattering

vector. Conventions on the scattering vector

differ, and it is important to note its units (nm�1

or Å�1) and whether the scattering vector is

equal to 4π sin θ/λ or 2 sin θ/λ. When comparing

data from different instruments, it might be nec-

essary to convert them according to

conventions used.

Artifacts appearing after azimuthal integra-

tion can be caused by many factors, such as

incorrect masking (typically concerns pixels

close to the direct beam), integrating anisotropic

patterns, ‘crazy’ pixels (Fig. 4.2d) etc. All such

factors, which affect the data, must be identified

and corrected before further data processing.

4.2.2 Normalization

The normalization of intensities from set-up

dependent arbitrary units (Iarb) to absolute units

(Iabs) by multiplication with a calibration factor

is necessary in order to calculate the sample mass

from the forward scattering and to correctly com-

pare between different setups. This calibration

factor can be determined by measuring the

SAXS signal Ist(q) of a calibration standard,

such as glassy carbon or water, and the conver-

sion to absolute units is given by

Iabs qð Þ ¼ ∂Σ
∂Ω

� �
qð Þ Tstdst

Tsds

Iarb qð Þ
Ist qð Þ

where ∂Σ
∂Ω

� �
qð Þ is the known scattering intensity

of the standard, Tst and Ts are the X-ray

transmissions and dst and ds the thickness

(X-ray path length) of the standard and the sam-

ple, respectively (Brian Richard 2013).

Generally, the q-dependence of the calibration
factor is negligibly small. Therefore it can also be

determined from the forward scattering of well-

behaved proteins, such as β-amylase from sweet

potato. In case of water the flat scattering inten-

sity of 0.01632 cm�1 at 20 �C and atmospheric

pressure, can be measured at higher angles

(Orthaber et al. 2000) as shown in Fig. 4.2e. For

protein samples, it can be useful to provide

the scattering intensity in units of kDa instead

of cm�1. The constant scattering intensity of

water at 20 �C when scaled for a standard protein
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Fig. 4.2 Data reduction from images to an idealized

curve. (a) A raw image from a 2D detector. (b) The

blacked out regions, corresponding to gaps between

detector modules, the beamstop, strong parasitic scatter-

ing, hot pixels, etc. are neglected (“masked”) in further

processing. (c) Azimuthal integration around the beam
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in buffer corresponds to 20.3 kDa (Mylonas and

Svergun 2007). Lipids, nucleic acids and protein

complexes due to the difference in contrast

require modification to this scaling factor,

which is dependent on the ratio of protein, lipid

and nucleic acid in the investigated particle (see

“Guinier approximation” Sect. 3.1 for more

details). In practice, different facilities use differ-

ent calibration methods and one should verify the

method and units of the intensity normalization.

4.2.3 Averaging of Multiple Frames
from Each Sample

Data acquisition is usually split up into several

sub-exposures in order to detect (possible) sam-

ple degradation corrupting the signal. Especially

when using X-rays, radiation often induces sam-

ple degradation (radiation damage). To minimize

the effect of radiation damage, the sample is

typically moved during data acquisition, with

the aim that every sub-exposure can be taken on

fresh sample. If the sample suffers radiation dam-

age, contains air bubbles or is inhomogeneous,

these sub-exposures will not give identical scat-

tering patterns. Therefore, it is necessary to con-

trol for outliers. In many cases, this can be done

by a qualitative visual control, but in more subtle

cases statistical tests such as CORMAP from the

ATSAS package need to be used (Franke et al.

2015; Petoukhov et al. 2007). Figure 4.2f shows a

case of obvious radiation damage, with at least

two frames showing clear radiation induced

aggregation. More careful analysis with

CORMAP revealed that first systematic changes

already occurred as early as in the fifth frame.

Only artifact free sub-exposures should be aver-

aged for a better signal to noise ratio and used for

subsequent data processing.

4.2.4 Background Subtraction
for Individual Concentrations

A SAS curve free of contributions of the buffer

and set-up can be obtained by simply subtraction

of a corresponding buffer measurement from the

averaged sample curve. Ideally, the buffer should

have been measured in the same sample environ-

ment and exposure parameters before and after

the sample measurement. If the scattering from

these two measurements is not identical

(as tested for by e.g. CORMAP (Franke et al.

2015)), the reason has to be investigated (for

example inadequate post sample cleaning of the

exposure cell, inhomogeneities in the buffer,

etc.). In the ideal case both buffer measurements

will match and can be averaged (to improve sig-

nal to noise ratio) and subtracted from the scat-

tering curve of the sample. In addition, the

resulting subtracted curve is often normalized

(divided) to the sample concentration (if known).

At this stage, it is necessary to check whether

the buffer measurement matches the sample

(Jacques and Trewhella 2010). Differences in

the chemical composition of buffer and sample

affect the transmission of X-rays and thereby the

��

Fig. 4.2 (continued) center provides the 1D SAXS curve.

(d) Failure to mask hot pixels results in characteristic

“spikes” in the 1D curve. (e) Calibration to absolute

units is performed by subtraction of a measurement of

an empty capillary (green) from that of a water filled

capillary (orange). The resulting constant signal (violet)
corresponds to 20.3 kDa or 0.0163 cm�1 (when correctly

scaled). (f) Radiation damage usually results in continu-

ous, systematic changes in signal. Sub-exposures need to

be controlled for its onset and affected frames are

discarded. (g, h) Subtracting a buffer containing too

much (orange) or too little (green) salt mostly affects

the high q and very low q regions, as seen in comparison

to the ideal subtraction (violet). Artefacts like that of the

orange curve at very small q are clear warnings. (i) To
eliminate concentration artefacts while maintaining a

good signal to noise ratio, data from different

concentrations can be combined. The ideal curve (red)
was constructed using the filled symbols of the three

shown concentrations, while the data corresponding to

the open symbols was only used for consistency checks
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Fig. 4.3 Data reduction for online SEC-SAXS. (a)
SEC-SAXS chromatogram presents the total scattering

intensity (blue) for all frames of the peak and forward

scattering (orange) and radius of gyration (green) for all
sample frames. (b) Comparison of the buffer collected

before (red, upper part) and after (blue, upper part) the
sample peak. Their difference (violet, lower part)
confirms that the buffer signal stays constant. (c) Results
of the DATCMP tests for frames in the region of interest.

Green squares stand for matching frames (p � 0.9), red
squares correspond to non-matching frames (p � 0.1),

and yellow squares represents all other cases. The blue
and red lines limit the regions compared in Fig. 4.3d). (d)
Comparison of frames collected at the beginning of the

sample peak (red, upper part) and the end of the sample

peak (blue, upper part). Their difference (violet, lower
part) confirms that the signal stays constant throughout

the peak. (e) Final, averaged SAXS curve
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Fig. 4.4 Primary data analysis of a complex. (a) Back-
ground corrected SAXS curves of the proteins K, G and

their complex KG in semi-logarithmic representation.

The curve corresponding to K is flatter at small angles

than the curves of G and KG, indicating its smaller size.

The curve corresponding to G decays more slowly than K
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scaling of the scattering curve. In many cases, the

sample contributes only little to the scattering at

high angles (scattering vector above 4 nm�1), so

mismatches can often be identified in this region.

Indicators for buffer mismatch are non-matching

scattering curves at higher angles, systematically

negative regions in the subtracted curve,

deviations from Porod’s law or differences at

high angles between different sample

concentrations. However, some of these

indicators can also occur for small scatterers at

high concentrations and non-globular samples

such as intrinsically disordered proteins (IDPs)

(Bernado and Svergun 2012).

Figure 4.2g, h show how subtraction of the

wrong buffer affects the scattering curve. For

both over-subtraction (orange) and under-

subtraction (green) the scattering at high angles

deviates from the matching case (magenta). In

the case of the buffer over-subtraction, the differ-

ence in the relative contribution of the capillary

scattering additionally results in a sharp down-

turn of the curve at small angles, which can even

affect the determination of the radius of gyration.

4.2.5 Merging of Different
Concentrations, Extrapolation
to Zero-Concentration

BioSAS experiments are almost exclusively car-

ried out with the aim to determine the form factor

of scattering particles. However, only the combi-

nation of form factor and structure factor is

experimentally accessible. Conveniently, the

structure factor depends, in contrast to the form

factor, on the particle concentration and becomes

negligible at sufficiently low concentrations

where inter-particle distances are sufficiently

large to prevent interactions (Bonneté et al.

1999). Therefore, the effect of the structure fac-

tor in BioSAS measurements can be minimized

by measuring samples in dilute conditions and

crosschecking at multiple concentrations. In

addition, other concentration dependent artifacts

such as aggregation also diminish at lower

concentration.

A concentration which can be assumed to be

free of interparticle effects needs to fulfill the

following criteria:

���

Fig. 4.4 (continued) and KG at high angles, suggesting a

higher degree of disorder present. (b) SAXS curves of

the proteins K and G in double-logarithmic representa-

tion. G curve follows a q�1 trend at small angles (region I)

which is a signature of an elongated form. At high angles,

G curves follows a q�2 trend (region III), indication of

disordered regions. In contrast K curve follows a q�4

trend (region II) as expected in the case of a globular

protein. (c) Guinier plots of proteins K and G and KG

complex, with the Guinier region indicated by closed

symbols. The small protein K has the longest Guinier

region. Increased radius of gyration and anisotropy

decrease the length of the Guinier region as observed for

protein G. (d) Normalized Kratky plot of proteins K and

G and KG complex. The symmetric peak of protein K is

found at the position predicted for globular proteins. In

the case of the KG complex the peak is shifted upwards

and right indicating an anisotropic shape. The decay to

zero is flatter than for K, suggesting presence of disor-

dered regions. Due to the fact that the area under the peak

is not clearly defined, the Porod volume is not reliable.

The curve corresponding to protein G has no peak at all

but only a plateau, a signature of a high degree of flexibil-

ity. The strong up-right shift additionally indicates anisot-

ropy. (e) Porod plot of proteins K and G and KG complex.

The curve corresponding to globular protein K displays a

clear plateau, whereas the signal for the more flexible

complex KG and protein G continuously increases. (f)
Pair distribution p(r) curve of protein K determined

using different values of Dmax. A too small Dmax value

results in an abrupt turn of the curve to 0 (dark yellow
curve). A too large Dmax (red curve) value used for p(r)
calculation, results in a long trailing tail close to 0. The

curve calculated with Dmax chosen for further analysis

(dashed blue curve) approaches 0 gently. (g)p(r) curves
for proteins K and G and complex KG. The p(r) the small

globular K is nearly symmetric. In the case of the more

anisotropic KG complex and protein G, the position of the

main peak barely moves but the curves becomes more

asymmetric and the Dmax increases. The additional peak

at about 12 nm in the curve for G indicates the presence of

spatially separated sub-domains
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– The signal (subtracted curve) is identical for

lower concentrations

– The data at low angles fulfil the Guinier

approximation well

– The radii of gyration determined via the

Guinier approximation and via the pair distri-

bution function respectively match each other.

If the signal to noise ratio at this concentra-

tion is sufficiently good even at higher angles, it

can be used for all further analysis. Otherwise,

it is necessary to include data from higher

concentrations. For this, one first identifies the

point from which on differences between the

concentrations are only due to noise, then scales

the concentrations to each other in an overlap

region and takes the lower angle data from the

lower concentration and the higher angle data

from the higher concentration. Figure 4.2i

presents the creation of an idealized curve

based on three concentrations (2.7 mg/ml,

10 mg/ml and 19.5 mg/ml). The regions of

each curve used for building the idealized

curve are represented by the filled symbols,

whereas data represented by open symbols was

not included. In the experiment even lower con-

centration data was collected, however no sig-

nificant difference to the data at concentration

equal to 2.7 mg/ml was found. All initial data

points that do not follow Guinier’s law are

removed for the creation of the idealized

curve. At 10 mg/ml and 19.5 mg/ml one can

observe strong contributions from inter-particle

scattering, which have to be removed before

further analysis. The affected regions can be

identified by comparison to the next lower con-

centration. Points at low angles that show sig-

nificant differences to the data collected at

lower concentrations are ignored. The higher

q end of the regions that contribute to the

idealized curve follows directly from the lower

q end of the next higher region and extends just

a few data points beyond it. Alternatively, many

SAS packages provide routines which allow

automatic extrapolation of all measured

concentrations to an idealized “concentration

zero” curve (Franke et al. 2012).

The result of these approaches is an idealized

curve, which should be free from any inter-

particle artifacts. This idealized curve is used

for further analysis and modeling but the degree

of variation observed in the different

concentrations should be kept in mind with

regards to the confidence in the interpretation.

4.2.6 Background Subtraction
and Averaging for SEC-SAXS
Experiments

A SEC-SAXS experiment typically consists

of several hundreds to thousand acquired

frames either continuously throughout the elu-

tion process or only in regions of interest,

e.g. buffer before the elution of the sample

from the column, the sample itself and buffer

again after the elution of the sample (Watanabe

and Inoko 2009; Round et al. 2013; Mathew

et al. 2004; Lambright et al. 2013; Grant et al.

2011; Graewert et al. 2015; David and Pérez

2009).

Before further processing, the stability of the

buffer baseline needs to be confirmed by com-

parison of individual measurements. The follow-

ing effects can negatively affect the baseline:

– Column not completely equilibrated

– Slow drift in the experimental setup

– Sample eluting in column void volume

– Mismatch between running buffer and sample

buffer

– Spoiling of the sample environment by

additives (or contaminants) in the buffer (typ-

ically radiation damage of the buffer and its

deposition on walls of the sample exposure

cell)

– Spoiling of the sample environment by the

sample

Figure 4.3a shows a typical SEC-SAXS chro-

matogram, providing the total SAXS intensity

for each frame as well as the radius of gyration

and forward scattering from later processing

steps. Between 1.1 and 1.25 mL the shutter was

closed to avoid spoiling from the aggregate peak.

Between 1.75 and 1.9 mL the total scattering

increases due to excess salt injected with the

sample (salt peak). When choosing a suitable
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buffer, one therefore needs to avoid these two

regions. Comparing the average of the buffer

frames acquired before the aggregate peak

(Fig. 4.3b) shows that there is a slight mismatch

at small angles, indicative of mild capillary

spoiling.

If the buffer signals are matching,

measurements can be averaged and subtracted

from the individual sample measurements. In

some cases, small changes can be interpolated

to provide a suitable buffer subtraction for each

sample measurement (Brookes et al. 2013). For

each individual subtraction, one can then calcu-

late the radius of gyration and forward scattering.

If the sample concentration has been measured

simultaneously or with a known delay, this infor-

mation can be combined to estimate the molecu-

lar weight. In our example, due to the slight

spoiling, we subtracted the buffer recorded

before the aggregate peak and obtained the for-

ward scattering and radius of gyration shown in

Fig. 4.3a.

Although the aim of performing online size

exclusion chromatography (SEC) on mixtures is

to separate the different species before

collecting SAS data, sometimes the peaks will

elute too close to one another. This can lead to

overlapping peaks and in these regions the data

measured will represent the mixed scattering

from the overlapping species, with the

proportions contributed to the total observed

scattering by each species changing with time.

It may still be possible to find regions with only

one species, corresponding measurements can

be merged together to give the scattering for

that species. To identify such regions, one first

finds sufficiently large (in the range of one

injection volume) regions of stable Rg. When

such a region is identified, one verifies that the

individual (suitably scaled) SAS curves match

each other. In our example, a region of

25 frames was identified as potentially stable.

To confirm this hypothesis, the subtracted

SAXS curves were scaled and a pairwise com-

parison using CORMAP was performed. The

results of the test are visualized in Fig. 4.3c,

displaying clearly matching frames (p � 0.9) as

green squares, non-matching frames (p � 0.1)

as red squares and all others as yellow squares.

Out of the 300 individual tests in this case, only

two gave p-values smaller than 0.1. In the case

of low concentration or high noise, it is further

advisable, to compare the averages of different

sub-regions. If all these tests confirm a stable

signal, corresponding measurements can be

averaged and used for further processing. A

(rare) special case of this scenario appears

when protein concentrations are high enough

for inter-particle effects to cause a decrease of

scattering at low angles. An approach similar to

the one described in part 2.5 can be used to

combine data from different parts of the

chromatogram.

If no stable signal can be found, direct merg-

ing of the data is not valid, as the underlying

hypothesis of homogeneity and purity does not

hold for a mixture of species. Deconvolution

using the assumption of overlapping Gaussian

peaks can in some cases recover the scattering

from the individual species (Brookes et al. 2013).

However, it is recommended where possible to

re-measure the sample using a better resolving

column to separate the peaks experimentally.

4.3 1D Curve Analysis

4.3.1 Calculation of Model
Independent Parameters

4.3.1.1 Initial Assumptions
Interpretation of data from a SAS experiment

gives average parameters of the scattering

particles. Each model independent parameter

provides a single number which is less informa-

tive if the sample is not monodisperse, i.e. a

single oligomeric species in the same conforma-

tion. For mixtures, deconvolution of data to

obtain individual curves for the constituents is

only possible in special cases (Karlsen et al.

2015) and will not be treated here. Thus not

only is validation required in sample preparation

but cross checking the expected values with

those observed using SAS is essential to avoid

misinterpretation.

56 M. Brennich et al.



4.3.1.2 Qualitative Analysis of SAS
Curves

Even without any quantitative analysis it is often

possible to extract information from SAS curves

based on their shape. Figure 4.4a shows the

SAXS curves of the proteins K, G and their

complex KG, scaled such that their forward scat-

tering matches. Looking at the very small angles,

it is obvious that the curve corresponding to G is

considerably steeper than those of K and KG,

implying that the radius of gyration of this com-

ponent is actually larger than that of the complex

it forms with K. Double logarithmic representa-

tion of the results (Fig. 4.4b) highlights some

more features: At low angles K flattens off very

early whereas as G follows a q�1 power

law before leveling off (region I in Fig. 4.4b).

This q�1 behaviour is typical for elongated,

rod-like particles (Glatter and Kratky 1982). At

high angles, K follows a q�4 power law, as

expected for well-folded globular proteins

(region II in Fig. 4.4b) (Porod 1982), whereas G

only decreases as q�2, indicating at least some

extent of flexibility (region III in Fig. 4.4b)

(Reyes et al. 2014; Debye 1947). Hence, even

without any advanced analysis, one identifies K

as a small globular protein and G as an elongated

protein, with at least some highly flexible

regions. It can be also noted that their complex

is less anisotropic than G, as it seems to have a

lower radius of gyration than G protein alone.

4.3.1.3 Guinier Approximation
The SAS signal of any scatterer at small angles

can be described by a Gaussian distribution

(Guinier 1938)

IðqÞ ¼ I0e
� ðqRgÞ2

3

This allows determination of the forward scat-

tering I0 as well as the (average) radius of gyra-

tion of the scatterer. In the case of a mixture of

similarly sized scatterers, I0 ¼
P

n fn I0n and

R2
g ¼

X
n
fn R

2
gn
, where fn is the faction, I0n the

forward scattering and Rgn the radius of gyration

of the nth component, respectively (Segel et al.

1999). The Guinier approximation is only valid

for small angles, and therefore when fitting

q � 1.3 needs to be fulfilled for the fit region.

The forward scattering I0 is proportional to the
number of scatterers, the square of their mass and

electron density (contrast) compared to the

surrounding solvent, and more practically to

their concentration (in mass/volume). Hence, if

the concentration and chemical composition of

the sample and buffer is known (including

Hydrogen and Deuterium ratio for neutron scat-

tering), it is possible to estimate its mass, and

thereby its oligomeric state (assuming it is mono-

disperse), directly from the Guinier approxima-

tion. In the case of X-rays the proportionality

factor for protein in water is 1.3 103 cm kDa,

while for nucleic acids (DNA and RNA) it is 2.6

103 cm kDa due to their higher electron density

and thus contrast Δρ. For complexes it can be

calculated as NA/(Δρυ)2, where is NA Avogadro’s

number, Δρ the contrast and the υ partial specific
volume.

The quality of the Guinier approximation is

best examined in the Guinier plot, log I vs q2. A

concave curve in this plot indicates the presence

of larger scatterers, often aggregates, while a

convex curve indicates repulsion between the

scatterers.

If concentration-corrected data are scaled to

kDa, the forward scattering is identical to the

mass of the scatterer. However, some particles

may have an inherently high degree of conforma-

tional flexibility. An important consequence of

the resulting structural heterogeneity is that the

movement of the subunits in relation to each

other will not be synchronized across all particles

in the X-ray beam. Moreover, it can be assumed

that all possible relative positions and

orientations will be sampled in the scattering

data under the assumption of spherical averaging

(all possible orientations are present). This gives

rise to an increase in the average size of the

scatterers and, moreover, to variation in the par-

ticle sizes. These effects cause a deviation from

the linear expectation of Guinier’s law and, as

such, are practically indistinguishable in the 1D

data from a small amount of aggregation. This

artifact is unlikely to depend on concentration in
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the dilute concentrations used for SAS

experiments. However, in some cases at high

concentrations (>10 mg/mL), nearby particles

can affect the flexibility (crowding effects), and

a concentration dependence can be observed. A

convex curve indicated the presence of inter-

particle effects (“structure factor”), which typi-

cally show a strong concentration dependence

and become negligible at sufficiently low

concentrations.

Generally, points at very small angles will be

ignored for the Guinier analysis. For further anal-

ysis, these points should be removed from the

curve as they provide no additional information

and are prone to be affected by artifacts.

Coming back to our example (Fig. 4.4c), G

has the highest radius of gyration and K the

lowest, KG one being a bit smaller than that of

G. Accordingly, K has the longest Guinier

region, going up to over 0.5 nm�1. For G, the

Guinier region is limited not only by its larger

size, but also by its high degree of anisotropy.

For highly anisotropic particles, such as rods

or disc additional forms of the Guinier approxi-

mation exist. The most relevant for biological

macromolecules is the Guinier-approximation

for rods, i.e. for particles whose long axis L is

much longer than its cross-sectional diameter

(Glatter and Kratky 1982):

I qð Þ ¼ I0
q e

qRcð Þ2=2 for qL � 1 and qRC � 1.1.

Analogously to globular particles, it can be used

to derive the mass-per-lengthML of a rod and the

cross-sectional radius of gyration Rc. If the avail-

able q-range is large enough to determine both Rg

and Rc. of a macromolecule, its length can be

estimated via

R2
g ¼ R2

c þ
L2

12

4.3.1.4 Qualitative Flexibility Analysis
In contrast to the small angle region that only

depends on the particles overall size, the high

angle region, which corresponds to small

distances in real space, corresponds to the

flexibility. In this region, unfolded or

dis-ordered proteins scatter more strongly than

globular proteins of the same size.

These differences can be clearly seen when

the data is plotted appropriately: In the

normalized Kratky plot (qRg)
2 I(q)/I0 vs. qRg. In

this representation, globular proteins display a

parabolic peak at
ffiffiffi
3

p
. Any anisotropy will

move this peak to higher values. On contrast,

the signal of completely unfolded proteins will

continuously increase in this representation.

Flexible proteins can be found between these

two extremes (Hammel 2012; Rambo and Tainer

2011).

In the K, G and KG system, the normalized

Kratky plot of K displays a symmetric peak

exactly at the predicted position, indicating that

K is a very globular, well-folded protein with

little or no anisotropy (Fig. 4.4d). In contrast,

the Kratky plot of G continues to increase well

beyond this point, until it finally levels off; a

shape corresponding to an elongated, flexible

protein. The Kratky plot of the complex KG is

found between these two extremes, with its peak

shifted towards higher qRg values, indicating

some anisotropy, and its decrease being slower

than for K, indicating some remainder of

flexibility.

In the Porod-Debye plot, q4I(q) plotted vs q4,
the signal of non-flexible, globular proteins level

at a plateau while the signal of unfolded proteins

continue to increase linearly. Flexible proteins

display a decrease in slope, but do not level off

completely.

In Fig. 4.4e K shows a typical Porod-plateau,

while the more flexible KG complex just levels

off. The very flexible G on its own continues to

increase.

In addition to being helpful for determining

whether a protein is flexible, these representa-

tions also can highlight problems with the buffer

subtraction due to their emphasis on the higher

angles.

The interested reader can find excellent

discussions on flexibility assessment in (Hammel

2012; Rambo and Tainer 2011).
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4.3.1.5 Indirect Fourier Transform
In most cases, the calculation of pair distance

distribution function p(r) of a SAS curve is

ambiguous, as there are several free parameters

(Svergun 1992; Semenyuk and Svergun 1991):

– The region of the curve used for its calcula-

tion: Typically, its lower limit is given by the

Guinier approximation, whereas the upper

limit depends on what the p(r) is calculated

for: For bead modeling with DAMMIF,

DENFERT etc. normally 8/Rg is sufficient,

while for GASBOR modeling the range

should extend to at least 3.5 nm�1. In addi-

tion, most algorithms work best when the

cut-off lies in a region of decreasing intensity.

– The maximum distance Dmax. A good starting

point for Dmax is the value of 3Rg. From there,

it needs to be adjusted in such a way that the

resulting distribution approaches zero

non-abruptly without strong oscillations, a

trailing tail or even negative data points. In

addition, a wrong Dmax results in a p(r) based

radius of gyration that deviates significantly

from the one determined via the Guinier

approximation.

– The smoothing factor. It needs to be decreased

if the fit no longer matches the data and

increased if either the p(r) function of the fit

show oscillations.

In the case of flexible proteins, it can be diffi-

cult to find a suitable p(r) function and to deter-

mine Dmax. Similar problems are observed if the

background is not well corrected.

Figure 4.4f shows how an incorrect Dmax

affects the p(r) function. A too small value

results in a sharp down-turn of the curve and

often a near perpendicular approach towards

0 (green curve), while a too large value results

in a long and extended tail (blue curve).

Figure 4.4g shows how different particle shapes

affect the p(r) function: For the small globular

protein K (blue curve), it has a sharp, nearly

symmetric peak. The more anisotropic shape of

the KG complex (orange curve) is reflected in the

asymmetric shape of the peak, with a slower

descent towards larger distances. For G alone

(green), the asymmetric shape of the peak is

even more pronounced. The shoulder at larger

distances indicates the possibility of two

(or more) separated domains.

For elongated, rod-like objects, the cross-

sectional pair-distribution function pc(r) can be

determined instead.

4.3.1.6 Porod Analysis
For globular scatterers, another helpful SAS

invariant is the Porod invariant

Q ¼
Z1

0

I qð Þq2dq ¼ 2πI0=Vp

which allows to determine the Porod volume Vp

of the scatterer (Porod 1982). In both cases of

proteins and nucleic acids, the Porod volume

(in units of nm3) corresponds to about 1.5–2

times the molecular weight (in kDa) (Petoukhov

et al. 2007). This determination does not depend

on the absolute scaling of the SAS curve, there-

fore this method for mass determination can be

applied even if the concentration of the sample

or/and the absolute scaling of the data are

unknown.

Note that as the above integral only converges

for mostly globular proteins, the Porod volume

tends to deviate strongly from volume expected

based on the mass if the sample is highly flexible

or even disordered. This can be easily understood

when one considers that Q matches the volume

under the peak in the Kratky plot, which is only

finite for globular objects.

For calculating the Porod volume, one needs

to extrapolate the data to infinity by fitting the

higher angle data around the Porod-Plateau in the

Porod-Debye plot by a power law, whose expo-

nent (the Porod exponent) needs to be smaller

than �3. Based in this extrapolation, Q and

thereby the volume can be easily calculated.

In this example, the Porod volume of the

flexible protein G is not well defined, as its

SAXS curve only decreases as q�2 (as noticed

in its Kratky plot of Fig. 4.4d). On the other hand,
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the globular protein K shows a well-defined

Porod plateau (Fig. 4.4e), which permits to deter-

mine its Porod volume. In the case of the KG

complex, the power law fit of the higher q region

gives a Porod exponent of �3, prohibiting the

determination of the Porod volume.

Some algorithms for indirect Fourier trans-

form provide the Porod volume as an additional

result. It should also be noted, that most software

tools will provide a result for the Porod volume,

even when the conditions for determination are

not met. These results are typically not related to

the actual volume of the macromolecule in

question.

4.3.1.7 Correlated Volume
Another approach for estimating the mass of

non-flexible macro-molecules is provided by

the so-called volume-of-correlation (Rambo and

Tainer 2013) given by

Vc ¼ I0R1
0

I qð Þqdq

The advantage of this approach is that the

above integral usually converges well in the

available data range and no extrapolation of the

data is necessary. Additionally, it converges as

long as the Porod exponent is smaller than�2. In

our example, this implies that while the Porod

volume of the KG complex is not well defined,

the correlated volume can be determined.

In this case, the mass (in kDa) of proteins is

roughly equal to 8V2
c=Rg and of RNA to

107V2
c=Rg

� �0:8
if the scattering vector is provided

in nm�1. For DNA no data are available to our

knowledge.

4.3.2 Comparison to Predicted
Scattering Curves of Atomistic
Models

The calculation of theoretical scattering from

known atomic coordinates is a direct problem

with no inherent ambiguity i.e. one always

obtains the same SAS curve for any set of

known atomic coordinates. However,

macromolecules in solution are surrounded by a

hydration shell that contributes to the SAS signal.

Atomistic models generally do not account for

these highly dynamic structures (Zhang et al.

2007). Different implementations are available

to account for these water molecules and their

effect on the SAS signal. Some programs use

molecular dynamics to describe the hydration

shell (Chen and Hub 2015; Knight and Hub

2015), but more often it is modeled as a fixed-

width shell around the macromolecule. In order

to perform comparisons with actual data, the

parameters of the hydration shell are generally

adjusted to provide the best fit between model

and data (Svergun et al. 1995; Schneidman-

Duhovny et al. 2010). Particular attention should

be paid to the values used for the hydration layer

when comparing the resulting fits of multiple

structures to the same data to avoid

misinterpretation.

4.4 Building and Interpretation
of 3D Models

If no or incomplete structural information is

available, it is often possible to build 3D models

of the macromolecule based on the SAS data.

Approaches to model building span from the

construction of bead models to fully fledged

molecular dynamics simulations. Here, we will

only discuss a few of them and refer the readers

to Chap. 7 for more details.

4.4.1 Ab-initio Modeling

Ab-initio modeling techniques allow construc-

tion of three dimensional bead models optimized

to the SAS signal. This is also mathematically

possible in the case of corrupted data (mixture,

non-matching buffer, etc.), therefore the data

needs to be validated before attempting a

reconstruction.

Most algorithms assume a monodisperse sys-

tem and uniform contrast (i.e. all beads are iden-

tical) (Svergun et al. 2001; Svergun 1999; Franke

and Svergun 2009), but some specialized
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programs can model oligomeric mixtures

(Petoukhov et al. 2007), DNA-protein complexes

(Petoukhov et al. 2007; Svergun 1999), hydration

layers (Koutsioubas and Perez 2013) etc. Other

programs can include known partial structures in

the modeling (Petoukhov and Svergun n.d.).

As the reconstruction of three dimensional

models from the one dimensional SAS curve is

intrinsically ambiguous and the high number of

free parameters makes stochastic approaches to

model building necessary, it is essential to repeat

the modeling several times and to compare the

results. The similarity between two resulting

models can be quantified by the normalized spa-

tial discrepancy (NSD). If two models systemati-

cally differ from each other, their NSD exceeds

1, for identical objects, it is 0. Therefore, large

NSD values are indicative of ambiguity in the

modeling.

4.4.2 Rigid-Body Modeling

In the case of complexes or multi-domain

proteins, the structures of the individual

components or homologues thereof are often

known. The relative positions of the individual

“rigid bodies” can be modeled to fit the SAS data

(Petoukhov et al. 2007; Petoukhov and Svergun

n.d.). Inclusion of additional constraints to con-

serve known connectivity between domains is

also often required especially if the domain is

symmetric. However, inclusion of any constraint

will bias the model thus if the constraint is false,

being based on an incorrect assumption the

resulting model may still fit the data and lead to

false conclusions. As for ab-initio modeling, the

results are often ambiguous and repeated

reconstructions are necessary. As for ab initio

modeling, the robustness of the reconstruction

can be assessed by calculating the NSD between

the resulting models. If different rigid-body

modeling approaches are applied, χ2 can be

used to identify which model describes the avail-

able data best. As the absolute value of χ2

depends mostly on the signal quality it cannot

be used to assess the absolute quality of the

resulting fit.

4.5 Presentation of SAS Data
for Publication

When presenting BioSAS data for publication, it

is generally recommended to follow the IUCr

guidelines (Jacques et al. 2012)

– Scattering data should be presented either in

logarithmic intensity scaling or in double-

logarithmic representation. Linear representa-

tion of the intensity hides key features of the

curves and should be avoided.

– Guinier fits should be shown in the Guinier

representation, showing a sufficient data

range to evaluate the quality of the fit.

– If p(r) functions are used for further

modelling, these must be shown. When com-

paring different functions, it is not uncommon

to scale their respective maxima to 1.

– The (normalized) Kratky plot should be

shown to allow assessment of flexibility.

– When presenting models, the variability of the

results needs to be illustrated. In the case of

bead models, this means that averaged and

filtered models need to be shown.

– The instrument and conditions used for data

acquisition as well as numeric primary

processing results have to be presented (see

an example in Table 4.1).

– Data and models should be made publicly

available via an appropriate venue such as

the SAS Biological Data Bank (SASBDB).

4.6 Conclusions

The analysis and interpretation of small angle

scattering data rely on correctly collected and

reduced data as well as on sample properties

such as monodispersity or compactness.

This chapter describes the necessary steps of

data reduction and the most common approaches

to data analysis. While the majority of these steps

can be automatized, it is still necessary to under-

stand the underlying assumptions and possible

sources of error so that one can verify the validity
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of results and does not need to blindly trust them.

Any conclusions on the shape and behaviour of a

sample in solution drawn from SAS data should

take into account the quality and reliability of

the data.

Data analysis should be viewed as part of an

exploratory, interactive process designed to test

hypotheses and learn more about the system

under study. Cross checking with complemen-

tary information is a highly valuable part of the

analysis procedure enabling any differences to

be highlighted and investigated. In this way

artifacts and biased conclusions can be avoided,

novel insights can be discovered and more in

depth interpretation of the data with greater

confidence can be obtained compared to using

SAS alone.

Tips

– Show the data: scattering curve in log-log

or log-lin is the minimum requirement.

For models, show the fitted curves!

– Garbage in ¼ garbage out: Most tools

will give you an answer even if the

prerequisites are not met at all – always

check before!

– Units matter: In particular, the scattering

vector q can be reported in either nm�1

or Å�1

(continued)

Table 4.1 Data-collection and scattering-derived parameters. The data in this table belongs to the data shown in

Fig. 4.2i. Software listed in italics provides examples for its class, but was not used in this analysis

Data-collection parameters

Instrument: ESRF BM29

Beam geometry 0.7 mm � 0.7 mm

Wavelength (Å) 0.99

q-range (Å�1) 0.0032–0.49

Exposure time (sec) 1 per frame, 10 frames

Concentration range (mg/ml) 0.22–19.22

Temperature (K) 293

Structural parameters

I0 (cm
�1) [from P(r)] 0.01184

Rg (Å
�1) [from P(r)] 15.6

I0 (cm
�1) [from Guinier] 0.01152 � 0.0004

Rg (Å
�1) [from Guinier] 15.4 � 2.5

Dmax (Å) 58

Porod volume Vp (Å
3) 22	103

Molecular-mass determiantion

Partial specific volume (cm3 g�1) 0.724

Contrast (Δρ � 1012 cm�2) 3.047

Molecular mass Mr. [from I0] 14.4 � 0.10

Calculated monomeric Mr. from sequence (kDa) 14.3

Software employed

Primary data reduction BM29 online data analysis, pyFAI, Primus

1D data processing Primus, Gnom

Ab initio analysis n.a. (e.g. DAMMIF)

Validation and averaging n.a. (e.g. SUPALM, DAMAVER)

Rigid-body modeling n.a. (e.g. SASREF)

Computation of model intensities n.a. (e.g. WAXSiS)

Three-dimensional graphics representations n.a. (e.g. PyMOL)
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– Crosschecks: Utilise information from

complimentary techniques wherever

possible to allow validation

– Easy to fit noisy data: always be critical

– Don’t over-interpret models: Results are

not atomic models, just a filled volume!

Your solution might not be unique!
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Designing and Performing Biological
Solution Small-Angle Neutron Scattering
Contrast Variation Experiments on
Multi-component Assemblies
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Abstract

Solution small-angle neutron scattering (SANS) combined with contrast

variation provides information about the size and shape of individual

components of a multi-component biological assembly, as well as the

spatial arrangements between the components. The large difference in the

neutron scattering properties between hydrogen and deuterium is key to

the method. Isotopic substitution of deuterium for some or all of the

hydrogen in either the molecule or the solvent can greatly alter the

scattering properties of the biological assembly, often with little or no

change to its biochemical properties. Thus, SANS with contrast variation

provides unique information not easily obtained using other experimental

techniques.

If used correctly, SANS with contrast variation is a powerful tool for

determining the solution structure of multi-component biological

assemblies. This chapter discusses the principles of SANS theory that

are important for contrast variation, essential considerations for experi-

ment design and execution, and the proper approach to data analysis and

structure modeling. As sample quality is extremely important for a suc-

cessful contrast variation experiment, sample issues that can affect the

outcome of the experiment are discussed as well as procedures used to

verify the sample quality. The described methodology is focused on

two-component biological complexes. However, examples of its use for

multi-component assemblies are also discussed.
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5.1 Introduction

Small-angle neutron scattering (SANS) is able to

provide the size, molecular mass and shape of a

macromolecular complex in solution on length

scales between approximately 10 Å to about

1,000 Å (Jacrot 1976; Svergun and Koch 2003;

Svergun 2010; Jacques and Trewhella 2010;

Zaccai 2012; Ankner et al. 2013). SANS com-

bined with contrast variation allows for the

unique retrieval of the internal structure and

organization of chemically distinct components

in a biological assembly. Recent reviews

(Neylon 2008; Whitten and Trewhella 2009;

Heller 2010; Gabel 2015; Zaccai et al. 2016) as

well as classic papers (Engelman and Moore

1975; Ibel and Stuhrmann 1975; Jacrot 1976)

describe the contrast variation technique as it

applies to biological systems in detail.

Contrast variation takes advantage of the large

difference in neutron scattering properties

between hydrogen and deuterium. By systemati-

cally varying the ratio of H2O to D2O (H2O:D2O

ratio) of the solvent, conditions are found in

which one component in a multi-component

assembly has the same scattering properties as

the solvent. Under these conditions, the

“matched” component is essentially invisible,

much like a transparent material, e.g., a glass

rod, can be optically invisible when in a solution

that matches its index of refraction. In theory, a

systematic series of measurements can be made

allowing the scattering from each component to

be determined as well as their positions with

respect to each other in the complex. Substitution

of deuterium for hydrogen in one or more of the

components of the complex is another form of

contrast variation.

This chapter introduces contrast variation

experiments, outlining pertinent principles of

SANS theory, essential considerations for exper-

iment design and execution, and the proper

approach to data analysis and structure modeling.

The discussions on experiment planning and

sample quality verification provide a guide for

preparing samples that will lead to a successful

contrast variation experiment. While the

methodology described here is focused on

two-component complexes, its use for multi-

component assemblies is also discussed.

5.2 Theory

5.2.1 Scattering Intensity

The measured SANS intensity from a macromol-

ecule consists of a coherent and an incoherent

contribution such that

I
�
~q
� ¼ Icoh

�
~q
�þ Iinc: ð5:1Þ

The coherent contribution is dependent on the

scattering vector, ~q, which has a magnitude

defined as

q ¼ 4π sin θð Þ
λ

, ð5:2Þ

where 2θ is the scattering angle (typically in

degrees), measured from the axis of the incoming

neutron beam, and λ is the neutron wavelength.

The wavelength is usually expressed in nm or Å,
such that q is stated in units of nm�1 or Å�1. The

shape of the coherent scattering intensity profile

depends on the shape of the molecule. On the

other hand, the incoherent contribution is not q-
dependent and contributes mainly to the noise

level or “background”. Thus, the scattering inten-

sity will refer to only the coherent term unless

otherwise specified. The incoherent term will be

further discussed in the Experimental Method,

Data Analysis and Structure Modeling section.

Since SANS does not provide information on

the length scale of atomic bonds, the strength of

the scattering interaction can be described in

terms of a uniform scattering length density of

the entire molecule, ρ, within the molecular vol-

ume, V (in cm3 or Å3). The scattering length

density is usually expressed in units of cm�2 or

cm Å�3, but can be found stated in units of Å�2.

The SANS intensity from the molecule can be

written in terms of the scattering length density

as
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I
�
~q
� ¼ ρ2V

1

V

Z
V

ei~q�~rd~r
����

����
2

, ð5:3Þ

or

I
�
~q
� ¼ ρ2V F

�
~q
��� ��2, ð5:4Þ

where F
�
~q
��� ��2 is the form factor of the molecule.

5.2.2 Contrast

The coherent scattering from a biological mole-

cule in a solvent can be thought of in terms of the

cartoon shown in Fig. 5.1. Each fish represents

one of N randomly-oriented molecules in the

solvent. The molecules are identical in composi-

tion, size and shape and they are not interacting

with each other. In other words, the solution is

monodisperse, containing N identical particles

and dilute, such that the particles do not sense

one another.

The coherent scattering from any one of the

molecules in the solution equals that from the

molecule with scattering length density, ρ, in

the molecular volume, V, plus that from the sol-

vent with scattering length density, ρs, in an

effectively infinite volume, minus that from a

“ghost” molecule with scattering length density

of the solvent, ρs, in the volume, V. The coherent

scattering from a solvent of infinite extent is a

delta function at q¼ 0 because the solvent has no

long range-order; thus, it is not observed in prac-

tice. The scattering is therefore defined only in

terms of the difference in the scattering length

densities of the molecule and the solvent within

the same molecular volume. Thus, Eq. 5.4

becomes

I
�
~q
� ¼ ρ� ρsð Þ2V F

�
~q
��� ��2: ð5:5Þ

The difference in scattering length densities is

known as the contrast,

Δρ ¼ ρ� ρs: ð5:6Þ
Figure 5.2 shows the scattering length density

of water as a function of the percent D2O (%D2O)

in the solvent, along with scattering length

densities of some typical biological molecules

and compounds. The large slope of the water line

as compared to the others is due to the large

difference in scattering length density between

hydrogen and deuterium. The lines are horizontal

for CH2 and CD2 because there is no exchange of

deuterium for hydrogen as the % D2O increases in

the solvent. However, for proteins and nucleic

acids, labile hydrogen atoms, i.e., those bound to

nitrogen and oxygen, will exchange with deute-

rium in the solvent, causing an increase in scatter-

ing length densities for increased % D2O.

The vertical double-arrowed line at 10% D2O

represents the contrast between protein and water

at that % D2O value. A similar line can be drawn

at any % D2O. Note that the protein and water

lines cross near 40% D2O indicating that the

scattering length densities of the molecule and

solvent are the same, i.e., Δρ¼ 0. This is called a

contrast match point and occurs at approximately

40% D2O for typical proteins. The contrast

match points for DNA, RNA, lipid head groups,

and CH2 can be found in the same manner. Note

that the scattering length densities for

perdeuterated molecules, in which all of the

non-exchangeable hydrogen atoms, i.e., those

bound to carbon, have been chemically replaced

Uniform 

(not observed)

Infinite solvent

Fig. 5.1 Contributions to the coherent scattering from a macromolecule in solution
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by deuterium, do not cross the water line. Thus,

the theoretical contrast match points for these

molecules would be greater than 100% D2O,

which is not obtainable in practice.

The SANS intensity from all N monodisperse,

randomly-oriented biological macromolecules in

a dilute solution can be written in terms of the

contrast as

I qð Þ ¼ n Δρð Þ2 V2 F
�
~q
��� ��2D E

¼ n Δρð Þ2 V2P qð Þ, ð5:7Þ

where n is the number density (N per unit vol-

ume, v), of molecules (in cm�3). The brackets

represent an averaging over all orientations of the

molecule. The rotationally averaged form factor

is sometimes also called P(q). It can be seen from
Eq. 5.7 that the scattering intensity is zero at the

contrast match point, Δρ ¼ 0.

A typical contrast variation experiment

involves measuring a complex consisting of two

components that have different scattering length

densities in solvent consisting of mainly water

with perhaps a small amount of salts and buffer-

ing compounds. When water mixtures with dif-

ferent H2O:D2O ratios are used, the contrast of

each component will change as a function of the

concentration of D2O in the solvent. Thus, con-

trast match points exist for each of the

components as well as the entire complex. As

the H2O:D2O conditions in the solvent are

varied, different parts of the complex scatter

more strongly depending on their individual scat-

tering length densities. By varying the amount of

D2O in the solvent, one component can be essen-

tially transparent at its contrast match point while

the others are still visible. If enough different

contrast conditions are measured, the scattering

intensities for the individual components as well

as their positions relative to each other are

obtained. It is this feature of SANS that makes

the method so powerful for selective measure-

ment of individual components within a

complex.

Fig. 5.2 Neutron

scattering length density as

a function of percentage

of D2O (% D2O) in the

solvent for some typical

biological molecules and

compounds (Zaccai et al.

2016)
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From Fig. 5.2, it is clear that proteins and

nucleic acids have different contrast match

points. The protein contrast match point is

around 40% D2O, meaning that only the DNA

or RNA is visible at this contrast. The DNA and

RNA contrast match points are around 65% D2O

such that only the protein is visible under these

conditions. Therefore, complexes consisting of

proteins and nucleic acids are ideal candidates

for contrast variation experiments (Gabel 2015).

For a complex consisting of two proteins,

replacement of some or all of the

non-exchangeable hydrogen atoms with deute-

rium in one of the components is required in

order for the two contrast match points to be

different. Since the contrast match point of

perdeuterated proteins is above 100% D2O, par-

tially deuterated proteins are generally used for

contrast variation experiments so that the con-

trast match point of the deuterated component is

somewhere between 60% D2O and 100% D2O

(Jacques et al. 2011). The exact contrast match

point of a deuterated component is dependent on

the amount of deuteration achieved. The contrast

variation experiment can be used to verify this

parameter, especially if a reliable determination

cannot be made by other methods such as NMR

or mass spectrometry. The method can be

extended to larger assemblies consisting of mul-

tiple copies of the two different components

(Appolaire et al. 2014).

Contrast variation methods also exist for solv-

ing the structures of multi-component assemblies.

The triple isotopic substitution method (TISM)

(Serdyuk and Zaccai 1996) allows for the deter-

mination of the scattering from one component at

a time. Each determination requires three

measurements with different deuteration levels

of the component of interest. The label triangula-

tion method (LTM) (Engelman and Moore 1972;

Hoppe 1973) allows for the structure of a complex

to be obtained by determining the distances

between pairs of components. Each distance

determination requires the selective labeling of

the two components of interest. After determining

a requisite number of distances, a 3D model of the

structure can be determined by triangulation. The

main applications of this method have been for the

determination of the location of various

components of the small (30S) and large (50S)

subunits of the ribosome. These historic works are

referenced in (May and Nowotny 1989).

Both the TISM and LTM methods require a

large number of measurements. In practice,

measurements of complexes consisting of three

or more components are often made under sol-

vent conditions that match each of the individual

components. While some components still must

be deuterated, this approach limits the number of

measurements needed. An attempt is then made

to find model structures that best fit all of the

contrast variation data. This approach often

works well when atomistic level starting

structures of individual components are already

available or can be built using homology

modeling techniques, distance constraints are

available from other techniques and/or docking

software can be used to build structure models.

The value of any such model is determined by its

ability to reproduce the SANS data.

5.2.3 Radius of Gyration and Forward
Scattering Intensity

The radius of gyration, Rg, which is similar to the

moment of inertia with respect to the scattering

center of mass, and the forward scattering inten-

sity, I(0), which is the scattering intensity at q¼ 0,

are two important model-independent parameters

that are obtained from SANS data. Rg provides

information about the size of the molecule

whereas I(0) provides information about its

molecular weight. Both parameters depend on

the contrast, which can provide important clues

about the spatial distribution of contrast within the

molecule.

By definition, P(q) in Eq. 5.7 is equal to 1 at

q ¼ 0. Thus,

I 0ð Þ ¼ n Δρð Þ2 V2: ð5:8Þ
The number density, n (cm�3), can be written

in terms of the concentration of the molecule,

c (g cm�3), as
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n ¼ cNA

Mw
, ð5:9Þ

where Mw is the molecular weight of the mole-

cule (in Da, where 1 Da ¼ 1 g mole�1) and NA is

Avogadro’s number. In addition, the molecular

volume, V, can be written in terms of the partial

specific volume, �v (cm3 g�1), as

V ¼ �vMw

NA
: ð5:10Þ

Equations 5.8, 5.9 and 5.10 can be used to

relate I(0) to the Mw of the molecule if the

SANS data are on an absolute scale, usually in

units of cm�1. While I(0) ¼ 0 at the contrast

match point, this is not true at larger angles that

correspond to length scales on the order of the

internal scattering length density fluctuations that

were ignored by assuming a uniform scattering

length density in Eq. 5.3.

The Guinier approximation (Guinier and

Fournet 1955),

I qð Þ ¼ I 0ð Þ exp �q2
R2
g

3

 !
, ð5:11Þ

can be used on the low-q portions of the data to

obtain values for Rg and I(0). This low-q analysis

is valid only in the region where qRg ≲ 1.3, so

the valid q range depends on the size of the

molecule. A shape must be assumed for the mol-

ecule to relate Rg to the molecular dimensions. Rg

and I(0) are found by plotting the natural log of

Eq. 5.11 such that

ln I qð Þð Þ ¼ ln I 0ð Þð Þ � q2
R2
g

3
: ð5:12Þ

A linear fit of ln(I(q)) vs q2 (Eq. 5.12) to

the low-q portion of the data allows the determi-

nation of Rg from the slope and I(0) from the

intercept.

Another method to obtain Rg and I(0), which
makes use of all of the data rather than a limited

data set at small q values, is to use the distance

distribution function, P(r) vs r (Glatter and

Kratky 1982). This function represents the prob-

ability distribution of distances, r, between all

pairs of atoms in the molecule. The result is a

smooth histogram-like plot with peaks at the

most probable distances in the molecule. Thus,

the shape of the P(r) vs r curve depends strongly
on the shape of the molecule and can vary as a

function of contrast.

P(r) is typically obtained from the SANS data

using an indirect Fourier transformation method

(Glatter 1977; Moore 1982; Semenyuk and

Svergun 1991) using the relation

I qð Þ ¼ 4πV

Z Dmax

0

P rð Þ sin qrð Þ
qr

dr: ð5:13Þ

This analysis requires a stipulation by the user

of a maximum dimension, Dmax, beyond which P

(r) ¼ 0. Typically, several values of Dmax are

explored in order to find the range over which

the P(r) function doesn’t change as a function of

Dmax. Typically, the condition that P(r) ¼ 0 at

r ¼ 0 is also assumed. Rg and I(0) can be derived
from P(r), as described in (Glatter 1982).

5.3 Experimental Method, Data
Analysis and Structure
Modeling

The successful SANS contrast variation experi-

ment requires a number of steps from experiment

planning and sample preparation to data collec-

tion and analysis, culminating with structure

modeling. A flow chart showing these different

steps is shown in Fig. 5.3 and each is described in

detail in this section.

5.3.1 Sample Considerations

To obtain the most information possible from a

contrast variation experiment, the main require-

ment is that the biological complex must be

measured under dilute and monodisperse

conditions in all H2O:D2O solvents. In other
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words, the sample must be of high purity. Ideally,

this means that all the molecules have the same

stoichiometry under all contrast conditions and

there are no “free” components in the solution.

Furthermore, all of the complexes are in identical

conformations and there are no interactions

between the complexes. The above equations

describing the scattering intensity from

macromolecules in solution assume these

conditions are met.

In practice, there are many reasons why a

sample might not meet all of these conditions.

Sample preparation for contrast variation

experiments involves making biological

complexes in solvents containing D2O. In some

cases, the complexes themselves must be made

using deuterated components, which is typically

accomplished by expressing one of the protein

components using bacteria grown in deuterium-

enriched media.

Whenever deuterium is introduced into the

molecule or solvent, there is an increased chance

for undesirable aggregation, even under

conditions where the complex would not aggre-

gate were deuterium absent. SANS is a volume-

weighted technique. Since larger aggregates have

larger volumes, a small amount of larger

aggregates contribute more to the scattering

intensity than a larger amount of small

aggregates. While the signature of aggregation

is most obvious at lower q values, the contribu-

tion to the total scattering persists over a much

wider q range. Another issue when using

deuterated components is that the complex

might not form as readily or stably. This can

lead to a situation for which the complex is

associating and dissociating at a constant rate.

In such situations, it may not always be possible

to avoid having an excess of the constituent

components in the solution.

The amount of sample needed for a contrast

variation experiment is on the order of 0.5 mL at

a concentration of 1–5 mg mL�1 for complexes

with a typical Mw between 50 and 100 kDa.

Under solvent conditions where the contrast,

and thus I(q) is low, higher concentrations must

sometimes be used. This may introduce interpar-

ticle interference or aggregation effects that need

to be mitigated as much as possible, e.g., by

adding salts to the solvent to screen electrostatic

interactions or by adding compounds that inhibit

hydrophobic interactions. The mitigation of

interparticle interference and aggregation effects

is a difficult problem since every complex is

different and measures that work in one case

may not work in another.

Given the amount of material needed for a

contrast variation experiment, the care that must

be taken to prepare the samples, and the cost and

time involved in getting access to a SANS

beamline, it is important that such experiments

are well planned and that these issues are consid-

ered and tested well before committing to

making samples for a complete set of contrast

variation measurements. Steps that can be taken

to insure sample purity are discussed in detail in

(Jacques and Trewhella 2010). Thorough sample

characterization under the conditions that are

Fig. 5.3 Flow chart showing the steps necessary for performing a successful SANS contrast variation experiment
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being used for SANS should be performed prior

to the SANS experiments using not only bio-

chemical assays such as SDS-PAGE and gel

filtration, but also complementary physical char-

acterization techniques such as size exclusion

chromatography with multi-angle light scattering

(SEC-MALS), dynamic light scattering (DLS),

or analytical ultracentrifugation (AUC). The

amount of deuteration in a deuterated component

can be assessed by mass spectroscopy or deute-

rium NMR. Small-angle X-ray scattering

(SAXS) measurements can also be very helpful

to detect concentration or D2O-dependent aggre-

gation as will be discussed in more detail below.

5.3.2 Experiment Planning

For two component systems, the contrast of each

component as well as that for the complex can be

calculated from the chemical composition of

each component and the stoichiometry of the

complex as a function of the solvent composi-

tion. Two applications for performing this calcu-

lation are the MULCh (Whitten et al. 2008)

software and the Contrast Calculator (Sarachan

et al. 2013) module of the SASSIE (Curtis et al.

2012) software. For proteins and nucleic acids,

the chemical composition is defined in terms of

the amino acids or nucleotide bases, respectively,

including the amount of H-D exchange and deu-

teration for each component. Non-protein or

nucleic acid components can be entered based

on their chemical formulas. Non-water solvent

components such as salts and buffering

compounds can be included in the calculation

of the solvent scattering length densities to deter-

mine if they significantly alter the contrast match

points. This is usually not the case if they are

present in typical mmoles L�1 (mM) quantities.

Both contrast calculating programs provide a

web interface for easy access and use. While

MULCh is limited to two-component complexes,

it also provides options for data analysis that will

be described further below. The Contrast Calcu-

lator module allows for an unlimited number of

components in the complex and additionally

calculates expected I(0) values as a function of

solvent composition. The predicted I(0) values

are invaluable in determining the concentration

needed to obtain a measurable signal for each

solvent condition. If atomic coordinates are

available, such as from X-ray crystallography or

NMR structures, model scattering intensity

curves can be calculated at each contrast to per-

form the SANS experiment in silico prior to the

actual experiment. Software such as CRYSON

(Svergun et al. 1998) or the SasCalc (Watson and

Curtis 2013) module of SASSIE can be used for

this purpose. The experimental SANS data may

not match that calculated from the model struc-

ture if, for instance, disordered residues are miss-

ing or if the structure doesn’t accurately

represent the complex in solution. Model

structures must be complete if they are to be

used as starting points for further modeling

once SANS data are obtained. Thus, missing N

or C terminal residues, internal loops, domains

and/or disordered linkers must be added if

necessary.

The calculations of the scattering length

densities, contrast, I(0) and model scattering

intensity curves used to plan an experiment

apply only to the coherent scattering component

in Eq. 5.1. The hydrogen and deuterium in the

biological complex also have an incoherent scat-

tering component, which contributes a small

amount to the total scattering in dilute solutions.

On the other hand, the incoherent scattering from

a solvent containing mostly H2O:D2O is signifi-

cant. In fact, it can often be greater than the

calculated coherent intensity of a typical com-

plex in a dilute solution. For example, the calcu-

lated coherent I(0) value for a 1 mg mL�1

protein-protein complex consisting of a trimer

of the chaperone, Skp, bound to 50% deuterated

outer membrane protein, OmpA, is 0.086 cm�1

in H2O (i.e., 0% D2O) and 0.04 cm�1 in 98%

D2O (Sarachan et al. 2013). However, the inco-

herent scattering intensity for 98% D2O

is � 0.07 cm�1 and that of H2O is � 1.0 cm�1

(Rubinson et al. 2008). Thus, the incoherent

component is the dominant contributor to the

total scattering in H2O, and remains a significant

contributor in 98% D2O.
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The calculated scattering curves for the

Skp-OmpA complex are shown in Fig. 5.4 with

and without the addition of the incoherent scat-

tering component. The scattering that is actually

measured is that shown in Fig. 5.4b. Under ideal

conditions where there are no error bars on the

data points in Fig. 5.4b and the incoherent back-

ground is measured equally well, the scattering

curves in Fig. 5.4a could be recovered. However,

this is not the case in practice. Features such as

that shown at q � 0.2 Å�1 for the complex in

H2O (Fig. 5.4a) generally are not observable in

practice since the incoherent component already

significantly influences the total scattering at

q � 0.1 Å�1 (Fig. 5.4b). On the other hand,

features such as those shown at 0.15 Å�1 �
q � 0.25 Å�1 for the complex in 98% D2O

typically are observable after subtraction of the

incoherent scattering component. This subtrac-

tion is accomplished by measuring the incoherent

scattering from a solvent that matches that of the

sample as closely as possible. Thus, dialysis is an

ideal method for exchanging the biological com-

plex into buffers with different H2O:D2O ratios,

as the dialysate solution can then be used to

measure the incoherent background scattering.

The incoherent scattering from the solvent

must be considered when planning data collec-

tion times. For a given calculated coherent I

(0) value, it will take longer to obtain data in

H2O than in D2O if the data are to have similar

statistics after the incoherent background is

subtracted. Furthermore, since the incoherent

background is much higher in H2O, the maxi-

mum q value obtained after buffer subtraction

will be lower for data obtained in H2O. Thus,

when planning an experiment, samples prepared

in solvents containing less than 50% D2O often

must be measured a higher concentration so that

the coherent I(0) is higher to make up for the

higher incoherent background under these

conditions. It should be noted that the scattering

from water can contain both incoherent multiple

scattering and inelastic scattering contributions

and thus can differ depending on instrument

conditions and sample geometry (Carsughi et al.

2000; Rubinson et al. 2008; Do et al. 2014). As

the instrument scientists are most familiar with

their instruments, it is important to rely on their

advice for the I(0) values that can reasonably be

measured at a given contrast at their facility.

Prior to performing a series of contrast varia-

tion measurements, two series of sample

a b

Fig. 5.4 Calculated I(q) values for a Skp-OmpA com-

plex in H2O (i.e., 0% D2O) and 98% D2O solvents (a)
without incoherent scattering and (b) with incoherent

scattering. The coherent scattering curves were calculated

using the SasCalc module in SASSIE
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concentrationmeasurements should be performed,

one in H2O and one in >95% D2O, to determine

themaximum concentration at which the sample is

dilute and monodisperse. These measurements

also identify whether there are any effects due to

the presence of D2O in the solvent. Discussions

with instrument scientists, who are familiar with

the range of I(0) values that are measurable at their

facility, provide the best resource in planning the

range of sample concentrations to examine. This

will avoid wasting time measuring the complex at

sample concentrations that would result in

I(0) values that are too low to be measured. It

should also be noted that the accuracy of the

concentration is extremely important, as it is the

main source of error for determining theMw from

I(0) (Eqs. 5.8 and 5.9).

The SANS curves from a complex often are

significantly different in H2O and D2O solvents.

Indeed, this is the reason for performing a contrast

variation experiment in the first place. Therefore,

the measurements described above are for com-

parison of the behavior of the complex as a func-

tion of concentration separately in H2O and

D2O. The concentration needed to satisfy the

dilute and monodisperse conditions may be

lower in D2O than in H2O. If a SAXS instrument

is available, SAXS measurements are a good

option to determine whether there are any effects

from either deuterium in the complex (when it

consists of a deuterated and non-deuterated pro-

tein, for example) or D2O in the solvent. Since

X-rays are not sensitive to the difference between

hydrogen and deuterium, the scattering curves

should ideally be the same regardless of sample

or solvent deuteration. Another advantage is that

SAXS measurements require smaller samples, on

the order of 50 μL, requiring less sample prepara-

tion time for these important feasibility

measurements. The SAXS measurement can also

serve as another contrast point that can assist in

modeling the structure of the complex.

Once optimal concentrations in H2O and D2O

solvents have been found, then the feasibility of

performing the contrast variation experiment can

be further assessed by referring back to the

predicted I(0) values obtained for the complex

as a function of D2O in the solvent. For instance,

is there a conflict between the concentration

needed to obtain a reasonable signal and that

needed to obtain a dilute and monodisperse sam-

ple at a given solvent condition? Is there a way to

mitigate the issue, perhaps by altering the solvent

conditions slightly? Again, an experienced

instrument scientist can be a valuable resource

when considering these types of issues.

5.3.3 Data Collection and Reduction
to I(q) vs q

Data collection consists of measuring both the

transmission of neutrons through the sample and

the scattering of neutrons from the sample. Typi-

cally, these two different types of measurements

require different instrument configurations and are

performed separately. Since the sample consists of

a biological complex in a solvent, these same

measurements are also made for the solvent

alone. Recall from Fig. 5.1 that the coherent scat-

tering from the solvent is not observable. How-

ever, Fig. 5.4b shows that the incoherent scattering

from a solvent containing mostly H2O:D2O is sig-

nificant and therefore must be subtracted from the

total sample scattering, which also contains this

incoherent component from the solvent. Since

both the sample and solvent alone are measured

in a sample holder, often a quartz cuvette or a

demountable cell with quartz windows, the trans-

mission and scattering from the empty holder (i.e,

the empty cell) should also be measured.

Typical windows used for SANS such as

quartz, aluminum and titanium have significant

scattering in the forward direction. Subtracting

the scattering of the empty cell from both the

sample and the solvent alone will eliminate the

scattering contribution from the windows so that

the shape of the scattering from the sample and

solvent can be accurately observed. The solvent

scattering should then be approximately flat since

it is mainly incoherent and, hence, not q-depen-
dent (Eq. 5.1). Furthermore, the scattering

observed from the sample is then attributed to the

biological complex of interest plus the solvent

(as in Fig. 5.4b) with no contribution from the

sample holder. The transmission measurement is

74 S. Krueger



important for proper subtraction of the empty cell

and for placing the data on an absolute scale as

described, for example, in (Glinka et al. 1998).

An additional consideration when collecting

data is the time spent measuring each sample.

Counting times for transmission measurements

from the sample, solvent and empty cell are typi-

cally just a few minutes. On the other hand,

counting times for scattering measurements from

the sample (complex plus solvent) are concentra-

tion, contrast and instrument dependent and

should be determined in consultation with the

instrument scientist. For dilute samples, the

counting statistics on the sample and solvent

alone should be equivalent since the incoherent

scattering from the solvent dominates the total

scattering at most q values measured (Fig. 5.4).

Thus, counting times for the sample and solvent

alone should be the same. This is especially criti-

cal for measurements made under low contrast

conditions. An exception can sometimes be

made for a highMw complex, or for measurements

made under high contrast conditions, if the scat-

tering is significantly higher than that of the sol-

vent alone in the low-q region of the I(q) vs

q curve. However, the counting statistics of the

sample and solvent scattering should still be equal

in the higher-q portion of the curves, where the

signal from the complex is weak. Since the empty

cell scatters predominately in the forward direc-

tion, the counting times for these measurements

can be shorter, matching only the statistics of the

sample in the low-q region.

In a dilute solution, the incoherent scattering

from the hydrogen and deuterium in the

biological complex itself is negligible compared

to that from the solvent. While the background

levels of both sample and solvent alone should be

the same in this case, mismatches can occur for a

variety of reasons. Some possible sources for

these mismatches include statistical differences

in transmission values, the influence of incoher-

ent multiple scattering, micro- or macroscopic

bubbles in the solution, and mismatch in H2O:

D2O ratio between the sample and solvent alone.

However, under dilute conditions, the incoherent

scattering from the solvent alone can be removed

by scaling it to match the high-q region of the

total sample scattering and then subtracting

it. The acceptability of the solvent subtraction

can be assessed by not requiring that P
(r) ¼ 0 at r ¼ 0 when calculating P(r) from the

SANS data (Jacques and Trewhella 2010). If P

(0) is positive or negative, then the solvent has

been under- or over-subtracted, respectively.

This approximation, used to remove the solvent

scattering by scaling it to match the sample scat-

tering, does not apply to concentrated solutions

(concentrations � 10 mg mL�1 and above for

samples in a D2O buffer), where the incoherent

scattering from the non-exchangeable hydrogen

atoms in the complex itself is significant. As an

alternative, it is tempting to simply subtract a

constant representing the incoherent scattering

from the solvent rather than subtract the measured

scattering from the solvent alone, but this only

works if the scattering from the solvent is truly

flat. Typically the solvent scattering is not exactly

flat due to incoherent multiple scattering, inelastic

scattering, and other contributions(Carsughi et al.

2000; Rubinson et al. 2008; Do et al. 2014), with

the shape depending on the H2O:D2O conditions

of the solvent. Given these issues, in practice it is

quite difficult to accurately subtract the solvent

scattering from the sample scattering. Thus, it is

not uncommon to find a systematic background

mismatch when comparing the calculated SANS

curves to the measured SANS data during the

structure modeling stage.

Methods of reducing data from the raw data

collected on a 2D position-sensitive detector to

the 1D I(q) vs q data vary depending on the

facility. However, if the end result is a set of

separate I(q) vs q curves on an absolute scale

for both the sample and the solvent alone, the

scattering from the solvent can be successfully

subtracted. If the solvent subtraction is

performed as part of the 2D data reduction, then

it is more difficult to diagnose problems that

often arise during the solvent subtraction step.
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5.3.4 Data Quality Checks

5.3.4.1 Rg and I(0)
Once contrast variation data have been reduced

and the contribution from the solvent has been

subtracted, the basic parameters, Rg and I(0)

should be obtained at all contrasts using both

the Guinier and P(r) analyses (Eqs. 5.11–5.13).

Guinier analysis is usually provided by scattering

facilities as part of the data reduction software. If

P(r) analysis isn’t also included, a program such

as GNOM (Semenyuk and Svergun 1991) or

BayesApp (Hansen 2014) can be used. The

experimental values of I(0) are then compared

to the calculated values at each contrast in order

to confirm the integrity of the samples. The num-

ber density, n, is defined as in Eq. 5.9, but it is

now in terms of the concentration and Mw of the

entire complex. Similarly, Δρ refers to the mean

contrast of the entire complex and V is the vol-

ume of the complex. The Mw values should

match the calculated values to within 10% if the

data are on an absolute scale, I(0) has an error of

1-2%, and the concentrations are measured to

within 5%.

If the solution consists of a mixture of

monomers and dimers of the complex or another

combination of low-order oligomers, a valid

Guinier region may still exist, but the I(0) value

will be larger than that of the monomeric com-

plex. If there are larger aggregates of the mole-

cule in the solution, the Guinier region will occur

at smaller q values than expected and Eq. 5.12

will not be linear in the q-range related to the

expected size of the complex. Rather it will have

some curvature and the fit to a straight line in the

expected q-range will be poor. The effects can be

subtle or very obvious depending on the severity

of the aggregation (Jacques and Trewhella 2010).

If aggregation is present, whether subtle or

severe, the Rg and I(0) values no longer represent

that of a monomer complex in a monodisperse

solution. Rather, they are influenced by the larger

aggregates present in the solution. The P(r) func-

tion also changes in response to aggregation,

primarily in the high-r region. In cases of minor

aggregation, it may still be possible to calculate a

P(r) corresponding to the monomer but the more

severe the aggregation, the more difficult it is to

determine Dmax (Jacques and Trewhella 2010).

5.3.4.2 Contrast Match Point Analysis
To further confirm the integrity of the sample at

all contrasts, the contrast match point of the of

the complex can be determined from the experi-

mental data. Expanding on Eqs. 5.8–5.10I(0) can
be written in terms of a two-component complex

as,

I 0ð Þ ¼ cMw

NA

�
f 1Δρ1�v1 þ f 2Δρ2�v2

�2
, ð5:14Þ

where f1 and f2 are the respective mass fractions

of the first and second components in the com-

plex. Now, Δρ1 and Δρ2 are respectively the

scattering contrasts of the first and second

components and �v1 and �v2 are respectively the

partial specific volumes of the first and second

components (Sarachan et al. 2013).

Because I(0) is proportional to c and to (Δρ)2,
which is in turn dependent on the fraction of D2O

in the solvent, fD2O, the contrast match point of

the complex can be determined from the

x-intercept of a linear fit to
ffiffiffiffiffiffiffiffiffiffiffi
I 0ð Þ=c

p
vs fD2O

. An

example of this analysis is shown in Fig. 5.5,

where experimental values of
ffiffiffiffiffiffiffiffiffiffiffi
I 0ð Þ=c

p
vs fD2O

are plotted for the aforementioned Skp-OmpA

complex that was measured in 0%, 15%,

30% and 98% D2O buffer. An unweighted

linear fit to the data resulted in a line with a

slope of �0.51 � 0.01 and a y-intercept of

0.294 � 0.006, where the errors represent one

standard deviation. The x-intercept corresponding

to the match point of the complex was calculated

to be 0.576 � 0.014, or 57.6% � 1.4% D2O.

This analysis can also be performed using

MULCh (Whitten et al. 2008) and requires the

experimental I(0) values, the concentration of the

complex and the fraction of D2O in the buffer at

each contrast.

Comparison of this experimentally deter-

mined contrast match point to that calculated

with Δρ1 and Δρ2 determined from the chemical

composition of each component provides another

quality assurance test on the data in that the
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calculated and experimentally determined con-

trast match points should agree with each other.

If that is the case, then there is confidence that the

calculated match points of the individual

components are correct. The match point calcu-

lated from the chemical composition of the

Skp-OmpA complex assuming 50% deuteration

for OmpA using the Contrast Calculator module

of SASSIE (Sarachan et al. 2013) was 59.8%

D2O, in excellent agreement with the experimen-

tal result. It should be noted that the experimental

and calculated complex match points can agree

even if the slopes of the experimental and theo-

retical lines are quite different. The fit to the

experimental data points should be compared to

the theoretical curve as well. In this case, the data

point for the 98% D2O sample falls slightly

below the calculated line, which could mean

that the sample concentration was lower than

the value used in the analysis. Thus, even if the

concentration is measured to a precision of �5%

prior to the experiment, the actual concentration

of material in the beam can be affected by micro-

or macro-bubbles in the sample, a small amount

of precipitate in the sample (not uncommon for

samples in D2O buffers), pipetting errors while

diluting the sample and other such issues. There-

fore, it is a good idea to recheck the sample

concentrations after the SANS experiment if

possible.

5.3.5 Component Analysis

5.3.5.1 Component Rg and Center
of Mass (CM) Distance

The Rg values obtained at each contrast are

related by the relationship (Ibel and Stuhrmann

1975),

R2
g ¼ R2

m þ α

Δρ
� β

Δρ2
, ð5:15Þ

where Rm is the Rg value of the equivalent com-

plex with a homogeneous scattering length den-

sity, α is the second moment of the density

fluctuations and β is the square of the first moment

Fig. 5.5 Experimentalffiffiffiffiffiffiffiffiffiffiffi
I 0ð Þ=c

p
values as a

function of fD2O
for a

Skp-OmpA complex

measured in 0%, 15%,

30% and 98% D2O

buffers (red squares). The
blue dashed line is the

linear fit to the data while

the black solid line is the

calculated curve

assuming 50%

deuteration for OmpA
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of the density fluctuations. For two component

systems with different scattering length densities,

the term α relates to the distribution of scattering

length densities relative to the center of mass

(CM) of the complex, and the term β provides

the separation of the scattering CM of the two

components (Moore 1982). A Stuhrmann plot

(Ibel and Stuhrmann 1975) of R2
g vs (Δρ)�1

(Eq. 5.15) is used to determine Rm, α, and β. If
the plot is linear, then β¼ 0 and the CM of the two

components are concentric. In this case, the sign

of the slope of the line, α, is an indication of

whether the component with the higher scattering

length density is on the interior (negative) or exte-

rior (positive) of the complex. Examples of para-

bolic and linear Stuhrmann plots are shown in

Fig. 5.6. In practice, it is not always easy to

distinguish between a parabolic and linear

Stuhrmann plot, especially if Rg doesn’t change

appreciably as a function of contrast (α is close to

zero) or if Rg values are not available close to the

individual contrast match points of the two

components.

Similar information can be obtained from the

parallel axis theorem

R2
g ¼

Δρ1 V1

ΔρV
R2
1 þ

Δρ2 V2

ΔρV
R2
2

þ Δρ1 Δρ2 V1 V2

ΔρVð Þ2 D2
CM, ð5:16Þ

where R1 and R2 are the radii of gyration of the

components and DCM is the distance between the

scattering CM of the two components (Engelman

and Moore 1975). Here, Δρ1, Δρ2, V1 and V2

refer to the individual components and Δρ and

V refer to the complex. The parallel axis theorem

provides the radii of gyration of the components

and the CM distance between them directly,

whereas they are calculated from the definitions

of α and β when the Stuhrmann analysis is used.

In both cases, R1, R2 and DCM are contrast-

independent values that can be used in the struc-

ture modeling process. The MULCh software

provides both of these analyses (Whitten et al.

2008). The inputs are the measured Rg values as a

function of fD2O in the solvent. The contrasts,Δρ,
Δρ1 and Δρ2, are determined from the chemical

composition of each component based on the

sequence information input earlier in the

analysis.

a b

Fig. 5.6 Examples of Stuhrmann plots from a

two-component complex in which a the centers of mass

are not concentric and b the centers of mass are

concentric and the component with the higher scattering

length density is on the exterior of the complex

78 S. Krueger



5.3.5.2 Component Scattering
Intensities and Cross-Term

The scattering intensity from a two-component

system with different scattering length densities

can be written as (Whitten et al. 2008)

I qð Þ ¼ Δρ12 I1 qð Þ þ Δρ1Δρ2I12 qð Þ
þ Δρ2

2 I2 qð Þ, ð5:17Þ

where I1(q) and I2(q) are the scattering intensities

of components 1 and 2, respectively, and I12(q) is

the scattering intensity due to the interference

between the two components. I1(q) and I2(q) are

related to the shapes of the two components and

I12(q) is related to their spatial distribution. For a

given set of measured contrast variation

intensities, I(q), and known values for the

contrasts, Δρ1 and Δρ2, the three unknowns,

I1(q), I2(q) and I12(q), are found by solving the

resultant set of linear equations at each q value.

Thus, data must be obtained at a minimum of

three contrasts to solve for the three unknowns.

The MULCh software (Whitten et al. 2008)

provides this analysis. The measured I(q) vs

q SANS curves and complex concentrations are

required for each contrast and Δρ1 and Δρ2 are

determined from the chemical composition of

each component based on the sequence informa-

tion input earlier in the analysis.

In practice, successful contrast variation stud-

ies that have resulted in the determination of

I1(q), I2(q) and I12(q) have employed at least

five strategically chosen contrast points includ-

ing the contrast match points of the individual

components, where high quality data were

obtained (Whitten et al. 2008). An example of a

successful application of this method can be

found in a study of a kinase, KinA, in complex

with an inhibitor, Sda (Whitten et al. 2007).

Based on this study and an analysis of the

corresponding theoretical scattering curves with

noise added, a data collection strategy was

recommended that includes a minimum of two

contrast points on either side of the average

match point of the entire complex (Whitten

et al. 2008). This results in a well-spread range

of contrast points that allows the individual R1,

R2 and DCM to be obtained with good accuracy

and precision.

For a complex consisting of a protein and

nucleic acid or a protein and a deuterated protein

(with a deuteration level such that the match

point is between 60% D2O and 80% D2O), a

typical contrast variation data set would include

0% D2O and 100% D2O, along with 20% D2O,

40% D2O (the protein match point) and a fifth

contrast point between 70% D2O and 80% D2O

(near the match point of the second component).

To obtain accurate scattering intensities of the

components (Eq. 5.17), high quality data are

needed at all measured contrasts. This analysis

can be a useful tool to model the components

separately and then arrange them with respect to

each other in their proper position within the

complex. However, structure modeling can pro-

ceed on the basis of the individual R1, R2 and

DCM information alone, as is shown by example

below.

5.3.6 Structure Modeling

Both SAXS and SANS are being used for struc-

tural determination of large biological complexes

and for complexes containing flexible regions in

solution. Many options are available for

modeling multimeric biological complexes

using a combination of rigid body and atomistic

approaches, as described in recent reviews

(Putnam et al. 2007; Rambo and Tainer 2010;

Schneidman-Duhovny et al. 2012; Boldon et al.

2015). The SASSIE software suite (Curtis et al.

2012) is one tool that is available to assist in the

atomistic and rigid body structure modeling of

biological molecules for comparison to SAXS

and SANS data. SASSIE provides users access

to molecular dynamics, Monte Carlo, docking

and rigid body modeling methods to assist in

generating structure models and assessing how

well models match the data. Constraints can be

incorporated from other techniques such as NMR

and AUC. SASSIE has been used for the struc-

ture modeling of many biological systems,

including intrinsically disordered monomeric

proteins (Curtis et al. 2012), large protein
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complexes (Krueger et al. 2011, 2014) and

single-stranded nucleic acids (Peng et al. 2014).

It has also been applied to the study of monoclo-

nal antibodies using free energy analysis (Clark

et al. 2013). A web version is available (https://

sassie-web.chem.utk.edu/sassie2/) for ease of

access and to handle the intensive computational

requirements of the structural modeling and data

analysis.

For a two-component complex, SANS and

contrast variation experiments provide the

added structural information from the individual

components as constraints for modeling the

entire complex. If obtainable, the scattering

intensities of the separate components

(Eq. 5.17) can be helpful for the modeling of

the individual components and for construction

of the model structure for the entire complex

(Whitten et al. 2008). However, the contrast-

independent R1, R2 and DCM distance constraints

found by the Stuhrmann (Eq. 5.15) and parallel

axis theorem (Eq. 5.16) analyses add unique

information that can be used in the modeling

process even in the absence of the component

scattering intensities. Often, structural informa-

tion for one or both of the components alone in

solution is used as a starting point for their

structures in the complex. Whether or not models

are constructed from the scattering intensities of

the separate components, the model SANS

curves should always be judged against the entire

contrast variation data set.

The first step in the structure modeling pro-

cess is to construct starting models that satisfy

the R1, R2 and DCM (as well as I1(q), I2(q) and

I12(q), if available) constraints found from the

data analysis. Since these parameters have errors

associated with them, several starting model

structures that encompass the range of these

parameters may be needed. Model structures

that are consistent with the SANS data at all

contrast conditions take full advantage of the

information content of the contrast variation

data set and provide the most robust representa-

tion of the data. Working model structures are

first tested against the data by calculating both Rg

and the theoretical SANS curves from the model

structures at each contrast measured. The

theoretical SANS curves are then compared to

the measured SANS curves, usually using a

goodness of fit criterion such as the reduced χ2

equation

χ2 ¼ 1

Np � 1
� �X

q

Iexp qð Þ � Icalc qð Þ� �2
σexp qð Þ2 ,

ð5:18Þ
where Iexp(q) is the experimentally determined

SANS intensity curve, Icalc(q) is the calculated

intensity curve from the model structure and

σexp(q) is the q-dependent error of the Iexp(q)
values. The sum is taken over Np independent

data points.

The model structures producing the best-fit

curves to the SANS data are then evaluated to

verify that the Rg values at each contrast match

the values obtained from the experimental data.

This process can be partially automated by plot-

ting χ2 vs Rg at each contrast to identify the

structures that match the experimental Rg values

as well as give the best fits to the data. The

chi-square filter module in SASSIE (Curtis

et al. 2012) provides this analysis. The inputs

are the SANS data at a given contrast and the

calculated SANS curves from the model

structures at that same contrast.

The subset of best-fit model structures at each

contrast are then further filtered to obtain the best

overall agreement with the entire SANS contrast

variation data set. The global best-fit structures

can be evaluated using a parameter such as the

average reduced χ2 value

χ2 avgð Þ ¼ 1

Nc

X
i

χ2i , ð5:19Þ

where Nc is the number of contrast variation I(q)
vs q scattering curves and χ2i is the reduced χ2

value for the ith scattering curve. An example of

this procedure is found in a recent methods paper

(Zaccai et al. 2016), in which complexes of the

Skp chaperone with two different unfolded Omp

proteins (uOmps) were studied, Skp-OmpA and

Skp-OmpW.

Structure modeling is an iterative process,

especially for complexes since the structures of
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two or more components and their spatial

arrangement need to be determined. This can be

illustrated by examining the recent Skp-OmpA

and Skp-OmpW study (Zaccai et al. 2016) more

closely. For both complexes, the uOmp compo-

nent was determined to be 50% � 5% deuterated

from the contrast match point analysis. First,

hybrid model structures for Skp-OmpW were

tested in which the Skp component was modeled

by an all-atom structure and OmpW was

modeled by an ellipsoid of revolution. Once a

working model structure was found that agreed

with all of the contrast variation data, the struc-

ture of the Skp component was adopted for the

Skp-OmpA complex as well.

In the Skp-OmpA complex, the OmpA com-

ponent contained a periplasmic domain

connected to the transmembrane domain by a

flexible linker. The Complex Monte Carlo mod-

ule of SASSIE (Curtis et al. 2012) was used to

create an ensemble of possible conformations of

the periplasmic domain that best match the entire

contrast variation data set. In this case, both

all-atom and ellipsoid models were used for the

OmpA component. However, in both cases, there

was a mismatch in the 98% D2O data at higher

q values, as shown in Fig. 5.7a. Since the scatter-
ing from the deuterated OmpA is weak at this

contrast, the mismatch in the data was attributed

to the Skp component, which was not varied

from that found for Skp-OmpW (Zaccai et al.

2016). In fact, the 98% D2O scattering curves

from Skp-OmpW and Skp-OmpA clearly dif-

fered in shape at the higher q values. It was

evident that the Skp trimer is more symmetric,

with respect to the position of the three

monomers relative to each other, in the

Skp-OmpA complex than in the Skp-OmpW

complex. This was an important finding that

provided support to the notion that Skp changes

its conformation to accommodate different

uOmps (Zaccai et al. 2016).

To determine if a more symmetric Skp struc-

ture could be found to better agree with the 98%

D2O data for the Skp-OmpA complex, additional

structures of Skp were further examined. The Rg

values were calculated for 60 Skp structures that

were recorded during a biased MD simulation

a b

Fig. 5.7 SANS contrast variation data for a Skp-OmpA

complex. Solid lines represent the calculated SANS

curves from the model structures in the inset assuming

60% deuteration for OmpA. Skp is shown in blue and

OmpA is shown in red. a The model curves were calcu-

lated from the Skp-OmpA structure described in (Zaccai

et al. 2016). The dashed line for the 98% D2O contrast

was calculated assuming 50% deuteration for OmpA for

comparison. b Best-matched model curve calculated

using the same OmpA structure as in a paired with a

more symmetric Skp structure. Error bars represent the
standard error of the mean with respect to the number of

pixels used in the data averaging
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(Zaccai et al. 2016) in which the Skp monomers

were splayed out to specific separations

constrained to specific Rg values. The ten

structures that were in the best agreement with

the Rg value of Skp from the Stuhrmann analysis

of Skp-OmpA were paired with the OmpA com-

ponent from the best-matched Skp-OmpA struc-

ture. The new Skp-OmpA structures were

checked for overlap between the basis CA

atoms and then energy minimized using NAMD

(Phillips et al. 2005). The SasCalc (Watson and

Curtis 2013) module of SASSIE (Curtis et al.

2012) was then used to calculate their scattering

curves. Two sets of calculations were performed

assuming both 50% and 60% deuteration for the

OmpA component. The model SANS curves

were then compared to the SANS data at all

contrasts using the Chi-Square Filter module of

SASSIE (Curtis et al. 2012) to identify four

structures that were in better agreement with the

98% D2O data. The model SANS curve from the

overall best-matched structure is shown in

Fig. 5.7b for each contrast. The Skp structures

from the complexes shown in Fig. 5.7 have been

superimposed in Fig. 5.8 for comparison. While

the Skp structure in Fig. 5.7b is more symmetric

with respect to the location of the three

monomers as expected, there is still a mismatch

in the range 0.06 Å�1 � q � 0.1 Å�1.

Given the flexibility of the monomers in the

Skp trimer, it is not surprising that a single

structure does not match the 98% D2O data.

Mismatches of the type observed in Fig. 5.7b

often are an indication of polydispersity. Since

a large part of the OmpA structure is disor-

dered, including the entire transmembrane

(TM) domain that is encapsulated by Skp, it

is also likely that the TM domain of OmpA

exists in many different forms. Therefore, Skp

likely takes on different structures to encapsu-

late these different OmpA TM structures. This

is in addition to the conformations that can be

assumed by the periplasmic domain of OmpA.

While Skp and OmpA presumably exist in

multiple different conformations in the

Skp-OmpA complex, the SANS data reveal

that an overall symmetry with respect to the

configuration of the Skp monomers exists in

the best-matched structural ensemble.

5.4 Concluding Remarks

Contrast variation combined with small-angle

neutron scattering is a powerful tool for deter-

mining the structure of biological assemblies in

solution. Contrast variation can be easily applied

using neutrons due to the different scattering

properties between hydrogen and deuterium.

Through isotopic substitution of deuterium for

hydrogen in both the molecule and/or solvent,

the structures of individual components in a com-

plex can be determined as well as their spatial

arrangement. This represents unique information

that cannot be easily obtained using other exper-

imental techniques.

Experiments should be well-planned and the

quality of the samples verified in advance to

make the best use of beam time at neutron scat-

tering facilities. Software tools are available to

assist in experiment planning and facilities

employ experienced instrument scientists who
Fig. 5.8 Skp structures from the complexes in Fig. 5.7a

(green) and Fig. 5.7b (blue)
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can offer assistance as well. Sample quality is

extremely important for a successful contrast

variation experiment. The integrity of the sample

must be verified under all contrast conditions to

have confidence in the data analysis and structure

modeling.

After quality samples have been measured

and the data reduced, model structures can pro-

vide valuable insight into the experimental sys-

tem. Calculated SANS curves from model

structures should be consistent with the SANS

data at all contrasts. A wide variety of structure

modeling software is becoming available to

assist in developing and testing models to iden-

tify those that agree with SANS data.

Tips for Performing a Successful SANS

Contrast Variation Experiment

Sample Preparation

• Prepare highly pure samples

– SDS-PAGE, gel filtration to remove

larger Mw species

– A280:260 nm to detect nucleic acid

– DLS, AUC to assess aggregation

– SEC-MALS for monodispersity

• Buffer and sample should match as

closely as possible

• Dialyze into final buffer

• Measure sample concentration as accu-

rately as possible

• Re-check after experiment

• Measure amount of deuteration in

deuterated components as accurately as

possible

– Mass spectroscopy

– Deuterium NMR

Preliminary Calculations and

Measurements

• Measure sample at multiple

concentrations in 0% and 100% D2O

buffers before contrast variation

experiment

• Assess concentration effects and D2O-

dependent aggregation

• Use SAXS if possible to also assess

more subtle D2O effects

• Plan the experiment ahead of time

– Calculate contrast match points of

complex and components

– Calculate expected I(0) values vs

fraction of D2O in the solvent

– Determine contrast conditions for

measurement, sample concentrations

and counting times (with help from

beam line instrument scientist)

Data Collection

• Measure data on an absolute scale

• Measure the buffers for the same

counting time as the samples

Data Reduction and Analysis

• Calculate I(q) vs q for samples and

buffers

• Subtract buffer scattering

• Perform preliminary Guinier and P(r)

analysis to obtain Rg and I(0) at each

contrast

• Verify calculated complex match point

from experimental data

• Perform Stuhrmann and Parallel Axis

Theorem analyses to obtain R1, R2, and

DCM

• Perform component analysis to obtain

I1(q), I2(q) and I12(q) (if possible)

Structure Modeling

• Verify that model structures are com-

plete (no missing residues, loops,

domains, linkers)

• Verify that starting model structures sat-

isfy R1, R2, DCM (and I1(q), I2(q) and

I12(q))

(continued)
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• Choose modeling method

(s) appropriate for complex

– Rigid body

– Monte Carlo for flexible regions

– Molecular Dynamics

• Best-fit structures must fit the entire

contrast variation data set

• Narrow choices at each contrast and

find subset that matches entire data set
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SAS-Based Structural Modelling
and Model Validation 6
Maxim V. Petoukhov and Anne Tuukkanen

Abstract

Small angle scattering of X-rays (SAXS) and neutrons (SANS) is a

structural technique to study disordered systems with chaotic orientations

of scattering inhomogeneities at low resolution. An important example of

such systems are solutions of biological macromolecules. Rapid develop-

ment in the methodology for solution scattering data interpretation and

model building during the last two decades brought the analysis far

beyond the determination of just few overall structural parameters

(which was the only possibility in the past) and ensured SAS a firm

position in the methods palette of the modern life sciences. The advances

in the methodology include ab initio approaches for shape and domain

structure restoration from scattering curves without a priori structural

knowledge, classification and validation of the models, evaluation of

potential ambiguity associated with the reconstruction. In rigid body and

hybrid modelling approaches, solution scattering is synergistically used

with other structural techniques utilizing the complementary information

such as atomic models of the components, intramolecular contacts,

subunits orientations etc. for the reconstruction of complex systems. The

usual requirement of the sample monodispersity has been loosed recently

and the technique can now address such systems as weakly bound

oligomers and transient complexes. These state-of-the-art methods are
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described together with the examples of their applications and the possible

ways of post-processing of the models.

Keywords

Solution scattering • Ab initio reconstruction • Model validation • Hybrid

modelling • Ambiguity assessment • Multisubunit complexes • Modular

proteins

6.1 Introduction

Small-angle scattering (SAS) is a universal

low-resolution structural tool to analyze indi-

vidual biological macromolecules and complex

systems and processes permitting one to assess

broad range of sizes and molecular weights.

The method can be used on its own but is

mostly effective when synergistically

employed with other biophysical, biochemical

and structural techniques. SAS is not only

applied for determination of the overall

parameters of the solute such as molecular

mass (MM), radius of gyration (Rg), hydrated

volume (V ) maximum diameter (Dmax) and

distance distribution function p(r) but most

importantly it allows one three-dimensional

(3D) analysis of the quaternary structure from

one-dimensional scattering profiles collected

from dilute and preferably monodisperse

solutions of macromolecules. This chapter

will describe various modelling approaches to

analyze the SAS data developed in the last two

decades, ranging from ab initio methods to

rigid body and hybrid modelling techniques

and the tools for validation of the obtained

results. The developed approaches ensured

SAS a deserved place in the methods portfolio

of a modern structural biologist.

The general principle of the SAS-based struc-

tural modelling is to find optimal values of the

parameters describing the model (the number of

parameters may vary from few to thousands

depending on the approach) that yield the

computed scattering intensity fitting the experi-

mental solution scattering data. In a generic

modelling approach, this search is performed to

minimize discrepancy χ2 between the experi-

mental profile Iexp(s) and that computed from

the model Icalc(s):

χ2 ¼ 1

N � 1

XN
j¼1

Iexp sj
� �� cIcalc sj

� �
σ sj
� �

" #2

ð6:1Þ

where c is a scaling factor, N is the number of

angular points and σ denotes experimental errors.

Acceptable χ2 value from a correct model should

be around 1.0 provided that the experimental

errors are correctly estimated.

The reconstruction of a three-dimensional

model of an object from its one-dimensional

scattering pattern is an ill-posed problem, as dif-

ferent structures may provide one and the same

scattering profile. In practice to reduce the ambi-

guity, a target function E is minimized

containing, in addition to the discrepancy term,

a set of weighted penalties formulating addi-

tional requirements to the model:

E ¼ χ2 þ
X

αiPi ð6:2Þ

The penalty terms Pi can impose both “natu-

ral” physical constraints (e.g. the requirement of

interconnectivity of the entire model) and

restrictions accounting for additional structural

information from complementary structural,

computational and biochemical techniques.

6.2 Ab Initio Bead Modelling

A classical task in SAS-based structural analy-

sis is ab initio restoration of the particle shape,
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which can be done in the absence of any a
priori structural information. A simplification

reducing the ambiguity of shape reconstruction

consists in representing the particle at low res-

olution as a homogeneous body. This simplifi-

cation yields the valid s-range for shape

reconstruction up to 0.2–0.3 Å�1. Originally

the reconstructions were performed by

3-parameters geometrical bodies (Feigin and

Svergun 1987; Glatter and Kratky 1982) or

using an angular envelope function (Svergun

et al. 1996) based on the spherical harmonics.

The latter approach, although allowing one to

construct more complicated bodies, still

provided models with relatively simple shapes

(i.e. with no internal holes). Nowadays, shape

determination utilizes models represented by

finite volume elements (for example densely

packed beads on a regular hexagonal grid first

proposed by Chacon et al. 1998). Given a large

number of the beads (typically, several

thousands), a Monte-Carlo-based search is

applied for the target function minimization

which allows one to avoid the pitfalls (trapping

in the local minima) of the conventional gradi-

ent methods. In a popular approach called

DAMMIN (Svergun 1999), simulated

annealing (SA) is employed to assign beads

in the search volume (typically, a sphere with

diameter Dmax) either to the particle or to the

solvent to yield a configuration with the opti-

mal E. The search starts with a random distri-

bution of the phase indices solvent/particle and

at each step the phase of a randomly selected

bead is toggled, whereby all the beads

positions remain fixed (see Fig. 6.1). The pen-

alty terms used here ensure that a compact

interconnected ensemble of beads is built at

the end of the procedure as a molecule cannot

consist of separate fragments, and the

modelling is done at low resolution in homo-

geneous approximation such that reconstruc-

tion of fine details is not justified.

Non-spherical search volumes including e.g.

those from electron microscopy (EM) may

also be used. In a newer method DAMMIF

which is now available (Franke and Svergun

2009), an adaptive search volume is employed

and permanent interconnectivity of the model

is required from the start of the modelling.

This makes the algorithm more efficient and

allows to gain the speed by 20–40 times. In

both approaches, symmetry can be taken into

account, which is very useful in

reconstructions of oligomeric particles like

(homo-) dimers, tetramers etc. From practical

point of view both DAMMIN and DAMMIF

require as an input a special file with pair

distance distribution function p(r) produced

by the indirect Fourier transform package

GNOM (Svergun 1992, 1993).

For the macromolecular assemblies consisting

from parts with different contrasts (e.g.

nucleoproteins or protein complexes studied by

SANS contrast variation with selective labeling

of specific subunits), a multiphase bead

modelling approach (Svergun and Nierhaus

2000) can be applied. In this case the beads are

assigned to a solvent or to a specific component,

whereby the components may have different

scattering densities. Typically, multiple scatter-

ing curves fitting is performed, e.g. from contrast

variation series or when individual scattering

profiles of the subunits are also available in addi-

tion to the scattering from the entire particle.

6.3 Dummy Residues Modelling

An ab initiomodelling method developed specif-

ically for the structural analysis of proteins

utilizes a concept of so called dummy residues

(DR) (Svergun et al. 2001). In this approach,

implemented in the program GASBOR, each

amino acid of a protein disregarding of its size

is represented by an averaged DR with an effec-

tive average scattering form factor and centered

at the approximate Cα atom position. Therefore

the approach does not assume particle homoge-

neity providing more adequate representation of

the internal structure. The amount of DRs equals

to the number of amino acids in the primary

sequence of the protein. The modelling proce-

dure starts from a configuration with random

positions of DRs, and a SA search is performed

of the spatial distribution of DRs inside a
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spherical search volume with diameter Dmax

equal to the maximum particle size. At each

step a randomly selected DR is moved to a dis-

tance of 3.8 Å from another randomly selected

DR, so that the parameters being optimized are

the coordinates of DRs (Fig. 6.1). The resulting

assembly is required to be locally compatible

with a typical distribution of backbone Cα

atoms in proteins, and the scattering computed

from this assembly should fit the experimental

data. The protein-like distribution of DRs in an

acceptable model is ensured by penalty-driven

restraint that controls the histogram of nearest

neighbors of a DR within ten concentric shells

of 1 Å width.

6.4 Evaluation of the Modelling
Convergence and Averaging

Modelling path in Monte-Carlo-based minimiza-

tion depends on the random seed and multiple

runs of the algorithm are typically performed

producing potentially different solutions. The

models obtained in individual runs are then com-

pared with each other to assess the convergence

of the reconstruction and to average the models.

The post-processing of multiple ab initio results

employs a normalized spatial discrepancy NSD

(Kozin and Svergun 2001) criterion as a measure

of dissimilarity between individual models:

Fig. 6.1 Comparison of ab initio methods. In bead

modelling approach the positions of the beads remain

fixed on a hexagonal grid and only their phases are tog-

gled (between solvent and particle) during SA procedure.

In dummy residues approach, at each SA step a DR is

moved to a new location at 3.8Å from another DR. Target

functions being minimized in both scenarios ensure that a

physically meaningful model is obtained at the end of the

procedure that fits the experimental SAXS data
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NSD S1; S2ð Þ ¼ 1=2ð Þ 1

N1d
2
2

� �XN1

i¼1

ρ2 s1i; S2ð Þ þ 1

N2d
2
1

� �XN2

i¼1

ρ2 s2i; S1ð Þ
" #( )1=2

ð6:3Þ

where Ni is the number of points si in the struc-

ture Si, the fineness di is the average distance

between the neighbouring points in Si and ρ is

the minimum value among the distances between

the given point and all points in the other struc-

ture. Two similar structures typically yield NSD

values below or around unity, if NSD exceeds 2.0

the structures are substantially dissimilar.

The most typical model (having the lowest

average NSD to all the others) is selected and

used as a reference for the generation of the

average model (Volkov and Svergun 2003)

whereas possible outliers (with a significantly

higher average NSD) are also identified and

discarded. After the alignment of all the models

but the outliers with the reference one, the entire

collection of beads is remapped onto a densely

packed hexagonal grid so what each grid point is

characterized by its occupancy factor depending

on the beads density in its vicinity. The ensemble

of grid points with non-zero occupancies forming

a total spread region is filtered and a portion of

beads with higher occupancies is selected to

yield the volume equal to the average excluded

volume of all the reconstructions. Such most

populated volume represents the averaged

model of multiple ab initio reconstructions.

The obvious limitation of this procedure is

that the excluded outliers, which also fit the scat-

tering data and fulfil the modelling restraints,

may in fact be the true positives. In a more

versatile approach (Petoukhov et al. 2012) none

of the models are discarded and instead all are

clustered into groups, such that each group

contains similar models. The evaluation of the

effective distance (dissimilarity) between the

models and division into clusters is performed

based either on NSD criteria or using root-mean-

square-deviation (RMSD) in case of the models

with one-to-one correspondence between the

volume elements. Within each cluster, the most

typical model is selected and the averaged shape

is built in the same way as described above.

Comparison between the representatives of indi-

vidual clusters provides the possibility to evalu-

ate the non-uniqueness of the reconstruction.

6.5 Evaluation of an Inherent
Ambiguity of Scattering Curve

It is generally not known beforehand, what is the

adequate number of Monte-Carlo runs to reliably

cover the conformational space in order not to

miss the true positive. Recently a tool has been

developed (Petoukhov and Svergun 2015) which

addresses the ambiguity of shape reconstruction

associated with a given scattering profile from

ideal monodisperse solution. The approach is

based on a pre-generated comprehensive library

of scattering patterns from shape skeletons

describing a manifold of low-resolution particle

shape topologies. The shape skeletons are

represented by several (up to seven) beads

closely packed on a hexagonal grid. The

corresponding scattering profiles are mapped

onto a normalized scale I/I0 vs sRg (Fig. 6.2)

eliminating the size information and keeping

the topology information only. The amount of

the skeleton patterns similar to the given SAS

experimental profile provides a measure of

ambiguity associated with the data set and

thus of potential non-uniqueness of the ab initio

shape restoration from it. For profiles with high

ambiguity measure a larger number of

reconstructions (possibly above hundred) is

necessary to cover the solution space whereas

less ambiguous profiles can be evaluated in just

few modelling attempts. This approach called

AMBIMETER thus allows one to meaningfully

define the shape reconstruction strategy.

For highly ambiguous scattering profiles,

6 SAS-Based Structural Modelling and Model Validation 91



reconstructions with symmetry restrictions, if

applicable, is recommended.

6.6 Quality Assessment
and Resolution of Ab Initio
Models

Quality assessment of SAS-based ab initio
models is essential for their biological interpreta-

tion and further use. The previously described

averaging procedure and evaluation of ambiguity

provide indirect quality estimates of the

reconstructed model ensemble but not quantita-

tive assessment of the quality in terms of resolu-

tion. The amount of structural information that

can be extracted from a SAS profile and, thus, the

accuracy of produced ab initiomodels depend on

several other factors. The sources of systematic

and random errors include the signal-to-noise

ratio of the employed SAS profile, the measured

data range, and the selected modeling approach.

In X-ray crystallography, resolution is defined

based on the highest diffraction peak that can

be distinguished from the background in the

reciprocal space. The maximum momentum

transfer value smax of a SAS profile gives how-

ever only the nominal theoretical limit of resolu-

tion that can be achieved because SAS data is

inherently ambiguous as a result of the rotational

averaging. The employed ab initio modelling

method and its level of coarse-graining (use of

dummy beads or dummy residues) also affect the

highest resolution that can be reached. Several

methods are available for MX and NMR to assess

the structural quality of models with knowledge-

based scores which evaluate how models fit with

the known stereo-chemical features of proteins

such as the atom distance distributions found in

high-resolution structures (e.g. programs like

CING (Doreleijers et al. 2012) or MolProbity

(Chen et al. 2010)). As SAS ab initio models do

not contain information at atomic detail, such a

validation-based approach is not applicable for

solution scattering. For NMR models, the struc-

ture quality is also assessed based on the root-

Fig. 6.2 A density map of

normalized scattering

profiles computed from

shape skeletons made of up

to seven densely packed

beads and describing a

manifold of low-resolution

particle shape topologies.

Experimental scattering

profiles passing through the

more populated areas have

higher propensity to

ambiguous shape

reconstructions
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mean-square-deviation (RMSD) of the

reconstructed atomic ensembles compatible

with the data. In contrast to NMR ensembles,

multiple SAS models do not have a one-to-one

bead correspondence and the calculation of the

RMSD is not possible. The resolution of Electron

cryo-Microscopy (EM) models is commonly

estimated by Fourier Shell Correlation (FSC)

method, where the electron density maps

reconstructed from two distinct sets of experi-

mental images are compared in reciprocal space

(Penczek 2010). This method is not directly

applied to SAS given that a single experimental

scattering profile cannot be split into two inde-

pendent datasets. Until recently, no objective

resolution criteria such as existing for X-ray

crystallographic or EM structures were available

for SAS-based models. To address this problem,

a novel FSC based approach was developed to

evaluate the resolution of an ab initio reconstruc-

tion using an ensemble of models (Tuukkanen

et al. 2016). The variability of multiple SAS

models derived from a single scattering dataset

is utilized to estimate the model resolution. It was

demonstrated that the average FSC function over

an ensemble that reflects the variability of

models is directly related to the resolution of

the individual models in the shape reconstruc-

tion. If A and B are two ab initio models and A

(s) and B(s) are their three-dimensional scattering

amplitudes (here, s is the scattering vector in

reciprocal space), a one-dimensional FSC is

defined as the function of the momentum transfer

FSC sð Þ ¼
P

s;Δs½ �A sð Þ � B∗ sð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
s;Δs½ � A sð Þj j2P s;Δs½ � B sð Þj j2

q ð6:4Þ

where [s, Δs] are the radius and width of the

spherical shell in reciprocal space. In general,

FSC decreases with increasing momentum trans-

fer reflecting the loss of structural similarity with

increasing resolution. The variability measure Δens

is defined as 2π/sens, where sens is the momentum

transfer value at which the average FSC drops

below 0.5. This approach was benchmarked

against a set of proteins with known high-

resolution structures. The cross-correlated resolu-

tion of an ensemble ΔSAS (representing the actual

resolution of the ab initiomodels) was determined

from the averaged pairwise FSC functions

between SAS models and the high-resolution

structure at the same cut-off value for

benchmarking purposes. The variability measure

Δens demonstrated excellent correlation with the

cross-validated resolution ΔSAS in the benchmark

protein set. This allows one to directly estimate the

resolution of ab initiomodels from the variation of

the ensembles using linear regressions models.

Figure 6.3 shows the averaged FSC function

between the ab initio bead models based on

simulated SAXS data from myoglobin and its

crystal structure (PDB code: 1WLA) (blue) and

the averaged pairwise FSC between the ab initio
models (red). The FSC approach implemented in

the program SASRES consists of four steps: First,

the ab initio models reconstructed from a given

SAS profile are structurally aligned pairwise using

the programs SUPCOMB or SUPALM (Kozin

2001; Konarev 2001). Then scattering amplitudes

of the aligned models are computed and the

pairwise FSC functions evaluated using spherical

harmonics. Finally, the model variability and res-

olution are determined based on the average of the

pairwise FSC functions (Fig. 6.4). The FSC-based

resolution analysis is suggested to become a stan-

dard step of ab initio modeling and the resolution

to be reported in publications and depositions of

SAS data and models.

6.7 Ab Initio Modelling Workflow

As a summary, we propose the following steps in

the workflow of SAS-based ab initio shape

reconstruction: (1) The pair distance distribution

function p(r) which is the starting input of the ab

initio modelling process is determined for the

SAS data in question e.g. with the program

GNOM, (2) The ambiguity of the SAS data and

the number of independent ab initio modelling

runs required can be estimated using the

AMBIMETER approach, (3) The appropriate

modelling program is selected depending on the

desired level of details in models and the avail-

able data range, either a dummy bead

(DAMMIN/DAMMIF) or a dummy residue
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representation (GASBOR), and several indepen-

dent modelling runs are performed, (4) The inde-

pendently generated models are compared by

structurally aligning and clustering them using

the NSD-metric (e.g. with the program

DAMAVER), (5) The most-typical model hav-

ing the lowest NSD value to all other models can

be used to generate an average model which

presents the conformational space filled by all

models as an occupancy map (outlier models

with high NSD-value to the most-typical model

are excluded), (6) In order not to discard any

models that might be correct despite a high

NSD-value against the central model, the results

of the clustering analysis and the representative

structures from each cluster should be studied,

(7) The variability of the all models can be used

to assess the resolution of the reconstruction

using the program SASRES.

6.8 Validation of Available Atomic
Structures Against SAS Data

When no structural information about the particle

is available, ab initiomodeling is the only applica-

ble method. Possibilities of SAS are significantly

widened in the presence of atomic models of the

entire macromolecule or of its individual

fragments. The sources of the high-resolution

structures are typically X-ray crystallography,

NMR or computational homology modelling

approaches. A natural question here is, what are

the benefits of having SAS data for an object

whose atomic coordinates are known? In fact,

SAS can help to analyze possible differences

between the quaternary structure in crystal and

solution (due to crystal packing forces), identify

the oligomeric state of the macromolecule in solu-

tion, select biologically active conformation

among alternative and even to perform a screening

of a multitude of computational models to pick the

one(s) compatible with the scattering data. Hence,

validation of the experimental and predicted high-

resolution structures and selection between alter-

native models is a frequent and straightforward

applications of SAS.

An accurate evaluation of the scattering

patterns in solution from atomic coordinates is a

non-trivial task (Svergun et al. 1995, 1998) due to

the fact that in a SAS experiment the scattering

from the blank (pure buffer) is subtracted from

sample signal. Moreover, the resulting profile is

influenced by the solvent effects, in particular by

0
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on the ensemble,
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Fig. 6.3 Resolution

assessment for ab initio
models of myoglobin.

Red, the averaged FSC

between the ab initio
bead models and the

high-resolution X-ray

crystal structure (PDB

code: 1WLA) yielding

cross-validated resolution

Δcc; blue, the averaged
pairwise FSC between the

ab initio models providing

the variability of the

ensemble Δens
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the presence of a hydration shell whose average

density is about 10 % higher than that of the bulk

solvent. Therefore, the equation for scattering by a

macromolecule in solution takes generally the

form:

I sð Þ ¼ Aa sð Þ � ρsAs sð Þ þ δρbAb sð Þj j2
D E

Ω

ð6:5Þ
where Aa(s) is the scattering amplitude of the

particle in a vacuum, As(s) and Ab(s) are, respec-
tively, the normalized scattering amplitudes from

the excluded volume inaccessible to the solvent

and from the hydration shell with the increased

density. ρs and δρb are, respectively, the solvent

density and the excess density of the shell. Mul-

tipole expansion utilizing spherical harmonics

(Stuhrmann 1970) is typically employed to

speed up the calculations by expressing the

three terms by partial amplitudes such that the

spherical averaging is performed analytically.

The traditional algorithms available for two

decades (Svergun et al. 1995, 1998) for computing

X-ray and neutron small-angle scattering profiles

based on atomic structures of macromolecules can

either predict the theoretical curve with the default
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Fig. 6.4 Overview of the FSC approach for estimating

variability of structural ensembles. The reconstructed

bead or dummy-residue models are structurally aligned

and their pairwise FSC functions are computed. The aver-

age of all pairwise FSC functions is used to determine the

variability estimate Δens as 2π/sens, where sens is the

momentum transfer value at which the average FSC

drops below 0.5. The corresponding resolution is

estimated based on the variability
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values for all parameters or fit the provided exper-

imental data by adjusting the hydration shell con-

trast, the averaged atomic group radius, and the

total excluded volume. They utilize the angular

envelope function to evaluate the hydration layer

(Fig. 6.5). These tools were applied in a number of

studies and in particular helped in distinguishing

between alternative NMRmodels proposed for the

Josephin domain of ataxin-3 involved in the

ubiquitin/proteasome pathway (Nicastro et al.

2006) and for validation of a rather unusual

42-meric assembly of E2 catalytic core of an

archaeal 2-oxoacid dehydrogenase multienzyme

complex in the crystal structure (Marrott et al.

2012) (Fig. 6.6). Representation of the hydration

shell with an angular envelope function performs

well for the particles with simple globular shapes

but has drawbacks in the case of a complex shapes

(Fig. 6.5). Recently, a novel algorithm with

improved features for hydration shell modeling

has been developed for X-ray case and

incorporated into the original method (Svergun

et al. 1995). In the new approach verified by

molecular dynamics simulations, protein hydra-

tion shell is modeled with explicit dummy water

molecules attached to the molecular surface. It is

especially beneficial for structures with complex

geometries, for example containing cavities or

holes.

6.9 Rigid Body Modelling
of Quaternary Structure
of Oligomeric Proteins
and Complexes

In the studies of macromolecular complexes and

modular multidomain proteins it is common that

the atomic structures of individual subunits or

distinct domains are available from X-ray crys-

tallography on NMR while the structure of the

entire particle is unknown. Models of such com-

plex systems can be built by rigid body assembly

of the components based on experimental infor-

mation from complementary methods such as

SAS. The SAS rigid body modeling is data-

driven, i.e., the spatial arrangement of the

subunits is sought by a direct fitting of available

experimental scattering data from the complex.

In rigid body modelling one neglects the possible

small changes in the ternary structure of the

subunits upon binding (these are hardly revealed

at low resolution). The entire particle is

reconstructed by moving and rotating the build-

ing blocks (subunits or domains) with fixed

structures with respect to one another (Fig. 6.7).

For each rigid body its position and orientation is

described by six rotational and translational

parameters whose optimal values are to be

Fig. 6.5 Evaluation of the hydration shell for the calcu-

lation of solution scattering profile from an atomic model.

For a globular shape (left panel), an envelope function

based on a quasi-uniform angular grid provides reason-

able description of the particle’s hydration shell. For more

complex shapes (middle) this approach provides limited

reliability. A more adequate shell representation in this

case can be obtained by dummy solvent beads

surrounding the surface of the particle (right panel)
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found while fitting the SAS data. The scattering

from the complex can be analytically expressed

using spherical harmonics from the partial scat-

tering amplitudes of individual components

(Petoukhov and Svergun 2005; Svergun 1991):

I sð Þ ¼ 2π2
X1
l¼0

Xl

m¼�l

XK
k¼1

A
kð Þ
lm sð Þ

�����
�����
2

ð6:6Þ

The partial scattering amplitudes Alm
(k)(s) of

the kth rigid body depend on its scattering

amplitudes in the reference position and orienta-

tion, and on three rotation angles and three shift

values. A number of rigid body modelling

algorithms are available allowing to address var-

ious use cases (Petoukhov and Svergun 2005,

2006). For oligomeric particles, symmetry can

be taken into account as a rigid constraint such

that the changes are applied to the asymmetric

part only and the symmetry mates are generated

automatically. In contrast variation

measurements or in the studies where partial

constructs are also available (e.g. subcomplexes

or deletion mutants), multiple SAXS/SANS

patterns can be fitted simultaneously. The use of

multiple data sets increases the reliability of the

reconstruction as not only the information on the

overall shape but also about internal organization

is employed. An interesting example combining
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Fig. 6.6 Validation of an unusual 42-meric assembly of

E2 catalytic core of an archaeal 2-oxoacid dehydrogenase

by SAXS. Left panel shows the comparison between the

symmetric bead model (cyan beads) reconstructed ab
initio from the SAXS profile of E2 catalytic core with

the 42-meric assembly observed in the crystal structure

(Cα-ribbon). Right panel demonstrates that the alternative

models consisting of 24 and 60 monomers can be ruled

out based on the SAXS profile. Experimental data are

denoted by black dots, the fits from atomic models as

red solid lines
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Fig. 6.7 3D–modelling

algorithms utilizing

available atomic models of

the fragments of complex

particles. In conventional

rigid body modelling (top),
the position and

orientations of individual

subunits are adjusted to fit

the experimental SAS data.

For modular proteins with

interdomain linkers of

unknown structure, hybrid

modelling approach is

applied combining rigid

body positioning of the

domains with

conformational analysis of

the linkers using DR-chain

representation (middle).
For multichain particles

with missing fragments, a

pre-generated library of

loops conformations is

employed in the hybrid

modelling (bottom)
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SAXS and SANS on a complex particle with

partial constructs is given by the study of the

Met receptor and the Listeria monocytogenes
invasion protein InlB (Niemann et al. 2008),

where more than 40 scattering profiles were fitted

simultaneously. Combination of specific deuter-

ation of InlB with the use of truncation of the

C-terminal Ig-like domains of Met allowed the

authors to reliably determine the location of the

ligand in the complex from the solution scatter-

ing data. The SAS model was later confirmed by

a crystallographic study of a short Met construct

in complex with InlB (Fig. 6.8).

For the complex particles with a reasonable

initial guess, an interactive local refinement can

be applied (Konarev et al. 2001), otherwise

automated SA-based global modeling is

performed without user intervention. Rigid

body modelling approaches typically apply phys-

ical restraints (for instance, the requirements of

interconnectivity and the absence of steric

clashes) formulated as penalty terms in the target

function. In addition, capabilities are provided to

incorporate additional information from other

methods (Petoukhov and Svergun 2005) includ-

ing distances between specific residues (from

mutagenesis (Gherardi et al. 2006), Fourier trans-

form infrared spectroscopy or NMR chemical

shifts (Xu et al. 2008)) and relative subunit

orientations (from NMR residual dipolar cou-

pling (Marino et al. 2006)).

6.10 Hybrid Modelling

In many practical applications the high-resolution

models of the subunits are only partially available,

while the structures of some fragments remain

completely unknown. Quite often it is the case

for multidomain proteins consisting of globular

domains linked by flexible loops. The high-

resolution structures or homology models avail-

able for the individual domains usually do not

cover the linkers. For such cases, a hybrid

modelling approach is proposed combining rigid-

body and ab initio modeling techniques for struc-

tural characterization of the entire assembly. The

idea is to simultaneously find optimal positions

and orientations of the domains/subunits moved

as rigid bodies and probable conformations of the

flexible linkers attached to the appropriate termi-

nal residues of the domains. These linkers are

represented by DRs described in the ab initio

modelling section. The notable difference how-

ever is that instead of the gas of DRs that

condenses into a shape, a linker or protein frag-

ment with unknown structure is substituted by an

always interconnected chain of DRs such that the

spacing of 0.38 nm between the subsequent

residues is maintained during the modelling pro-

cess. In one modelling approach a single modifi-

cation of the system is performed by a random

rotation of the model portion about an axis passing

through a randomDR or connecting two randomly

selected DRs (Fig. 6.7). As additional restraints in

this approach, proper bond and dihedral angle

distributions and the absence of steric clashes are

required. Multiple scattering data sets from dele-

tion mutants, if available, can be fitted simulta-

neously whereby the appropriate portion of the

structure is used for scattering intensity calculation

for each data set. Such hybrid modelling has been

employed e.g. in a study of the conformation of

polypyrimidine tract binding protein consisting of

four RRM domains connected by the linkers,

whereby the experimental scattering intensities

from the full-length protein and its deletion

mutants composed by all possible combinations

of the domains were fitted by a single hybrid

model (Petoukhov et al. 2006).

An alternative approach, designed for complex

particles consisting of multiple chains where one

or more components have missing fragments of

noticeable lengths, utilizes a pre-generated library

of self-avoiding random DR linkers (Fig. 6.7). In

the course of SA-based modelling, translations

and rotations applied to the atomic models of the

individual domains belonging to multiple

components of the complex are not fully random.

Only those rearrangements are accepted where the

gap between N- and C-terminal portions of the

subsequent domains belonging to one chain can

be connected by a loop from the library with the

appropriate end-to-end distance. If the query is

successful, the loop is inserted as a placeholder

of the missing linker and it contributes to the
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computation of the scattering intensity of the sys-

tem as well as to the other terms in the target

function (e.g. overlaps, contact restraints etc.).

6.11 Quality Assessment of Rigid-
Body Models and Cross-
Validation with Other Methods

Similar to ab initio approaches, rigid-body

modelling process is typically repeated multiple

times in order to estimate the variability of the

solution and to find the most typical model. The

ambiguity of model reconstruction can be

evaluated by hierarchical clustering on the basis

of Cα atom RMSD values. Structural clustering

provides an estimate of the stability of solutions

and reveals common features in the models. How-

ever, high occurrence of a certain binding orienta-

tion between the subunits in the model ensemble

does not directly mean that the model represents

the most native-like binding. This ambiguity prob-

lem can be tackled using complementary experi-

mental data. The reliability of rigid-body

modelling improves significantly when it is done

in combination with data obtained using other

techniques such as dynamic light scattering

(DLS), analytical ultracentrifugation (AUC) or

other structural methods. Rigid-body models

based on SAS-data can be compared and cross-

validated against structural models of the same

system obtained by EM, NMR or crystallography.

On the other hand, non-structural methods such as

AUC and DLS provide information about the

overall dimensions of the particle giving further

indications about the binding orientation and olig-

omeric state of the system. Site-directed mutagen-

esis studies of the amino acid residues on the

predicted binding interfaces can either confirm or

exclude rigid-body models. SAS analysis can be

further improved by scoring rigid-body model

ensembles in a post-processing step with the help

of solely computational approaches. For rigid

body models with atomic details, scoring

functions similar to the molecular docking solu-

tion ranking using charge and surface

complementarity and other bioinformatic tools

can be employed (Andreani et al. 2013; Khashan

et al. 2012; Hwang et al. 2010).

An example of using independent experimen-

tal data and computational analysis to validate

rigid-body models is the study of the interaction

between transglutaminase 2 (TG2) and an anti-

TG2 antibody derived from a single gut IgA

plasma cell of a celiac disease patient (Chen

et al. 2015). The program SASREF was used to

generate TG2 – antibody complex models to

determine possible binding orientations using

the crystal structures of the Fab fragment and

TG2-GTP. The 17 different rigid-body models

generated without any distance constraints

could be classified into six different groups

based on their binding interfaces (Fig. 6.9a–f).

Additional information from complementary

methods were then employed to overcome the

ambiguity in the rigid-body results. Epitope

mapping information obtained from hydrogen/

deuterium exchange experiments and previous

biological knowledge on the Fab fragment inter-

action motif indicated that the four models of

group f most likely represent the correct binding

orientation (Fig. 6.9b). To further optimize and

to study the interaction interface at atomic level,

nanosecond time-scale molecular dynamics

(MD) simulations were performed using a repre-

sentative model from the group f. The interaction
amino acid residue predictions from the MD

simulations fit well with results of hydrogen/deu-

terium exchange experiments and mutagenesis

studies (Fig. 6.9d). The contributions of individ-

ual amino acid residues in the interaction were

studied in detail by extracting the mean

non-bonded interaction energies (electrostatic

and van der Waals) from MD simulations on

the native complex as well as several in silico
mutants. MD simulations also revealed a tightly

packed water network between residues of TG2

and the Fab fragment essential for their binding.

Taken together, the combination of rigid-body

modelling and advanced computational methods

in this project enabled extraction of very detailed

information about the binding interface.
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6.12 3D Reconstructions Against
Polydisperse Data (Transient
Complexes and Week
Oligomers)

The requirement of monodispersity is an impor-

tant prerequisite for reliable three-dimensional

reconstructions from SAXS data. For some

systems (like weak oligomers and transient

complexes) polydispersity is however unavoid-

able being an inherent property of the sample.

Typical indication of polydispersity can be con-

centration dependence of the SAXS profiles of

the system and the disagreement of experimen-

tally defined values of molecular weight and

excluded volume of the solute with the expected

ones. In case of oligomeric equilibrium where

symmetric assembly partially dissociates into

monomers, a specifically modified DR approach

can be applied for the reconstruction of the

quaternary structure of the entire oligomer

(Petoukhov et al. 2013). The DR model genera-

tion of a symmetric homo-oligomer simply takes

into account the presence of the dissociated state

(Fig. 6.10), given the fact that the monomer

represents the asymmetric part of the intact olig-

omer. Therefore, as compared to the monodis-

perse scenario, there is just a single additional

fitting parameter, i.e. the volume fraction of the

oligomeric particles in the mixture.

Further, for complex particles (including also

symmetric oligomers), polydisperse samples can

be analyzed in terms of rigid body modelling, if

the composition of the dissociation products is

known (Petoukhov et al. 2013). Indeed, the

configurations of the dissociation products are

deduced from that of the entire assembly. This

means that for a given model of the intact assem-

bly, besides its own scattering curve all scattering

profiles of the dissociation products are known as

Fig. 6.9 (a) Rigid body models of TG2-GTP – Fab

fragment complex obtained by SASREF clustered into

six groups (a–f ). (b) Structural alignment of all models

in the group f. (c) Structural alignment of the representa-

tive rigid body model of group f with the ab initio model

of the same complex. (d) Structural models derived from

MD simulations of the interaction between TG2 and the

Fab fragment. The residues involved in the binding inter-

face between the Fab and TG2 are shown as sticks and red
spheres show water molecules. TG2 is represented in gray
and the light chain and heavy chain of the Fab fragment

are colored in green and blue, respectively
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well (Fig. 6.10). The experimental scattering data

is then simply fitted by a linear combination of

contributing individual profiles, whereby the vol-

ume fractions of the dissociation products in the

mixture add just a few additional optimization

parameters to the fitting as compared to the clas-

sic rigid body modelling against monodisperse

data. Such an approach has been applied to the

study of the association behavior and

conformations of estrogen-related receptor

ERRα in complex with inverse repeat IR3 DNA

(Petoukhov et al. 2013). This system in solution

was present as equilibrium between the protein

hexamer in complex with three copies of DNA

(6:3 assembly) and its dissociation product with a

2:1 stoichiometry (Fig. 6.11). Very often, the

equilibrium between the full complex and the

dissociation products is concentration-dependent

and fitting multiple curves at different

concentrations (typically, 3–4) allows to restrain

the modelling. Also in this project, concentration

series with different proportions of the intact

particle and the dissociated state were fitted

simultaneously.

Fig. 6.10 Principles of ab
initio (top) and rigid body

(bottom) modelling against

polydisperse SAXS data. In

case of oligomeric

equilibrium, the intact

oligomer is defined by the

configuration of its

monomer and the

symmetry. In transient

complexes, the

organization of

dissociation products can

be deduced from the intact

particle. In both scenarios,

the experimental data from

a mixture is fitted by a

linear combination of the

scattering profiles from its

components (the complete

particle and dissociated

state(s))
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biological processes. Their inherent plasticity facilitates very specialized

tasks in cell regulation and signalling, and their malfunction is linked to

severe pathologies. Understanding the functional role of disorder requires

the structural characterization of IDPs and the complexes they form.

Small-angle Scattering of X-rays (SAXS) and Neutrons (SANS) have

notably contributed to this structural understanding. In this review we

summarize the most relevant developments in the field of SAS studies of

disordered proteins. Emphasis is given to ensemble methods and how SAS

data can be combined with computational approaches or other biophysical

information such as NMR. The unique capabilities of SAS enable its

application to extremely challenging disordered systems such as

low-complexity regions, amyloidogenic proteins and transient biomolec-

ular complexes. This reinforces the fundamental role of SAS in the

structural and dynamic characterization of this elusive family of proteins.
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7.1 Introduction

Intrinsically disordered Proteins or Regions

(IDPs/IDRs) have emerged as key actors for a

large variety of biological functions such as cell

signalling and regulation (Kriwacki et al. 1996;

Wright and Dyson 1999, 2015; Dunker et al.

2002). The main feature of IDPs and IDRs is

their lack of permanent secondary or tertiary

structure that provides them with an inherent

malleability enabling highly specialized

biological functions (Dunker et al. 2002).

Eukaryotic genomes are highly enriched in

genes coding for disordered proteins, and this

observation has been linked to the major com-

plexity of these organisms. The capacity of IDPs

to adapt their conformation to specifically recog-

nize one or several partners, and the low to mod-

erate affinity for partners make IDPs ideal for

protein-protein interactions (Tompa et al.

2015). In fact, it has been shown that interactome

hubs are enriched in this family of proteins

(Dunker et al. 2005; Kim et al. 2008). Partner

recognition is normally performed through

conserved and partially structured motifs of the

protein, and their individual properties can be

modulated by post-translational modifications

(PTM) or alternative splicing. IDRs are highly

flexible regions connecting well-folded globular

proteins forming the so-called multi-domain

proteins. Multi-domain protein topology, which

is highly prevalent in eukaryotes, enables the

presence of multiple biological activities

performed by the globular domains in close prox-

imity (Hawkins and Lamb 1995; Levitt 2009). In

many of these cases, IDRs behave as entropic

linkers with an inherent plasticity that can be

tuned depending on the length and the specific

amino acid sequence of the region.

The biological relevance of IDPs has fostered

their structural characterization (Eliezer 2009).

Identification of the conformational preferences

of binding motifs, the detection of transient long-

range contacts within the chain, the structural

perturbations exerted by PTM, the shape of bio-

molecular complexes with disordered partners,

and the spatial distribution of globular domains

in multi-domain protein are structural features

that must be characterized to understand the

molecular bases of biological function. This

characterization is far from being trivial as the

inherent disorder of IDPs/IDRs precludes their

crystallization. Nuclear Magnetic Resonance

(NMR) has become the only technique that can

provide atomic-resolution information on IDPs

(Dyson and Wright 2004). Novel NMR

experiments and modelling strategies have been

developed to interpret experimental parameters

in terms of structure (Jensen et al. 2009, 2013,

2014; Wright and Dyson 2015). However, some

structural aspects remain elusive by NMR such

as the overall shape and size of disordered

proteins or the distribution of interdomain posi-

tion in multi-domain proteins.

Small-Angle Scattering of X-rays or Neutrons

have emerged as powerful techniques to probe

the structure and dynamics of biomolecules in

solution at low resolution (Feigin and Svergun

1987; Svergun and Koch 2003; Koch et al. 2003;

Putnam et al. 2007; Jacques and Trewhella

2010). SAS provides unique information about

the overall size and shape of individual

macromolecules or their complexes in a rapid

manner. Additionally, structural changes upon

environmental perturbations, such as interactions

with other molecules, can be addressed straight-

forwardly. Major advances in instrumentation

and computational methods in the last decade
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have led to a tremendous increase in the

applications of SAS in structural biology

(Petoukhov and Svergun 2007; Mertens and

Svergun 2010; Pérez and Nishino 2012; Rambo

and Tainer 2013; Graewert and Svergun 2013).

One of the major advances of SAXS in the last

decade has been its extension to address biomo-

lecular dynamics (Doniach 2001; Bernadó and

Svergun 2012a, b; Receveur-Brechot and Durand

2012; Kikhney and Svergun 2015; Kachala et al.

2015). Although used in the past to study protein

flexibility (Aslam et al. 2003), the availability of

robust protocols to interpret SAS data in terms of

ensembles of conformations have generalized

these studies and, therefore, have enriched the

spectrum of applications of the technique

(Bernadó and Blackledge 2010).

The aim of this chapter is to provide an over-

view of the recent developments of SAS to study

highly disordered proteins. A special emphasis is

put on biological scenarios involving highly flex-

ible proteins for which SAS is a crucial tool to

tackle the structural/dynamic bases of biological

function.

7.2 Scattering Properties of IDPs

The fact that IDPs sample an astronomical num-

ber of conformations has a strong impact on the

scattering profiles measured and their compre-

hensive analysis in terms of structure. The exper-

imental SAXS profile of an IDP corresponds to

the average of all the conformations that the

protein adopts in solution, inducing special

features to the curves. Figure 7.1a displays the

synthetic SAXS curves for seven conformations

of p15PAF, a 111 residue-long IDP, selected from

a large pool of 5,000 (De Biasio et al. 2014). The

individual conformations display several features

along the complete momentum transfer range

simulated. The initial part of the simulated

curves, containing the lowest resolution struc-

tural information, presents distinct slopes

indicating a large variety of possible sizes and

shapes that an unstructured chain can adopt. The

SAXS profile, obtained after averaging curves

for the 5,000 conformations, presents a smoother

behavior with essentially no features (Fig. 7.1b).

Traditionally, Kratky plots (I(s)�s2 as a func-

tion of s, where I(s) is the scattering intensity and

the momentum transfer s is defined as s ¼ 4πsin
(θ) λ�1, 2θ is the scattering angle; and λ is the

X-ray wavelength) have been used to qualita-

tively identify disordered states and distinguish

them from globular particles. The scattering

intensity of a globular protein behaves approxi-

mately as 1/s4 for s significantly greater than

1/Rg, conferring a bell-shaped Kratky plot with

a well-defined maximum. Conversely, an ideal

Gaussian chain has a 1/s2 dependence of I(s) and

therefore presents a plateau at large s values.

In the case of a chain with negligible thickness,

t < <1/s, the Kratky plot presents a plateau over

a specific range of s, which is followed by a

monotonic increase. This last behavior is nor-

mally observed experimentally in unfolded

proteins. The Kratky representation has the

capacity to enhance particular features of scatter-

ing profiles that allows an easier identification of

different degrees of compactness (Doniach

2001). This is shown in Fig. 7.1c where different

degrees of compactness for the conformations

are observed. Multi-domain proteins, which are

composed by two or more globular domains

connected by intrinsically disordered linkers,

present a dual (folded/disordered) behavior, and

consequently SAXS profiles and Kratky plots

display contributions from both structurally dis-

tinct regions. Pair-wise distance distributions, p
(r), derived from disordered proteins also present

specific properties (Fig. 7.1d). The most charac-

teristic feature is the smooth decrease towards

large intramolecular distances. Maximum intra-

molecular distances, Dmax, which represent the

maximum distance within one of the accessible

conformations of the protein, are very large in

disordered proteins. It is worth noting that due to

the low population of highly extended

conformations in the ensembles, experimental

Dmax values are systematically underestimated

(Bernadó 2010).

Unstructured proteins, due to the presence of

extended conformations, are characterized by

large average sizes compared to globular
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proteins. The radius of gyration, Rg, which can be

directly obtained from a SAXS curve using a

classical Guinier approximation, is the most

common descriptor to quantify the overall size

of molecules in solution (Guinier 1939). In the

Guinier approximation, it is assumed that at very

small angles (s <1.3/Rg) the scattering intensity

can be represented as I(s) ¼ I(0) exp(�(sRg)
2/3),

and the Rg is obtained by a simple linear fit in

logarithmic scale. Debye’s equation (Eq. 1),

which describes the scattering from an ensemble

of monodisperse random coils, can be more

precise than Guinier’s approximation to derive

Rg values as its validity extends to larger momen-

tum transfer ranges (Calmettes et al. 1994).

I sð Þ
I 0ð Þ ¼

2

x2
x� 1þ e�xð Þ; x ¼ s2Rg2 ð7:1Þ

Alternatively, the p(r) function calculated

from the complete scattering profile using a

Fourier transformation also yields precise Rg

values for disordered proteins.

The experimental Rg is a single value repre-

sentation of the size of the molecule, which for

Fig. 7.1 (a) Seven representative conformers randomly

selected from an ensemble of 5000 explicit all-atoms

models generate for p15PAF (De Biasio et al. 2014).

Solid lines correspond to their computed SAXS curves
(b) and Kratky plots (c) and are colored as in planel A. T.
The average over the ensemble of 5,000 conformations

yields a featureless curve that is in very good agreement

with the experimental data (gray circles). (d) p

(r) functions computed for the seven conformers and the

complete ensembles in the same color code as in panels

(a–c)
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disordered states represents a z-average over

all accessible conformations in solution (Feigin

and Svergun 1987). The most common quanti-

tative interpretation of Rg for unfolded

proteins, which is based on Flory’s studies in

polymer science, relates this parameter to the

length of the protein chain through a power

law (Flory 1953),

Rg ¼ R0 � Nν ð7:2Þ

where N is the number of residues in the polymer

chain, R0 is a constant that depends on several

factors, in particular, on the persistence length,

and ν is an scaling exponent. For an excluded-

volume polymer, Flory estimated ν to be � 0.6,

and more accurate theoretical estimates

established a value of 0.588 (LeGuillou and

Zinn-Justin 1977). A recent compilation of Rg

values measured for 26 chemically denatured

proteins sampling broad range of chain lengths

found a ν value of 0.598 � 0.028, and a R0 value

of 1.927 � 0.27 (Kohn et al. 2004). The agree-

ment between the ν value obtained experimen-

tally and the theoretical models suggest the

random coil nature of the chemically denatured

proteins. However, the question whether the con-

formational sampling in the chemically dena-

tured state is equivalent to that found for IDPs

in native conditions must be clarified (Stumpe

and Grubmüller 2007 and references therein).

Using atomistic ensemble models of several dis-

ordered proteins, Flory’s equation has been

parametrized as a function of the number of

residues of the IDP, N (Bernadó and Blackledge

2009):

Rg ¼ 2:54� 0:01ð Þ � N 0:522�0:01ð Þ ð7:3Þ

The exponential value obtained from the

parametrization, ν ¼ 0.522 � 0.01, is notably

smaller than that derived from the dataset of

denatured proteins, ν ¼ 0.598 � 0.028,

indicating that IDPs are more compact than

chemically denatured proteins. This observation

is in line with NMR studies that indicated that

urea denatured proteins have an enhanced sam-

pling (around 15%) of extended conformations

compared with IDPs (Meier et al. 2007).

Table 7.1 compiles Rg data from 74 IDPs from

the literature, which are plotted as a function of

the chain length in Fig. 7.2. As expected, the Rgs

collected display a correlation with the number

of residues of the chain. This linear relationship

is closer to the above-mentioned parametrization

of IDPs than to that established for chemically

denatured proteins. As some IDPs are expected

to have certain populations of secondary or ter-

tiary structure, this relationship can be used as an

interpretative tool. Thus, deviations from the

average IDP random coil model indicate

enhanced degrees of compactness or extended-

ness within the protein.

7.3 Molecular Modelling
of Intrinsically Disordered
Proteins

The interpretation of the SAXS parameters such

as Rg, p(r) and Dmax from disordered proteins in

terms of structure is limited to overall molecular

information. In order to fully exploit the struc-

tural and dynamic information encoded in SAXS

data, the use of realistic three-dimensional

models is necessary. However, the generation

of conformational ensembles of disordered

proteins is extremely challenging (Zhou 2004).

IDPs present a relatively flat (non-funnelled)

energy landscape, with an extremely large num-

ber of local minima separated by low-energy

barriers. This, combined with their large size,

makes the analysis of their energy landscape a

challenging problem for computational methods.

Most of the available computational methods

aim at collecting an ensemble representation

of IDPs (Bernadó et al. 2007; Jensen et al.

2014; Wright and Dyson 2015). This requires

an extensive and statistically correct exploration

of the conformational space to obtain a represen-

tative set of states. Three main families of

approaches have been proposed to generate con-

formational ensembles: molecular dynamics

(MD) simulations, Monte Carlo (MC) methods,

and experimentally parametrized statistical

approaches. These three families of methods are

succinctly explained next.
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Table 7.1 SAXS studies performed on IDPs

Protein #Residuesa Rg
exp (Å) Rg

RC (Å)b References

CyaA toxin (1006–1707) 702 84 77.7 O’Brien et al. (2015)

MeCP2 486 62.5 � 4.5 64.2 Yang et al. (2011)

Map2C 467 83 � 1d 62.8 Borysik et al. (2015)

Rec1-resilin 310 43.4 � 0.8 50.7 Balu et al. (2015)

Msh6 N-term 304 56 � 2 50.2 Shell et al. (2007)

Ki-1/57 292 47.5 � 1 49.2 Bressan et al. (2008)

Juxtanodin (1–282) 282 55.9 48.3 Ruskamo et al. (2012)

Dehydrin ERD10 (2–260) 259 60 � 1.0d 46.2 Borysik et al. (2015)

MeCP2 (78–305) 228 37.0 � 0.9 43.3 Yang et al. (2011)

PGC-1α 220 (2–220) 219 61.3 42.3 Devarakonda et al. (2011)

Synthetic Resilin 185 50 � 5 38.8 Nairn et al. (2008)

CFTR (654–838) 185 32.5 � 1.8 38.8 Marasini et al. (2013)

pCFTR (654–838) 185 29.1 � 1.8 38.8 Marasini et al. (2013)

Dehydrin ERD14 (2–185) 184 60 � 1.0d 38.6 Borysik et al. (2015)

Juxtanodin (1–170) 170 42.9 37.1 Ruskamo et al. (2012)

Myelin basic protein 170 33 37.1 Stadler et al. (2014)

AavLEA1 163 41 � 1d 36.3 Borysik et al. (2015)

SRC-1 (617–769) 153 33.96 35.1 Pavlin et al. (2014)

Osteopontin 150 37.90 � 0.08 34.7 Lenton et al. (2015)

Pig Calpastatin domain I 148 35.4 34.5 Konno et al. (1997)

HrpO 147 35.0 34.4 Gazi et al. (2008)

Ii-1 141c 41.0 � 1 33.6 Boze et al. (2010)

α-Synuclein, pH 7.5 140 40 � 1 33.5 Li et al. (2002)

α-Synuclein, pH 3.0 140 30 � 1 33.5 Li et al. (2002)

N-tail nucleoprotein MV 139 27.2 � 0.5 33.4 Longhi et al. (2003)

β-synuclein 137 49 � 1 33.1 Uversky et al. (2002)

Human NHE1 cdt (5 �C) 131 37.1d 32.4 Nørholm et al. (2011)

Human NHE1 cdt (45 �C) 131 35.3d 32.4 Kjaergaard et al. (2010)

ERM transactivation domain 130 39.6 � 0.7 32.2 Lens et al. (2010)

Human NL3 (731–848) 118 31.5 � 1.0 30.6 Paz et al. (2008)

elF4E binding protein (4E–BP) 117 48.8 � 0.2 30.5 Gosselin et al. (2011)

Juxtanodin (172–282) 111 31.5 29.7 Ruskamo et al. (2012)

p15PAF(2–111) 110 28.1 � 0.3 29.5 De Biasio et al. (2014)

Prothymosin α, pH 7.5 109 37.8 � 0.9 29.4 Uversky et al. (1999)

Prothymosin α, pH 2.5 109 27.6 � 0.9 29.4 Uversky et al. (1999)

paNHE1 cdt (5 �C) 107 32.8d 29.1 Nørholm et al. (2011)

paNHE1 cdt (45 �C) 107 32.9d 29.1 Kjaergaard et al. (2010)

N-protein of bacteriophage λ 107 33 � 2e 29.1 Johansen et al. (2011a)

N-protein of bacteriophage λ 107 38 � 3.5 29.1 Johansen et al. (2011b)

Human NCBD domain 105 33 � 1 28.8 Borysik et al. (2015)

FEZ1 monomer 103 36 � 1 28.5 Alborghetti et al. (2010)

HIV-1 Tat133 101 33.0 � 1.5 28.3 Foucault et al. (2010)

Human Calpastatin (137–237) 100 39.0 � 1.5 28.1 Borysik et al. (2015)

p53 (1–93) 93 28.7 � 0.3 27.1 Wells et al. (2008)

Sic1 92 34.7 26.9 Mittag et al. (2010)

pSic1 (hexaphosphorylated) 92 34.0 26.9 Mittag et al. (2010)

Juxtanodium (103–282) 79 37.4 38.1 Ruskamo et al. (2012)

PIR domain 75 26.5 � 0.5 24.2 Moncoq et al. (2004)

N-term NRG1 type III 75 26.8d 24.2 Chukhlieb et al. (2015)

(continued)
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MD simulations analyze the evolution of the

system under study by solving Newton’s

equations of motion (Karplus and McCammon

2002; Piana et al. 2014). Theoretically, MD is a

suitable method to correctly sample the confor-

mational space of IDPs. Nevertheless, in prac-

tice, the high-dimensionality and the wideness of

the energy landscape hampers its exhaustive

exploration. Several approaches have been pro-

posed to enhance conformational exploration

with MD methods. A particularly effective one

is Replica Exchange MD (REMD) that runs mul-

tiple simulations in parallel with different

settings (usually different temperatures) and

exchanges states between these processes

(Trakawa and Takada 2011; Zerze et al. 2015;

Chebaro et al. 2015). Going further in this direc-

tion, a very recent method called Multiscale

Enhanced Sampling (MSES) couples tempera-

ture replica exchange and Hamiltonian replica

exchange, using a coarse-grained model to

guide atomistic conformational sampling (Lee

and Chen 2016). The performance of MD-based

methods can also be improved by the integration

of experimental data to restrain the exploration of

the most relevant regions of the conformational

space (Lindorff-Larsen et al. 2004; Dedmon et al.

2005; Wu et al. 2009).

Table 7.1 (continued)

Protein #Residuesa Rg
exp (Å) Rg

RC (Å)b References

IB5 73b 27.9 � 1.0 23.8 Boze et al. (2010)

ACTR (5 �C) 71 25.8d 23.5 Kjaergaard et al. (2010)

ACTR (45 �C) 71 23.8d 23.5 Kjaergaard et al. (2010)

PaaA2 (1–63) 70 a 22.15 � 0.87d 23.3 Sterckx et al. (2014)

N-term VS virus phosphoprotein 68 26 � 1f 23.0 Leyrat et al. (2011)

E3 ubiquitin ligase RNF4 (32–82) 57 25.8 21.0 Kung et al. (2014)

Histatin 5 24 13.3 13.3 Cragnell et al. (2016)

R/S peptide 24 12.6 � 0.1 13.3 Rauscher et al. (2015)

Constructions of Tau protein

Tau ht40 441 65 � 3 61.0 Mylonas et al. (2008)

Tau K32 202 42 � 3 40.6 Mylonas et al. (2008)

Tau K16 174 39 � 3 37.5 Mylonas et al. (2008)

Tau K18 130 38 � 3 32.2 Mylonas et al. (2008)

Tau ht23 352 53 � 3 54.2 Mylonas et al. (2008)

Tau K27 171 37 � 2 37.2 Mylonas et al. (2008)

Tau K17 143 36 � 2 33.9 Mylonas et al. (2008)

Tau K19 99 35 � 1 28.0 Mylonas et al. (2008)

Tau K44 283 52 � 2 48.4 Mylonas et al. (2008)

Tau K10 167 40 � 1 36.7 Mylonas et al. (2008)

Tau K25 185 41 � 2 38.7 Mylonas et al. (2008)

Tau K23 254 49 � 2 45.7 Mylonas et al. (2008)

Tau K32 AT8 AT100 202 41 � 3 40.6 Mylonas et al. (2008)

Tau ht23 S214E 352 54 � 3 54.2 Mylonas et al. (2008)

Tau ht23 AT8 AT100 352 52 � 3 54.2 Mylonas et al. (2008)

Tau K18 P301L 130 35 � 2 32.2 Mylonas et al. (2008)

Tau ht40 AT8 AT100 PHF1 (10 �C) 441 66 � 3 61.0 Shkumatov et al. (2011)

Tau ht40 AT8 AT100 PHF1 (50 �C) 441 67 � 3 61.0 Shkumatov et al. (2011)
aWhen present, purification tags or extra terminal residues resulting from cloning were considered as part of the protein
bThreshold Rg value obtained from the parametrization of Flory’s relationship with the coil database
cLength of the most populated isoform of the samples was used
dRg derived from averaging conformations selected with EOM
eData measured by SANS in highly crowded conditions (130 mg/ml of BPTI)
fData derived from the 10 mM Arg/Glu buffer
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MCmethods are a classical alternative to MD,

the Markov chain Metropolis scheme (Metropo-

lis et al. 1953) being the most widely used sam-

pling technique (Vitalis and Pappu 2009a). The

system is randomly perturbed and the new con-

formation is accepted with a probability that

depends on the energy change between the new

conformation and the previous one. Particular

mention deserves a recently proposed variant

called Hamiltonian Switch Metropolis Monte

Carlo (HS-MMC), which has been specially

conceived to study IDRs tethered to globular

domains. Proteins including IDRs present energy

minima due to the contact of the disordered and

ordered regions. To avoid being trapped in such

minima, the HS-MMC switches between an

all-atom Hamiltonian to an excluded volume

Hamiltonian to push the IDR away from the

ordered domain.

Both, MD-based and MC-based approaches

may suffer from inaccuracies of current energy

models, which are better suited to globular

proteins, and tend to provide structurally biased

ensembles that do not properly reflect the confor-

mational behaviour in solution of unstructured

proteins (Best et al. 2014; Henriques et al.

2015). The development of more suitable force-

fields and solvation models for IDPs are key

issues for a correct performance of computa-

tional methods (Vitalis and Pappu 2009b;

Emperador et al. 2015).

Knowledge-based statistical approaches are

an alternative to physics-based energy functions.

The most representative knowledge-based

method for the generation of atomistic models

of disordered proteins is Flexible-Meccano

(FM) (Bernadó et al. 2005; Ozenne et al. 2012),

although other similar methods have been

described (Jha et al. 2005). The FM algorithm

uses an amino acid-specific statistical coil

derived from crystallographic structures. In FM,

each conformation is built by assembling peptide

plane units in a consecutive manner using a

residue-specific coil library derived from crystal-

lographic structures. To avoid the collapse of the

chain, a coarse-grained description of side chains

Fig. 7.2 Rg values from Table 7.1 (gray dots) as a

function of the number of residues are plotted in

Log-Log scale. Straight lines correspond to Flory’s

relationships parametrized for denatured proteins (blue-
dashed) (Kohn et al. 2004) and IDPs (red-solid) (Bernadó
and Blackledge 2009). Colored bands correspond to

uncertainty of the parametrization for both models.

Some IDPs are not fully disordered and are globally

more extended or more compact than expected for a

random coil. These structural features even if transient

affect the experimental Rg
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is also used. Based on this set of conformations,

experimentally measurable NMR parameters and

SAXS curves can be estimated, which has per-

mitted the validation of the resulting models (see

below).

Despite the efforts that have been made to

precisely describe the conformational states of

disordered proteins, there are still many technical

and conceptual issues that must be addressed to

correctly describe their energy landscape and, as

a consequence, their associated experimental

observables.

7.4 Ensemble Approaches

IDPs sample a large number of conformations.

Therefore, ensembles of conformations are the

most appropriate framework to structurally rep-

resent this family of proteins. In recent years,

structural biologists have addressed the chal-

lenge of describing dynamic systems in terms

of ensembles of reliable conformations guided

by experimental data that represents average

values for the complete ensemble of

conformations (Bernadó and Blackledge 2010).

SAXS has not been exempt from this tendency

and several approaches have been developed to

characterize protein mobility: Ensemble Optimi-

zation Method (EOM) (Bernadó et al. 2007; Tria

et al. 2015), Minimal Ensemble Search (MES)

(Pelikan et al. 2009), Basis-Set Supported SAXS

(BSS-SAXS) (Yang et al. 2010), Maximum

Occurrence (MAX-Occ) (Bertini et al. 2010),

Ensemble Refinement of SAXS (EROS)

(Rozycki et al. 2011), Broad Ensemble Generator

with Re-weighting (BEGR) (Daughdrill et al.

2012), and Bayesian Ensemble SAXS

(BE-SAXS) (Antonov et al. 2016). These

methods are based on a common strategy that

consists of three consecutive steps:

(i) computational generation of a large ensemble

describing the conformational landscape avail-

able to the protein, (ii) computation of the theo-

retical SAXS curves from the individual

conformations, and (iii) selection of a

subensemble of conformations that collectively

describes the experimental profile using

multiparametric optimization methods. Despite

the common philosophy, these programs present

distinct features in the three steps. Readers are

referred to the original articles for a detailed

description of the approaches.

The availability of ensemble methods has

revolutionized the study of flexible proteins by

SAS. Ensemble methods provide a description in

terms of statistical distributions of structural

parameters or conformations that represents a

crucial step forward with respect to traditional

analysis based on averaged parameters extracted

from raw data such as Rg or Dmax. In that context,

conformational perturbations exerted by temper-

ature (Shkumatov et al. 2011; Kjaergaard et al.

2010), buffer composition (Leyrat et al. 2011), or

mutations (Stott et al. 2010) can be monitored in

terms of ensembles of accessible conformations.

The main approximation of ensemble

methods is the discrete description of entities

that probe an astronomical number of

conformations. It is therefore reasonable to

argue about the real meaning of the SAXS-

derived ensembles. An additional problem is the

statistically significant size of the derived

ensembles based on experimental data with a

very limited amount of information (Hammel

2012; Yang 2014). The described strategies use

distinct philosophies to address these issues. In

some cases such as EOM 2.0 and MES, programs

search for the minimal number of conformations

required to describe the data to limit or abolish

over-fitting. BSS-SAXS and BE-SAXS use

Bayesian statistics to address the confidence of

the derived populations. In other cases, such as

EROS and BEGR, populations of the conformers

of an initially built ensemble are slightly

modified (re-weighted) in order to describe

the data.

SAXS-derived ensembles are representations

of the conformational landscape sampled by

proteins in solution, but not necessarily the

exact states. Ensemble approaches are inherently

ill-defined problems, and this is especially severe

in SAXS that codes for a very limited amount of

structural information. In that sense, it is more

adequate to represent highly flexible proteins as

distributions of accessible structural parameters
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such as Rg orDmax. These representations are less

prone to over-fitting artifacts (Bernadó et al.

2007).

In disordered proteins, SAS reports on the

overall size and shape of the protein in solution.

The presence of extendedness or compactness

can be probed by SAS, but regions causing

these structural biases can not be identified

unambiguously due to the low-resolution nature

of the data. An interesting way to enrich the

structural content of SAXS data to more pre-

cisely localize partially structured regions in

IDPs has been proposed. In this strategy, SAXS

curves are measured for multiple deletion

mutants of the disordered chain, and simulta-

neously fitted in terms of a common ensemble.

Note that this strategy is only valid if the struc-

tural elements of the full-length protein remain

intact in the deletion mutants. This approach is

described in detail in the original article of EOM

where it was applied to a flexible multi-domain

kinase (Bernadó et al. 2007). The most notable

example of this approach was the study of two

isoforms of Alzheimer-related tau, ht23 and ht40

(Mylonas et al. 2008). SAXS data for full-length

ht23 and ht40 and for five and three deletion

mutants for each isoform were measured, respec-

tively. The simultaneous fit of all curves with

EOM unambiguously identified the so-called

repeat region as the source of residual secondary

structure in tau. For the ht23 isoform, with three

repeats, the maximum separation is found within

the repeat domain itself. Conversely, the ht40

isoform, with four repeats, presented an

enhanced separation between the repeat domain

and the preceding region. These results suggest

that the different number of turns (one per repeat)

may lead to different global arrangements of the

chain in that region.

In addition to the previously described strat-

egy, the information content of SAXS curves

measured for IDPs can be enriched with data

from other techniques. NMR is by far the most

common technique used synergistically with

SAXS (Sibille and Bernadó 2012), and a special

section of this chapter is devoted to

it. Additionally, experimental data coming from

Electron Paramagnetic Resonance (EPR) and

single molecule Fluorescence Resonance Energy

Transfer (smFRET) have been synergistically

used with SAXS to characterize disordered

proteins (Boura et al. 2012). In that sense, the

development of robust ways to integrate other

biophysical measurements in ensemble

approaches is an unavoidable future direction.

7.5 Application of SANS
to Study IDPs

The physical bases and the structural information

that can be derived form SAXS and SANS are

equivalent and, in principle, both techniques can

be used to characterize biomolecules. The more

general use of SAXS is based on the higher beam

intensity and more widespread availability of

X-ray beam-lines. SANS however offers some

advantages with respect to SAXS. The first one

is the absence of radiation damage that makes it a

non-destructive technique. The second one is

based on the possibility to perform contrast-

match experiments, where some components of

the sample are made invisible by finely tuning

the degree of deuteration of sample components

and the ratio of H2O/D2O of the buffer. Contrast

matching has been widely used in structural biol-

ogy and the reader is refereed to the excellent

reviews available on the subject (Jacrot 1976;

Heller 2010; Gabel 2012).

Although SANS has been used to study IDPs

or IDRs (Krueger et al. 2011) or radiation sensi-

tive systems (Greving et al. 2010; Stanley et al.

2011; Perevozchikova et al. 2014), its main

application is in contrast-match experiments.

An example of this family of experiments is the

study of the interaction of β-amyloid (1–40) with

the detergent SDS (Jeng et al. 2006). In this study

the use of deuterated SDS in SANS experiments

enabled the characterization of the peptide in the

presence of SDS and showed that β-amyloid

adopts a short rod-like shape. Interestingly the

authors observed that SDS suppress fibrils by

forming complexes with a 30:1 molar ratio

between detergent and protein.

IDPs may be particularly sensitive to the

effects of molecular crowding, and contrast-
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matching SANS experiments is a powerful tool

to study these effects. By choosing appropriate

levels of deuteration of the protein of interest and

the crowding agent, the scattering contribution of

the latter can be made negligible, enabling the

study of the structural perturbations exerted by

macromolecular crowding on disordered

proteins. This strategy was used to study the

disordered N-protein of bacteriophage λ in the

presence of high concentrations of bovine pan-

creatic trypsin inhibitor (BPTI), a small globular

protein (Johansen et al. 2011a; Goldenberg and

Argyle 2014). In 46% D2O, high concentrations

of non-deuterated BPTI were contrast matched,

and only the signal of the 85% deuterated

N-protein was visible. The study demonstrated

that molecular crowding exerted a compaction

effect on N-protein. However, this effect was

non-linear and the effects observed at 65 mg/

mL of BPTI were equivalent to those at

130 mg/mL.

7.6 SAXS Studies of IDPs Within
Macromolecular Assemblies

Given the structural plasticity of disordered

proteins, they are regarded as interacting

specialists and have a special place in cell signal-

ling using short motifs or domain-sized disor-

dered segments for partner recognition (Wright

and Dyson 2015; Tompa et al. 2015). Providing a

comprehensive description of the biomolecular

recognition processes for IDPs is thus of great

importance for the understanding of key

biological functions that are orchestrated by this

family of proteins. In this regard, SAXS is

emerging as an extremely valuable tool for

characterizing biomolecular interactions involv-

ing highly flexible proteins, which are highly

challenging for crystallography. The application

of solution NMR also encounters severe

limitations when characterizing large biomolec-

ular complexes. Conversely, SAXS, which is not

limited by size, offers a source of structural and

dynamic information that by itself or combined

with NMR and/or X-ray crystallography is a

promising alternative for the structural

characterization of highly dynamic proteins and

complexes in solution.

The binding of an IDP to its target produces

specific SAXS signatures that enable the detec-

tion of the interaction. Typically, the mixing of

two interacting partners will result in a rise of Rg

values, otherwise, if the proteins do not form a

complex the Rg value will follow an population-

weighted average of the two. Insightful informa-

tion can be obtained by inspecting the p(r) func-

tion in the absence and presence of the

disordered interaction partner. The scattering of

globular proteins generally give a symmetrical

bell-shaped p(r) function, while the interaction

with a sufficiently large IDP results in tailing of

the peak shape to higher values of r, culminating

at a large Dmax. The Kratky and Porod-Debye

analyses are also powerful indicators of flexibil-

ity within macromolecular assemblies (Rambo

and Tainer 2011).

It is possible to define 3D molecular

envelopes describing the low-resolution shapes

of flexible macromolecular assemblies involving

IDPs (Longhi et al. 2003; Marsh et al. 2010;

Gosselin et al. 2011; Devarakonda et al. 2011).

However, the resulting fixed low-resolution

structure is not the most appropriate structural

description of a disordered protein. Ensemble

analysis of explicit or coarse-grained models

should provide a more accurate characterization

of flexible macromolecular assemblies, particu-

larly if combined with available structure

coordinates of folded-domains and data afford-

able by NMR. Moreover, weak or moderate

affinities are a hallmark of many IDP molecular

recognition events, which entails the presence of

multiple species in solution at standard experi-

mental concentrations. In these cases, any

modeling strategy envisioned should account

for this species polydispersity to reliably describe

SAS data.

Several SAXS studies have been devoted to

the interactions of different IDPs with other

proteins or DNA, as the only source of structural

information or in combination with high-

resolution methods. Some examples will be

presented.
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The complex of Msh2 and Msh6 recognizes

mismatched bases in DNA during mismatch

repair. The N-terminal region of Msh6, a 304 res-

idue long IDR, recognizes PCNA, a protein that

controls processivity of DNA polymerases. Shell

and co-workers have demonstrated this direct

interaction with SAXS (Shell et al. 2007). A

comparison of the Rg, Kratky plots and p(r)

functions of the isolated partners and the com-

plex showed that PCNA does not induce substan-

tial structure to the N-terminal region of Msh6,

which remains mainly disordered and proteolyti-

cally accessible upon binding. The interaction of

the Msh2-Msh6 complex with PCNA was also

addressed by SAXS. The interaction was shown

to produce a complex that could be considered as

a highly flexible dumbbell where both globular

domains are tethered by the N-terminal Msh6

fragment that acts as a molecular leash. These

observations were further confirmed in an addi-

tional experiment with a biologically active dele-

tion mutant of Msh6 containing a notably shorter

N-terminal tail. Under these conditions the

important size changes upon binding were easily

monitored using the p(r) and Dmax.

The tumor suppressor p53 is a multifunctional

protein that plays a crucial role in processes like

apoptosis control and DNA repair. P53 is a

homotetramer with two folded domains that are

tethered and flanked by unstructured regions.

Rigid-body modeling of SAXS data measured

for p53 suggests that the protein is a rather open

cross-like tetrameric assembly, which collapses

to tightly embrace DNA (Tidow et al. 2007). This

is how the flexibility of IDPs helps the protein to

fulfill its function.

Nuclear receptors (NR) are engaged in gene

transcription regulation in response to binding of

specific ligands. Signal transduction from ligand

binding to gene expression requires the recruit-

ment of co-regulator proteins. Most NR

co-regulators function as flexible scaffolds for

chromatin modifiers and transcriptional machin-

ery (Millard et al. 2013). Structural analyses of

their interaction have been restricted to small

peptides of the regulators and the nuclear

receptor ligand-binding domain. More recently,

several SAXS studies have provided new

insights into the stoichiometry and binding

mode of the complexes formed by NR and disor-

dered co-regulators (Jin et al. 2008; Rochel et al.

2011; Devarakonda et al. 2011; Pavlin et al.

2014).

β-thymosin/WH2 (β-t/WH2) domains are

widespread short disordered regions (25–50

residues) able to recognize G-actin and regulate

actin-assembly. When bound to G-actin the

N-terminal half of β-t/WH2 adopts a well-

ordered amphipathic helix. SAXS analysis at dif-

ferent ionic strengths revealed that the

C-terminal regions of different β-t/WH2 domains

display distinct dynamics, which correlate with

functional differences. At low ionic strength β-t/
WH2 sequesters G-actin in a polymerization

incompetent state, where the dynamic

interactions of the C-terminal part are restrained

to a single conformational state. This SAXS-

driven observation prompted the study of the

β-t/WH2:G-actin complex by NMR at different

ionic strengths revealing that a single intermo-

lecular salt-bridge controls the assembly (Didry

et al. 2012).

7.7 Low-Complexity Regions

Low-complexity regions (LCRs) are unusually

simple protein sequences with a strong amino

acid composition bias, and include homo-repeats

of a single amino acid, short period repeats or

aperiodic mosaics of a few residues (Wootton

and Federhen 1993). Protein sequences from all

three kingdoms of life contain LCRs, but they are

more common in eukaryotes, with Plasmodium
falciparum being an extreme case as ~90% of its

proteins host LCRs (Marcotte et al. 1999; Pizzi

and Frontali 2001). Despite their high abundance

and doubtless biological relevance, not many

studies are focused on the structural characteri-

zation of LCRs mainly due to the technical

challenges they pose. LCRs are often inserted in

IDRs precluding their crystallization (Haerty and
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Golding 2010), and the NMR sequence assign-

ment is complicated (or impossible) by the simi-

larity of nuclear chemical environments. In that

context, SAS is a powerful technique to investi-

gate the structure and dynamics of this elusive

family of proteins.

Prothymosin α was the first and probably the

most well characterized LCR-hosting protein

(Gast et al. 1995). Roughly half of the

109 residues of Prothymosin α are acidic (Asp

and Glu), leading to a net charge of �44 at neu-

tral pH. A SAXS analysis of prothymosin α at

near neutral (7.5) and acidic (2.5) pH showed that

while it was unstructured under both conditions,

a dramatic reduction in Rg (from 37.8 � 0.9 Å to

27.6 � 0.8 Å) could be observed (Uversky et al.

1999). The pH-induced reduction in protein size

can be explained by the neutralization of the

negatively charged acidic residues due to the

decrease in pH. A similar reduction of size was

observed after the addition of 15 mM Zn2+ at

neutral pH (Rg ¼ 28.1 � 0.8 Å) suggesting the

electrostatic screening of the negative charges by

cations (Uversky et al. 2000). A similar situation

was observed for the basic proline-rich salivary

proteins IB5 and Il-1. Proline-rich salivary

proteins bind polyphenolic plant compounds

(e.g. tannins) and form aggregates upon binding

high concentrations of these compounds. At

sequence level IB5 and Il-1 contain repetitions

of Pro, Gly and Gln or Glu residues, and they are

predicted to be disordered. Boze et al. used

SAXS to study the conformations of IB5 and

Il-1, and to see if there are any functional

advantages linked to the respective

conformations (Boze et al. 2010). Both IB5 and

Il-1 showed an Rg larger than the theoretical one

for IDPs of their lengths, Rg ¼ 27.9 Å � 1.0 Å
and 41.0 Å � 1.0 Å, respectively. In addition,

the experimental Dmax (110 � 10 Å and 155 Å
� 10 Å, respectively) also indicated the presence
of highly extended conformations that could con-

tain poly-proline II helices.

Another example for a protein with low

sequence complexity is the crosslinked elasto-

meric protein resilin. Resilin is rich in Gly, Ser

and Pro residues and is present in most insects

where it is critical for flight and jumping. Due to

its low stiffness, high fatigue lifetime and high

resilience, resilin has been of great interest for

the production of biomaterials for biomedical

applications. SAXS measurements on a recombi-

nant resilin (rec1-resilin) comprising 18 copies of

the N-terminal repeat motif

(GGRPSDSYGAPGGGN), yielded an Rg of

43.4 � 0.8 Å and a Dmax of 200 Å (Balu et al.

2015). Since the expected Rg of a 310 residue-

long protein with a compact structure would be

~19.6 Å and that of an IDP would be ~59.5 Å,
these data suggest that rec1-resilin is largely

unfolded but not completely disordered.

Homo-repeat proteins represent extreme cases

for the structural characterization, and huntingtin

protein (htt) is the prototypical example of this

family of proteins. Htt exon 1 contains two

homo-repeat regions consisting of poly-Gln and

poly-Pro, respectively. SAXS has been used for

the characterization of the overall properties of

this protein. Kratky plots of htt exon1 constructs

fused to thioredoxin showed broad peaks with

less decrease at higher scattering angles, consis-

tent with flexible or unfolded proteins. Interest-

ingly, the observed radii of gyration for

constructs with 16 Gln or 39 Gln were very

similar, Rg ¼ 49 Å or 52 Å, respectively

(Owens et al. 2015). These data were consistent

with previous experimental observations and MD

simulations indicating that poly-Gln tracts form

disordered, collapsed globular structures in solu-

tion (Vitalis et al. 2008; Dougan et al. 2009).

An example for a protein with low sequence

complexity that forms higher order structures is

silk fibroin. The heavy chain of silk fibroin from

Bombyx mori is 5,263 amino acids long and

dominated (94%) by the repetition of Gly-X

repeats where X is mainly Ala (65%), Ser

(23%), or Tyr (9%) (Zhou et al. 2001). In a

pioneering study, Greving et al. characterized

native (SF) and reconstituted silk fibroin (RSF)

by SANS (Greving et al. 2010). Their study

identified significant differences between the

molecular weights and Rgs of native and

reconstituted silk fibroin, as well as for RSF

samples prepared under different conditions.
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7.8 Application of SAS
to Aggregating IDPs

Through a complex self-assembly process, some

IDPs form amyloid fibrils that are the hallmark of

disorders such as Alzheimer’s, Parkinson’s or

diabetes (Chiti and Dobson 2006). Fibrillation

is a very complex process that involves multiple

oligomeric species that are transformed follow-

ing intricate pathways. Interestingly, there are

indications that soluble oligomers, often

precursors of fibrils, are the main cause of cyto-

toxicity and neuronal damage. The structural

analysis of the distinct species involved in fibril-

lation is a major challenge due to their instability,

low relative concentration, difficulties of isola-

tion, and the equilibrium between species of very

different sizes, present at any time point during

the fibrillation process.

The aggregation process of huntingtin exon

1 (htt, see above) has been followed by SANS

(Stanley et al. 2011). For this study, the aggrega-

tion of a pathological truncated version of the

protein encompassing 42 consecutive Gln

residues (NtQ42P10) was followed in a time-

dependent manner. The study indicated that the

aggregation begins with dimeric and trimeric

forms of NtQ42P10. In a very fast process, large

oligomeric species, estimated to be 14-mers, are

formed, and after that point the protein becomes

predominately fibrillar. The same group

addressed the effects of the Gln tract length on

the fibrillation mechanism by investigating a

non-pathological htt version (NtQ22P10) also

using SANS (Perevozchikova et al. 2014). Their

results indicate that the length of the homo-repeat

dictates the size of the initial species and the

aggregation pathway followed by htt. In these

studies, however, the complex nature of the

samples, which are composed by multiple oligo-

meric species, is not taken into account, and the

average values of the derived parameters are

analysed. The quantitative interpretation of SAS

data of fibrillating proteins requires their decom-

position into species-pure SAS profiles, reporting

on the structure of each species present, and their

relative concentration, reporting on the kinetics

of the process. In a pioneering study this chal-

lenging SAXS data decomposition was success-

fully achieved (Giehm et al. 2011). In this study,

the fibrillation of α-synuclein was monitored

using SAXS by measuring profiles every

30 min during 24 h. Measured profiles contain

contributions from all species present at each

time-point. Singular Value Decomposition

(SVD) analysis indicated that three species are

enough to describe the complete SAXS dataset,

which were assigned to monomer/dimer, mature

fibril, and a third species of unknown nature.

Using SAXS profiles measured separately for

the two extreme components (monomer/dimer

and mature fibril) as fixed contributions, the

SAXS curve for the third component was derived

(Vestergaard et al. 2007). This decomposed spe-

cies turned out to be a building block for fibril

formation. From the analysis of the time-

dependent relative populations, the kinetics of

the aggregation was also derived. Despite the

novelty of the study, it seems clear that more

robust and objective approaches to decompose

complex SAXS data from aggregating proteins

are necessary.

7.9 Combined Use of SAXS
and Nuclear Magnetic
Resonance

NMR is the only technique that can provide

atomic-resolution information of IDPs (Dyson

and Wright 2004). The first step to study an IDP

by NMR is to assign a resonance frequency to all

magnetically active nuclei (1H, 15N, and 13C)

of the protein. Due to very low amide proton

dispersion, assignment of IDP spectra is challeng-

ing. However, the use of high magnetic field

spectrometers and several methodological

developments allow to routinely assign NMR

frequencies (Narayanan et al. 2010). NMR is a

highly versatile technique and multiple

observables reporting on protein structure and

dynamics can be measured. In the following

paragraphs the most relevant ones will be suc-

cinctly described.
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– Chemical shifts (CSs): CSs correspond to the

resonance frequencies of the nuclei, and are

the primary information that can be derived

from a NMR experiment. CSs are very sensi-

tive to the chemical environment of nuclei and

reveal the presence of secondary structural

elements. A chemical shift index (CSI) has

been established to highlight regions that

deviate from purely random coil to form sec-

ondary structural elements (Wishart and

Sykes 1994; Wishart et al. 1995). With the

discovery of IDPs, the interest in using CSs

to detect partially structured elements has

been renewed, and several databases have

appeared based on small synthetic peptides

(Schwarzinger et al. 2000; Kjaergaard et al.

2011) or IDPs (Tamiola et al. 2010) to identify

these regions.

– Scalar 3JHNHACouplings: The scalar coup-

lings between HN and Hα are sensitive to

backbone conformations and can be converted

into the Φ torsion angle using Karplus-like

relationships (Karplus 1959). Secondary

structures can be unveiled using 3JHNHA.

Values below 5 Hz suggest the presence of

α-helices, whereas values above 8 Hz suggest

extended regions. Values lying in between

correspond to random coil conformations. In

combination with other NMR observables, 3

JHNHA can be useful to discriminate between

extended structures and poly-proline-II heli-

ces (Oh et al. 2012).

– Residual Dipolar Couplings (RDCs): RDCs,

measured in magnetically aligned samples,

are the most sensitive experimental measure-

ment to probe conformational sampling in

IDPs (Jensen et al. 2009). Negative NH RDC

values are observed in random coils

(Louhivuori et al. 2003). Interestingly, more

positive and more negative RDCs than

expected for a random coil are associated to

α-helices and extended conformations,

respectively (Mohana-Borges et al. 2004).

This is an excellent indication to qualitatively

assess the presence of distinct types of sec-

ondary structural elements. More quantitative

interpretation of RDCs can be derived when

applying atomistic models of disordered

chains (Jha et al. 2005; Bernadó et al. 2005;

Marsh et al. 2008). The measurement of mul-

tiple backbone RDCs enriches the description

of residue-specific structural preferences

(Jensen et al. 2008).

– Paramagnetic Relaxation Enhancement
(PRE) experiments: PREs are measured as

enhanced relaxation rates in residues that are

close (within 15–30 Å) to a paramagnetic tag

engineered in a specific position of the chain

(Gillespie and Shortle 1997). Although

nitroxyl spin labels are normally used, para-

magnetic cations can also be attached

providing, in addition to PREs, other struc-

tural observables such as pseudocontact shifts

(PCS) (Otting 2008). Therefore, PREs are

suitable observables to probe transient long-

range interactions in IDPs.

The complementarity between NMR and SAS

is based on the distinct resolution of the informa-

tion provided. Whereas SAS probes the overall

properties of molecules, NMR information

reports on atomic or residue-specific information.

Therefore, the simultaneous description of both

observables strongly suggests the appropriate-

ness of the derived model. In that context,

SAXS can be used to validate structural models

of IDPs refined with NMR data. In this approach,

the residue-specific conformational preferences

of an IDP are refined using RDCs and CSs using

Flexible-Meccano (Bernadó et al. 2005; Ozenne

et al. 2012). The final model contains percentages

of secondary structural elements in localized

regions that have been imposed to properly

describe the NMR data. The resulting ensemble

can be validated by simply comparing the aver-

age SAXS curve computed from the ensemble

with that experimentally measured. This strategy

has been applied to the partially folded Sendai

virus PX (Bernadó et al. 2005), the

transactivation domain of p53 (Wells et al.

2008), the K18 construct of Tau protein (Mylonas

et al. 2008; Mukrasch et al. 2007), and the onco-

gene p15PAF (De Biasio et al. 2014). A similar

approach has been performed to study PaaA2
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antitoxin (Sterckx et al. 2014). In this last study

the NMR derived ensemble was used as starting

pool for a SAXS EOM refinement demonstrating

that the protein exists in solution as two

preformed helices, connected by a flexible linker.

The best manner to exploit the complementar-

ity of both techniques is to integrate the experi-

mental data into the same refinement protocol.

Some of these integrative approaches have been

applied to IDPs. One of these is ENSEMBLE, a

program that derives ensembles of disordered

proteins by collectively describing SAXS curves

in addition to several NMR observables: CS,

J-couplings, RDCs, PREs, Nuclear Overhauser

effects, hydrodynamic radius, solvent accessibil-

ity restraints, hydrogen-exchange protection

factors, and 15N R2 relaxation rates (Marsh

et al. 2007; Krzeminski et al. 2013). A large

number of random structures are computed with

FOLDTRAJ or TRADES (Feldman and Hogue

2000, 2002), and a Monte Carlo algorithm is used

to select a subset of these structures that are

collectively consistent with the experimental

restraints. This subset is used as a basis for the

generation of new structures, and the process is

repeated until a final ensemble consistent with all

of the experimental measurements is obtained.

This approach addresses the intrinsic problem

of under-restraining and consequent over-fitting

by finding the smallest ensemble that is consis-

tent with all experimental restraints imposed.

ENSEMBLE has been recently applied to char-

acterize the protein Sic1 and its

hexaphosphorylated version pSic1 by combining

SAXS data with several NMR parameters,

including CS, PREs, RDCs, and 15N R2 (Mittag

et al. 2010). Moreover, a structural model of the

complex between pSic1, which contains several

binding regions, and its partner Cdc4 was

generated by combining restraints of the free

form of pSic1 with sparse NMR data of the

complex suggesting a fuzzy interaction.

ASTEROIDS is another program that allows the

synergistic interpretation of NMR and SAXS

data (Jensen et al. 2008). The power of

ASTEROIDS is illustrated in a recent study of

tau and α-synuclein using NMR (CSs, RDCs,

PREs) and SAXS data (Schwalbe et al. 2014).

Using extensive cross-validation, the authors

showed that five different types of independent

experimental parameters are predicted more

accurately by selected ensembles than by statis-

tical coil descriptions. With this method, they

could highlight that tau and α-synuclein sample

poly-proline II region in the aggregation-

nucleation sites.

7.10 Final Remarks

Disordered systems represent a challenge for

structural biology. The presence of multiple con-

formational states hampers the application of

traditional approaches and has fostered the devel-

opment of strategies with the capacity to capture

their inherent plasticity. Despite the limited

amount of information coded, SAS has played

(and will play) a crucial role in the structural

biology of disordered proteins. The appearance

of several ensemble approaches to describe SAS

data in terms of multiple conformations has been

a revolution in the field as they have opened the

characterization of the size and shape properties

of highly flexible proteins in solution. These

methods, however, are model-dependent as

their results can be biased depending on the

approach used to compute atomic structures of

disordered states. New strategies will have to be

developed to accurately explore the energetically

plausible conformational landscape of disordered

proteins without dramatically increasing compu-

tational costs. A related aspect that remains

poorly understood in IDPs is hydration. The

accurate description of surrounding water

molecules in disordered chains is necessary to

describe their scattering properties.

Alternatively, the integration of experimental

information derived from other biophysical

methods, mainly NMR, enriches the resolution

of the derived conformational ensembles. This is

a research field that despite its continuous evolu-

tion will require additional efforts. Indeed, a

database, pE-DB (http://pedb.vib.be), has been

created to compile structural ensembles derived

either from NMR, SAXS or their combination to

foster integrative approaches and the
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development of validation strategies in disor-

dered proteins (Varadi et al. 2014).

Disordered biomolecular complexes exem-

plify the challenges of the field and the need to

properly combine experimental and computa-

tional approaches. Their characterization

requires the detailed description of both the

interacting surface and the disordered regions.

In that context, SAS can be the key technique

to merge in a unified picture the information

derived from high-resolution techniques such as

NMR and crystallography. Moreover, many of

the involving IDPs have a low or moderate affin-

ity causing species polydispersity in typical SAS

experiments. This incorporates an additional

level of complexity that has to be overcome.

In the last decade there has been a general reali-

zation that protein dynamics is fundamental to

understand biomolecular function. SAS has a bril-

liant future in that emerging field. The exploitation

of SAS information to address this recent field in

structural biologywill require further experimental,

computational and conceptual developments.
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Bernadó P, Blanchard L, Timmins P, Marion D, Ruigrok

RW, Blackledge M (2005) A structural model for

unfolded proteins from residual dipolar couplings

and small-angle x-ray scattering. Proc Natl Acad Sci

U S A 102:17002–17007
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Blackledge M, van Nuland NAJ, Loris R (2014)

Small-angle X-ray scattering- and nuclear magnetic

resonance-derived conformational ensemble of the

highly flexible antitoxin PaaA2. Structure 22:854–865

Stott K, Watson M, Howe FS, Grossmann JG, Thomas JO

(2010) Tail-mediated collapse of HMGB1 is dynamic

and occurs via differential binding of the acidic tail to

the A and B domains. J Mol Biol 403:706–722

Stumpe MC, Grubmüller H (2007) Interaction of urea

with amino acids: implications for urea-induced pro-

tein denaturation. J Am Chem Soc 129:16126–16131

Svergun DI, Koch MHJ (2003) Small-angle scattering

studies of biological macromolecules in solution.

Rep Prog Phys 66:1735–1782

Tamiola K, Acar B, Mulder FAA (2010) Sequence-

specific random coil chemical shifts of intrinsically

disordered proteins. J Am Chem Soc

132:18000–18003

Tidow H, Melero R, Mylonas E, Freund SMV,

Grossmann JG, Carazo JM, Svergun DI, Valle M,

Fersht AR (2007) Quaternary structures of tumor sup-

pressor p53 and a specific p53 DNA complex. Proc

Natl Acad Sci U S A 104:12324–12329

Tompa P, Schad E, Tantos A, Kalmar L (2015) Intrinsi-

cally disordered proteins: emerging interaction

specialists. Curr Opin Struct Biol 35:49–59

Trakawa T, Takada S (2011) Multiscale ensemble

modeling of intrinsically disordered proteins: p53

N-terminal domain. Biophys J 101:1450–1458

Tria G, Mertens HD, Kachala M, Svergun DI (2015)

Advanced ensemble modelling of flexible

macromolecules using X-ray solution scattering.

IUCrJ 2:207–217

Uversky VN, Gillespie JR, Millett IS, Khodyakova AV,

Vasilenko RN, Vasiliev AM, Rodionov IL,

Kozlovskaya GD, Dolgikh DA, Fink AL et al (2000)

Zn(2þ)-mediated structure formation and compaction

of the “natively unfolded” human prothymosin alpha.

Biochem Biophys Res Commun 267:663–668

Uversky VN, Gillespie JR, Millett IS, Khodyakova AV,

Vasiliev AM, Chernovskaya TV, Vasilenko RN,

Kozlovskaya GD, Dolgikh DA, Fink AL et al (1999)

Natively unfolded human prothymosin alpha adopts

partially folded collapsed conformation at acidic

pH. Biochemistry 38:15009–15016

Uversky VN, Li J, Souillac P, Millett IS, Doniach S,

Jakes R, Goedert M, Fink AL (2002) Biophysical

properties of the synucleins and their propensities to

fibrillate: inhibition of alpha-synuclein assembly by

beta- and gamma-synucleins. J Biol Chem

277:11970–11978

Varadi M, Kosol S, Lebrun P, Valentini E, Blackledge M,

Dunker AK, Felli IC, Forman-Kay JD, Kriwacki RW,

Pierattelli R, Sussman J, Svergun DI, Uversky VN,

Vendruscolo M, Wishart D, Wright PE, Tompa P

(2014) pE-DB: a database of structural ensembles of

intrinsically disordered and of unfolded proteins.

Nucleic Acids Res 42:D326–D335

Vestergaard B, Groenning M, Roessle M, Kastrup JS, van

de Weert M, Flink JM, Frokjaer S, Gajhede M,

Svergun DI (2007) A helical structural nucleus is the

primary elongating unit of insulin amyloid fibrils.

PLoS Biol 5:1089–1097

Vitalis A, Pappu RV (2009a) Methods for Monte Carlo

simulations of biomacromolecules. Ann Rep Comput

Chem 5:49–76

Vitalis A, Pappu RV (2009b) ABSINTH: a new contin-

uum solvation model for simulations of polypeptides

in aqueous solutions. J Comput Chem 30:673–699

Vitalis A, Wang X, Pappu RV (2008) Atomistic

simulations of the effects of Polyglutamine chain

length and solvent quality on conformational

Equilibria and spontaneous Homodimerization. J

Mol Biol 384:279–297

Wells M, Tidow H, Rutherford TJ, Markwick P, Jensen

MR, E. Mylonas, Svergun DI, Blackledge M, Fersht

AR (2008) Structure of tumor suppressor p53 and

its intrinsically disordered N-terminal

transactivation domain. Proc Natl Acad Sci U S A

105:5762–5767

Wishart DS, Bigam CG, Holm A, Hodges RS, Sykes BD

(1995) (1)H, (13)C and (15)N random coil NMR

chemical shifts of the common amino acids.

I. Investigations of nearest-neighbor effects. J Biomol

NMR 5:332

Wishart DS, Sykes BD (1994) The 13C chemical-shift

index: a simple method for the identification of protein

secondary structure using 13C chemical-shift data. J

Biomol NMR 4:171–180

Wootton JC, Federhen S (1993) Statistics of local com-

plexity in amino acid sequences and sequence

databases. Comput Chem 17:149–163

Wright PE, Dyson HJ (1999) Intrinsically unstructured

proteins: re-assessing the protein structure-function

paradigm. J Mol Biol 293:321–331

Wright PE, Dyson HJ (2015) Intrinsically disordered

proteins in cellular signalling and regulation. Nat

Rev Mol Cell Biol 16:18–29

Wu K-P, Weinstock DS, Narayanan C, Levy RM, Baum J

(2009) Structural reorganization of α-synuclein at low

128 T.N. Cordeiro et al.



pH observed by NMR and REMD simulations. J Mol

Biol 391:784

Yang S (2014) Methods for SAXS-based structure deter-

mination of biomolecular complexes. Adv Mater

26:7902–7910

Yang S, Blachowicz L, Makowski L, Roux B (2010)

Multidomain assembled states of Hck tyrosine kinase

in solution. Proc Natl Acad Sci U S A

107:15757–15762

Yang C, van der Woerd MJ, Muthurajan UM, Hansen JC,

Luger K (2011) Biophysical analysis and small-angle

X-ray scattering-derived structures of MeCP2-

nucleosome complexes. Nucleic Acids Res

39:4122–4135

Zerze GH, Miller CM, Granata D, Mittal J (2015) Free

energy surface of an intrinsically disordered protein:

comparison between temperature replica exchange

molecular dynamics and bias-exchange metadynamics.

J Chem Theory Comput 11:2776–2782

Zhou H-X (2004) Polymer models of protein stability,

folding, and interactions. Biochemistry 43:2141–2154

Zhou CZ, Confalonieri F, Jacquet M, Perasso R, Li ZG,

Janin J (2001) Silk fibroin: structural implications of a

remarkable amino acid sequence. Proteins 44:119–122

7 Structural Characterization of Highly Flexible Proteins by Small-Angle Scattering 129



What Can We Learn from Wide-Angle
Solution Scattering? 8
Yujing Wang, Hao Zhou, Emre Onuk, John Badger,
and Lee Makowski

Abstract

Extending collection of x-ray solution scattering data into the wide-angle

regime (WAXS) can provide information not readily extracted from small

angle (SAXS) data. It is possible to accurately predict WAXS scattering

on the basis of atomic coordinate sets and thus use it as a means of testing

molecular models constructed on the basis of crystallography, molecular

dynamics (MD), cryo-electron microscopy or ab initio modeling. WAXS

data may provide insights into the secondary, tertiary and quaternary

structural organization of macromolecules. It can provide information

on protein folding and unfolding beyond that attainable from SAXS

data. It is particularly sensitive to structural fluctuations in

macromolecules and can be used to generate information about the con-

formational make up of ensembles of structures co-existing in solution.

Novel approaches to modeling of structural fluctuations can provide

information on the spatial extent of large-scale structural fluctuations

that are difficult to obtain by other means. Direct comparison with the

results of MD simulations are becoming possible. Because it is particu-

larly sensitive to small changes in structure and flexibility it provides

unique capabilities for the screening of ligand libraries for detection of

functional interactions. WAXS thereby provides an important extension

of SAXS that can generate structural and dynamic information comple-

mentary to that obtainable by other biophysical techniques.
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8.1 Introduction

X-ray solution scattering studies of proteins pro-

duce data that can provide substantial insight into

protein structure, flexibility and dynamics. Small

angle scattering (SAXS) provides relatively low

resolution information (~20 Å), whereas wide-

angle scattering (WAXS) provides information

about higher resolution features or motions. Scat-

tering intensity in the WAXS regime is typically

two or more orders of magnitude weaker than in

the SAXS regime. However, over the past two

decades, the development of SAXS/WAXS

beam lines at high brilliance synchrotron sources

has fostered rapid growth of solution scattering

studies extending to wide angles (e.g. Allaire and

Yang 2011; Fischetti et al. 2004a). The WAXS

regime also extends to scattering angles where

background scattering from buffer and sample

chamber is considerable. Use of a synchrotron

source can provide data of a quality that can

overcome these challenges.

In both the SAXS and WAXS regimes, the

scattered intensity distribution can be more valu-

able when combined with structural information

generated from other techniques. Whereas x-ray

crystallography and NMR produce high resolu-

tion ‘snap shots’ of protein structure and infor-

mation about local motions, solution scattering

has the capability of providing information about

conformational changes, intermolecular

interactions, large scale structural fluctuations,

and slow, concerted, global motions. WAXS is

particularly effective for study of large-scale

motions that are difficult to characterize with

other approaches. Like SAXS, it can be used to

study virtually any macromolecule or molecular

assembly that can be purified at concentrations of

~1 to 5 mg/ml. Its value is significantly enhanced

when used in concert with crystallographic or

NMR approaches, computational modeling

and/or molecular dynamics simulations.

For purposes of this chapter, we will define

the boundary between the SAXS regime and

the WAXS regime as 20 Å spacing

1=d ¼ 0:05Å
�1 ¼ 1=20ð ÞÅ�1

; or q ¼ 0:3Å
�1

� �

where q ¼ 4π sin(θ)/λ ¼ 2π/d and 2θ is the angle

between incident and scattered x-rays. We choose

this boundary because beyond 20 Å spacing inter-

nal fluctuations in electron density of a protein

begin to contribute substantially to scattering.

This distinction alters the nature of analyses possi-

ble in the two regimes. SAXS has been utilized for

decades (Luzzati and Tardieu 1980) to estimate

the radius of gyration (Rg), pair-distance distribu-

tion function, P(r), and oligomerization state of

proteins (Putnam et al. 2007). The capability to

generate three-dimensional molecular shapes

directly from SAXS data (Svergun 1999; Walther

et al. 2000) has dramatically increased the utility

and utilization of these methods. Three-

dimensional reconstruction from solution scatter-

ing data is limited to about 20 Å resolution.

Beyond 20 Å resolution, solution scattering data

from any protein will be consistent with multiple

molecular shapes in part because of the contribu-

tion of internal structures to the observed scatter-

ing and in part due to the intrinsic limitation of

information content in the measured intensities

(more about this later). Thus, SAXS data can be

used directly to calculate Rg and a three-

dimensional shape reconstruction. The pair-

distribution function, P(r), can be calculated from

data extending to any resolution. However, for

virtually all other applications, WAXS intensities

are used to test hypotheses or molecular models

generated by other means such as crystallography,

NMR, molecular dynamics (MD) or ab initio

modeling. The use of WAXS for testing of molec-

ular models of structure and dynamics is directly

dependent on our ability to accurately predict

WAXS data from atomic coordinate sets (Park

et al. 2009).

For testing of models, WAXS may provide an

advantage over SAXS data in detection of rela-

tively small structural changes. WAXS

intensities are highly sensitive to small structural

changes (Fischetti et al. 2004b) and to changes in

the magnitude of structural fluctuations

(Makowski et al. 2011). On functional binding

of a ligand, a protein may alter either its struc-

ture, its dynamics or both, and it may be a mute

point to argue whether the structure or dynamics

have changed. Strictly speaking it is virtually

impossible to alter one without the other, so
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perhaps it is most appropriate to simply state that

the structural ensemble has been altered. More to

the point, any interaction that alters function is

almost certain to trigger a change in structure

and/or dynamics – and those changes will, in

many cases be detectable using WAXS.

Solution scattering methods have evolved and

matured over the past decade into a suite of

highly informative probes of protein structure

and activity that go well beyond a simple method

for determining size and shape of the molecule.

They now represent an approach to detailed char-

acterization of biochemistry in the scattering vol-

ume. As such, increased focus must be given to

the state of the sample. It is critical that the

sample be well defined biochemically, absent

precipitates. Wide-spread adaptation of

SEC-SAXS/WAXS in which scattering patterns

are collected from the output of a size-exclusion

column reflects this trend. In conventional, static

WAXS, background scattering from a precisely

matched buffer is a critical aspect of any experi-

ment as scattering contributions from even minor

buffer constituents can be important. This is even

more important inWAXS than in SAXS, because

below q ~0.3 Å�1 there is little scattering from

buffer or sample chamber, whereas at higher

angles these contributions exceed scattering

from the protein.

Although early studies were limited to struc-

turally homogeneous samples, solution scatter-

ing is now frequently used to study the

ensemble of structural forms present in solution

including, for instance, enzymes undergoing cat-

alytic cycling (Onuk et al. 2015). WAXS can be

used to generate information about changes in

secondary, tertiary and quaternary structures

(Doniach 2001; Hirai et al. 2002; Makowski

et al. 2008a); conformational changes due to

ligand binding (Fischetti et al. 2004b; Rodi

et al. 2007; Zhou et al. 2015), or cofactor oxida-

tion state (Tiede et al. 2002) and by amino acid

substitutions (Makowski et al. 2011; Zhou et al.

2015), or protein folding (Hirai et al. 2004). The

conformational ensemble of a protein in solution

can also be studied with WAXS. WAXS has

proven to be highly sensitive to changes in the

ensemble due to protein concentration

(Makowski et al. 2008b), mutations and ligand

binding (Makowski et al. 2011; Zhou et al. 2015;

Onuk et al. 2015). Time resolved (TR) studies

can be carried out analogous to static studies and

have been used to characterize light-triggered

conformational changes occurring in nano- to

milli-seconds (Cammarata et al. 2008; Cho

et al. 2010). Although we will not explicitly

consider TR studies in this chapter, all methods

described can be applied to each diffraction pat-

tern ‘snapshot’ of a TR data set.

8.2 WAXS Data

Collection of WAXS data simultaneously with

SAXS data is challenging, even at state of the art

beam lines (Zhang et al. 2000; Makowski 2010).

It can be accomplished with a very small beam

stop and large detector; or by using two detectors

set at different sample-to-detector distances, the

WAXS detector subtending only a portion of the

wide angle region, but capturing enough inten-

sity to provide good signal-to-noise ratio after

merging with the SAXS data (e.g., Allaire and

Yang 2011). Ideally, one would like to set a

WAXS detector on axis and at relatively small

sample-to-detector distance, but including a slot-

shaped hole to allow passage of x-rays to a SAXS

detector placed at a much higher sample-to-

detector distance. Choosing a slot-shaped hole

would generate a q-range in which data was

collected at both detectors, providing adequate

overlap for accurate scaling of data from the two

detectors. This arrangement has not, as of yet,

been implemented.

The scattered intensity, I(q), from a protein

solution can be calculated, in principle, from the

position of all atoms in the protein using the

Debye formula,

I qð Þ ¼
Xn

i¼1

Xn

j¼1
fi fj

sin 2πqrij
2πqrij

ð8:1Þ

where fi is the scattering factor from the ith atom,

and rij is the distance between atom i and atom

j. As will be discussed below, direct application

of this formula fails when the protein is
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immersed in aqueous solution since this

necessitates taking into account the impact of

the shape of the region excluding solvent and

the difference in water structure and density

between hydration layer and bulk.

Whereas SAXS data to be used for calculation

or Rg, P(r), or three-dimensional shape

reconstructions requires measurements to small

angles dictated by the maximum spatial extent of

the scattering object (see other chapters for

details), data used for testing of models does

not necessarily need to extend to small angles.

However, collection of SAXS data simulta-

neously with WAXS data provides important

quality assurance tests for detection of the pres-

ence of aggregates or inter-particle interference

effects which may be observed at higher

concentrations. Interparticle interference effects,

more likely as protein concentration increases,

are usually limited to the small angle regime.

When present, they can distort estimates of Rg,

P(r), or three-dimensional shape reconstructions

(see e.g. Inouye et al. 2016). They can usually be

detected by comparing SAXS data collected at

two or more protein concentrations. At high pro-

tein concentrations (say, >10 mg/ml) intermo-

lecular crowding can suppress structural

fluctuations in some proteins, resulting in a

sharpening of wide-angle scattering features

(Makowski et al. 2008b). More rigid proteins

exhibit little reaction to changes in concentration.

Amorphous aggregates (to be distinguished from

multimers) can result in a sharp spike in scatter-

ing at very small angles but usually exhibit little

wide-angle scattering except for potentially

resulting in a small increase in diffuse

background.

Figure 8.1 is an example of the impact of

ligand binding on the WAXS scattering from a

protein. Binding of substrate to hexokinase

results in a relatively large conformational

change – closing of the binding site cleft

(McDonald et al. 1979). This alters the small

angle scattering from the molecule, lowers Rg

and induces additional intensity changes in the

wide angle regime.

8.3 Predicting WAXS Data from
Atomic Coordinates

The ability to accurately predict WAXS data

from atomic coordinate sets is key to the utility

of WAXS, making it a sensitive method of

assessing the accuracy of atomic-scale models.

If proteins existed in a vacuum, calculation of

Fig. 8.1 WAXS scattering

from hexokinase in the

presence and absence of

substrate binding. Binding

results in a closure of the

ligand binding cleft altering

Rg, as well as observed

intensities in the SAXS and

WAXS regimes. Error

estimates increase at wide

angles because of the

increased intensity of

buffer scatter in that regime
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solution scattering would reduce to a simple

application of the Debye formula (Eq. 8.1). How-

ever, proteins (or other macromolecules) are gen-

erally immersed in solvent making it essential to

account for the exclusion of water in the volume

occupied by the protein. One also has to model

the hydration layer where the water takes on a

density that may be as much as 10% greater than

in bulk (Svergun et al. 1997). These effects were

first taken into account in the iconic program

CRYSOL (Svergun et al. 1995) that has

transformed the use of SAXS for protein studies.

In the WAXS regime, however, the

approximations used in CRYSOL break down.

In particular, CRYSOL underestimates the inten-

sity of WAXS data by a factor of 2-3X relative to

SAXS intensity when used with default

parameters. This is due to the continuum repre-

sentation of the hydration layer and method for

representing excluded volume in CRYSOL

(Bardhan et al. 2009). In the WAXS regime it is

essential to utilize an explicit atom representa-

tion of water (Bardhan et al. 2009; Park et al.

2009; Grishaev et al. 2010). For precise

modeling of intensity in the WAXS regime,

CRYSOL may not be the most appropriate.

Although CRYSOL refinement against experi-

mental data often results in good agreement

between calculated and observed, this may

come as the result of non-physical values for

adjustable parameters within CRYSOL (Barhan

et al. 2009). Extensive experimental (Svergun

et al. 1997) and computational tests indicate

that the density of water in the hydration layer

may be as much as 10% greater than bulk water,

an amount detectable with solution scattering,

and that these structural differences extend

roughly 7 Å beyond the protein surface (Park

et al. 2009). Once these issues are taken into

account it is possible to calculate scattered

intensities to within experimental error for most

rigid proteins across both the SAXS and WAXS

regimes (Park et al. 2009; Grishaev et al. 2010).

This requires, however, MD simulation of the

water in the hydration layer, a process that

remains computationally laborious. Conse-

quently, these calculations are not yet high

throughput and the capability of carrying them

out for large ensembles of representative

structures has not yet been established. For this

reason, CRYSOL remains the most widely used

program for estimation of solution scattering

from atomic coordinates.

Computational estimates of scattering inten-

sity presented in this chapter utilize the software

package XS as described (although not named)

by Park et al. (2009). In XS, water molecules are

positioned around a protein surface out to ~7 Å
from the protein surface, and subject to 100 ps of

MD simulation during which the protein atoms

are held rigid. A ‘snapshot’ of the water positions

is captured once each picosecond and WAXS

intensity due to the protein plus water positions

in each snap shot are calculated using the Debye

formula and then averaged giving Iprot. Simula-

tion of a ‘droplet’ of bulk water the same shape

as the protein-containing droplet (including the

7 Å -thick hydration layer) is also carried out and

snapshots of this droplet are used with the Debye

formula to calculate WAXS patterns that are

subsequently averaged to produce Iwater. Subtrac-

tion of this bulk water intensity from the

hydrated protein intensity results in approxima-

tion of ‘excess intensity’, Ixs. This excess intensity

corresponds closely to the difference between

scattering observed from protein-solution-filled

and buffer-filled sample chambers,

Ixs ¼ Iprot � Iwater � Iobs � Ibuffer ð8:2Þ

Out to ~5 Å spacing, excess intensity is virtu-

ally identical to Iprot. At wider angles, scattering

from buffer is non-negligible. At these angles Ixs
differs from the more routinely calculated Iprot.

Since protein usually occupies <1% of the

total scattering volume, beyond 5 Å spacing

(q ~1.2 Å �1) the scattering from buffer is far

more intense than that from the protein, and Ixs
will be negative. Thus, the moniker is ‘excess

intensity’ rather than ‘intensity’ which is univer-

sally considered a positive number. Figure 8.2 is a

comparison of the calculated and observed

WAXS from ubiquitin. Intensity calculated using

XS (Park et al. 2009) with no free parameters
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results in an intensity distribution indistinguish-

able from observed out to a q ~1.2 Å�1. In the

region 1.2 < q < 1.6 Å�1 the calculated intensity

is greater than observed. This region corresponds

to a spacing of ~4.7 Å and is generated largely

from the inter-strand spacings of beta strands in

the molecule. The comparison suggests that the

strands are undergoing small structural

fluctuations, leading to observed intensity some-

what lower than that calculated for a rigid

molecule.

8.4 Size and Shape

The size and shape of a protein, other macromol-

ecule or macromolecular complex can usually be

determined from SAXS data. This is a topic well

covered in other chapters of this book. Although

WAXS data extends to much higher resolutions

(scattering angles) it cannot be used to improve

the accuracy of a radius of gyration or to enhance

the level of detail in three-dimensional

reconstructions of molecular shape. It is worth

discussing the origins of these limitations.

The radius of gyration, Rg, literally, the aver-

age radius of scattering density from the center of

mass can be estimated from data in the q-range

where the Guinier approximation is valid (qRg

<1.3 for most globular proteins). Intensities at

higher scattering angles do not improve the esti-

mate of Rg because the Guinier plot is not, in

general, linear at wider scattering angles. In fact,

extending data to smaller angles is usually more

important for accuracy of the estimate of Rg than

extending to higher angles. The arrangement of

detector and beam stop required for WAXS data

may place limits on minimum scattering angle at

which data is collected. A hybrid SAXS/WAXS

detector scheme tuned for collection of both

simultaneously is used at a number of beam

lines to overcome this problem.

SAXS data can also be used to reconstruct a

three-dimensional shape of a macromolecule

(Chacon et al. 1998; Svergun 1999; Walther

et al. 2000; Svergun et al. 2001; Hura et al.

2009; other chapters in this book). The algorithms

used to generate shape reconstructions from

SAXS data implicitly assume the scattering den-

sity within the protein is roughly constant. For

proteins, this is approximately true to ~20 Å reso-

lution, but no higher. At spacings greater than

(1/d) ~1/20 Å�1 (q ~0.3 Å�1), intensities are

strongly influenced by internal structural features

and extending data used to higher q may result

in spurious features (although inclusion of

Fig. 8.2 Comparison of

WAXS intensity

distribution, Iprot, from

ubiquitin as calculated by

the software package XS

(solid line) and as observed

in scattering from a 10 mg/

ml solution (broken line)
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higher angle data appears to stabilize some of

the algorithms used for three-dimensional

reconstructions without generating artefactual

features). Combined SAXS-WAXS data should

not be used for ab initio shape computation due

to the breakdown of uniform scattering density

model in the WAXS regime. It can, however, be

used to test structural hypotheses. For instance, it

can be used for evaluating the quality of rigid-

body models derived from crystallographic struc-

tural information (Svergun et al. 2001; Zheng and

Tekpinar 2011;Wen et al. 2014) or for refining the

positions of (rigid body) domains. This has partic-

ular application to multi-domain proteins that may

undergo large scale re-arrangements of domains

in response to allosteric effectors or other

interactions (Badger et al. 2016). Although most

current studies utilize SAXS data, extending the

approaches toWAXS has the potential to improve

accuracy.

Validation of modeling efforts is not neces-

sarily straightforward, there is potential for mul-

tiple solutions, and the calculation of uncertainty

in optimized domain positions, while possible,

has not usually been reported in published stud-

ies. At the very least, the use of WAXS for rigid

body refinement of domain positions will pro-

duce testable hypotheses about the functional

significance of domain movements.

Resolution of shape reconstructions is also

limited by uniqueness (Volkova and Svergun

2003). The amount of information required for

a three-dimensional reconstruction goes up

roughly as q3. The amount of information in a

solution scattering pattern goes up proportional

to q. At some limiting q value, the amount of

information required for unique shape determi-

nation will exceed that contained in the scatter-

ing pattern. Another way of conceptualizing this

is by considering a molecular shape as a sum of

spherical harmonics (Lattman 1989). At very

small angles, only a small number of spherical

harmonics contribute to the observed intensities.

At increasing scattering angle, increasing num-

bers of spherical harmonics contribute. The capa-

bility of three-dimensional reconstruction is only

made possible by the oversampling of the contin-

uous (spherically averaged) intensity

distribution. At some limiting q, the amount of

information required to estimate the intensity

associated with all contributing spherical

harmonics is greater than the amount of informa-

tion within the pattern. At that point, estimation

of the three-dimensional shape becomes an

ill-posed problem with multiple solutions.

WAXS data can contribute to the accuracy

and resolution of P(r), increasing the level of

detail contained in it to resolutions beyond

those of the SAXS regime (Hong and Hao

2009). Among other things, this may make pos-

sible a more accurate estimate of the longest

interatomic vector lengths in the protein. Inten-

sity in a WAXS pattern is a band-limited func-

tion with the band-limit equal to the length of the

longest interatomic vector in the protein, Dmax.

Larger proteins exhibit scattering patterns with

sharper features (e.g. peaks and troughs) because

the patterns include more higher frequency terms

– corresponding to the longest interatomic

vectors (i.e., patterns from larger proteins have

larger band pass). An estimate of Dmax can be

made from the pair-distribution function, P(r).

Nevertheless, since the longest interatomic

vectors contribute very little to the measured

intensity it is often challenging to make an accu-

rate estimate of Dmax. Iterative procedures may

be required (e.g. Putman et al. 2007). WAXS can

provide improved accuracy for P(r) and conse-

quently, Dmax. An accurate estimate of Dmax

contributes to more accurate three-dimensional

shape reconstructions since most algorithms

require it as input. Validation of SAXS-derived

structures is often difficult and, as in many bio-

physical approaches depends to some extent on

self-consistency and consistency of models with

all available data. Because of the very well

defined relationship between atomic coordinates

and WAXS data (Eq. 8.1), WAXS can provide a

very well defined test of models constructed on

the basis of multiple biophysical probes.

8.5 Secondary Structure

The Debye formula – Eq. 8.1 – demonstrates that

solution scattering is due entirely to the
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distribution of interatomic vector lengths within

a sample. Secondary structures, by definition,

have strong patterns of interatomic vector

lengths, so we would expect them to contribute

to solution scattering in distinctive ways.

α-helices, for instance, pack roughly 10 Å apart

and, not surprisingly, α-helical proteins have a

considerable number of interatomic vectors

about 10 Å in length. This usually results in a

strong scattering peak at a spacing of ~(1/10) Å
�1 (q ~0.6 Å�1). Analogously, β-sheets may also

lie about 10 Å from one another, face-to-face,

and may also exhibit relatively intense scattering

in the 10 Å region. Furthermore, they are made

up from β-strands that typically lie ~4.7 Å apart.

This results in solution scattering patterns with a

peak at a spacing of ~ (1/4.7) Å�1 (q ~1.3 Å�1).

Strong scattering in the 10 Å and 4.7 Å regions

can be observed in WAXS patterns from

ubiquitin as seen in Fig. 8.2. Similarly, Fig. 8.3

includes scattering from two Igg molecules, one

showing well-defined, strong peaks at ~10 Å and

4.7 Å spacing, and a second Igg that, due to

significant conformational flexibility, exhibits

only modest peaks in these regions, an example

of the impact of fluctuations on WAXS data.

8.6 Tertiary Structure

As of yet there has been no experimental demon-

stration that WAXS data could be used to gener-

ate information about protein tertiary structure.

However, a quantitative analysis of the informa-

tion embedded within a WAXS pattern was used

to demonstrate that this may be possible, in prin-

ciple, if accurate intensities can be measured to

~2.0 Å spacing (Makowski et al. 2008a). WAXS

patterns computed from atomic coordinates of

498 protein domains corresponding to the

known fold space at that time (Hou et al. 2003)

were used to construct a multi-dimensional space

of WAXS patterns (‘WAXS space’)

corresponding to these folds. Within WAXS

space, each scattering pattern is represented by

a single vector. A principal components analysis

(PCA) identified directions in WAXS space

corresponding to the greatest discrimination

among WAXS patterns. Estimates of the

abundances of secondary structures were made

based on training sets derived from these data.

This analysis led to estimates of α-helical content
with average error of 11%; and of β-sheet content
with average error of ~9%. The distribution of

proteins that are members of the four global

structure classes, α, β, α/β and αþβ, are well

Fig. 8.3 WAXS patterns

from two Igg molecules,

Igg1 exhibiting strong

WAXS scattering in the

~10 Å and 4.7 Å regions,

consistent with a relatively

rigid, well-formed

immunoglobulin domain

structure, and Igg2 with

muted intensities in the

~10 Å and 4.7 Å regions

(q ~0.6 and 1.35 Å �1,

respectively), suggestive of

a structural heterogeneity

derived from relatively

great conformational

flexibility in solution
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separated in WAXS space when data extending

to a spacing of 2.2 Å are used, indicating that

production of highly accurate WAXS data to

high resolution has the potential for producing

significant information on the structural class of

any protein. By contrast, data limited to ~10 Å
spacing exhibits little discriminatory power for

classifying proteins according to secondary or

tertiary structures.

8.7 Allosteric Proteins, Domain
Organization and Quaternary
Structure

One of the most promising areas for x-ray solu-

tion scattering is in the study of allosteric

proteins, typically multi-domain and/or multi-

subunit proteins that exhibit large-scale domain

motions either as part of their function or in

response to allosteric effectors or regulators.

These re-arrangements of domains are difficult

to study by crystallography because they typi-

cally involve movements that cannot be

accommodated within a crystal lattice. Their

characterization may require a new search for

crystallization conditions for each allosteric

effector studied or each structural configuration

of functional importance. By contrast, domain

motion results in large changes in solution scat-

tering often within both the SAXS and WAXS

regimes. For instance, Yang et al. (2010) studied

the impact of peptide ligands and amino acid

substitutions on the ensemble of structures

exhibited by hck tyrosine kinase, characterizing

large-scale re-arrangements of SH3, SH2 and

kinase domain in response to different solution

conditions. Badger et al. (2016) demonstrated the

power of the approach by characterizing the

re-arrangements of domains in abl kinase in

response to amino acid substitutions that altered

the activity of the protein. Their characterization

of the T315I gatekeeper mutation (that exhibits

resistance to all known drugs that target bcr-abl)

revealed a novel configuration of the three

domains of the abl core not previously

characterized, suggesting the existence of multi-

ple levels of regulation of abl kinase activity.

8.8 Ensembles

Protein solutions are not, in general, solutions of

perfectly homogeneous macromolecular

structures diffusing in an ideal buffer. Yes, it is

possible to find small, relatively rigid proteins

that will approach this ideal. But, these are not

the most interesting cases. Much more fre-

quently, proteins of interest may be large, flexi-

ble and capable of global internal motions of

functional importance. Computational

approaches to be used in concert with WAXS

studies are developing rapidly and they may rep-

resent one of the most important applications of

WAXS since they address issues difficult to

resolve by other methods. It may seem counter

intuitive that a single, one-dimensional intensity

distribution could provide information about the

relative abundances of multiple conformations

within a solution. But if the structures of

conformations that may be present can be

hypothesized – on the basis of crystallographic,

modeling or other information – then WAXS

data represents a powerful test bed for determin-

ing which structures are, in fact, present and in

what proportions (Konarev et al. 2003; Bernado

et al. 2007; Tsutakawa et al. 2007; Yang et al.

2010; Petoukhov and Svergun 2007; Minh and

Makowski 2013; Onuk et al. 2015). There are, of

course, limits. In general, WAXS data seem

capable of distinguishing relative abundances of

three to ten distinct conformations. Contributions

from conformations that are similar are more

difficult to separate; dramatic structural

differences far easier to distinguish.

OLIGOMER (Konarev et al. 2003) was origi-

nally conceived to separate out scattering from

monomers; dimers and higher order oligomers

when present together in a mixture. It has, how-

ever, found broader utility. It estimates the relative

abundances of multiple constituents by solving a

set of linear equations using nonnegative or uncon-

strained least-squares to minimize the difference

between experimental and calculated scattering. It

appears to adapt to WAXS data under conditions

where the CRYSOL provides accurate estimates

of scattered intensities (Onuk et al. 2015). Yang
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et al. (2010) introduced basis-set supported SAXS

(BSS-SAXS) reconstruction, that combined solu-

tion scattering data with coarse-grained

(CG) molecular dynamics to characterize the con-

formational states of Hck kinase in solution. In this

approach, CG-MD simulations explore and sam-

ple conformational space; captured conformations

are clustered into nine distinct conformational

states and then used these as a basis set to analyze

the scattering data. Onuk et al. (2015) took a

somewhat different approach, using crystallo-

graphically determined structures of adenylate

kinase as an initial basis set, clustering them into

five distinct conformational classes and then used

a maximum likelihood estimation (MLE)

approach to generate estimates of relative

abundances of these classes. It operates similar to

OLIGOMER, but out-performs OLIGOMER

when used with data having relatively low signal-

to-noise ratio due to an accurate noise model

(Onuk et al. 2015).

8.9 Priors

Addition of prior knowledge can greatly improve

the accuracy or power of a calculation designed

to characterize an ensemble of structures. That

said, approaches to incorporation of priors are

often non-trivial. Onuk et al. (2016) used a max-

imum a posteriori (MAP) approach to estimate

the relative abundances of conformations in

solutions of adenylate kinase. This enables

estimates of the relative free energies of different

conformations to be used to provide weights in

the estimation of their relative abundances in

solution (e.g., conformations with higher free

energy are assigned lower weights than those

with lower free energy). Computational tests

indicated that prior knowledge improves estima-

tion accuracy, and, not surprisingly, the stronger

the prior constraints, the more accurate the

resulting estimates of conformational

abundances.

8.10 Modeling of Structural
Fluctuations

It is not always convenient or informative to

model structural fluctuations on the basis of an

extensive ensemble of representative structures.

This is particularly the case when proteins fluc-

tuate about a single well defined conformation

and characterization of the scattering can be

made in terms of an average or consensus struc-

ture and the fluctuations about that structure.

Increased flexibility leads to a broader structural

ensemble that expresses itself in solution scatter-

ing patterns by filling in troughs in the scattered

intensity and muting the intensity of peaks

(Makowski et al. 2011). The range of motion of

interatomic vectors can be estimated by compar-

ison of the scattering pattern expected for a rigid

protein with the observed scattering pattern

(Makowski et al. 2011; Zhou et al. 2015). A

formalism that makes it possible to predict the

effect of these fluctuations on WAXS data has

been developed and is called Vector Length Con-

volution (Makowski et al. 2011; Zhou et al.

2015). In this approach, the interatomic vector

length of every atom pair in the protein is

replaced by a distribution of vector lengths, and

the breadth of that distribution is assumed to vary

as a function of length. Not unreasonably, it has

been found that small interatomic vectors exhibit

smaller fluctuations than longer interatomic

vectors (Zhou et al. 2016). Scattering from

proteins undergoing this kind of fluctuation is

predicted by (i) choosing a reference or consen-

sus structure; (ii) calculating the scattering from

the reference structure using XS; (iii) replacing

each interatomic length in the pair correlation

function, P(r), of the reference structure by a

distribution of vector lengths – which amounts

to a generalized convolution (see below);

(iv) and re-calculating the intensity from the

altered P(r). The resulting intensity function can

then be compared with observed and parameters

adjusted until a reasonable fit is achieved. Model

ensembles with distinctly different properties can

be generated by varying the way in which the

fluctuations vary with interatomic vector length.

The pair correlation function corresponding to
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the model structural ensemble, Pm(r), is

computed from the convolution of the pair corre-

lation function of the reference structure, Pr(r),

and a Gaussian of half width σ(r) which may be a

function of the interatomic vector length, r,

according to

Pm rð Þ ¼ Pr rð Þ∗exp �σ rð Þ2=2r2
� �

The ‘*’ in the equation denotes convolution.

Early applications of the method (Makowski

et al. 2008b, 2011; Zhou et al. 2015) used a two

parameter model for the radial variation of σ ,

σ(r) ¼ cre, where c and e are free parameters,

and varied the parameters to achieve an optimal

fit to the observed data. More recently, σ(r) has
been calculated directly from MD trajectories

and used, with the model Pm(r) to predict

scattering.

The impact of structural flexibility is to gen-

erate a heterogeneous ensemble of protein

conformations. This ensemble can be modeled

through vector length convolution of P(r) to

predict the impact of fluctuations on the

WAXS pattern from a protein. Figure 8.4

includes the predicted scattering from ubiquitin

assuming rigid conformation (solid line) and in

the presence of fluctuations with a magnitude of

σ (r) ¼ 0.7 r0.5 Å. These predictions are com-

pared to the scattering from a mutant ubiquitin

(L50E) in which a hydrophobic core residue is

replaced by a charged residue, disrupting struc-

ture and leading to flexibility and heterogeneity.

Scattering from L50E is consistent with struc-

tural fluctuations of nearly 20% in interatomic

vectors 10 Å in length – corresponding to very

substantial structural heterogeneity.

Note that the 4.7 Å peak, due to the arrange-

ment of β�strands is essentially gone in scatter-

ing from the mutant, indicating the complete or

nearly complete disruption of β-sheets in the

structure.

8.11 Unfolding

Folding (and unfolding) of proteins in response

to environmental changes results in significant

alterations in WAXS scattering. During the

alcohol-induced unfolding of β–lactoglobulin
the largely β-structure has been reported to trans-
form into an open α-helical structure (Hirota

et al. 1997; Kumar et al. 2003). However,

WAXS patterns from β-lactoglobulin in increas-

ing concentrations of ethanol suggest the preser-

vation of β-structure during the transformation.

Figure 8.5 includes WAXS data from

Fig. 8.4 Predicted WAXS

patterns for rigid ubiquitin

(solid line) and a highly

flexible ubiquitin molecule

(long dashes) compared to

observed scattering from a

ubiquitin mutant (L50E)

that is highly flexible (short
dashes)
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β-lactoglobulin in the absence of alcohol, in 30%
and 50% alcohol. The scattering in 30% alcohol

suggests the preservation of at least a semblance

of tertiary structure since scattering features at in

the 10–20 Å regime are not completely removed.

In 50% alcohol, these features are gone,

suggesting a complete obliteration of tertiary

structure. Unexpectedly, the strong 4.7 Å peak

remains present in 50% alcohol, strongly

suggesting that the β-sheets retain some struc-

tural integrity even in the virtual absence of

tertiary structure.

8.12 Screening Ligand Libraries
for Detection of Functional
Interactions

Because modulation of function by a small mol-

ecule ligand is almost always accompanied by a

structural change detectable by WAXS (Fischetti

et al. 2003), WAXS is becoming a promising

technology for screening of ligand libraries for

functional interactions. Target-based affinity

screens may be used to screen libraries of up to

106 compounds, typically yielding 101–102 can-

didate ligands (Stockwell 2000). Subsequent

functionality tests of these candidate molecules

represent a serious bottleneck in the drug discov-

ery pipeline. In vivo screens may detect pheno-

typic changes due to ligand action but are

complicated by potential for the ligand tested to

bind to other targets or yield false negatives due

to parallel pathways that duplicate assayed func-

tion. In vitro screens often require a custom,

function-specific assay and these assays are not

available for all functions. An alternative

approach is to use a generic biophysical method

to detect structural changes that almost univer-

sally accompany functional ligand binding.

Unfortunately, many approaches have limited

sensitivity to structural change. For instance, cir-

cular dichroism (CD) is largely sensitive to

changes in secondary structure (Wallace and

Janes 2003), and SAXS may be insensitive to

changes that do not alter the radius of gyration

Fig. 8.5 Unfolding of β-lactoglobulin in ethanol. WAXS

patterns from β-lactoglobulin in buffer; and in 30% and

50% ethanol. Strong features that correspond to tertiary

structure begin to disappear in ethanol solutions >12%,

and are almost completely gone in 50% ethanol. How-

ever, the 4.7 Å peak (q ~1.35 Å�1) that corresponds to

β-strand separation remains strong in 50% ethanol,

indicating the preservation of at least a part of the

β-sheet structure, even in the near complete absence of

tertiary structure
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or result in large re-organization of domain struc-

ture. WAXS can be used to detect a broad range

of ligand-induced alterations in secondary, ter-

tiary, or quaternary structure. The speed of data

acquisition, use of label-free targets, and adapt-

ability to a broad range of solution conditions,

make WAXS an attractive method for moderate-

throughput detection and analysis of protein-

ligand interactions.

How small a structural change can be detected

using WAXS? Fischetti et al. (2004b)

demonstrated detection of ligand binding in

four proteins that had been crystallized both in

the presence and absence of known ligands.

Addition of ligands to transferrin, maltose bind-

ing protein (MBP), alcohol dehydrogenase

(ADH) and calmodulin resulted in changes in

WAXS patterns that corresponded to those

predicted from atomic coordinate sets. The vari-

ation in structures triggered by these experiments

ranged from ligand-induced re-folding in cal-

modulin, to ligand-induced domain rotation in

transferrin, hinge-binding motion in MBP and

change in the shape of the binding cleft in

ADH. Figure 8.6 provides an example of the

change in WAXS scattering for the binding of a

small molecule ligand, 2,4,6 tribromophenol, to

human transthyretin. This ligand is a common

environmental contaminant that binds competi-

tively with the natural ligand (Ghosh et al. 2000)

and has been implicated in disruption of the

thyroid hormone system.

It is also possible for ligand binding to alter

the flexibility of a protein or the spatial extent of

its structural fluctuations. These changes may

also result in modulation of function. WAXS

has proven unexpectedly sensitive to changes in

structural fluctuations (Makowski et al. 2008b).

For example, when an inhibitor is bound to HIV

protease, the flaps may fold down over the inhib-

itor much as they do when binding substrate.

However, detailed analysis of the ligand induced

changes in intensity observed by WAXS

indicated that the average structure does not

change significantly. Rather there is a decrease

in the magnitude of structural fluctuations that

the protein is undergoing (Zhou et al. 2015).

8.13 Establishing the Significance
of Small Intensity Changes

When ligands induce small changes in WAXS

scattering that may or may not indicate a statisti-

cally significant change in structure, it is useful to

have a statistical measure of the difference

Fig. 8.6 WAXS patterns

from human transthyretin

in solution, and in the

presence of 0.1 and 0.5 mM

of a 2,4,6 tribromophenol, a

common environmental

contaminant that competes

with the natural ligand for

binding to transthyretin
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between two WAXS patterns. A chi-square mea-

sure has proven useful as a measure of statistical

significance (Rodi et al. 2007). In our experience,

a reduced chi-square (chi-square divided by

number of degrees of freedom) χν > 1.0 is indic-

ative of a statistically significant difference

between two WAXS patterns. The number of

degrees of freedom is approximately equal to

the number of independent measurements of

intensity which is ~ qmaxdmax/π, where qmax is

the greatest value of q for which data is used and

dmax is the longest interatomic vector in the

structure (as estimated by a simple Shannon sam-

pling theorem argument). However, some care

needs to be taken in applying chi-square as a

measure of significance of a structural change

because estimates of standard deviation of

intensities are difficult to make accurately and

there remain questions about scaling of

differences in the SAXS regime relative to

differences in the WAXS regime due to the dra-

matic (two orders of magnitude) difference in

their raw intensities.

Although it is quite easy to detect large

domain motions with SAXS data, smaller

motions may be detectable with WAXS. Investi-

gation of the intensity changes generated by loop

and side-chain re-arrangements (Fischetti et al.

2004b) suggested strongly that relatively minor

movements can be detected with WAXS. Inves-

tigation of the impact of anomalous scattering on

WAXS data (Makowski et al. 2012) suggested

that differences corresponding to motion of even

a few electrons can be detectable.

Establishing that two WAXS patterns are sta-

tistically distinguishable may be inadequate to

address the biological question motivating the

research. Comparison of scattering from several

samples that represent impact of different ligands

or amino acid replacements on the same mole-

cule may require categorization or clustering of

the patterns. Qualitative descriptions of

differences may not elucidate the relationships

among different structures or establish the struc-

tural origins of the differences observed. Use of a

dimensionality reducing approach such as prin-

cipal component analysis (PCA) to provide a

quantitative classification of the patterns may

make possible identification of features that

most distinguish the patterns from one another

and generate a foundation for establishing

patterns underlying functional modulation.

8.14 Discussion

These examples indicate that WAXS provides

enhanced sensitivity for detection of small struc-

tural changes relative to SAXS; that it can be

used to test molecular models for protein struc-

ture, and provide insights into protein flexibility

both quantitatively and qualitatively.

The need for generic approaches to screening

ligands for functional binding has motivated con-

sideration of WAXS as a moderate-throughput

screen. Most intermolecular interactions that

give rise to significant changes in structure or

dynamics will modulate the function of a protein

in some way. Since WAXS is sensitive to

changes in secondary, tertiary or quaternary

structure or domain motions, it provides a com-

prehensive option for these kinds of screens.

Given that it is now possible to screen 10–20

samples per hour at a synchrotron source, a

screen of several hundred candidate ligands is

quite feasible. As a secondary screen, focused

on ligands that were originally identified by a

high-throughput affinity screen, WAXS can pro-

vide an attractive addition to the drug discovery

pipeline.

AlthoughWAXS cannot be used to calculate a

molecular structure (it lacks adequate informa-

tion content), it can be used to test molecular

models, whether generated ab initio, or based

on crystallography, cryoEM, NMR, MD or

combinations of these methods. Development of

more efficient computational approaches to

modeling of the hydration shell and excluded

volume would contribute substantially to these

calculations. This does not represent a significant

bottleneck for individual calculations. However,

the increased focus on ensembles, and the conse-

quent need for calculating patterns from a large

number of protein conformations as a basis for

characterizing the ensembles, places high prior-

ity on improved computational tools. Recent
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efforts to use solution scattering to refine struc-

tural models (Zheng and Tekpinar 2011; Roig-

Solvas et al. 2017) would also benefit substan-

tially from highly efficient computations taking

into account the impact of hydration shell.

Characterization of flexibility is challenging

for a number of reasons, not the least of which is

the challenge of enumerating flexibility in a sim-

ple way. Utilizing the P(r) function as the basis

for global characterization of structural

fluctuations is advantageous because (i) it is rel-

atively intuitive (ii) can be displayed as a simple

one-dimensional plot and (iii) results in estima-

tion of the dependence of the scale of structural

fluctuation on interatomic vector length, σ(r), a
function that can be estimated from WAXS data

or be calculated directly from an MD simulation

trajectory (Zhou et al. 2016). Characterization in

terms of the most abundant conformations of a

structural ensemble (e.g. Yang et al. 2010)

represents a highly informative, complimentary

approach.

Time-resolved (TR) WAXS studies also have

significant potential for investigating tertiary and

quaternary conformational changes (Cammarata

et al. 2008). When those changes can be induced

by a short laser pulse time resolutions in the

nanoseconds are possible. The methods outlined

in this chapter are entirely applicable to each

‘snap-shot’ in a time series. Ligand-induced

structural changes are much more difficult to

track using TR WAXS because any structural

change will be convoluted by variations in diffu-

sion times – in other words, because each ligand

will take a different amount of time to find and

interact with a protein, it is impossible for all

proteins to change structure synchronously.

New frontiers in the method have been

suggested by the examples provided here. Efforts

to collect highly accurate WAXS data to the

highest possible resolutions (e.g. 2.0 Å) with

the highest achievable signal-to-noise ratio have

the potential to drive the method to the next level

where structural changes induced by binding of a

small molecule or ion, or even changes in the

concentrations of buffer constituents could be

observable and interpretable. Used in concert

with computational approaches such as MD,

these advances could increase the power of

WAXS for characterization of the structure and

structural fluctuations of macromolecules in

solution and for comprehensive studies of bio-

chemistry in the scattering volume.
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SAS-Based Studies of Protein Fibrillation 9
Carlotta Marasini and Bente Vestergaard

Abstract

Protein fibrillation is associated with a number of fatal amyloid diseases

(e.g. Alzheimer’s and Parkinson’s diseases). From a structural point of

view, the aggregation process starts from an ensemble of native states that

convert into transiently formed oligomers, higher order assemblies and

protofibrils and, finally, fibrils. The different species exist in equilibrium

in solution leading to a high degree of sample heterogeneity. It is impos-

sible to physically isolate any single species for structural analysis: sepa-

ration will alter the equilibrium and potentially cause structural changes.

Small angle scattering is an optimal method for structural studies of the

fibrillation process in order to further the knowledge of the associated

diseases. The recorded scattering data include the scattering contribution

of all the species in solution and must be decomposed to enable structural

modeling of the individual components involved during the fibrillation,

notably without physical separation of the species. In this chapter we

explain how to optimize a small angle scattering analysis of the fibrillation

process and the basic principles behind analysis of the data. We include

several practical tips and highlight existing reports, exemplifying the

wealth of information that can be derived from the method.

Keywords

Amyloid • Data decomposition • Mixtures • Protein fibrillation

9.1 The Fibrillation Process

9.1.1 What Is an Amyloid Fibril?

It is difficult to coin a general definition of

amyloids, since several definitions exist, either

based on a relation to disease (Friedrich 1859),
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ability to stain with particular compounds (Divry

and Florkin 1927; Cohen and Calkins 1959), a

biophysical definition (cross-β pattern in fiber

diffraction (FD), (Cohen and Calkins 1964;

Eanes and Glenner 1968), and probably more.

Here, we define amyloid fibrils as: insoluble

fibrous protein aggregates that arise from an

erroneous folding of a given disease-specific pro-

tein and sharing specific structural characteristics

(Chiti and Dobson 2006; Fandrich 2007) includ-

ing cross-β FD pattern and a highly elongated

morphology. More than 20 amyloidogenic

diseases such as Alzheimer’s disease (AD),

Parkinson’s disease (PD), and prion–associated

encephalopathies have fibril formation as a com-

mon symptom (Wong et al. 1985; Hardy and

Higgins 1992; Lucking and Brice 2000; Ross

and Poirier 2004). Although the proteins

associated with each disease do not share

sequence homology, they exhibit similar insolu-

ble filaments and fibrillation responses (Selkoe

1994; Khurana et al. 2003). This suggests that the

underlying fibril formation mechanisms may be

common (Kayed et al. 2003).

Even if the amyloid-related disorders have a

high worldwide incidence (as an example, nearly

44 million people have AD or related dementia)

unfortunately until now, only symptomatic treat-

ment and no cure have been developed. This

evidences a significant interest in furthering our

structural understanding of fibrillation. In addi-

tion, functional amyloids are widespread in

nature (Otzen 2010) and amyloid is an attractive

nanoscopic building material because its robust

design and simple repetitive structure make for

very durable and metabolically cheap material

(Dueholm et al. 2011). To take advantage of

this material, a firm control of the production of

amyloid is required, and hence the molecular

basis of the fibrillation process must be

understood.

9.1.2 The Complexity
of the Fibrillation Process

Proteins can fibrillate in vitro under controlled

conditions, normally following a nucleation-

dependent polymerisation mechanism exhibiting

three distinct phases: a lag phase, a growth phase

and a stationary phase (Lee et al. 2007) (Fig. 9.1).

The lag phase is the initial part of the fibrillation,

in which fibrillation prone conformations and the

initial nuclei are formed, but no or only little

protein assembles into fibrils (Harper and

Lansbury 1997; Serio et al. 2000). This is

followed by a growth phase where fibrils are

formed by integrating proteins to the growing

end of the elongating fibrils. Here, secondary

nucleation (auto-catalysis) can take place,

i.e. stimulating the growth phase further (Fodera

et al. 2008). The stationary phase is finally

reached when the solution is depleted from

monomers (or monomers are at a sufficiently

low concentration) (Jarrett and Lansbury 1993).

In this phase, however, fibrils may re-organize

and form more elaborate morphologies and/or

maturate. As pointed out by Ferrone (1999)

the presence of a lag phase is not enough to

prove a nucleated polymerization. In fact, for

many amyloids, the process is expected to be

more complex, and indeed several monomeric

species may co-exist, or the distribution of mono-

meric species may change, depending on even

subtle changes in the experimental conditions

(e.g. Curtain et al. 2015). It is thus important to

realize, that during each phase, several compet-

ing processes co-exist (Fig. 9.1), and that all

amyloidogenic structures have a probability of

being present in varying relative amounts at any

given time of the fibrillation process. The pro-

cess, however, will be dominated by the presence

of certain species at different times.

For following the fibrillation process, differ-

ent methods can be used, such as e.g. absorbance,

light scattering, changes in secondary structure

or the evolving fluorescence of fibril-specific

dyes. A widely used technique for the identifica-

tion and quantification of amyloid fibrils

in vitro is the monitoring of extrinsic fluores-

cence of the benzothiazole dye, thioflavin T

(ThT) (Bolder et al. 2007; Hawe et al. 2008).

This specific dye has the peculiarity to fluoresce

when it is interacting with the cross-β quaternary

structure of amyloid fibrils (LeVine 1993; Nilsson

2004) while free ThT in an aqueous environment

shows only weak fluorescence (Fig. 9.1). All these

methods, however, provide no, or only indirect,
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structural measures for the formation of the

aggregated species, but as we will describe here,

SAS offers unique opportunities to investigate the

complexity of the fibrillation process.

9.1.3 Why Is Fibrillation Analysis
Difficult?

As we mentioned above, an adequate under-

standing of the structural and molecular basis

behind fibrillation is still far from reached.

Which initial conformational change is decisive

for the onset of fibrillation? How is the internal

structure of fibrils and oligomers? Do repeating

monomeric or oligomeric units elongate fibrils?

Which of the species involved is/are the toxic

one(s)? What is the structural basis of the poten-

tially toxic action? What is the molecular basis of

primary and secondary fibril nucleation? These

are just a few of several questions, which the

research community is trying to answer.

Fig. 9.1 Schematic of the fibrillation process for a gen-

eral partially unfolded or monomeric protein. An amyloid

protein passes from its initial state (blue circle) to form

fibrils (green species) passing through an intermediate

state of transient/unstable oligomers (red components).

Two important considerations have to be remarked: The

physico-chemical properties of the protein are influenced

by several parameters (temperature, pH, buffer, ionic

strength, shaking. . .) and, as a consequence, both the

structural state and protein:protein interactions during

the fibrillation will be altered when experimental

conditions change. This means that several potential

fibrillation pathways co-exist (here indicated by the pres-

ence of the purple and orange areas). The percentage of

fibrils can be followed e.g. by fluorescence spectroscopy

using fibril-specific fluorescent dyes, and a schematic,

typical for a nucleated polymerization reaction, is

shown. The curve is colored in blue (lag-phase), red
(elongation phase) and green (stationary phase), respec-

tively. These correspond to the colors of the components

that are particularly dominant during individual phases. It

is stressed, however, that all three phases are highly

heterogeneous, hence that all species may co-exist in

varying amounts at all times of the fibrillation
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Amyloid fibrillation is however a very chal-

lenging process to characterize. As outlined

above, several different species co-exist in a

constantly changing equilibrium (Fig. 9.1),

meaning firstly that each state of the fibrillation

(including the initial and the final state) is hetero-

geneous, and secondly, that one specific compo-

nent cannot be extracted and purified.

Purification of individual species equals

disturbing the equilibrium, which induces

response in the composition of the mixture and

potentially alters the structure of each individual

component. This inherent heterogeneity means

that traditional structural analysis, using

e.g. nuclear magnetic resonance or macromolec-

ular crystallography, is difficult. In addition, all

levels of the process (including the initial state)

are sensitive to experimental parameters, which

may be necessary to apply for sample preparation

in different methods. For studying the fibrillation

process, it is necessary to use non-invasive

methods that allow obtaining structural informa-

tion from the heterogeneous and developing mix-

ture. As outlined below, SAS provides such

opportunities.

9.2 Small Angle Scattering
Captures the Structural
Aspects of the Fibrillation
Process

9.2.1 The Advantages of SAS from
the Point of View of Fibrillation

As it is evident from this book, there are numer-

ous reasons to use SAS for structural analysis.

There are, however, three specific advantages of

SAS that makes the method uniquely suitable for

the analysis of protein fibrillation: Firstly, the

samples are in solution. Secondly, SAS data are

additive. And thirdly, SAS data cover a wide

resolution range. As we will explain in this chap-

ter, this makes the method particularly applicable

to the study of heterogeneous macromolecular

solutions with a spatiotemporal dynamic behav-

ior, such as protein fibrillation.

The fact that samples are in solution with very

few restrictions on the experimental conditions is

indeed very advantageous. The protein fibrilla-

tion process is very sensitive to the experimental

conditions hence changes in e.g. pH, salinity,

temperature, co-solvents or protein concentration

will influence fibrillation kinetics, and poten-

tially alter the fibrillation pathway (Nielsen

et al. 2001; Srinivasan et al. 2003; Arora et al.

2004; Morshedi et al. 2007; Wang et al. 2010).

Almost any such experimental condition, neces-

sary to study the fibrillation process, can be

applied when collecting SAS data. This also

allows collecting data from samples close to

physiological conditions or, alternatively, to

study the same fibrillating system as a function

of different biophysical parameters. An addi-

tional advantage is the simplicity of sample prep-

aration prior to the actual data collection, i.e. the

fibrillating sample can be measured immediately

when extracted from the reaction mixture, which

is of evident importance, given the highly

dynamic and developing nature of the samples.

The additive nature of SAS data (if structure

factors can be ignored) means that the scattering

curve measured from a mixture of species can be

seen as a linear combination of scattering curves

from the individual scattering components in

solution, weighted by their relative volume

fractions. It is thus principally possible to decom-

pose the data into the pure scattering signals from

each particular species and their relative volume

fractions when data are available from several

samples with varying compositions. The rele-

vance for kinetic studies of amyloid processes

is evident: the developing fibrillation process

can be followed over time and the signal of

each individual species can be isolated without

altering the equilibrium. As simple as this princi-

ple may sound, the actual decomposition is chal-

lenging, due to the inherent ambiguity in such a

decomposition process (Tauler et al. 1995;

Tauler 2001; Jaumot et al. 2004).

The third particularly advantageous feature of

SAS data is the wide q-range, which allows

studying a process involving species of very dif-

ferent sizes. A typical fibrillation reaction

includes monomers in theÅngstrom to nm length
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scales, intermediately sized oligomeric species,

and mature fibril structures, with repeating units

in the hundred-nm range. A typical synchrotron

SAXS dataset spans all these distances, which is

very different from other structural biology

techniques. As we have recently demonstrated,

this particular feature is central, if the method of

decomposition is automated (Herranz-Trillo

et al. 2017).

The three above-mentioned advantages are

common for both SAXS and SANS. It should,

however, be mentioned that neutrons also allow

studies with the possibility to screen specific

parts of the protein by recombinantly exchanging

hydrogen with deuterium on one component

(Gabel et al. 2002), just as neutron scattering

enables very interesting studies of protein/fibril

dynamics (Schiro et al. 2012; Fichou et al. 2015).

Such studies will not be further discussed here.

9.2.2 SAS and Amyloids: Challenging
Experiments

SAS data-collection is a non-invasive method

unless the samples are damaged by the formation

of free radicals in solution, caused by the often

highly intense X-ray beams. If radiation damage

is negligible it is possible to collect data continu-

ously from one and the same fibrillating sample,

such as it was done in the cases of Oliveira et al.

(2009) and Chatani et al. (2015). In the first case

a rotating anode SAXS setup was applied, hence,

no radiation damage was expected. In the second

case synchrotron data were collected from a

1 mm sample cuvette at 80 �C for two hours. In

the latter case, it is difficult to test for radiation

damage (distinguishing between radiation-

induced aggregation and fibrillation is difficult).

Furthermore, the fibrillation of proteins directly

in the capillary/cuvette may generate other

issues, e.g. precipitation (necessitating mixing)

or evaporation of the samples during the mea-

surement, in particular if applying incubation at

high temperature and hence may not be generally

applicable. A solution applied by us (Vestergaard

et al. 2007; Giehm et al. 2011; Langkilde and

Vestergaard 2012; Groenning et al. 2015) is to

extract and measure samples from a fibrillation

performed in parallel in the chemical laboratory.

In this way, the risk of radiation damage is sig-

nificantly reduced since every sample is exposed

to minimal X-ray doses, and in addition it is

possible to follow the fibrillation reaction by

complementary measures (e.g. the ThT signal)

in real time. The loading of the sample must be

done with caution, ensuring that the handling of

the sample, upon extraction from the reaction

vial, does not alter the composition of the sample

(e.g. if the sample changes temperature, see

details below).

Neutron scattering does not cause radiation

damage (Piccoli et al. 2007), but, in general,

does not provide the same signal:noise as an

X-ray experiment and demands longer exposure

times (resulting in a corresponding poorer time

resolution when resolving the kinetics of fibrilla-

tion). Additionally, if one wishes to take advan-

tage of the powerful contrast matching

techniques (Whitten and Trewhella 2009), new

challenges are introduced related to the poten-

tially altered protein solution behavior in

deuterated media and the consequent risk of

altered fibrillation kinetics/pathways.

9.2.3 The Central Step in SAS
Analysis of Protein Fibrillation:
Data Decomposition

Given all the advantages mentioned above, one

may wonder why the method is not widely

applied in the amyloid research community.

One reason is definitely that both sample prepa-

ration and data collection are quite challenging,

as outlined in more detail in Sect. 9.4. In addi-

tion, the data analysis is far from simple. As in all

cases of SAS data evaluation, the initial steps of

data reduction and basic analysis must be done

with great care (Jacques et al. 2012) as elaborated

elsewhere in this book. Here, we focus on the

basic principles behind the decomposition pro-

cess, which is the core peculiarity when

analyzing SAS data from a fibrillation reaction.

A scheme depicting these general principles is

shown in Fig. 9.2. The first step is a singular
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value decomposition (SVD) or principal compo-

nent analysis (PCA) (Hotelling 1933; Golub and

Reinsch 1970) of the entire data set (i.e. the

numerous data curves measured during the fibril-

lation reaction) (Fig. 9.2a). The SVD suggests

how many independent scattering components

contribute to the entire set of recorded data. The

goal is to determine the isolated scattering curves

from these individually contributing

components, together with their relative volume

fractions at the different time points of the fibril-

lation reaction (Fig. 9.2b). However, as men-

tioned above, the decomposition process is

burdened by ambiguity, and this is a central

challenge when analyzing fibrillation scattering

data. This problem is significantly diminished if

knowing either the volume fractions (from

complementary biophysical experiments such as

dynamic light scattering (Li et al. 2011) or quan-

titative analytical size exclusion chromatography

(Hong et al. 2012) each protein species or the

pure scattering curves of (some of the) individual

species (either theoretically calculated from

X-ray or NMR structures or experimentally

measured scattering curves), beforehand. Most

often, however, the volume fractions can not be

estimated with acceptable accuracy, and, notably

in the case of protein fibrillation analysis, the

pure scattering curves of individual species can-

not be measured, since the individual species are

not stable in isolated form. In several published

cases (Vestergaard et al. 2007; Groenning et al.

2015; Nors Perdersen et al. 2015) we have taken

advantage of the assumption that the recorded

Fig. 9.2 The basic strategy for a SAS analysis of the

fibrillation process. (a) Data collection: (left) a ThT fluo-

rescence spectrum exemplifies a method for following the

fibrillation off-line. Samples are extracted at different

time-points (here only seven time points are shown for

clarity) and measured by SAXS, resulting in the seven

corresponding SAXS curves (right). Each curve is the

sum of scattering from the mixture of different scattering

components. (b) Results from the decomposition: (left)

the relative volume fractions of the three components

present during the fibrillation and (right) the isolated

SAXS curves of the three species. In blue the initial

(often monomeric), in red the intermediate and in green

the fibril state. (c) Ab initio models of the three

dominating species existing during the fibrillation. Data

are from (Giehm et al. 2011). Structural models are from

(Vestergaard et al. 2007) and are illustrative only
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scattering signal from the initial and the final

point of the fibrillation process are coming from

homogeneous solutions where just one (average)

species contributes to the scattering curve: native

(monomeric) state for the initial and the mature

fibril state for the end point respectively. The

second assumption is that these species represent

two of the overall contributing species through-

out the fibrillation process. Even in cases where

the final fibril state is not homogeneous, then

these assumptions are still valid if the relative

composition of the final measured scattering

curve corresponds to the relative composition of

fibril species at earlier time points.

In the cases where these assumptions are

valid, it is possible to isolate the scattering

curve from an intermediately occurring species,

even if this species is at no time-point the only

contributing scattering species. This is crucially

important for our approach, since it enables anal-

ysis of such transiently formed amyloidogenic

species, without any prior physical separation

from the reaction mixture. We argue that the

highly dynamic nature of the protein:protein

interactions, that cause the fibrillation, means

that physical separation of the fibrillation species

includes the risk to alter both the fibrillation

pathway and the structural aspects of the individ-

ual components. That is, the intermediately

formed oligomer may change structure if

separating/purifying it from the reaction mixture.

With the SAS approach advocated here, physical

separation is avoided, hence, the ‘in-reaction-

intermediate’ structure is elucidated (Fig. 9.2c).

Even with prior structural knowledge about

two of the three components, the actual decom-

position is not trivial. The bottleneck, in our

experience, is the first approximation of a scat-

tering curve representing the intermediate spe-

cies. Different principles to do this have been

applied both by others and us. Originally, in an

analysis of insulin fibrillation (Vestergaard et al.

2007), we used the program SVDPLOT

(Konarev et al. 2003) to estimate that the number

of components was three. We assumed that two

of these species were represented by the first and

last measured experimental scattering curves,

respectively. A large set of theoretical models,

spanning from dimers to hexadecamers, was cre-

ated by simply building various geometric oligo-

mer conformations (e.g. elongated, compact,

symmetric, asymmetric) in Pymol (The PyMOL

Molecular Graphics System). These models

hence represented a pool of possible

conformations for the oligomeric species, and a

theoretical SAXS curve was calculated for each

model. Using the program OLIGOMER

(Konarev et al. 2003) each of these theoretical

curves were linearly combined with the initial

monomeric and the final fibrils experimental

SAXS curves, aiming to fit all the curves in the

elongation phase. The resulting calculated vol-

ume fractions for all time points of the initial and

final curves were then fixed, and the residual

scattering isolated and averaged, resulting in a

‘model-free’ decomposition, which then is fur-

ther refined, following the same procedure

(Vestergaard et al. 2007).

Oliveira et al. (2009) used an experimental

scattering curve recorded in the middle of the

time development as a first approximation of

the intermediate species, which subsequently

was iteratively improved using weighted least-

squares methods. A third approach, advocated by

us (Giehm et al. 2011) makes an initial (deliber-

ately erroneous) assumption that curves can be

fitted by two components (monomer and fibril),

knowing that there will then be large residuals at

the time points where an intermediately formed

species contributes strongly to the total scatter-

ing. The average residual scattering curves at

these central time points are then a first approxi-

mation of the intermediate species.

Clearly, such amanual approach to the decom-

position process can only be applied in simple

cases, where, firstly, a low number of species

are contributing to the total scattering curve, and

secondly, prior information is available.

In some cases, the assumption that the initial

and final experimental scattering curves are suit-

able representatives of the scattering contributors

along the fibrillation pathway is not valid, and no

or very little other prior information exists. In

such cases, an objective and (semi-)automated

rigorous method for the decomposition process

is needed. We have recently developed such a
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method, and implemented it into the software

named COSMiCS (Complex Objective Struc-

tural analysis of Multi-Component Systems)

(Herranz-Trillo et al. 2017), applying principles

from chemometrics analysis (Tauler 1995;

Jaumot et al. 2005). Based on the popular

MCR-ALS (multivariate curve resolution using

alternating least squares) approach, we show that

SAXS data curves can efficiently be decomposed

and that the inherent ambiguity can be signifi-

cantly reduced by multiplying the dataset with

commonly used SAXS data representations,

which zoom in on different q-ranges. Here,

hence, the wide q-range feature of SAXS data,

mentioned above, gives particular advantage in

the decomposition process (Herranz-Trillo et al.

2017). The program enables decomposition of

data sets, which (in our hands) could not be

decomposed by the manual approach. Impor-

tantly, neither the initial nor the final states

need to be homogeneous, and no prior

assumptions are imposed, apart from simple clo-

sure and non-negativity restrains. In addition, the

software can be expanded to handle simultaneous

decomposition of data from orthogonal

techniques (e.g. SAXS in combination with cir-

cular dichroism data, absorbance data or fluores-

cence spectra). The method is thus widely

applicable, also to non-fibrillating systems. A

prerequisite for the method is availability of ade-

quate numbers of observations. If preparing for a

fibrillation analysis, applying COSMiCS, a large

number of data-points should hence be collected

(Herranz-Trillo et al. 2017).

9.3 Current State of the Art

An early real-time study of the fibrillation pro-

cess of beta-lactoglobulin was based on SANS

data recorded for several hours from the mono-

meric state, incubated at 80 �C in a deuterated

buffer, revealing the time dependence of the

concentration of the monomeric and fibril protein

respectively (Arnaudov et al. 2006). Our first

SAXS-based study of insulin fibrillation

represents the first ever structure determination

of a transiently formed amyloid species

(oligomer), investigated without perturbing the

fibrillation mixture. The intermediately formed

oligomeric species turned out to be an elongated,

twisting structure, which existed in solution in

surprisingly high relative concentrations

(Vestergaard et al. 2007). A nucleus is per defi-

nition only present in minute amounts, but is

expected to stabilize and accumulate at high pro-

tein concentrations (Powers and Powers 2006).

We observed that the increase in fibril material

and in oligomer concentration were correlated,

suggesting that the intermediate oligomer is a

building block of insulin fibrils (Vestergaard

et al. 2007). Several other studies have come

after, following the same basic principles, or

variants hereof. Chatani et al. investigated insu-

lin fibrillation under experimental conditions,

different from those applied by us. As previously

mentioned, using an in situ approach (Chatani

et al. 2015), they observed the formation of

early larger oligomers, preceding an actual

nucleation of fibrillation. As previously noted, a

potential role of radiation damage has not been

investigated in that case. A very interesting work

on glucagon fibrillation (Oliveira et al. 2009)

shows how also in this case, intermediate

prefibrillar species are formed at relatively high

concentrations during the fibrillation (Oliveira

et al. 2009). Two different initial protein

concentrations were studied, proving that this

does not affect the intermediate species involved

in the fibrillation. In accordance with a previous

study, where mature fibrils were described as

helically twisted cylinders (Dong et al. 2006),

the SAXS data from the fibrillation process

were fitted using simple geometric bodies

(cylinders with different length and radius).

An intermediately formed oligomeric struc-

ture was also revealed during the fibrillation of

the PD related α-synuclein (aSN). Again, fibril

mass accumulated most rapidly while large

amounts of oligomers were present in solution,

and observation of the relative dimensions of the

oligomers and fibrils evoked the suggestion that

fibril elongation can happen via oligomer

stacking (Giehm et al. 2011). In a more recent

study aSN fibrillation is stimulated by the addi-

tion of a 2-pyridone molecule (FN075) (Nors
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Perdersen et al. 2015), a compound that had

previously been shown to stabilize intermedi-

ately formed structures (Horvath et al. 2012).

We showed that there is a direct correlation

between the concentrations of oligomeric

structures and fibrils, thereby strongly supporting

the theory that oligomers incorporate into fibril

structures (Nors Pedersen et al. 2015). Others

have also investigated aSN oligomeric structures,

which were formed by mechanic stress and

isolated using size exclusion chromatography

(Lorenzen et al. 2014). Clearly these oligomers

are distinct from the oligomers that have been

investigated without disturbing the fibrillation

equilibrium, which emphasizes the importance

of carefully choosing the experimental approach

when investigating amyloid fibrillation. We do

not intend to infer that the oligomers investigated

by Lorenzen et al. are irrelevant, simply, we

highlight that different sample treatment will

also cause differences in the structures that are

present during amyloid reactions. And finally,

most recently, we have published the COSMiCS

based decomposition SAXS data from the fibril-

lation pathway of a familial mutant of aSN

(A53T), for which we show that the protein

follows an alternative fibrillation pathway, pass-

ing through a structural state, distinct from the

previously demonstrated oligomeric state.

Rather, the intermediate state is an exceedingly

large and apparently (partially) unstructured

intermediate state, reminiscent of a

membraneless organelle (Herranz-Trillo et al.

2017).

Transthyretin (TTR) is another amyloid pro-

tein responsible for several diseases as familial

amyloid polyneuropathy and TTR amyloid car-

diomyopathy During TTR fibrillation, and in

contrast to the previously mentioned studies,

our data are in accordance with an elongation

model with a monomeric building block. This

same monomeric state interchanges between the

protofibril and soluble state, causing maturation

of the final fibril structure (Groenning et al.

2015). This observation is potentially of great

importance since such a monomeric dynamically

interchanging structure could be responsible for

the autocatalytic effect of fibrils.

A final SAXS-based study to be mentioned

here is the study of the familial mutant

aSNA30P. The SAXS data clearly revealed that

in this case, the assumption that the SAXS data

are additive was not valid. A significant, gradual

change in the scattering was observed, which did

not derive from the occurrence of an additional

structure, but rather, we suggested, reflected

changes in the overall solvent:protein interface,

as corroborated by several complementary bio-

physical observations (Nielsen et al. 2013). This

is thus an example, where the complexity of the

data makes it impossible to apply the decompo-

sition approach, otherwise advocated here.

9.4 Experimental Procedures: Tips
and Details

9.4.1 Suggestions for Sample
Preparations

As in any SAS experiment, (see elaborate advice

elsewhere in this book) sample preparation is a

crucial step for a successful development of the

experiment (Grishaev 2012; Skou et al. 2014a).

Some specific considerations, however, apply

when dealing with protein fibrillation, which we

will dwell on here (Fig. 9.3). Overall, sample

conditions must be chosen compromising

between the fibrillation process and the SAS

experiment and, of course, optimized for having

reproducible samples. Buffers, protein concen-

tration and temperature of fibrillation have to be

selected such that the fibrillation process happens

within a timeframe applicable within available

beamtime (which evidently is less restrictive if

collecting data on a home-source setup), but long

enough to ensure a large number of

measurements.

An optimal experimental strategy is shown

schematically in Fig. 9.3 and basically it includes

three different decisions:

(i) Which is the best buffer to use? In a SAS

experiment, contents of the buffer can vary

significantly, but not without restrictions. In

general, the buffer scattering signal should
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be minimized, relative to the protein signal,

to ensure a good signal:noise. The concen-

tration of strong scatterers (e.g. heavy

atoms, phosphate) should be kept to a mini-

mum. At the same time, buffers disfavoring

structure factors (i.e. attraction and repul-

sion between the scatterers) are preferable

(Zhang et al. 2007), since ignoring structure

factors is a prerequisite for the decomposi-

tion process. The presence of lipids,

detergents, and sugars (unless they are nec-

essary for specific studies) should be closely

controlled, since these compounds can

assemble into micelles with a specific scat-

tering signal (Kawaguchi et al. 1991;

Thiyagarajan and Tiede 1994; Lipfert et al.

Fig. 9.3 Scheme depicting the four steps that are neces-

sary for studying a fibrillation process by SAS. (a) Sample

preparation: buffers, concentrations, temperatures etc.,

must be chosen compromising between fibrillation time

and the signal:noise of the scattering experiment while

optimizing reproducibility. (b) Data collection: for

avoiding any artifacts and misinterpretation of the data,

it is necessary to check several parameters, incl. radiation

damage, initial conditions, cleaning and more, during the

data acquisition. (c) Decomposition: it is possible to sep-

arate the single curves of the species in solution

performing a specific analysis (detailed in Sect. 9.2.3). If

sufficient data points are known, the program COSMiCS

can also be applied. (d) Further analysis: SAS information

can be integrated with complementary data. The new

program, COSMiCS, will widely improve this orthogonal

analysis (Herranz-Trillo et al. 2017)
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2007; Sanchez et al. 2011) (this phenome-

non is well-known in studies of membrane

proteins (Berthaud et al. 2012)). As all the

above-mentioned conditions likely influ-

ence the actual fibrillation pathway and/or

kinetics, these considerations must be made

within the already mentioned demands on a

relevant timeframe of fibrillation.

(ii) Which is the optimal protein concentration?

A protein concentration series of fibrillation

reactions has to be performed, compromis-

ing between the wish for an increased

SAXS signal (higher concentration) and

the risk for inducing structure factors or

unwanted aggregation pathways (e.g.

amorphous aggregation). Overall, the

concentrations applied are relatively high,

compared to the typical conditions applied

in a complementary biophysical analysis of

protein fibrillation. Taken together with the

necessity of having several data points, this

results in a considerable quantitative sample

demand. It is desirable to avoid fibrillation

at time zero, to ensure a proper measure-

ment of the initial structural state, which

normally implies that very high protein

concentrations should be avoided. Again,

the timeframe of the experiment must be

optimized, which is highly concentration

dependent. The quantitative demand is gen-

erally higher for a neutron experiment, in

particular when performing contrast-match

series, and due to the larger sample cells.

(iii) How will the experiment be performed?

Several additional biophysical parameters

influence fibrillation kinetics, and hence

should be considered when preparing the

experiment. The samples can be prepared

either in a single volume, extracting

samples from this vial at different time

points, or, as advocated by us here, one

may perform the fibrillation in a fluores-

cence plate reader (brought to the facility

where the data are collected), and extract

the samples from individual wells.

Although both methods allow that one

follows the developing ThT signal, this is

certainly done with much greater ease in a

plate reader, and an additional advantage is

that the individual volumes in the wells are

the same for all time points. When

extracting from a single reaction vial, the

volume:surface ratio gradually changes,

and it is unforeseeable but likely, that this

will also alter the fibrillation kinetics during

the measurement time.

Tunable parameters influencing fibrillation

kinetics, apart from the buffer composition,

include mechanical stress (e.g. shaking) and tem-

perature (Ikenoue et al. 2014), and these are

easily varied in the fluorescence plate reader.

The sensitivity to these parameters, however,

poses an additional constrain on the experiment,

since large temperature differences between the

reaction vial and the SAS sample cell (and while

transporting the sample between the two) must

be avoided.

In addition, care should be taken, that the flow

into the SAXS sample cell does not induce align-

ment of the fibrils in the sometimes highly vis-

cous sample.

9.4.2 Suggestions for Data
Collections

To optimize data quality, one should consider a

few points during the data acquisition.

(i) Relative speed of conformational changes.

The goal of the experiment is to follow the

conformational changes of the protein dur-

ing the fibrillation. Of course it is expected

to have different signal at different time

points but the structural changes

investigated must be on timeframes that

are significantly longer than the measure-

ment times, such that one can assume that

the recorded data represent a given state at a

given time. The timeframe of the entire

experiment must also be long enough to

allow for collection of numerous data

points, which is a prerequisite for a proper
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decomposition process. The lowest number

of datapoints recorded in our own experi-

ence is 15, but a larger number (preferably

>50 timepoints) is recommended. Particu-

larly when applying the automated decom-

position method COSMiCS, a large number

of timepoints is recommended (Herranz-

Trillo et al. 2017).

(ii) A homogeneous initial state. Since one of

the crucial assumptions for the manual

decomposition method is to consider the

initial state as homogeneous, a control of

the initial state is mandatory. If the starting

state is not monodisperse, at least it should

be polydisperse in a controlled and known

manner. Furthermore, as discussed in Sect.

9.1.2, changes in the initial state can pro-

mote alternative fibrillation pathways (e.g.

Curtain et al. 2015). Hence, it is

recommended to include a thorough mea-

surement of SAS data from a concentration

series of the initial state prior to initiating

the fibrillation reaction, and to investigate

the initial state further using complemen-

tary data (e.g. dynamic light scattering,

native gel electrophoresis, or size exclusion

chromatography).

(iii) Fibrils are viscous and sticky. A general

recommendation in SAXS experiments is

to measure the buffer before and after each

sample (Grishaev 2012), and this is particu-

larly important for amyloid experiments.

The fibril sample is often viscous and

sticky, and frequent checks of the cleanness

of the SAS capillary are recommended.

Indeed it may be necessary to elaborate

the cleaning process for avoiding protein

residuals in the capillary.

(iv) Radiation damage may be confused with

fibrillation. As mentioned previously, data

can be recorded in situ (Oliveira et al. 2009;

Chatani et al. 2015), but the risk for radia-

tion induced sample damage must be taken

into account, when applying synchrotron

radiation (Kumta and Tappel 1961;

Kuwamoto et al. 2004; Jeffries et al.

2015). At a first sight, it can be difficult to

distinguish radiation induced amorphous

aggregation from amyloid fibrils. Radical

scavengers (e.g. DTT, TCEP or glycerol)

can diminish the problem, but may alter

the fibrillation pathway and hence must be

included when initially optimizing the

experimental conditions prior to the data

collection. It is strongly recommended to

use multi-frame data collection mode to

monitor (and avoid) the potential radiation

damage, i.e. since exposure times are short

compared to the fibrillation time, the scat-

tering signal should remain the same during

these multiple exposures.

9.5 The Power of SAS in Hybrid
Approaches to Study Protein
Fibrillation

The synergy between SAS and other structural

and biophysical methods is significant, as also

addressed elsewhere in this book. Here, we will

dwell only on hybrid approaches that in our

opinion are particularly relevant for fibrillation

studies.

9.5.1 Further the Decomposition
Approach by Inclusion
of Orthogonal Data

Circular dichroism (CD) and Fourier transform

infrared spectroscopy (FTIR) are relevant

methods for studying the secondary structural

content of proteins in solution, and hence allow

to follow the changes occurring during the fibril-

lation reaction (Bouchard et al. 2000; Arora et al.

2004; Librizzi and Rischel 2005; Miller et al.

2013). In addition, some synchrotrons now pro-

vide access to advanced laboratory facilities in

the close vicinity of the beamlines (Boivin et al.

2016), enabling that these measurements are

made on the same samples as those used for

SAXS data collection. An alternative is to bring

the equipment to the beamline, or e.g. use SRCD

(synchrotron radiation CD) and SAXS from the

same synchrotron facility, thereby avoiding

batch variations. The advantage of obtaining

data from the exact same samples is evident
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since this allows correlation of the occurrence of

intermediate structures (assessed by SAS) with

changes in e.g. secondary structural contents.

COSMiCS further allows the incorporation of

such complementary data sets, recorded along

the same reaction coordinate (Herranz-Trillo

et al. 2017), which will very efficiently reduce

the ambiguity of the decomposition solution.

Indeed, it should be possible also to decompose

data from even more complex aggregating

systems, e.g. in the presence of an additional

protein co-factor, or in the presence of model

lipid systems, potentially influencing the aggre-

gation pathway. However, this has, to the best of

our knowledge, not yet been demonstrated. Note,

also, that if the investigated system is even more

complex, additional data may be needed, either

by collecting data from the same system but

under different experimental conditions, or by

adding data from complementary sources. This

is also described in our recent publication about

COSMiCS (Herranz-Trillo et al. 2017).

Another novel possibility lies in the coupling of

high-resolution single particle cryo-electron

microscopy (cryo-EM) and SAXS solution studies.

The revolutionary hardware and software

developments within cryo-EM now enable near-

atomic resolution structure determination, and in

addition enable high-resolution descriptions of

mixed states (Scheres 2012; Nogales and Scheres

2015). It would be of evident interest to study

fibrillation mixtures with cryo-EM. Solution stud-

ies under varying experimental conditions (poten-

tially towards physiologically relevant conditions),

could complement/validate the relevance and/or

dominance of certain structural states, present in

the mixtures under the experimental conditions

applied during the cryo-EM analysis, with a signif-

icantly less laborious approach.

9.5.2 Use SAS as a Bridge Between
Orthogonal Methods

SAS data contain information covering several

orders of magnitude of length scales. This also

means that the method brilliantly bridges from

high- to low-resolution methods. One example is

the study of the GNNQQNY peptide fragment

from yeast prion protein (Langkilde et al. 2015).

In this case, we combine SAXS, FD, negative

stain transmission electron microscopy (TEM)

and high-resolution X-ray crystallography. Infor-

mation from the SAXS data facilitates detailed

analysis of the diffraction data, and SAXS and

TEM together elucidate the hierarchical nature of

the ribbon formed fibrils. In addition, we show

that the fibrillation of this peptide proceeds with-

out accumulation of any intermediate oligomeric

species, in contrast to e.g. the insulin, aSN and

glucagon studies (Oliveira et al. 2009; Giehm

et al. 2011; Groenning et al. 2015).

SAXS data also play a decisive role for the

interpretation of functional data, on the interac-

tion between aSN and lipid vesicles (van

Maarschalkerweerd et al. 2014, 2015). Changes

in vesicle morphology upon protein addition was

followed in real-time by two-photon microscopy

(2PM), SAXS and CD data, and the SAXS data

reveal the occurrence of a new structural species,

interpreted in the context of the 2PM data as a

lipid:protein co-aggregate. It was demonstrated

that early amyloidogenic states, and not the fibril

state, potently disrupt vesicles. Evidently, SANS

contrast variation data would enable further anal-

ysis of such a co-aggregated species.

In such a case, it could be relevant to attempt

separation of this species from the reaction mix-

ture, in order to improve the signal:noise of the

SAS data. SAXS, coupled to size exclusion chro-

matography (SEC-SAXS) (David and Pérez

2009; Graewert et al. 2015; Malaby et al. 2015)

can dramatically improve data quality from par-

tially aggregated or polydisperse protein solutions

and is particularly relevant when isolating species

with limited stability. In principle, SEC-SAXS

can also be used for trying to isolate the different

species that are formed during the fibrillation, but

here it is very relevant to consider whether the

species of interest is an on-pathway/in-equilib-

rium species, which thus will either disappear or

change structure upon isolation.
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9.5.3 Moving Toward Higher
Resolution in Time and Space

Within structural analysis of protein fibrillation,

on-going development in e.g. detector technol-

ogy, sample environments, and software (Round

et al. 2008; Toft et al. 2008; Hura et al. 2009;

Martel et al. 2012; Russel et al. 2012; Jain et al.

2013; Skou et al. 2014b; Blanchet et al. 2015;

Graewert et al. 2015) promises for future

increases in the resolution, both in terms of

time and space. Indeed, these developments

bridge towards other related technologies such

as wide-angle X-ray scattering (WAXS), and

the immense developments around the XFEL

facilities. For fibrillation analysis, some of the

relatively low-hanging fruits, which we envision

could facilitate experiments resulting in signifi-

cant scientific insight for the fibrillation commu-

nity, would be further development of advanced

sample environments, enabling simultaneous

recording of data from several complementary

sources (Bras et al. 2014; Haas et al. 2014;

Blanchet et al. 2015; Graewert et al. 2015).

Time will show what shall become possible, but

expectations are high, that the community in the

not too distant future will gain the insight neces-

sary to structurally describe the molecular basis

of protein fibrillation.
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High Resolution Distance Distributions
Determined by X-Ray and Neutron
Scattering

10

Henry Y.H. Tang, John A. Tainer, and Greg L. Hura

Abstract

Measuring distances within or between macromolecules is necessary to

understand the chemistry that biological systems uniquely enable. In

performing their chemistry, biological macromolecules undergo structural

changes over distances ranging from atomic to micrometer scales. X-ray

and neutron scattering provide three key assets for tackling this challenge.

First, they may be conducted on solutions where the macromolecules are

free to sample the conformations that enable their chemistry. Second,

there are few limitations on chemical environment for experiments.

Third, the techniques can inform upon a wide range of distances at

once. Thus scattering, particularly recorded at small angles (SAS), has

been applied to a large variety of phenomenon. A challenge in interpreting

scattering data is that the desired three dimensional distance information

is averaged onto one dimension. Furthermore, the scales and variety of

phenomenon interrogated have led to an assortment of functions that

describe distances and changes thereof. Here we review scattering studies

that characterize biological phenomenon at distances ranging from atomic

to 50 nm. We also distinguish the distance distribution functions that are

commonly used to describe results from these systems. With available

X-ray and neutron scattering facilities, bringing the action that occurs at
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the atomic to the micrometer scale is now reasonably accessible. Notably,

the combined distance and dynamic information recorded by SAS is

frequently key to connecting structure to biological activity and to

improve macromolecular design strategies and outcomes. We anticipate

widespread utilization particularly in macromolecular engineering and

time-resolved studies where many contrasting experiments are necessary

for resolving chemical mechanisms through structural changes.

Keywords

SAXS • Pair distribution • Pair correlation • Protein structure •

Resolution • Molecular ruler

10.1 Introduction

X-ray and neutron scattering from solutions pro-

vide information at atomic to intra-organelle

distances for which microscope based visible

light techniques cannot be applied. In addition

scattering can be applied at any biologically rel-

evant solution condition excellently

complimenting techniques that provide greater

detail but only under restrictive conditions. Sig-

nificant advances in the collection and analysis of

high quality data have been made over the last

ten years leading to several important results.

Recent examples include studies on polyketide

synthase (Edwards et al. 2014), elastin (Baldock

et al. 2011), photosynthesis (Stingaciu et al.

2016), chromatin (Andresen et al. 2013; Falk

et al. 2015) and microbial chromatin-like

systems (Hammel et al. 2016). Recent advances

in genomic sequencing and purification have led

to a large increase in the number of targets that

would greatly benefit from increased structural

understanding. Demand for structural informa-

tion is outpacing the capabilities of current

main stream experimental techniques. Scattering

reliably provides results on most samples under

nearly any solution condition and is capable of

high-throughput and multi-condition analyses

(Hura et al. 2009, 2013a), so the impact of these

techniques can potentially be very profound.

A primary asset of X-ray and neutron scatter-

ing is the ability to elucidate relatively detailed or

high resolution structural features. This fact is in

contradiction to what is often stated about SAXS

and SANS (collectively SAS), as a web search

will quickly attest. The perception that the

techniques are low resolution largely stems

from the use of SAS to estimate 3D shape from

macromolecules. 3D shape is a point of conver-

gence between structural methods of macromo-

lecular crystallography (MX), electron

microscopy (EM) and nuclear magnetic reso-

nance (NMR) techniques, so it is quite natural

to compare results at this level. The resolution of

SAS shapes is lower relative to other structural

techniques but not because high resolution

features do not contribute. SAS results do not

preserve directional information and the

resulting ambiguity reduces the precision of

shape determination. The loss of directional

information is the price paid for the ability to

work effectively and efficiently in solution.

Despite the lack of directional information,

shapes from SAS experiments are calculated by

supplementing data with assumptions about

compactness and density connectivity that have

proven to be valid and are valuable because of

key advantages of working in solution (Franke

and Svergun 2009). However, this may not be the

most important asset of SAS.

A better illustration of the resolution

capabilities of scattering data comes from exam-

ining differences between scattering profiles col-

lected from a macromolecule undergoing a small

structural change. To demonstrate the accuracy

and multiple scales at which scattering

techniques can measure, we will start by devel-

oping the formalism that is applied for most
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macromolecules through use of the pair distribu-

tion function or P(r). Comparisons of the P(r),

attained through Fourier transformation of the

primary data, provides insight into the resolution

possible. Many examples of the value of this

function are described in the literature on

particles that are 1–10 nm in maximum dimen-

sion. Below we highlight the precision possible

but rather than dwell on this length scale, for

which there are several excellent tools

(Semenyuk and Svergun 1991; Nielsen et al.

2009; Bergmann et al. 2000), we will explore

either side of this scale. We will review scatter-

ing as a tool to measure the distances between

water molecules in bulk water at atomic length

scales (0.1 nm). We will also describe the use of

metallic labels to characterize small changes

over large distances on the order of 50 nm.

We aim to highlight how these broad length

scales (0.1–50 nm) are bridged by scattering. We

believe such a treatise is important since

instruments with sufficient flux and large

detectors are increasingly available, providing

access to these regimes in a single experiment

on time scales of 1 s or less. We endeavor to

enable investigators to begin extending their

X-ray or neutron scattering analysis to under-

stand multiple important phenomena. In addi-

tion, we seek to clarify the differences between

distance distributions extracted from each

approach which can be confusing because they

describe related quantities. The measurement of

structural changes a macromolecule undergoes

as part of its mechanism has wide spread

application and scattering provides this capabil-

ity with sub-nanometer resolution.

10.2 General Formalism
of Extracting Distances from
Scattering and Diffraction

Reconstructing a macromolecular structure from

its coherent scattering starts with two fundamen-

tal equations. Equations 10.1 and 10.2 describe

the relationship between measured scattering

intensities I(q) and the structure of the scattering

material ρ(r). Bold face variables indicate

vectoral quantities. The quantity ρ(r) will either
describe the electron density for X-rays or

nuclear scattering length density for neutrons as

a function of position from some origin r

(Fig. 10.1).

f qð Þ ¼
Z
V

ρ rð Þei r�qð Þdr ð10:1Þ

I qð Þ ¼
X
j

X
k

f j qð Þf k∗ qð Þei rj�rkð Þq ð10:2Þ

In Eq. 10.1. q ¼ 2π(so � s)/λ is the vectoral

change in momentum between a photon or neu-

tron prior to its interaction with material and after

its interaction with the material. The quantity q is

therefore often referred to as momentum transfer.

We are interested in the coherent scattering

where momentum changes are solely directional,

Fig. 10.1 Coordinates for

describing the scattering

from an object. The

coordinate system used to

describe the scattering

density is in black. The
incident beam and outgoing

scattering are described by

the green vectors and

coordinates
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with the change in direction, so – s, between the

incident and the outgoing angle. The vectors so
and s are unit vectors describing the direction of

the incident and outgoing scattering. The f(q)

function is often referred to as the “form” func-

tion and involves an integral over the volume V

of the scattering particle (the portion of the sam-

ple illuminated by the incident X-ray beam).

In two common biological approaches that

have been powerfully used together (Putnam

et al. 2007), macromolecular crystallography

and solution bioSAS from monodisperse

samples, the scattering material is organized in

two extreme ways. These are extreme in that with

crystallography all particles are, ideally, per-

fectly ordered with respect to one another while

in solution SAS, ideally, none of the particles are

ordered in relation to one another. The organiza-

tion of the material in these two different ways

also distinguishes diffraction from scattering.

In most biological cases the total scattering

from a macromolecule is not much stronger than

the scattering of water regardless of whether

neutrons or X-rays are used. Water of hydration

is therefore an important contribution. However,

for simplicity we neglect hydration now and will

deal with some aspects later. For more complete

detailed descriptions, we urge readers to consult

several excellent resources (Schneidman-

Duhovny et al. 2016; Koch et al. 2003; Poitevin

et al. 2011).

In crystallographic diffraction, where all

molecules are oriented identically, the vectoral

distance of one atom relative to another is

retained. In SAS, upon averaging all orientations

of the macromolecules relative to the incident

beam, the vectoral information is reduced to

scalars. This split between the two techniques

can be seen from the I(q) recorded from either

type of sample. For crystallographic diffraction,

q must be measured in two angular dimensions

since the intensity of diffraction spots containing

essential information vary in two dimensions.

In diffraction, a copy of an object located at rj
can be found at rk oriented identically relative to

the probing beam. The relation to the diffraction

intensity can be made more useful when it takes

into account the repeating regular translation of

one scattering unit relative to another by describ-

ing rjk ¼ rj – rk in terms of the three crystal

lattice dimensions. By replacing the general rjk
with lattice units, the equations describing crys-

tallographic diffraction simplify. As we proceed

and consider scattering from solutions, the same

conditions do not hold and a different formalism

is applied.

For bioSAS from dilute solutions of

biomolecules, the scattering objects of interest

are far enough away from one another that they

may be treated as uncorrelated. There is no struc-

ture between individual particles. In this case

the only term to consider in Eq. 10.2 is the self-

scattering, shown in Eq. 10.3, where (rj –

rk) ¼ 0. With solution scattering, the

components are in every orientation relative to

the probing beam. Thus an extra mathematical

operation is required to describe SAS data. The

averaging over all orientations is indicated by the

triangular brackets and is accomplished by inte-

gration over the traditional spherical coordinate

system with axes r, θ and φ. This averaging

results in loss of vectoral information but reten-

tion of scalar distance information. Therefore,

only a one dimensional convolution of ρ(r) can
be determined, the pair distribution function or P

(r). The relationship between the intensity and P

(r) is shown in Eq. 10.3.

I qð Þ ¼ f qð Þf∗ qð Þh i

¼
ZDmax

0

4πr2P rð Þ sin qr

qr
dr ð10:3Þ

Since

eir�q
� � ¼

R π
0

sinφdφ
R 2π
0

eiqrcosθdθR π
0

sinφdφ
R 2π
0

dθ
¼ sin q rð Þ

q r

The momentum transfer |q| ¼ q ¼ (4π sin(θ/
2))/λ, now varies in one angular dimension, θ.
Thus all information could be collected by a one

dimensional strip detector. This is typically not

done because by collecting on an area detector

and averaging, the signal to noise is of greater

quality.
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Despite this mapping of three dimensional

information on a one dimensional space, high

resolution capability stems from the use of

wavelengths (λ) on the order of 1 Å. When scat-

tering is done with X-rays and neutrons, it is

intrinsically capable of measuring scalar

distances at the same resolution as crystallogra-

phy because the wavelengths used are the same.

An often unappreciated advantage in solution

scattering is that the scattering objects are not in

contact as they are in crystallography. This lack

of contact limits the integration of the distance r

up to the maximum dimension of the particle

Dmax. In crystallography the boundary between

scattering units can be difficult to decipher

making the analogue to the P(r) function, called

the Patterson function, less directly interpretable.

Conversely the P(r) function is a histogram of

pair distances of scattering density. Its properties

are pictorially illustrated in Fig. 10.2 on a toy

system. Note that changes in the position of one

atom influences significant portions of the

distribution.

For macromolecules in real systems, the P

(r) can be very sensitive to conformational

changes or modifications. Figure 10.3 illustrates

the accuracy achievable on a protein where no

atom changes more than 5 Å. This level of

accuracy is achievable because (1) the protein

is either in one state or another and (2) a sub-

stantial proportion of the molecule moves. Had

the protein sampled a range of conformations in

its apo state relative to a single conformation in

the ligand-bound state, the P(r) functions for the

apo and ligand-bound state would be more dif-

ficult to discern. Furthermore, if only a small

portion of the molecule is changing, the P

(r) function would be less sensitive to the

change. For example, while the addition of a

single amino acid to a terminus of lysozyme

may be detectable in the P(r) function, the

same cannot be said for one of the ribosomal

proteins within a ribosome. While several

factors influence the resolution of changes that

can be determined, the P(r) function has suc-

cessfully and uniquely detected subtle changes.

Until recently, existing methods for extracting

the P(r) function from SAS data have been suit-

able. However, as data at higher angles are now

routinely collected, particularly with X-rays,

available tools are showing limitations. New

methods are sure to arise for even greater defini-

tion and sensitivity of macromolecular structure.

Of particular importance, as higher angles are
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Fig. 10.2 The pair distribution function, P(r), is a histo-

gram of distances. A toy model of a scattering is com-

posed of four labeled components. The P(r) function is

shown below. As the spatial distribution changes within

the system the P(r) function can be dramatically sensitive

to these changes
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measured, the influence of water which we con-

sider below.

10.3 Measuring the Distance
Between Water Molecules
in the Liquid Phase

Liquids have structure as readily indicated by

strong and non-monotonic features from their

scattering. Nearly all scattering from biological

samples will contain a significant signal from the

structure of liquid water, as shown in

Fig. 10.4a, b. Learning about the liquid water

signal is of value if for no other reason than to

de-convolute it from the signal of interest. Fur-

ther investigation may be warranted though, as

the structural interactions of water underlying

this signal are also of important consequence

for many processes in biology.

The molecules in liquid water are constantly

translating and rotating due to thermal

fluctuations. Thus the distance between any sin-

gle water molecule and its instantaneous neigh-

bor will vary with time. However, since all water

molecules are identical, the influence of thermal

energy is actually out-sized; in exchange for

breaking bonds holding two waters together,

another near equivalent bond with a different

water is made. A water molecule will have a

steady number of neighbors, shown in

Fig. 10.4c. Water is famously polar giving a

preferred directionality to interactions with

neighbors. Consequently, certain spaces around

a given water molecule are preferred relative to

others. The strength of polarity competes with

van der Waals interactions producing an optimal

distance between water molecules. The influence

of a water molecule goes beyond those in direct

contact and extends to correlated second and

third shells until thermal fluctuations dominate.

These structural characteristics have a profound

impact on the chemistry and biology of water.

Furthermore, since water is a small molecule

with a total of ten electrons it can be simulated

in detail to provide insights into the quantum

mechanics of inter-molecular bonds. Scattering

measurements on water have played a fundamen-

tal role in these areas.

Interpretation of scattering data from molecu-

lar liquids focuses on the relationship between

molecules rather than on the structure of the

Fig. 10.3 The P(r) function provides high resolution

information. (a) The protein NBS1 undergoes is either

extended (black) in an apo state or contracted (blue)
when binding a small peptide (Williams et al. 2009).

In this conformational change no atom moves more

than 5 Å. (b) The difference can be detected in the

P(r) function. The decrease in maximum dimension

from 87 to 83 Å among other changes are visible. How-

ever these differences would be difficult to discern from

SAS generated shapes on the two samples (inset)
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molecule itself. For this reason, the quantity of

interest from Eq. 10.2 is the opposite of what it

was for both crystallography and scattering from

macromolecules. The ρH2O(r), that describes a

water molecule, in Eq. 10.1 is known and has

been tabulated for both X-rays (Morin 1982;

Hura et al. 2000) and neutrons. Using the

known ρH2O(r), a form factor for water has been

calculated, fH2O(r). The scattering from water is

thus composed of two parts, the scattering within

a water molecule (intra-molecular scattering, a

known quantity), and the scattering between

Fig. 10.4 Scattering from water structure. (a) Underly-
ing protein crystallographic data is a ring due to water.

Because the protein is organized on a repeating lattice in

the crystal, the diffraction spots must be characterized in

two dimensions on the detector. In contrast the structures

related to water are oriented in all directions relative to

beam producing a symmetric ring that may be represented

in one dimension (b) by integrating around central inci-

dent beam. (c) Water structure stems from several

features including hydrogen bonding and van der Waals

interaction. (d) The van der Waals interactions prevent

water molecules from overlapping which can be seen in

the radial distribution function gH2O(r) at small r up to

2.5 Å. The main correlation is with next nearest neighbors

of which there are five. This can be determined by

integrating the area under the peak of the first correlation

shell which is centered at 2.8 Å
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different water molecules (inter-molecular scat-

tering) where rj – rk 6¼ 0 as defined in the second

part of Eq. 10.4. Intra-molecular scattering,

Iintra(q) ¼ hf(q)f∗(q)i, can be calculated, how-

ever this calculated quantity can only be utilized

when the measurement has been calibrated on an

absolute scale. Absolute measurements can be

challenging since few detectors are accurately

calibrated. However, using calibrants or

extremely high angles one can isolate the inter-

molecular scattering Iinter(q).

As in crystallography where a formalism is

introduced that anticipates molecules will be on

a lattice with extracted indices, for

non-crystalline materials a construct has been

created that anticipates the kind of inter-

molecular structure we expect in liquids. This

formalism is called the radial pair correlation

function or g(rj�rk). The g(rj�rk) can be con-

sidered a probability weighting function that

describes the probability that a neighboring

water molecule has a specific orientation and

distance relative to any other given water mole-

cule. The quantity ρog(rj � rk)dV is the

expected number of molecules that will be

found at a distance rk in a volume element dV

from a molecule at rj. The constant ρo is the

average molecular density that is macroscop-

ically measurable, calculable from ~1 g/cm2 for

water. By introducing this term, we can exchange

one of the sums over all molecular pairs in the

second part of Eq. 10.4 for an integral over the

probability weighting function as in Eq. 10.5.

This assumes that the population distribution of

configurations has reached an equilibrium within

the liquid.

The correlated structures in water will be in

every orientation relative to the X-ray beam

involving a spherical integration, with results

similar to those described in the preceding sec-

tion. All directional information is lost and the

exponential term is further reduced to a “sinc”

(sin(x)/x) function of scalars and g(r). The result

of the spherical integration is shown in Eq. 10.5

(neglecting a term that is only of significance

with strongly absorbing material). The function

g(r) has several key properties. The value of g

(r) describes the relative number of scatterers

outside the bulk density having a center-to-center

distance of r from a molecule, as shown in

Fig. 10.4d. At small distances within the van

der Waals diameter, g(r) will have a value of

zero since this presents a no overlap zone. At

large r, g(r) will be 1 as correlation has been

lost and numbers have reached bulk average

density, ρo. The vectoral g(rj � rk) can be calcu-

lated from a molecular dynamics calculation as

can be its scalar form g(r).

I qð Þ ¼ 2 f qð Þf∗ qð Þh i
þ

X
j

X
k 6¼j

f qð Þf∗ qð Þei rj�rkð Þ�qD E

ð10:4Þ
I qð Þ ¼ 2 f qð Þf∗ qð Þh i

þ P
kf qð Þf∗ qð ÞRVρog rj � rk

� �
ei rj�rkð Þ�qdVj

D E

IðqÞ ¼ 2⟨f ðqÞf∗ðqÞ⟩
1þ 4πρo

R1
0

r2ðgðrÞ � 1Þ sin ðqrÞ
qr

dr

� �

ð10:5Þ
Water was almost certainly one of the first

targets of X-rays and neutrons as it is both easy

to attain and of critical importance. However,

since water is of such great importance, there is

a tremendous demand for precision. The g

(r) function for water remains intensively studied

and even debated (Brookes and Head-Gordon

2015; Clark et al. 2010; Gallo et al. 2016;

Amann-Winkel et al. 2016). Each structural

detail has wide spread implications. Though not

presented here, further refinements have been

made by starting at the atomic (ρO(r) and ρH(r))
rather than the molecular level. Working from

this basis allows an exploitation of a unique

property of neutron scattering. Since deuterium

scatters neutrons more strongly than hydrogen

one can make use of a contrast change between

deuterated water and hydrogenated water for

extraction of the pair correlation function of

hydrogens gHH(r). As X-rays are scattered by

electrons, scattering experiments report mainly
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on the oxygens gOO(r). This is particularly true

since oxygen electronegativity will draw

electrons from hydrogen (Head-Gordon and

Hura 2002).

A challenge for converting scattering data to

real spatial information is that the two are related

through a Fourier transform. For early

investigators in particular but also of concern

today are three features of scattering data that

stymy Fourier transformation. (1) Noise in data

adds unphysical Fourier terms, (2) sparsely sam-

pled data from point detectors or other experi-

mental factors may mean missing Fourier terms

and (3) data are always truncated both at high and

low angles with disastrous effects for Fourier

transformation. When direct transformation is

attempted on truncated data, an infinite set of

non-physical Fourier terms are required. Modern

detectors and bright sources have improved sig-

nal, increased the sampling and the angular range

collected, greatly reducing challenges faced by

early experimentalist. Thus an understanding of

the structure of water as determined by scattering

has been emerging.

General features that are agreed upon from

analysis of g(r) is that a water molecule strongly

influences its nearest neighbors. The g(r) as

determined from X-ray scattering measurements

from water is shown in Fig. 10.4d and has on

average 5 nearest neighbors, that sit 2.8 Å from

the center of any given water molecule. The

presence of a water molecule perturbs structure

as far as 10Å away. This first coordinated shell is

followed by a drop in density below bulk levels.

Two more peaks are discernable in addition to

the first, showing the minimum distance a water

molecule maintains its influence. These length

scales are larger than cavities within

macromolecules affecting many important phe-

nomena such as metabolite and drug binding.

Thus accounting for the structural influence of

water remains a major challenge for in silico
based drug screening among other fields.

10.4 Measuring Changes
in Distance Distributions Over
Long Length Scales Using
Labels

We now move to measuring changes in large

scalar distances within a macromolecular assem-

bly. Such measurements in solution can provide

key biological insights. Outside of a crystalline

state, there is almost always a population distribu-

tion of distances that cannot be adequately

represented with a single structure. Biological

systems may sample important states infrequently

and thus these states occur in only a small subset

of a population. The challenge for solution based

techniques is to define this distribution and

changes in this distribution as a function of some

perturbation. A large variety of techniques have

evolved to quantify these dynamic distributions,

each with assets that are worth contrasting.

Like many other techniques, scattering can

make use of labels to aid in following specific

parts of macromolecules, increasing signal and

accuracy. There are several types of labels and

several ways of measuring the distance between

them. This section is focused on the use of heavy

metal labels in the context of X-ray scattering

(SAXS) (schematically illustrated in Fig. 10.5a).

Conceptually, the experiment is quite simple, how-

ever there is still a substantial investment into

synthesis relative to other label based techniques

for which synthesis has become more routine.

SANS based approaches have been used to

measure distance distributions for many years.

Selective deuteration of parts of a macromole-

cule adds extra scattering cross-section to that

part. Collecting data from such samples in a

mixture of H2O and D2O can make the

non-deuterated portion invisible. This approach

was applied to identify the relative distance

between ribosomal components before atomic

resolution structures were available. Several

other interesting systems have been elucidated
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this way as discussed elsewhere in this book.

Increased access to SANS instruments plus their

increased brightness are certain to profoundly

increase this type of application.

10.5 FRET and EPR
for Measurement of Scalar
Distances

Before we focus on SAXS we draw attention to

important alternative non-scattering based

techniques. When molecular rulers are required,

FRET and EPR are often utilized with excellent

effect. FRET and EPR labels are commercially

supported, reducing sample preparation

challenges. They have been powerfully applied

in scenarios for which scattering techniques are

difficult. For example, FRET can be applied

in vivo and as a single molecule technique. EPR

can be conducted at low concentrations and with

membrane proteins. For these reasons FRET and

EPR should be strongly considered for at least

complementary information to scattering.

FRET and EPR also have specific challenges.
Both techniques have an optimal range for dis-

tance measurements, beyond which they are no

longer reliable. For FRET, this range is usually

from 1.5 to 6 nm depending on the dynamics of

the biomolecule and the size of the label (Lam

et al. 2012). For EPR, the optimal range can

extend from 1.5 to 2.5 nm for continuous-wave

EPR, and up to 8 nm for pulsed wave EPR

(Schiemann and Prisner 2007).

In addition to limitations in distance

measurements, both FRET and EPR have specific

experimental challenges. For FRET to accurately

measure distance, both labels need to have the

freedom to sample all rotational orientations. Lim-

iting the rotation of one label relative to the other

can increase measurement error significantly,

from 10% at 5 nm to 50% at 1.5 nm. For EPR,

the sensitivity of the spin label to the environment

can be both a blessing and a curse. To increase the

signal-to-noise for EPR, measurements are often

taken at 50–80 K, sometimes for 10–12 h.

For systems and questions where these exper-

imental limitations do not pose a challenge, both

FRET and EPR will provide significant insights.

Scattering remains inherently complementary.

Scattering measurements can be conducted with

and without FRET or EPR labels to determine

the influence of labels.

10.6 Scattering from Metal Labels
for SAXS Measurements

X-rays scatter from electrons, thus heavy

elements scatter more strongly than lighter

elements. Most biological SAXS measurements

are difference experiments where the solvent is

subtracted from the solution containing sample.

When this is done, the relative signal of each

contributor is scaled not by the square of the

electron density but by the square of the electron

density difference between the scattering object

and solvent. The average electron density is

0.332, and 0.44 electrons/Å3 for water and pro-

tein respectively. For gold, the electron density is

approximately 4.6 electrons/Å3. Using these

values, in a difference experiment the scattering

intensity at zero angle of a gold particle is 1650-

fold larger than that of a protein of equivalent

size (Fig. 10.5b). Differences of this order of

magnitude are usually worthwhile to pursue

despite challenges in preparation. For example,

concentrations can be reduced to the nanomolar

range or time scales can be reduced to

milliseconds.

Gold labeling of biological systems has relied

heavily on gold-sulfur bonding though other

strategies are possible. Cysteines are a natural

target in proteins while thiolated bases can be

incorporated into DNA. As gold nanoclusters

present a large surface, care must be taken to

ensure the desired labeling ratio is eventually

purified. Once the gold-sulfur bond is made, fur-

ther reactions must be reduced. Thus the portion

of the gold surface that is not involved in the

desired bonding is protected by other chemical

groups like thiolated polyethylene glycols. For

control of bonding, the redox state of solutions

during preparation must be carefully controlled

as the gold-sulfur bond competes with potential

disulfide bonding.
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The larger the scattering from the label the

simpler the subsequent analysis will be for the

extraction of distances between two labels. How-

ever, any label can be disruptive to the biological

system under investigation and a variety of heavy

atoms and heavy atom clusters have been found

useful including mercury (Vainshtein et al.

1980), lead (Grishaev et al. 2012), rubidium

(Horkay et al. 2006), and terbium (Miakelye

et al. 1983). Many of these studies also

manipulated the scattering contrast by either

using anomalous scattering properties of the

metal atom or changing the solvent scattering to

match that of the biological component.

Depending on the strength of the signal and size

of the label, data collection and analysis increase

in complexity (Zettl et al. 2016; Mathew-Fenn

et al. 2008a, b).

10.7 Extracting Length Information
from the Scattering Curve

Contributions to the total scattering from labeled

systems can be conveniently grouped. There are

five types of contributions: the intra-label, intra-

biomolecule, inter-label, inter-biomolecule, and

finally scattering due to correlations between

biomolecules and labels. Analysis of these

terms vary in complexity. In the simplest case,

the labels scatter so strongly that the scattering

contribution of the biological macromolecule are

negligible (Hura et al. 2013b). In this case only

two terms are significant: the intra-label and

inter-label terms.

With labels that scatter on the same scale as

the biological macromolecule, all terms must be

considered. In an effort to measure basic

properties of DNA, small gold labels of 1.5 nm

diameter have been used (Mathew-Fenn et al.

2008a, b). The intra- and inter-biomolecule scat-

tering can be measured on the system without

labels. The more difficult component is the scat-

tering cross term due to correlations between the

biomolecule and the label. Several strategies may

be applied including the measurement of the

system labeled at each point independently or

modifying the scattering power of the label

using resonant X-ray energies (Zettl et al. 2016)

or varying label size or composition as reported

in several studies.

In a system using equivalent labels at all

labeling points and that scatter overwhelmingly,

the analysis is similar to that used in the previous

section for water. A distinction can be made

between the experimental observable desired

from labels relative to that from water. In the

case of water, the absolute number of coordinating

waters is an important experimental result. The

number of coordinated labels is almost always

known and if uncertain can be tested by varying

the labeling strategy. For example one can test the

agreement between the scattering of the label

alone and the macromolecule labelled at one

point. If these results are in poor agreement, the

macromolecules may be multimerizing, adding

additional label correlations that must be

accounted for. Defining a distribution of labels

relative to the bulk density is not necessary and

so rather than work with g(r) which is a compari-

son to bulk density, a relative distribution is

desired. Thus, starting from Eq. 10.4 we define a

weighing distribution P(D) where D is the dis-

tance between label j and k. The labels all have

the same f(q) so we can utilize Eq. 10.6.

I qð Þ ¼ 2 f 2 qð Þ� �

þ 2 f 2 qð Þ� � Z 1

0

P Dð Þ sin qD
qD

dD

ð10:6Þ
Rearranging terms to focus on the inter-label

distance distribution and taking into account both

concentration factors and instrumental

parameters with two constants (k1 and k2) we

arrive at the correlation scattering function

(CSF), which is a Fourier transform of P(D).

CSF ¼ IðqÞ
k1⟨f

2ðqÞ⟩ � k2 ¼
R1
0

PðDÞ sin qDqD dD

Experimentally, k1 and k2 can be determined.

However, they can also be treated as fitted

parameters. The CSF should oscillate about

0 and at wide q the inter-particle contribution

should be negligible as the inter-label distance

must be larger than the label size. Drifts from an
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oscillation about 0 indicate either some level of

aggregation in the labels.

We have applied this scenario to monitor pro-

tein mediated DNA repair (Hura et al. 2013b).

Labeling both ends of damaged DNA with nom-

inally 5 nm diameter gold labels, we followed the

end-to-end distribution as proteins and

metabolites in the repair pathway were added.

We contrasted both short (31 base pair) and

long (up to 71 base pair) DNA. The shorter

DNA substrate accommodates a single protein

footprint analogous to what can be done with

FRET. The longer DNA substrate accommodates

multiple proteins allowing the observation of

cooperative effects common in DNA repair pro-

cesses. Example results from this study are

shown in Fig. 10.5c–e where we measure

distances between labels that are 30 nm apart.

These results can be extended to longer

DNA strands or length scales as most modern

SAXS instruments can sufficiently capture

small angle data.
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Fig. 10.5 SAXS measures of long-distance distributions

with gold labels on DNA. (a) Schematic representation of

gold end-labeled DNA. (b) Experimentally measured

scattering power of 5 nm gold is 5400 times higher than

DNA and 500-fold greater than a globular protein of two

times its diameter. (c) The CSF is derived from dividing

two SAXS profiles, the labeled system through by the

label alone. (d) The P(D) distribution characterizing the

distances between labels as DNA is manipulated by a

DNA processing enzyme. (e) Contour maps of the gold

labels can be drawn based on the distribution shown in (d)
combined with crystallographic information that the pro-

tein system bends DNA. The bending of the DNA is

dynamic, sampling very dramatic bending angles that

could not be deduced crystallographically
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10.8 Conclusion

SAS as employed to study biological

macromolecules in solution is a very flexible

and powerful technology with widespread appli-

cation. For most samples, a minimal amount of

preparation is required to provide a comprehen-

sive characterization of macromolecular struc-

ture. High flux sources and new detectors are

capable of characterizing wide temporal and spa-

tial scales – all with one sample and data collec-

tion. Here we worked through some details of

analysis for probing distances between

molecules in a liquid which can be pushed

down to 0.1 nm resolution. Large area detectors

provide access to the necessary angles that can be

used to characterize the details of hydration

layers around proteins. More work is required

on tool development to utilize this information

that has become routinely available.

For specialized cases where the organization

or movement of subassemblies within a larger

assembly is of central importance, samples may

be modified so that these pieces have additional

contrast. For X-rays, specific points may be

labeled with metallic nanoclusters or for

neutrons, regions may be deuterated. Since

required sample quantities are already quite

small and continue to decrease, the same sample

preparation may be used to study the labeled

system in a variety of contexts, providing unique

insights into function. Here, we considered some

of the detailed analysis required to extract infor-

mation from labels separated by distances

of 50 nm or greater.

While there have been big leaps in recent

progress for EM and with the free electron laser

for X-rays, advances in SAS data collection and

analysis have been more wide spread and contin-

uous. Access and utilization has grown, creating

an ever larger community that contributes to

analysis tools and interpretation. We anticipate

that due to its widespread applicability and

throughput, SAS will increasingly be looked to

for complementary and unique structural infor-

mation on a rapidly expanding set of targets from

genomic and macromolecular engineering fields.

10.9 Few Assorted Experimental/
Computational Tips

SAS can monitor high resolution structural

changes in solution when conducted as a relative

measurement to other SAS data or an atomic

resolution model.

Distance distributions are not always calcu-

lated from SAS in the same way and therefore do

not always quantify the same scattering density

distribution. Make sure you understand the

assumptions that are part of a particular distance

distribution.

In quantifying distances between scattering

density, utilize any information that may be of

value, whether it be bulk density or known semi-

periodicity particular to the sample, to create the

most intuitive distance distribution for your

system.

Distance distributions are never direct Fourier

transforms of SAS data as SAS data is finite and

are often derived from fitting data. Always exam-

ine the quality of the fit of the Fourier transform.
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A Successful Combination: Coupling
SE-HPLC with SAXS 11
Javier Pérez and Patrice Vachette

Abstract

A monodispersed and ideal solution is a central (unique?) requirement of

SAXS to allow one to extract structural information from the recorded

pattern. On-line Size Exclusion Chromatography (SEC) marked a major

breakthrough, separating particles present in solution according to their

size. Identical frames under an elution peak can be averaged and further

processed free from contamination. However, this is not always straight-

forward, separation is often incomplete and software have been developed

to deconvolve the contributions from the different species (molecules or

oligomeric forms) within the sample. In this chapter, we present the

general workflow of a SEC-SAXS experiment. We present recent instru-

mental and data analysis improvements that have improved the quality of

recorded data, extended its potential and turn it into a mainstream

approach. We describe into some details two specific applications of

SEC-SAXS that provide more than just separating associated forms

from the particle of interest.

Keywords

Size exclusion chromatography • Small-angle X-ray scattering •

Monodispersity • Membrane protein-detergent complex

11.1 Introduction

For meaningful subsequent 3D modelling of the

studied particle, SAXS requires a monodispersed

and ideal solution. In the case of a mixture, the

composition may be fully defined by a given set

of parameters that are determined by

non-negative least-square approach in the case

where form factors are known. When proteins

are prone to aggregation, this can bar any valid
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SAXS study, even when trying to mitigate the

effect of self-association by adding a small

amount of detergent in the solution, using a

slightly truncated construct or producing a fusion

protein that does not aggregate any more. This

has actually been the case in a recent controversy

around two SAXS studies of PICK1, a BAR

domain containing protein (Boczkowska et al.

2015; Erlendsson et al. 2015; Karlsen et al.

2015; Madasu et al. 2015). As stated in the con-

clusion of one of the letters exchanged “These

two models are radically different, and mutually
exclusive, and should inspire scientists in the

field, our laboratory included, to use alternative

approaches to test their legitimacy. Lastly, we
hope that as a result of this debate, aggregation

issues in SAXS data analyses will receive the

close scrutiny they deserve. The recent availabil-
ity of in-line SEC-SAXS at an increasing number

of beamlines worldwide should help mitigate

aggregation problems, although this is not a
universal solution.” The present chapter is an

attempt to present the implementation of the

approach around an actual instrument and to

describe data acquisition and processing.

To reach monodispersity in the biochemistry

laboratory, Size Exclusion (aka Gel Filtration)

Chromatography, is a routine and very efficient

method. Its coupling on-line with the measuring

cell on synchrotron radiation SAXS beamlines

marked a clear breakthrough in biological

SAXS. It was first introduced by “external

users” at APS beamline BioCAT in 2004

(Mathew et al. 2004) and at the Photon Factory

BL10C in 2008 (Watanabe and Inoko 2009) but

it was only in 2008 that it became available to

users as a routine mode of data acquisition on the

SWING beamline at the SOLEIL synchrotron

(David and Pérez 2009). Indeed, the instrument

had been designed from its inception with an

SE-HPLC setup as an integral part of the SAXS

instrument. Since then this arrangement has

spread to a number of other instruments world-

wide (Table 11.1).

11.2 Features Required for a SEC-
SAXS Setup

The SEC-SAXS combination basically

resembles the popular SEC-MALLS combina-

tion now available in most biochemistry labs,

but with the scattering of visible light “replaced”

by the scattering of an X-ray synchrotron beam.

A schematic simplified layout is represented in

Fig. 11.1. For SAXS measurements, a

thermalized flowing cell made of a cylindrical

thin-walled (ca. 10 μm) quartz capillary (ca.
1.5 mm diameter) is the usual compromise

between rigidity, low X-ray scattering back-

ground and cleaning ease. The capillary should

best be inserted in a vacuum chamber to avoid

shadow effects from air and window scattering.

The chamber should itself be positioned on a

horizontal motorized stage to select the zone of

the capillary with the lowest scattering back-

ground. The tubing between the UV-Vis spectro-

photometer of the SEC set-up and the

downstream SAXS cell should be kept as short

and as narrow as possible to minimize band

broadening. There should be some communica-

tion between the chromatography instrument and

the beamline control to synchronize protein elu-

tion and SAXS frames acquisition. As a mini-

mum, the link is provided by the user who is in

charge of launching both systems simulta-

neously. In more automated cases, electronic

triggering signals are sent back and forth

between the two set-ups, with no user

intervention.

A multiple column system is useful to opti-

mize duty cycle in case the SAXS acquisition

finishes before elution completion. Switching

columns allows injection and data collection on

column B while column A completes the return

to equilibrium with the elution buffer. An

automated cleaning procedure of the SAXS mea-

suring cell should be implemented and

performed after each elution, often using a deter-

gent emulsion followed by water rinsing

(Fig. 11.1). A full compatibility with an
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automated direct injection set-up is a strong asset

for fast switching between both modes, the latter

being mostly useful for better statistics at larger

q-values. Finally, the chromatography set-up can

be positioned on a lockable rolling table that

allows easy removal and repositioning, which is

especially convenient on those SAXS beamlines

that are not uniquely dedicated to biological

solutions (Fig. 11.2).

SEC-SAXS is often complemented by other

parameter monitoring for a more complete sam-

ple characterization beyond the UV spectrometer

at the column outlet. For instance, a refractome-

ter has been installed downstream of the SAXS

measuring cell on SWING in the case of mem-

brane protein studies (see the dedicated section

below, (Berthaud et al. 2012)). However, due to

protein diffusion resulting in band broadening

between the various measuring cells, the protein

concentration and the quality of particle separa-

tion vary, which makes it difficult to combine the

observations. In particular, the refractometer

must usually be at the end of the circuit whereas

the SAXS cell, with its large section, produces a

marked band broadening. For these reasons, a

second, parallel circuit can conveniently be

used for other biophysical characterization.

Hence, a significant step forward has recently

Table 11.1 Beamlines worldwide where SEC-SAXS is available to users

Beamline SR

facility Uniform resource locator

SEC-

SAXS

availability Available SEC columns

P12-EMBL Petra-

3, Germany

http://www.embl-hamburg.de/biosaxs/p12/ On request GE Healthcare Superdex

200 10/300 GL, 24 ml

B21 DLS, UK http://www.diamond.ac.uk/Beamlines/Soft-

Condensed-Matter/small-angle/B21.html

Routinely GE Healthcare Superdex

200, 2.4 ml

SHODEX KW-402, 4.6 ml

SHODEX KW-403, 4.6 ml

SHODEX KW-404, 4.6 ml

SWING

Synchrotron

SOLEIL, France

http://www.synchrotron-soleil.fr/Recherche/

LignesLumiere/SWING

Routinely Agilent Bio-Sec-3-300, 4.6 ml

SHODEX KW 405, 4.6 ml

BM29 ESRF,

France

http://www.esrf.eu/home/UsersAndScience/

Experiments/MX/About_our_beamlines/bm29/

beamline-setup/hplc.html

Routinely User provided only

SAXS/WAXS

Australian

Synchrotron,

Australia

http://www.synchrotron.org.au/

aussyncbeamlines/saxswaxs

Routinely User provided only

BL23A NSRRC,

Taiwan

http://www.nsrrc.org.tw/www/eng/endstation/

17b3/saxs/index.htm

Routinely

BioSAXS

MacCHESS, USA

http://www.macchess.cornell.edu/MacCHESS/

inline_SEC.html

Routinely GE Healthcare Superdex

200 3.2/300 Increase 2.4 ml

GE Healthcare Superdex

200 5/150 GL, 3 ml

GE Healthcare Superdex

200 10/300 GL, 24 ml

GE Healthcare Superdex

75 3.2/300 (RNA work only),

2.4 ml

BL4-2 SSRL, USA http://www-ssrl.slac.stanford.edu/~saxs/

sample_environ/fplc_saxs.htm

On request GE Healthcare Superdex

200 PC3.2 & Superose 6 PC

Superose 6 PC 3.2

BioCAT APS, USA http://www.bio.aps.anl.gov/techniques/index.

html

Routinely Columns provided, but users

are encouraged to bring their

own column
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been made at the EMBL Outstation in Hamburg

by using a split valve at the outlet of the SE

column creating two parallel and identical paths

for the eluting sample, one flowing to the SAXS

measuring cell while the other one flows succes-

sively through the U.V. cell, the refractometer

and the viscometer (Graewert et al. 2015).

11.3 Columns

The first attempts at SEC-SAXS were the work

of biochemist users who used lab columns with a

7.5 mm diameter, involving larger loaded protein

amounts and longer elution times. Nowadays,

4.6 mm diameter columns are used practically

everywhere. On SWING beamline, we typically

favor matrices of polymer-coated silica beads,

from Shodex™ [KW series] or from Agilent™
[BioSec series], due to their very high resolving

power. However, for buffers with pH values

higher than 7.5 or 8, organic polymer or carbo-

hydrate based matrices have to be used. Column

volumes should be minimized to avoid excessive

dilution, e.g. around 5 ml. However, this should

not be detrimental to resolution. Depending on

the case (close peaks or not) resolution might be

preferred and larger columns could be used. Col-

umn integrity should be regularly checked by

eluting a mixture of reference samples. Filtering

of buffers during elution is not as stringent a

requirement as for MALLS, but it is still

recommended to insert a 0.2 μm prefilter

upstream of the pump. Even when columns are

available on the beamline, users are encouraged

to bring their own previously verified column.

This limits problems of cross-contamination

between various samples while avoiding the dis-

covery on the beamline of unexpected

interactions of the sample with the column

matrix, a waste of resources and efforts.

11.4 Experimental Protocol

Choose the right column for the sample under

study. The criteria for choice are fairly obvious:

the range of molecular mass in which effective

separation is achieved by the column compared

with that of the sample; the sample hydrody-

namic radius Rh, the pH to be used (silica based

cannot stand pH higher than 7.5 or 8). If the

column resolution is not enough to clearly sepa-

rate two components, it is advisable to use a

column with finer granulometry of the solid

phase (the matrix). It can also be useful to com-

bine two columns in series to improve the

Fig. 11.1 Schematic representation of a typical

SEC-SAXS setup. Two alternative injection modes are

represented, which can be selected by switching the vari-

ous valves indicated in the diagram. The cleaning system

is meant to remove any deposit on the walls of the SAXS

measure cell. Cleaning, injection, and data acquisition are

usually synchronized by a master control system to sim-

plify the user task. Complementary features such as a

second switchable column, or a splitted way for other

biophysical characterizations, can be found at specific

beamlines
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resolution, even if the resulting concentration at

the peak top is slightly decreased.

Choose (if possible) the UV-Vis wavelength

for elution monitoring. For instance 260 and

280 nm for a nucleoprotein complex are compul-

sory. A remote wavelength (400 nm) can be used

to check the lamp stability. More specific

wavelengths can be used in case chromophores

are present to help distinguish particles

containing them from the others and to better

estimate their concentration.

Equilibration should be reached, usually

checked by several stable UV-Vis profiles. The

rule of thumb on SWING beamline for a 4.6 ml

column is an absorbance variation at 280 nm

lower than 5 mAU over 10 min at 200 μl/min.

At third generation synchrotrons, injection

volumes and concentrations should be such that

a concentration of the order of 1 mg/ml is

reached at the elution peak head. Typically, the

injection volume corresponds at most to 1 % of

the column volume, beyond which resolution can

be affected. For instance, 50 μl at 5 mg/ml can be

loaded on top of a Biosec-3 300 Agilent 4.6 ml

column, resulting in a fivefold dilution at the

peak head in the case of a predominantly

monodispersed solution with only a minor frac-

tion of aggregates.

In general, the resulting concentration is low

enough to make any potential coulombic repul-

sion effects negligible. However, when very high

concentration solutions are loaded, it could be

advisable to proceed to the “usual” dilution series

(meaning the concentration at the top of the

peak), and in that case, it is much simpler and

effective to reduce the injected volume accord-

ingly than to dilute the initial solution.

Buffer frames have to be collected before the

void volume, and cover a significant fraction

(typically 20–30%) of the time between injection

and void volume to assess beam and elution

stability and provide buffer scattering data with

good statistics.

Data acquisition does not need to cover the

entire elution process, typically lasting between

15 and 30 min. In particular, shining X-rays on

aggregates only increases the risk of capillary

fouling for no gain in useful information. It may

be wiser to restrict the X-ray exposure to the time

period of particle elution. In contrast it is good

practice to collect data well after the last peak has

eluted, in order to gain information on capillary

fouling effects that could then be accounted for

(see below).

If no preliminary run on the same column

could be performed, the first elution should be

Fig. 11.2 Photograph of the SEC-SAXS setup installed on the SWING beamline at the Soleil synchrotron
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monitored by the user and he/she may then have

to trig manually the SAXS acquisition. Since the

HPLC comprises its own UV monitor, usually

positioned several tens of μl before the SAXS

cell, there is some time left to check that the

increase in optical density (OD) does indeed

correspond to the expected peak and not to a

spurious signal. Triggering at the rising side

inflexion point of the expected peak is a good

practice.

The acquisition frame rate should be compat-

ible with the typical time widths of the elution

peaks. About one frame per second allows more

than adequate sampling of a 1-min broad peak.

It is also possible to collect data continuously

with ca 10 ms frames when using photon

counters as detectors. This “collect all” approach

is simple and effective at the cost of (automati-

cally) processing thousands of 2D images to

yield 1D frames, most of which might contain

no useful information. It can also produce a

larger amount of undesired capillary fouling.

11.5 Data Processing

Data reduction, the first stage of data processing,

is done using an automated pipeline converting

2D frames into 1D scattering profiles. Buffer

frames are examined, their identity assessed by

the absence of monotonic evolution or using

some more general statistical tools such as

CorMap (Franke et al. 2015) before averaging

identical frames. The average buffer profile is

subtracted from all frames of the elution dataset

properly speaking. Then I(0) and Rg are

evaluated by applying the Guinier analysis to

all buffer-subtracted curves. Two major cases

can then be distinguished.

11.5.1 Simple Case: Well Resolved
Peaks

In a favorable case, the species of interest elutes

as a well-resolved peak far from the larger

oligomers or aggregates that were present in the

original solution. After performing the tasks

mentioned above, one examines the evolution

of Rg with time (frame number) through the

elution peak. The absence of monotonic variation

across the peak suggests that the frames are iden-

tical. It is important to confirm this by a

subsequent analysis of the ensemble of frames

(e.g. using CorMap in PrimusQt (Petoukhov

et al. 2012)) after scaling all frames to the same

integral over a given q-range. Such an example is

shown in Fig. 11.3. The series of frames around

the peak maximum show no evolution of their Rg

value, and are practically identical after scaling.

They can then safely be averaged for subsequent

analysis and molecular modeling. The program

DATASW (Shkumatov and Strelkov 2015)

provides an option for automatic averaging

using a sliding window to increase statistics if

individual frames are too noisy and will yield for

each peak the average of all frames under the

peak and of frames �10% around the maximum.

This is fine as long as peaks are well resolved.

If one wishes to derive an estimate of the

molecular mass from the value of I(0)/c at the

peak top, one should take the band broadening

effect into account due to the path between the

UV detector of the HPLC instrument and the

SAXS measuring cell. A simple and effective

approximation is to divide the measured OD by

the ratio SAXS-over-OD of the peak widths.

More sophisticated approaches have been devel-

oped in data processing packages for the similar

situation of SEC-MALLS data, in which the OD

peak is convolved with a function mimicking the

band-broadening process to match the MALLS

peak shape. These approaches could easily be

implemented for SEC-SAXS. The band broaden-

ing issue can also be addressed experimentally

by directly measuring the OD within the SAXS

measuring cell, but at the cost of a less precisely

calibrated signal.

11.5.2 More Complex Cases

More complex situations are often encountered,

in which peaks are not baseline resolved and

most elution frames still contain contributions

from two or more components. A first situation

is shown in Fig. 11.4, where the main elution

peak exhibits an unresolved shoulder on its rising
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edge, probably from a fraction of small

oligomers. Accordingly, a systematic decrease

of Rg is observed throughout the peak, but still,

frames with stable Rg values are obtained on the

descending side. These frames can then be used

for averaging and further analysis, after thorough

check that they are identical once scaled. How-

ever, since the data were extracted from the flank

of a non perfectly monodispersed peak, it is

crucial to confirm that the curve corresponds to

the species of interest. This should be done by

estimating its molecular mass, best using

approaches not requiring the knowledge of the

concentration (e.g. using SaxsMoW (Fischer

et al. 2010)).

One may also want to retrieve more informa-

tion from a set of unresolved patterns. To try and

overcome the difficulties arising from poorly

separated components, specific software was

developed as a dedicated module within the

US-SOMO package for macromolecular

modeling using hydrodynamic and scattering

data (Brookes et al. 2013, 2016). This module

offers classical Singular Value Decomposition

(SVD) analysis of the data set that informs the

choice of the number of species m necessary to

account for the ensemble of frames as well as

filters noise by projection of all scattering frames

on the subspace defined by the first m

eigenvectors deemed meaningful. The specificity

of this approach lies in its use of transposed

vectors from the 2D scattering dataset I(q,t)

where chromatograms Iq(t) display the time evo-

lution of intensity at a given q-value (Fig. 11.5).

Elution peaks are modeled as gaussians and the

entire dataset is globally fitted to yield the

resulting m gaussians together with the m

coefficients associated with each frame. Finally,

the program extracts the m scattering patterns for

each proposed species. This is illustrated in the

article by the analysis of the data obtained from

the elution of a BSA solution containing dimers

and trimers beyond monomers (Fig. 11.6).

Very recently, an article of great interest was

published that reports SEC-SAXS analysis of an

allosteric protein in an inactive form and in an

allosterically activated form (Meisburger et al.

2016). The authors show that, although only

one elution peak is visible on the elution profile,

the radius of gyration is not constant across the

peak, showing that several species elute without

being resolved. The authors utilize standard SVD

analysis to determine the minimum number of

species compatible with each dataset before

using the so-called evolving factor analysis

(EFA), a variant of SVD that determines the

peak range associated with each species before

retrieving the true SAXS pattern of each species
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Fig. 11.3 SEC-SAXS study of a protein well separated

from aggregates. Left graph: time evolution of forward

scattered intensity by a solution of urate oxidase (squares,
left side vertical axis). The Rg-values for frames under

the main elution peak are also shown ( filled circles, right
side axis). In orange are highlighted the values that are

deemed stable and selected for subsequent frame averag-

ing. The respective I(0) values are shown in red. All

frames within full-width at half-maximum of the elution

peak were kept, underlining the high monodispersity

within the peak. Right graph: Superimposition of the

35 selected scattering frames, scaled to their integrated

intensity in the range 0.07 < q <0.10 Å�1. Color code:
from red to blue with increasing time
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from the singular vectors by imposing a zero

concentration outside the peak range.

11.5.3 The Capillary Fouling Issue

Radiation damage can be a real issue and it is

actually the object of a very interesting recent

study (Hopkins and Thorne 2016) to which we

refer the reader for an in-depth study of the

phenomenon. Let us just mention a couple of

simple advices: Tris-HCl acts as a radical scav-

enger and its wide use can only be recommended.

We have also noted in some cases a tendency of

phosphate buffer to increase radiation effect.

Phosphate buffer should probably be avoided

when planning a SAXS study (see Fig. 11.7).

Finally, it has also become common practice to

add from 2 to 5% (v/v) glycerol to sample solu-

tion as this limits the consequences of irradiation

(Kuwamoto et al. 2004) but one should keep in

mind that this could affect the conformation of

the protein, primarily those that are partly

unstructured as glycerol is known to stabilize

compact, folded protein conformations.

The consequence of radiation damage on the

SEC-SAXS data is the appearance of a small but

increasing contribution to scattering at very low

angles that can be directly attributed to progres-

sive protein adsorption onto the irradiated part of

the capillary wall. This parasitic scattering

causes an increase of all apparent radii of gyra-

tion, and most spectacularly on frames after the

elution peak, when the protein concentration of

the circulating solution vanishes. This is directly

visible in Fig. 11.7c showing early, top and late

frames recorded in phosphate buffer.

This particular issue was recently addressed in

the HPLC module of the US-SOMO package. In

particular, the conversion of the experimental

curves into chromatograms for each q-value

clearly demonstrates that the parasitic intensity

remains constant as soon as the protein elution is

completed. This strongly supports that protein

progressive deposition and not instantaneous

aggregation is the origin of the unwanted scatter-

ing. The algorithm in the US-SOMO package

estimates the time evolution of this effect at

each q-value and corrects for it, finally delivering
a set of corrected frames (Fig. 11.8). The experi-

mental requisite for this algorithm to work is that

data must be recorded well after the last peak

elution. Recently, Kirby and coll. came up with a

totally new design of a flow cell in which the
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Fig. 11.4 SEC-SAXS study of a protein poorly

separated from oligomers. Left graph: time evolution of

forward scattered intensity and radius of gyration by a

solution of a complex of Smac/Diablo with a BIR2-BIR3

construct (Mastrangelo et al. 2015). The symbols and

color code are the same as in Fig. 11.3. Right graph:
superimposition of the 14 selected scattering frames,

scaled to their integrated intensity in the range

0.07< q <0.10 Å�1. Only part of the frames from the

right-hand side of the elution peak could be retained for

further analysis, based both on the stability of the Rg

values and on the superposition of the scattering frames.

In particular, the three last eluting frames with shown Rg

values were discarded due to small discrepancy (not

shown) in their scaled scattering curves with respect to

the ensemble, a difference not discernible from the Rg

values alone

190 J. Pérez and P. Vachette



F
ig
.
1
1
.5

2
D
re
p
re
se
n
ta
ti
o
n
o
f
a
S
E
C
-S
A
X
S
d
at
as
et
.
A
S
E
C
-S
A
X
S
d
at
as
et
co
n
si
st
s

o
n
th
e
co
ll
ec
ti
o
n
o
f
se
v
er
al

S
A
X
S
fr
am

es
co
ll
ec
te
d
at

su
cc
es
si
v
e
ti
m
es
.
S
u
ch

an

en
se
m
b
le
re
co
rd
ed

fr
o
m

a
B
S
A
so
lu
ti
o
n
is
re
p
re
se
n
te
d
at
th
e
ce
n
te
r
o
f
th
e
fi
g
u
re

as
a

3
D

su
rf
ac
e
sh
o
w
in
g
th
e
sc
at
te
re
d
in
te
n
si
ty

I
as

a
fu
n
ct
io
n
o
f
b
o
th

th
e
m
o
m
en
tu
m

tr
an
sf
er

q
an
d
ti
m
e
t.
O
n
th
e
ri
g
ht
-h
a
nd

si
d
e
o
f
th
e
fi
g
u
re

ar
e
sh
o
w
n
tw
o
S
A
X
S
cu
rv
es

m
ea
su
re
d
at
d
if
fe
re
n
t
ti
m
es

d
u
ri
n
g
el
u
ti
o
n
.
T
h
e
re
p
re
se
n
ta
ti
o
n
o
f
th
e
el
u
ti
o
n
cu
rv
es

at

fi
x
ed

q
-v
al
u
es

sh
o
w
n
o
n
th
e
le
ft
-h
an

d
p
ar
t
o
f
th
e
fi
g
u
re

is
ty
p
ic
al
ly

p
u
t
to

g
o
o
d
u
se

in

th
e
H
P
L
C

m
o
d
u
le

o
f
th
e
U
S
-S
O
M
O

p
ro
g
ra
m

th
at

ev
al
u
at
es

a
p
o
ss
ib
le

p
ar
as
it
ic

b
as
el
in
e
d
u
e
to

ca
p
il
la
ry

fo
u
li
n
g
u
n
d
er

ir
ra
d
ia
ti
o
n
,
b
ef
o
re

at
te
m
p
ti
n
g
to

d
ec
o
n
v
o
lv
e

se
v
er
al

sp
ec
ie
s
co
n
tr
ib
u
ti
o
n
s
fr
o
m

n
o
t
fu
ll
y
re
so
lv
ed

p
ea
k
s

11 A Successful Combination: Coupling SE-HPLC with SAXS 191



main stream of protein solution is separated from

the capillary walls by a thin laminar flow of

buffer, which almost entirely eliminates any

apparent radiation effect on the scattering pattern

(Kirby et al. 2016). This new design has the

potential to completely change the way

SEC-SAXS data will be collected in the future.

11.6 Specific Applications

11.6.1 Case of Weak Complexes

Up to now, we have considered the use of SEC as

a precious means of separating a protein from

aggregates or various oligomeric forms through

elution. We will consider now the opposite case

where we wish to study a complex of limited or

weak affinity without elution causing its dissoci-

ation. The origin of the problem is simply the law

of mass action that makes dissociation unavoid-

able unless the complex is very tight, with a KD

lower than a few nM. The solution to the problem

is simple, at least in the case where one of the

partners that is not the largest subunit in size can

be produced in sufficient amount. In this favor-

able case, this partner is added to the elution

buffer at a concentration that ensures stability

of the complex (say, with a saturation level of

90 or 95% of its binding sites). The complex

elutes in a milieu that contains the small partner

and therefore will not significantly dissociate

(Fig. 11.9). This approach has been used on sev-

eral users’ systems on the SWING beamline. An

example in point is that of the study of PTPN4, a

tyrosine phosphatase, with a PDZ domain

upstream of the catalytic PTP domain separated

by a short linker. Biochemical experiments had

established that upon ligand binding on to PDZ,

the PTP enzymatic activity that was inhibited by

PDZ was practically restored to the level of

isolated PTP domain. The system was

investigated using a combination of AUC,

NMR and SEC-SAXS (Maisonneuve et al.

2014). The two domain construct PDZ-PTPWT

was studied free and in the presence of Cyto8-

RETEV, the most affine peptide for the PDZ

domain of PTPN4 (KD of 1 μM). However,

even for the most affine peptide the complex

will not survive SEC elution. Therefore 40 μM

Fig. 11.6 Gaussian

decomposition of a

chromatogram. Scattering

intensities from a markedly

polydispersed solution of

BSA are represented as a

function of time for a given

q-value (here

q ¼ 0.0205 Å�1).

Experimental data in blue
with the fit (red line)
obtained by summing the

contributions of the four

Gaussian components

shown in green and labelled
1–4
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of Cyto8-RETEV were added to the elution

buffer before the experiment, a concentration

that saturates 95% of PDZ binding sites. The

two curves were then analyzed in detail and no

meaningful difference was detected. It was thus

essential to have ensured full saturation of PDZ

binding sites. The authors conclude that “pep-

tide binding modulates the overall stability/

dynamics of the PDZ domain in the

two-domain construct” without any detectable

change in the average conformation of the pro-

tein as monitored by SAXS.

Fig. 11.7 Comparison of capillary fouling with a lyso-

zyme solution in two different buffers at same pH and

ionic strength Panel A shows the evolution with time of

both I(0) and Rg obtained from a Guinier analysis on

lysozyme datasets recorded in two different buffers at

pH ¼ 7, precisely Hepes: 20 mM, NaCl: 150 mM and

Sodium Phosphate: 20 mM, NaCl: 150 mM.Color code:
I(0) in dark blue (phosphate) or red (Hepes); Rg in cyan
(phosphate) or orange (Hepes). Panel B (Hepes) and

panel C (phosphate) show three scattering profiles after

scaling over the q-range (0.15 Å�1–0.25 Å�1)

corresponding to the peak start (dark green), peak top

(kaki) and peak end (light green). All three frames in

panel B are nearly identical while the curve at peak top
in panel C shows a clear upturn at small angles that is a

dominant feature of the curve at peak end, a direct expres-

sion of a remarkably strong capillary fouling effect
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11.6.2 Case of Membrane Protein/
Detergent Complexes

To be maintained folded in solution, membrane

proteins have to be associated with amphiphilic

molecules (in practice detergents), whose hydro-

phobic tails cover the hydrophobic transmem-

brane surface of the protein, thus hiding it from

the (water) solvent. However, when their concen-

tration is raised to values needed to dissolve

membrane proteins, detergent molecules sponta-

neously associate into large micelles, with scat-

tering power comparable to those of the protein.

The resulting coexistence of different particles in

the sample requires a specific strategy to analyze

membrane protein structures in solution

(Berthaud et al. 2012). SEC-SAXS must be

used as the first step in this strategy, whereby

the membrane protein is eluted through a column

equilibrated with a buffer containing detergent

molecules above the critical micellar concentra-

tion (cmc). In the previous process of

concentrating the membrane protein solution,

needed to obtain a reasonable data statistics, the

concentration of free micelles is also often

increased, to a level generally unknown with

precision. The SEC process then ensures both

that the level of free micelles around the protein

is the same as in the buffer, and that the surplus

of free micelles elutes with a different retention

volume, usually higher, than the protein-

detergent complex. It is a good idea to check

that the chosen column can indeed separate the

protein-detergent complex from the surplus of

free micelles, by monitoring the elution process

with a refractometer, since most detergents do

not absorb light. The SAXS data collected under

the protein peak can then be treated afterwards in

the same way as for a soluble protein, i.e. by

experimental subtraction of the detergent buffer

data collected before the column void volume

(Fig. 11.10, top panel).

The second step in the strategy requires

modeling the detergent moiety around a

known construct of the protein, e.g. using the

program Memprot that models a detergent

corona shaped as an elliptical torus

(Fig. 11.10, bottom panel). The program was

built on experimental data collected on the

beamline SWING at Synchrotron Soleil from

Aquaporin-0 solubilized in n-Dodecyl β-D-
maltoside (DDM), a transmembrane protein of

Fig. 11.8 Baseline

correction for capillary

fouling effect. The blue line
represents the intensity

scattered by a protein

solution as a function of

elution time. The intensity

does not return to zero well

after the main protein peak.

The US-SOMO program is

used to determine and

subtract a baseline

accounting for capillary

fouling. The five, grossly

sigmoidal in shape profiles

are the successive

corrections obtained from

an iterative process that has

practically converged after

four iterations. The red
line shows the corrected

profile after subtraction of

the final correction

194 J. Pérez and P. Vachette



known crystallographic structure. It was shown

that there is an optimal set of the parameters

used to model the DDM torus, for which the

experimental curve was perfectly fitted (Perez

and Koutsioubas 2015). This comforted the

approach, since it means that the hybrid struc-

ture can be considered as a reliable basis onto

which further investigations can be made.

Hence, the third and final step consists in

putting to good use the known hybrid structure

to analyze its (unknown) interactions with solu-

ble protein partners, whether these are additional

domains within the same chain than the known

(but partial) construct or separate chains that

make a complex with the membrane protein

(Fig. 11.11). An example of such a study was

recently published by Wojtowicz et al. (2016). In

this study, the interactions between the periplas-

mic signaling domain of the transmembrane

heme transporter HasR and the main body of

HasR could be directly investigated in the pres-

ence or not of the outer hemophore HasA. Given

that HasR has no symmetry, the design of the

detergent corona was improved to mimic the

shape of the protein in the transmembrane

plane, without increasing the number of

parameters. The output of the study points to a

position of the signaling domain closer to the

main body when the latter is associated to HasA.

11.7 Conclusion

Whenever possible SEC-SAXS should be used in

addition to or even instead of direct injection

measurements. Despite the clear drawback of

sample dilution during the elution process, the

advantages in terms of monodispersity are over-

whelming, and avoid drawing wrong conclusions

from unreliable data. Several computing and ana-

lytical tools are currently being developed to help

retrieve the structural information contained in

these 2D datasets. These advantages are so evi-

dent that a group at the ILL (Grenoble, France), a

high-flux neutron reactor facility is actively pur-

suing the installation of a similar set-up onto one

of the SANS beamlines (Jordan et al. 2016).

Moreover, the throughput of the method, though

apparently much lower than that of “high-

throughput”, direct measurements, is in actual

fact only a factor of the order of two to five

times slower due to (i) the need to record several

concentrations of a given molecule with the

direct injection strategy, (ii) the often associated

Fig. 11.9 Stabilization of complexes during elution by addition of a ligand to the elution buffer
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need of multiple buffer recordings interleaved

between the various concentrations and (iii) the

time needed to clean and dry the measuring cell

after each acquisition, all factors that signifi-

cantly increase the duty cycle for conventional

measurements. Finally, Table 11.1 is the best

illustration of the interest raised by SEC-SAXS

measurements as the number of SAXS

instruments offering this possibility is continu-

ously increasing and as several of these

instruments appear to be at the heart of methodo-

logical developments. We hope this short survey

will have contributed to increase the awareness

of SEC-SAXS potential among biochemists and

molecular biologists.

A few general or specific tips

– SEC-SAXS should not be considered as the

last purification step. The loaded solution

should be as pure as possible for SEC-SAXS

to be fully effective.

– Make sure to record buffer frames before the

void volume and after protein elution is com-

plete (return to a steady-state). This is neces-

sary for baseline correction in the case of

capillary fouling and for subsequent

deconvolution (US-SOMO, Brookes et al.

2016).

– When studying membrane proteins, carefully

check that the excess of free micelles elutes

Fig. 11.10 A protocol to model the detergent corona

around a membrane protein. The first step shown on top

consists in taking advantage of the SEC-SAXS set-up to

extract the scattering curve from the protein-detergent

complex, without being biased by the signal arising

from free micelles. Partly reprinted with permission

from Berthaud et al. (2012) (Copyright (Berthaud,

Manzi et al.) American Chemical Society. The second

step shown in bottom row consists in modeling the deter-

gent corona around the known structure of the membrane

protein by a coarse grained approach such as the one

developed in the program Memprot (Perez and

Koutsioubas 2015))
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separately from protein complex using refrac-

tometry monitoring.

– When studying a complex, if the KD is

unknown or too large to be confident that the

complex is preserved during elution, add one

partner to the elution buffer at an adequate

concentration.

– When attempting time profile (chromato-

gram) deconvolution using (modified)-

Gaussian functions, start by fitting the right-

most peak (last eluting species) to determine

the distortion values that will subsequently be

kept practically constant (US-SOMO,

Brookes et al. 2016).

Fig. 11.11 A strategy to derive structural information

from membrane proteins. (a) First step: the protocol

shown in Fig. 11.10 is followed to model a detergent

corona around a transmembrane protein construct,

whose atomic structure must be known. (b) Second

step: the unknown position of a domain of known struc-

ture is optimized against the SAXS data from the whole

construct, using the program Dadimodo (Evrard et al.

2011). Phi-psi angles of initially selected residues are

stochastically modified until a good agreement with the

experimental curve is reached. The program has been

specifically modified to include the coarse grained repre-

sentation of the detergent corona
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Applications of SANS
to Study Membrane Protein Systems 12
Frank Gabel

Abstract

Small angle neutron scattering (SANS) is a powerful tool to obtain

structural information on solubilized membrane proteins on the nanometer

length-scale in complement to other structural biology techniques such as

cryo-EM, NMR and SAXS. In combination with deuteration of

components and/or contrast variation (H2O:D2O exchange in the buffer)

SANS allows to separate structural information from the protein and the

detergent/lipid parts in solution. After a short historical overview on

results obtained by SANS on membrane protein systems, this book chap-

ter introduces the basic theoretical principles of the technique as well as

requirements on samples. The two introductory sections are followed by

an illustration of the specific consequences of sample heterogeneity of

solubilized membrane proteins in the presence of detergent/lipid

molecules on the interpretation of structural information by using simple,

geometric models. The next sections deal with more sophisticated

modelling approaches including ab initio shape reconstructions and full-

atomic models in the presence of detergent/lipid and specific results

obtained by these approaches. After a short comparison with the SAXS

technique, this book chapter concludes with an overview of present and
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future developments and impact that can be expected by SANS on mem-

brane structural biology in the coming years.

Keywords

Contrast variation • Heavy water • D2O • Deuteration • Form factor • MD

simulation • Shape • Low resolution • Detergent • Lipid • Protein

12.1 Historical Overview

The application of small-angle neutron scatter-

ing (SANS) for the structural study of (weakly

scattering) biological systems such as

solubilized membrane proteins became techni-

cally feasible with the advent of high-flux neu-

tron sources in the 1960s and 1970s. Earliest

work, carried out at the Institut Laue-Langevin

(Grenoble, France) and at the High Flux Beam

Reactor (Brookhaven, USA) includes studies on

several membrane protein systems purified

directly from biological tissues: human serum

low-density lipoprotein (Stuhrmann et al. 1975),

bovine and frog rhodopsin (Osborne et al. 1978;

Yeager 1976), the acetylcholine receptor from

Torpedo californica (Wise et al. 1979) and por-

cine pancreatic colipase (Charles et al. 1980).

Most of this early work was able to provide

important model-free parameters of the

protein-detergent complexes such as radii of

gyration RG of both the complex and the indi-

vidual partners, their stoichiometry, and molec-

ular masses. The qualitative relative

arrangements (in particular the distances)

between protein and detergent moieties were

obtained by a Stuhrmann analysis (Stuhrmann

1973), i.e. by interpreting the change of the

measured RG at different contrast conditions

(H2O:D2O ratio in the solvent), occasionally

combined with deuterated detergent to enhance

contrast. In some cases, simple geometrical

bodies were proposed for the protein and deter-

gent moieties (Wise et al. 1979; Charles et al.

1980). Even though the functional

interpretations of these pioneering results were

limited in the absence of atomic-resolution

structures, they allowed to probe and validate

(or discard) basic working models of the mem-

brane proteins studied. A more exhaustive over-

view on early SANS results from membrane

protein systems can be found elsewhere

(Timmins and Zaccai 1988).

In the second half of the 1980s the routine use

of recombinant protein expression (Atkinson and

Small 1986) made a wider range of membrane

protein systems accessible to SANS, in particular

in combination with an increasing commercial

availability of deuterated detergent molecules.

Concomitantly, more sophisticated modelling

approaches using a number of beads to represent

protein shapes were being developed (Perkins

and Weiss 1983). The investigation of atomic-

resolution membrane protein models became

available in the 1990s with the first structures

being deposited in the protein data bank (PDB)

and the development of computer programs to

back-calculate SANS curves efficiently from

them (Svergun et al. 1998). At the same time,

ab initio shape analysis was being developed

(Svergun 1999; Chacon et al. 1998) and since

the turn of the millennium, an increasingly ver-

satile toolbox of computer programs for the inter-

pretation of SANS data, including rigid body

modeling and the comparison to cryo-EM data

has become available (Zaccai et al. 2016;

Chaudhuri 2015; Petoukhov et al. 2012). In par-

allel, ever more sophisticated labeling schemes

(e.g. partial deuteration) became available for

detergent/lipid molecules (Hiruma-Shimizu

et al. 2016; Haertlein et al. 2016; Maric et al.

2015) to fine-tune contrast matching approaches.
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12.2 Neutron Scattering Theory
and Experimental
Considerations

The general theory of small-angle scattering

(SAS) as well as the specific theory and experi-

mental setup for general SANS experiment have

been introduced in previous sections of this book

or in recent reviews and I will summarize here

only briefly specific points related to membrane

protein systems (Clifton et al. 2013).

The SANS signal measured from a solution of

arbitrarily oriented particles i (after solvent sub-

traction) corresponds to a one-dimensional inten-

sity I versus the modulus of the wave vector q

and can be expressed as follows:

I qð Þ¼
X
i

Ni

Z
Δρi ei

~q�~rdVi

����
����
2

* +
, q¼4π

λ
sinθ

ð12:1Þ

Where λ is the neutron wavelength and 2θ the

scattering angle. Ni is the number of particles of a

distinct species i. For solubilized membrane

proteins these species correspond in practice to

protein-detergent/lipid complexes (PDC),

protein-free detergent/lipid aggregates (such as

micelles, vesicles etc.) and single, free detergent

and/or lipid molecules (Fig. 12.1). Δρi is the

neutron scattering length density (SLD) contrast

of specific particles with respect to the solvent. It

varies in general for neutrons between protein

and detergent/lipid head- and tail-groups

(Timmins and Zaccai 1988; Jacrot 1976)

(Fig. 12.2) and therefore has to be integrated

over the whole particle volume Vi. The broken

brackets correspond to a rotational average over

all possible particle orientations.

Figure 12.2 represents the basics of contrast

variation, that is the possibility by SANS to min-

imize the signal of either detergents/lipids or

DDM

Free micelle

Protein
Rshell

Rcore

Rtail

Rhead

Rprotein

Protein-detergent(lipid) complex
(PDC)

Fig. 12.1 Schematic representation of compounds in a

solubilized membrane protein sample. This schematic and

strongly simplified overview shows a selection of individ-

ual particles in a sample of DDM (n-Dodecyl β-D-
maltoside)-solubilized membrane proteins: free detergent

molecules, free micelles, and the protein-detergent/lipid

complex (PDC). The designations of geometric

parameters (radii, thicknesses) in this figure correspond

to the ones used in the following sections. Different
shades of grey symbolize different contrasts

Δρ (Table 12.1)
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protein by measuring at an appropriate H2O:D2O

ratio and to focus on structural information from

specific parts of a complex membrane protein

system. Reasonable signal/noise on the most

performant present-day SANS instruments can

be obtained from membrane protein solutions in

the (protein) concentration range 1–10 mg/mL

for protein molecular masses in the range from

~20 kDa to several 100 kDa and for 100–200 μL
sample volumes with exposure times varying

between a few minutes and several hours,

depending on contrast and instrumental setup.

As in the case of water-soluble proteins, mas-

tery of the biochemistry and sample preparation

prior to the experiment is of paramount impor-

tance for the interpretation of the experimental

SANS curves in terms of structural parameters

(Jacques and Trewhella 2010). For solubilized

membrane proteins in particular, the

monodispersity of the PDC and the detergent/

lipid aggregates should be checked by prelimi-

nary complementary techniques including ana-

lytical ultracentrifugation (AUC) and size-

exclusion chromatography (SEC) (Le Roy et al.

2015; le Maire et al. 2000). Ideally, the buffer

subtracted from the sample containing the pro-

tein should match the latter in concentration of

individual detergent/lipid molecules as well as

free detergent/lipid aggregates (e.g. micelles) in

order to eliminate their contribution to the SANS

signal completely. If feasible, the buffer from the

last purification (gel filtration) step should be

used without further concentration if the deter-

gent/lipid aggregate sizes and shapes depend on

concentration.

Three major criteria should be respected when

considering the choice of a detergent/lipid sys-

tem for solubilizing membrane proteins for

SANS experiments: (1) the detergent/lipid sys-

tem should solubilize the membrane protein in a

stable, monodisperse complex and in a function-

ally relevant state, (2) the contrast between pro-

tein and detergent/lipid (Fig. 12.2) should be

chosen as high as possible and (3) protein-free

detergent/lipid aggregates should be kept at a

minimal concentration and as monodisperse as

possible, i.e. in practice large aggregates such as

vesicles, rod-like structures etc. should be

avoided in order not to dominate the protein

signal (see also following section). Point

(3) requires a good knowledge of the detergent/

lipid phase diagram and in particular the critical

micellar concentration (CMC) (le Maire et al.

2000; Helenius and Simons 1975).

12.3 Influence of Membrane Protein
Sample Heterogeneity
on the SANS Signal: A Simple
Geometrical Case Study

The extraction and interpretation of structural

information by small angle neutron scattering

according to Eq. 12.1 requires that the membrane

proteins be solubilized in the presence of deter-

gent and/or lipids. The required experimental

conditions give rise to a composite system of

(at least) three chemically different components

with specific and distinct scattering length

densities (SLDs): protein, detergent/lipids and

(aqueous) solvent. In many cases, several distinct

particulate species are formed (we exclude

non-particulate systems such as lamellar phases,

interconnected networks etc. (Qian and Heller

2015; Harroun et al. 2005; Seddon et al. 2004)

and their respective scattering contributions need

to be described separately: free (single) deter-

gent/lipid molecules, protein-free detergent/

lipid aggregates (micelles, vesicles etc.) and

protein-detergent/lipid complexes (PDC)

(Fig. 12.1). The general equation of the measured

intensity (Eq. 12.1) can thus be rewritten as

follows:

IðqÞ

/ NPDC ⟨jMprotAprotðqÞ þMlipid bound Alipid bound ðqÞj2⟩
þ Naggregates ⟨jMlipid aggregates Alipid aggregates ðqÞj2⟩

þNfree ⟨jMlipid f ree Alipid f ree ðqÞj2⟩
ð12:2Þ

NPDC, Naggregates and Nfree designate the num-

ber of particles of the respective species in solu-

tion. Aprot, Alipid_bound, Alipid_aggregates and

Alipid_free correspond, respectively, to the scatter-

ing amplitudes (form factors) of the protein, the

lipids/detergents bound to it, the lipids/detergents
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associated in protein-free aggregates (micelles,

vesicles etc.) and the free, single lipid/detergent

molecules (for the sake of simplicity we use the

index “lipid” in Eq. 12.2 for both lipid and deter-

gent molecules). Mi are the scattering masses of

the respective parts of the systems and are given

by
R
Δρi dVi.

The significance and impact of Eq. 12.2 on the

interpretation of SANS data is illustrated by a

simplified model system consisting of a (hypo-

thetical) spherical membrane protein covered

entirely by a monolayer of detergent in addition

to free, spherical micelles (Fig. 12.1). For the

explicit calculations (see details in the Appen-

dix), we assumed a hydrogenated protein and

DDM (n-Dodecyl-β-D-maltopyranoside) deter-

gent molecules at both 0 and 22% D2O, the latter

contrast corresponding to the overall contrast

match point (CMP) of DDM detergent molecules

(Fig. 12.2). The contrasts of the individual

components are listed in Table 12.1 and in all

cases random orientations of all individual

components are assumed.

At 0% D2O (DDM not matched) the presence

of bound detergent modifies both the intensity

and the form factor of the protein (Fig. 12.3a,

blue line vs continuous red line) and increases its

apparent size (increase of I(q ¼ 0) intensity by a

factor of 2.5 and radius of gyration RG by 24%

from 31.4 to 38.8 Å). The relative contribution to
the signal of free micelles (green line) with

respect to the PDC complex (red line) is about

8% in intensity (at a stoichiometry 10:1) at small

angles and reduces the RG of the PDC by 3%

(to 37.7 Å). More importantly, their presence

modifies the scattering curve from the complex

Percentage D2O in H2O/D2O solvent
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Fig. 12.2 Neutron scattering length densities (SLD) ρ of
proteins and DDM detergent. The values are calculated

from literature (Jacrot 1976; Breyton et al. 2013a). The

contrast Δρ (Eq. 12.1) at a given H2O:D2O ratio of each

compound/moiety is defined as the difference between its

own SLD and the one of the solvent (mixture of ordinary

and heavy water). The orange circle indicates the contrast
match point (CMP, i.e. Δρ ¼ 0) of an entire DDM

molecule (head- plus tail-group) at ~22% D2O. h-protein

is a natural, hydrogenated protein, d-protein is a

perdeuterated protein (all hydrogens replaced by deute-

rium). In general, all hydrogenated proteins have similar

SLDs as the one depicted here while the SLDs for differ-

ent detergents can deviate significantly from those of

DDM (Breyton et al. 2013a)
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significantly at intermediate q-ranges
(0.07. . .0.25 Å�1) (red continuous vs broken

lines). Therefore, SANS curves of PDC

complexes (in the absence or presence of addi-

tional free micelles) for non-matched detergent/

lipids cannot, in general, be interpreted in terms

of molecular mass or shape of the embedded

proteins alone.

At 22% D2O (CMP of DDM), free micelles

scatter very weakly at low angles (q < 0.05 Å�1)

with respect to the solubilized proteins and their

contribution to I(0) and the RG can be neglected,

even in tenfold molar excess with respect to the

PDC complexes (Fig. 12.3b, green and red bro-

ken lines). At intermediate q-values
(0.07. . .0.25 Å�1) the situation is similar to the

one at 0% D2O with a modification of the signal

from the isolated PDC complex (red lines). The

situation is more complex for protein-bound

detergent: even though matched on average at

22% D2O and therefore not modifying the I
(0) intensity and the apparent molecular mass of

the protein, the form factor of the PDC complex

is not the same as the one of the isolated protein

alone (blue vs continuous red line) but increases

the RG by 14% from 31.4 to 35.7 Å. This effect is
due to the specific spatial arrangement and con-

trast of detergent moieties with respect to the

protein: tail-groups are closer to the protein and

have negative contrast while head-groups are

further away from the protein and have positive

contrast (Table 12.1). While their respective

contributions to the scattered intensity

(Eq. 12.1) cancels in the forward scattering direc-

tion I(q ¼ 0), they do not annihilate for q > 0.

While instructive regarding the sensitivity of

SANS signal from complex, solubilized mem-

brane protein systems regarding internal SLD

heterogeneity and sizes of different particles,

the analytical analysis presented here is heavily

oversimplified with respect to several aspects:

assumption of a spherical protein, covered homo-

geneously and completely by a double layer

representing a head- and tail-group of detergent/

lipid molecules, and a monodisperse and spheri-

cal population of micelles, composed of neatly

separated homogeneous layers. More accurate

descriptions of realistic systems would include

non-spherical proteins, covered only partly by

detergent/lipids and ellipsoidal micellar

structures (Lipfert et al. 2007) as well as polydis-

persity in micellar size (Manet et al. 2011). These

modifications would qualitatively lead to more

smeared minima of the idealized calculated

curves here but would not change the overall

conclusions. Unfortunately, form factors of geo-

metrical bodies that deviate even slightly from

the spherical shape (e.g. ellipsoids, cylinders

etc.) can no longer be written explicitly but are

represented by mathematical integrals that need

to be solved numerically (Pedersen 2002).

Finally, it should be noted that the conclusions

drawn here on micellar detergent/lipid

aggregates as “contaminants” of the SANS signal

of solubilized membrane proteins are even more

pronounced when larger aggregates such as

vesicles, liposomes or rods are present (Rubinson

Table 12.1 SLD differences (i.e. contrast) Dr of individual components shown in Figs. 12.1, 12.2, and 12.3

Δρcomponent (1010 cm�2) 0% D2O 22% D2O

Protein 2.36 1.12

DDM head 2.41 1.34

DDM tail 0.15 �2.51

Radii and thicknesses (Å) Protein DDM head DDM tail Whole particle

Free DDM molecule * * * *

Free DDM micelle * 5.3 20 25.3

Free protein 40 * * 40

Protein-detergent complex (PDC) 40 4.8 6 50.8

The geometrical components were chosen to approach published values on DDMmolecules (Oliver et al. 2013) but also

to yield a matched intensity (I(0) ¼ 0) at 22% D2O

* ND
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et al. 2013; Qian and Heller 2011; Breyton et al.

2009; Hunt et al. 1997).

12.4 Strategies to Minimize/
Homogenize the Detergent/
Lipid SANS Signal and Shape
Analysis

The previous section illustrates that the internal

(SLD) heterogeneity of detergent/lipid molecules

and their presence both in the protein-detergent/

lipid complex and in the form of free micelles has

a strong impact on the interpretation of mem-

brane protein structures by SANS experiments.

While it is in general reliable to extract molecular

masses of membrane proteins from the I(0) inten-

sity at the detergent/lipid contrast match point

(Fig. 12.3b, I(0) intensities of blue and red

curves) and therefore determine their oligomeric

state (Compton et al. 2011), other elementary

structural parameters such as the radius of gyra-

tion (RG) cannot be interpreted as due to the

protein alone. Moreover, ab initio shape analysis

using single phases such as DAMMIN (Svergun

1999) will yield erroneous envelopes,

encompassing both bound detergent/lipid

molecules as well as a weighted contributions

of micellar features from intermediate q-ranges

(Fig. 12.3, deviations between red broken lines

from red continuous lines). Several strategies

have therefore been applied in literature to

focus on the signal of the embedded membrane

protein and to minimize the signal due to protein-

bound detergent/lipid and/or free detergent/lipid

aggregates:

1. Reinforcing contrast by deuteration: the

relative contribution of internal SLD

fluctuations of free detergent/lipid aggregates

can be minimized by either increasing the

signal of the protein by its deuteration in the

presence of hydrogenated detergents/lipids or

by working with deuterated lipids/detergents

and hydrogenated proteins at elevated D2O

percentages in the solvent (Compton et al.

2011; Gabel et al. 2014). In the former

approach, the contrast of the deuterated

protein (d-protein, Fig. 12.2) is much larger

than the SLD fluctuations between head/tail of

the detergent/lipid molecules which can be

neglected in favorable cases, in particular for

small differences between head/tail SLDs

(Breyton et al. 2013a), by choosing deter-

gent/lipids with low aggregation numbers

close to their CMC (le Maire et al. 2000) or

when only a few detergent/lipid molecules are

attached to a protein complex of very large

size (Efremov et al. 2015). Deuteration of

lipids has the advantage of homogenizing the

internal SLD variation for certain detergents/

lipids (Timmins and Zaccai 1988; Breyton

et al. 2013a) and, in addition, allows to work

at high D2O concentrations which minimizes

incoherent neutron scattering background

(Gabel et al. 2002) and therefore improves

signal/noise.

2. Homogenizing internal contrast of

detergents/lipids: while internal SLD

fluctuations between head- and tail-groups of

detergent/lipid molecules can often be

reduced by deuteration (see above), full deu-

teration unfortunately leads to SLD that can

no longer be matched, even when working in

100% D2O (Breyton et al. 2013a). Alterna-

tively, some detergent molecules have small

SLD fluctuations in their natural

(hydrogenated) state, e.g. fluorinated

surfactants (Breyton et al. 2013b). Some of

these compounds, however, have a match

point close to 40% D2O and therefore require

the use of deuterated proteins for structural

studies by SANS. Another strategy consists

in mixing hydrogenated and deuterated

detergents/lipids at appropriate ratios in

order to obtain a desired match point (Osborne

et al. 1978; Clifton et al. 2012). Finally, more

complex systems such as nanodiscs (mixed

polypeptide/detergent/lipid particles) have

been used recently to solubilize membrane

proteins (Kynde et al. 2014; Skar-Gislinge

et al. 2010; Bayburt and Sligar 2010; Nakano

et al. 2009). In some cases (so-called “stealth

nanodiscs”), the systems were designed to be

matched out relatively homogeneously at
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Fig. 12.3 Theoretical SANS curves of simple, compos-

ite membrane protein systems at 0% (a) and 22% (b)
D2O. SANS curves calculated for free protein, free DDM

micelle, isolated PDC complex and mixtures of PDC and

micelles at two different stoichiometric ratios. The curves

were calculated with Eq. 12.2 and the equations presented

in the Appendix, by using neutron scattering length

densities from literature (Jacrot 1976; Breyton et al.

2013a), listed in Table 12.1, and represent faithfully the

relative intensities. The geometrical shapes of the micelle

and PDC were assumed to be spherical as in Fig. 12.1,

with the additional assumption that a detergent monolayer

covers the protein completely (black lines, Fig. 12.1). The
numerical values of the different parameters (protein

radius, micelle core and shell radii and detergent head

and tail lengths) are detailed in Table 12.1. The SANS

curve of an individual DDM molecule was calculated

with CRYSON (Svergun et al. 1998) using its atomic

structure from the PDB (ligand ID entry “LMT”)
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about 100% D2O allowing thus the study of

hydrogenated membrane proteins with very

good signal/noise (Maric et al. 2014).

The strategies (1) and (2) allow, in a more or

less accurate way, to assume that the detergents/

lipids can be considered to be homogeneous

(in terms of SLD fluctuations between head-

and tail-groups) and that the measured SANS

signal at their contrast match point is due exclu-

sively to the solubilized membrane proteins

themselves. Under these conditions, the same

approaches developed for water-soluble proteins

have been applied on membrane proteins, in par-

ticular single- (Compton et al. 2011, 2014;

Breyton et al. 2013b; Le et al. 2014; Sharma

et al. 2012; Tang et al. 2010; Nogales et al.

2010; Cardoso et al. 2009; Zimmer et al. 2006;

Johs et al. 2006; Bu et al. 2003) and multi-phase

(Clifton et al. 2012) ab initio shape

reconstructions. In the latter case, both

detergents/lipids and protein are represented by

two distinct envelopes and it is possible to deter-

mine their relative shapes and positions simulta-

neously by fitting SANS curves at multiple

contrasts, e.g. with the program MONSA

(Svergun 1999; Petoukhov and Svergun 2006).

12.5 Full-Atomic and Other
Sophisticated Modelling
Approaches

The previous section assumes that deuteration

strategies allow to interpret SANS signals from

complex systems (PDC plus free detergent/lipid

aggregates) exclusively in terms of the protein

structure at the detergent/lipid contrast match

point. This is unfortunately not possible in all

experimental cases and in general, a

non-negligible contribution of bound detergent/

lipid as well as free detergent/lipid aggregates to

the overall SANS signal needs to be taken into

account. Size exclusion chromatography, cou-

pled to SANS (SEC-SANS), which in analogy

to SEC-SAXS experiments would allow the sep-

aration of the PDC from detergent/lipid

aggregates such as micelles (see next section),

has been developed recently (Jordan et al. 2016)

but has not been applied, to our best knowledge,

to membrane protein systems so far.

An accurate approach if SANS signals of

detergent/lipid molecules cannot be neglected

due to internal heterogeneity or due to

perdeuteration, is to model the PDC with several

distinct parts, including detergent/lipid

molecules. Several studies have applied coarse-

grain/dummy-atoms or simple geometric models

of detergent/lipids (Kynde et al. 2014; Tang et al.

2010; Cardoso et al. 2009; Gohon et al. 2008) to

represent the internal heterogeneity, including

between different detergent/lipid moieties such

as head- and tail groups. In some cases, full-atom

detergent/lipid models have been produced by

MD simulations (Gabel et al. 2014; Le et al.

2014). When integrating SANS datasets from

different contrasts, these sophisticated

approaches allow to distinguish between mod-

estly different protein conformations as well as

to fine-tune the shape and topology of the bound

detergent/lipid molecules (Fig. 12.4). The com-

bination of MD simulations with SANS (and

SAXS) data from membrane protein systems is

a very active field at the moment and diverse new

approaches are being developed (Perez and

Koutsioubas 2015; Chen and Hub 2015). Impor-

tantly, care needs to be taken that the programs

that back-calculate SANS curves from mem-

brane protein complexes take exchangeable

hydrogens from detergent/lipid molecules

correctly into account.

12.6 Comparison with Small-Angle
X-Ray Scattering (SAXS)

The SANS sister technique, small-angle X-ray

scattering (SAXS) has been used for several

decades to characterize solubilized detergents

(Bouwstra et al. 1993) and has provided models

for the shapes and internal structure of isolated

micelles (Oliver et al. 2013; Lipfert et al. 2007;

D’Andrea et al. 2011; Gobl et al. 2010) and

nanodiscs (Skar-Gislinge and Arleth 2011).

SAXS has also been used as a high-throughput
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tool to probe crystallization phases (Joseph et al.

2011). First applications of SAXS to model

solubilized membrane proteins in the presence

of lipids/detergent are more recent (O’Neill

et al. 2007; Columbus et al. 2006; Watanabe

and Inoko 2005; Hong et al. 2004; Haas et al.

2004). While it was possible in some favorable

cases to describe protein-detergent complexes by

ab initio models using “static” SAXS

experiments (Calcutta et al. 2012) the strong

scattering contribution from detergent aggregates

such as free micelles represents in general an

important obstacle to such approaches. Due to

their elevated electronic density, most detergent

and lipid molecules cannot be easily contrast

matched by the solvent and SAXS is therefore

limited to a small number of compounds (Lipfert

et al. 2007; Bu and Engelman 1999). A major

breakthrough in recent years has been the advent

of online size-exclusion chromatography (SEC),

coupled to SAXS, which allowed to separate

protein-detergent complexes from micelles and

to apply sophisticated modeling approaches

(Perez and Koutsioubas 2015; Dovling

Kaspersen et al. 2014; Koutsioubas et al. 2013;

Berthaud et al. 2012; Wright et al. 2011).

Another promising recent development, so far

specific to SAXS, are microfluidic platforms

(Kondrashkina et al. 2013; Khvostichenko et al.

2013) that would allow the application of kinetic

experiments to membrane protein systems.

12.7 Conclusions and Outlook

The past 10 years have witnessed an increasing

number of SANS applications on solubilized

membrane systems, as well as a rising level of

sophisticated data interpretation (multiphase and

full-atomic modelling) and biochemical sample

preparation (deuteration strategies and choice of

detergent/lipid/nanodisc systems). The ensemble

of studies presented here illustrates that SANS is

gaining momentum as a complementary struc-

tural biology technique to crystallography,

cryo-EM and NMR and continues to provide

10-2

10-3

10-4

0.250.200.150.100.05

d-DDM

Protein

 90% D2O (χ = 1.67)

 42% D2O (χ = 2.03)

q [Å-1]

I(
q
)

Fig. 12.4 Full-atomic model of membrane protein FhaC,

including deuterated d-DDM detergent. The structural

model displayed was fitted against SANS data in solution

at 42 and 90% D2O (contrast match points of protein and

d-DDM, respectively) using the program CRYSON

(Svergun et al. 1998). Detergent was built by MD

simulations. Both SANS data sets were recorded at the

instrument D22 at the Institut Laue-Langevin (ILL

Grenoble, France) during 20 min at a protein concentra-

tion of 13 mg/mL. The figure was created based on data

published by Gabel et al. (2014)
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valuable new insights into membrane protein

function. Recently, SANS has also been used as

a tool to optimize and tune detergent/lipid

arrangements to solubilize and to study mem-

brane proteins (Ashkar et al. 2015; O’Malley

et al. 2011). It can be expected that over the

next 5–10 years exciting new developments in

instrumentation, sample environment, biochem-

istry and data analysis will help to improve the

accuracy of SANS data from membrane proteins

and the structural questions that can be

addressed. Some recent developments that will

gain momentum include SEC-SANS, MD

simulations (Le et al. 2014; Chen and Hub

2015; Herrera et al. 2014; Perlmutter et al.

2011) and new labeling schemes for detergent/

lipid compounds (Hiruma-Shimizu et al. 2016;

Haertlein et al. 2016; Maric et al. 2015; Breyton

et al. 2013b; Sverzhinsky et al. 2014) as well as

new systems to solubilize membrane proteins

(Maric et al. 2014; Midtgaard et al. 2014).

Finally, newly developed or upgraded SANS

instruments at various neutron sources

(Dewhurst et al. 2016; Abbas et al. 2015; Jaksch

et al. 2014; Heller et al. 2014; Liu et al. 2013)

will improve the accessibility and impact of the

technique further and open it to a broader scien-

tific community.

Appendix

This appendix provides detailed equations of

amplitudes (i.e. weighted form factors) of the

geometrical shapes presented in Figs. 12.1 and

12.3. They are modified after a book chapter by

Pedersen (Pedersen 2002).

Form factor of a sphere with radius R and

volume V:

F q;Rð Þ ¼ 3
sin qRð Þ�qR cos qRð Þ

qRð Þ3 ,V Rð Þ ¼ 4
3
πR3

Scattering mass M of a particle with volume

V:

M ¼
Z
V

ΔρdV

Amplitude of a micelle with radius R:

Amicelle qð Þ ¼ 1

Mmicelle
ΔρshellVshellþcoreF q;Rð Þ þ Δρcore � Δρshellð ÞVcoreF q;Rcoreð Þ½ �

Mmicelle ¼ ΔρshellV Rð Þ þ Δρcore � Δρshellð ÞV Rcoreð Þ

Amplitude of a protein-detergent complex

with radius R:

Acomplex qð Þ ¼ 1

Mcomplex

ΔρheadV Rð ÞF Rð Þ þ Δρtail � Δρheadð ÞV R� Rheadð ÞF R� Rheadð Þ
þ Δρprot � Δρtail
� �

V R� Rhead � Rtailð ÞF R� Rhead � Rtailð Þ

" #

Mcomplex ¼ ΔρheadV Rð Þ þ Δρtail � Δρheadð ÞV R� Rheadð Þ þ Δρprot � Δρtail
� �

V R� Rhead � Rtailð Þ
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Hybrid Applications of Solution
Scattering to Aid Structural Biology 13
Alexander V. Grishaev

Abstract

Biomolecular applications of solution X-ray and neutron scattering

(SAXS and SANS, respectively) started in late 1960s – early 1970s but

were relatively limited in their ability to provide a detailed structural

picture and lagged behind what became the two primary methods of

experimental structural biology� X-ray crystallography and NMR. How-

ever, improvements in both data analysis and instrumentation led to an

explosive growth in the number of studies that used small-angle scattering

(SAS) for investigation of macromolecular structure, often in combination

with other biophysical techniques. Such hybrid applications are nowadays

quickly becoming a norm whenever scattering data are used for two

reasons. First, it is generally accepted that SAS data on their own cannot

lead to a uniquely defined high-resolution structural model, creating a

need for supplementing them with information from complementary

techniques. Second, solution scattering data are frequently applied in

situations when a method such NMR or X-ray crystallography cannot

provide a satisfactory structural picture, which makes these additional

restraints highly desirable. Maturation of the hybrid bio-SAS approaches

brings to light new questions including completeness of the conforma-

tional space sampling, model validation, and data compatibility.

Keywords

Solution X-ray and neutron scattering • SAXS • SANS • Hybrid

modeling • Protein and RNA structure determination

13.1 Introduction

Scattering of X-rays or neutrons by an isotropic

solution containing the macromolecule of interest

produces a one-dimensional intensity signal
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dependent on the scattering angle and is com-

monly expressed as a function of the scattering

vector q ¼ 4π sin(θ)/λ, where 2θ is the scattering

angle and λ is the wavelength of the incident

radiation (X-ray photons or neutrons). A differ-

ence signal between such one-dimensional scatter-

ing intensity profiles recorded for the sample

containing the bio-macromolecule of interest and

the one containing an identically matching buffer

can then be interpreted solely in the terms of the

macromolecular structures present in solution,

their surrounding surface solvent layer and, possi-

bly, their inter-particle correlations. Solution scat-

tering data are most often recorded at angles much

smaller than the ones sampled in the macromolec-

ular crystallography leading to a notion that these

data can only provide structural information with a

low nominal resolution. Considering a dramatic

difference between a smooth one-dimensional

solution scattering curve and an indexable three-

dimensional diffraction set containing tens of

thousands of reflections common in macromolec-

ular crystallography, it seems natural to treat solu-

tion scattering as a technique with an intrinsically

low information content. This notion is supported

by a fairly small number of degrees of freedom

associated with a solution scattering data set. With

data recorded within the q-range from qmin to qmax

for a macromolecule with the maximum dimen-

sion dmax, this number is estimated from the

Shannon-Nyquist sampling theorem as N ¼
π(qmax-qmin)*dmax (Svergun and Koch 2003), and

in practice rarely exceeds ca. 20, indicating that

only a limited number of model parameters could

be obtained from such data.

The question is then, given this apparent low

resolution and low information content, why are

these data useful at all in modern structural biol-

ogy which aims for sub-Å precision of atomic

positions? The answer to this question lies in the

ability of SAXS data to offset the formal resolu-

tion and information content limitations noted

above with a superior signal/noise attainable

when using modern synchrotron sources and sin-

gle photon counting detectors. Contrary to the

seemingly featureless and noisy scattering profiles

that were common up till ~20 years ago unless

very high protein concentrations were used

(Durschlag 1975; Fedorov and Denesyuk 1978),

modern synchrotron beam lines are capable of

producing solution scattering data with very low

visible noise and wide angular range, largely free

of inter-particle correlations effects while

handling relatively dilute samples. These changes

occurred as SAXS, as a field, was able to capital-

ize on the same dramatic improvements in the

photon flux and low-noise detector technologies

that propelled the growth of the bio-molecular

X-ray crystallography in the past two decades

and are now responsible for the explosive growth

in applications of cryo-electron microscopy.

These improvements in the instrumentation

were occurring simultaneously with three crucial

developments in data analysis capitalizing on the

higher quality of SAS data, specifically:

(i) generation of distance probability distribution

functions via regularized Fourier transforms of

the scattering data (Svergun 1992; Brunner-

Popela and Glatter 1997), (ii) development of

ab initio low resolution electron density recon-

struction approaches (Chacon et al. 1998;

Svergun 1999), and (iii) formulation of

approaches for accurate calculation of the scat-

tering data from the macromolecular atomic

coordinates taking into account the surface sol-

vent layer, groundwork for which was laid in

mid-1990s (Svergun et al. 1995, 1998). Taken

together, these developments now create a possi-

bility of using solution scattering data to effec-

tively discriminate between closely related

candidate structural models with a representative

example shown in Fig. 13.1. This ability to select

between the candidate structural models taking

advantage of accurate methodologies for

connecting scattering data to the macromolecular

atomic coordinates is central to the hybrid

approaches that use SAXS/SANS in combination

with the restraints from other experimental

techniques (Putnam et al. 2007).

13.2 SAS Data: Advantages
and Drawbacks

The main practical advantage of solution scatter-

ing data results from their ability to reflect the
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molecular geometries for the complete set of

conformations present in solution, covering

such important and challenging cases as intrinsi-

cally disordered proteins (IDPs) (Mittag et al.

2010), detergent micelle-solubilized membrane

proteins (Lipfert et al. 2007), or macromolecules

with dynamic regions, including flexibly linked

multi-domain proteins (Bernado et al. 2007), or

amyloid fibrils (Lu et al. 2003), as illustrated in

Fig. 13.2. SAXS is applied with a similar ease to

proteins, RNA, or DNA, with the latter two

benefiting from an increased signal precision

due to the presence of phosphorus atoms and a

lower fraction of hydrogen atoms relative to the

proteins (Zuo and Tiede 2004).

Solution neutron scattering brings an addi-

tional possibility of performing contrast variation

measurements, particularly informative for

multi-subunit system which can be prepared

with selective protonation/deuteration of the

individual components, or protein/oligonucleo-

tide complexes (Whitten and Trewhella 2009).

Such contrast-variation, or contrast-matched

scattering data collected when varying the H2O/

D2O ratios in the buffer, can be distinctly differ-

ent from SAXS data in H2O, increasing the over-

all information content of the solution scattering

data set.

SAS data can be collected with ease within a

wide range of experimental conditions, including

salt concentration up to 1–2 molar, temperature

from the freezing point to ca. 90 �C, or with

solute concentrations as low as 0.02–0.05 mg/

mL for SAXS and 0.5–1.0 mg/mL for SANS

(Grishaev 2012).

Information content of the scattering data is

limited relative to the crystal diffraction data set,

consistent with their one-dimensional nature.

SAS intensity profile reports on the entire scat-

tering particle, thus providing very little site-

specific information unlike techniques such as

macromolecular crystallography or NMR. How-

ever, this is one of the reasons for the growing

popularity of the hybrid techniques that include

SAXS or SANS: complementary biophysical

techniques capable of providing precise site-

specific restraints can be very effective at com-

pensating the lack of such information in solution

scattering.

A practical limitation of solution scattering is

the requirement for a highly monodisperse and

pure sample needed for the data analysis in terms

of the structural model (Jacques and Trewhella

2010). From our own experience, the presence of

~5% dimer fraction relative to the monomeric

species of interest produces a noticeable impact

Fig. 13.1 Solution X-ray

scattering data can be very

effective at distinguishing

between closely related

structural models

describing the

macromolecule
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on the SAS data within a wide angular range, and

in the case of the aggregates ~10 fold larger

relative to the mass of the molecule of interest,

this threshold can become as low as ~0.1%, rem-

iniscent of the situation encountered with light

scattering data analysis. Even though the main

effect of such impurities comes at low scattering

angles, it cannot always be removed by simply

discarding these data and becomes particularly

detrimental with highly elongated macromolecu-

lar geometries such as those observed for the for

the IDPs (Johansen et al. 2011).

13.3 SAS Data: Complementary
Sources of Information

Owing to the limited information content of the

solution scattering data noted above, they are

now increasingly more often combined with the

restraints from other techniques in structural

studies. This was not the case in the early days

of bio-SAS applications – 15 years ago a study

involving SAXS or SANS rarely incorporated

the results of complementary experimental

techniques, with the end result commonly being

formulated in terms of the low-resolution elec-

tron density determined solely based on the scat-

tering intensities. This reflected both fascination

with the newly found ability to derive realistic

three dimensional shapes solely from 1D SAXS

data – clearly, a milestone development, as well

as the general lack of computational methods

with which these data could be integrated with

precise site-specific experimental restraints.

Needless to say, it did not take long for such

techniques to be formulated, with the early

applications concentrating on the rigid-body

refinement against SAXS data when structures

of the individual subunits of the overall scatter-

ing particle were known (Petoukhov and Svergun

2005), or incorporation of the fixed relative ori-

entational restraints from NMR (Sunnerhagen

et al. 1996; Mattinen 2002).

13.3.1 Hybrid Structure
Determination Using SAS Data
and Partial Structural
Information from X-Ray
Crystallography

SAS data can be readily combined with the par-

tial structural information from a complementary

high-resolution technique such as X-ray crystal-

lography, taking advantage of a number of

computational methodologies developed for

accurate comparison of the experimental scatter-

ing data with those predicted from the candidate

all-atom models (Svergun et al. 1995; Park et al.

2009; Schneidman-Duhovny 2010; Grishaev

et al. 2010; Koefinger and Hummer 2013; Chen

and Hub 2014). The differences between these

approaches are subtle but numerous, including:

the number and nature of the fitting parameters,

fit of the buffer-subtracted scattering signal or the

pair of the sample and buffer scattering profiles,

specifications for the exact positioning of the

surface solvent layer relative to the macromole-

cule, and finally, the use of implicit or explicit

models for the displaced and surface solvent.

Implicit models are those that assume the waters

displaced by the macromolecule to exactly coin-

cide with the macromolecular atomic coordinates

and use a simplified “shell” representation for the

surface solvent layer. In contrast, explicit solvent

models rely on the results of the molecular

dynamics simulations to describe the structure

of the displaced and surface solvent. It would

be fair to state that all of the methods listed

above were more extensively tested and

optimized for proteins compared to

oligonucleotides.

Several scenarios for combining SAS data

with prior structural knowledge are possible. In

one, the system is composed of a number of

subunits with known structures whose relative

arrangements are derived from fitting the candi-

date all-atoms models to the SAS data. The need

for using SAS data in this case stems either from

difficulties in finding conditions for obtaining
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well-diffracting crystals for the entire assembly

(Comoletti et al. 2007), or from the impact of the

crystal packing forces on the overall geometry

for a highly non-globular particle (Heidorn and

Trewhella 1988). A second scenario is when the

crystal structure is either missing interpretable

electron density for the fraction of its sequence

due to dynamics, or when the full-length con-

struct with flexible parts cannot be crystallized,

necessitating the use of a truncated variant

(Hickman et al. 2014). In these two cases either

the relative arrangement of the particle subunits,

or the coordinates for the missing fraction of the

macromolecule have been positioned to agree

with the experimental SAS data. Finally, the

scattering data can become a useful constraint

for determining the geometry of the assemblies

such as protein/protein complexes when the

structures of the individual partners are known

(Schneiderman-Duhovny et al. 2010; Pons et al.

2010; Karaka and Bonvin 2013). In all of these

cases, constraints based as chain connectivity,

clash avoidance, and gyration radius by reference

to the experimental SAS data, can all be very

effective at decreasing the number of the feasible

candidate models and are best applied prior to the

full SAS data fit. A complication possible with

all of these scenarios occurs when the experi-

mentally determined structural models are not

available for some, or all of the system subunits,

leading to the use of homology-based structures

with worse than ~2 Å coordinate accuracy

(Comoletti et al. 2007). The consequence of rely-

ing on such lower quality subunit models is that

the residual structural inaccuracies embedded in

them can propagate into the structural inaccuracy

of the best-fitted model for the overall assembly.

In all of the above cases, both combination of

SAS information with the partial structural data

from X-crystallography, and optimization of the

model geometry to best-fit the scattering

intensities are relatively straightforward to per-

form. Far more challenging is establishing that

the best-fitting model obtained starting the fit

from a set of initial coordinates is accurate,

representing the actual set of conformations pres-

ent in solution, or even unique. Possible ways to

address this issue include (i) supplementing

SAXS data with complementary data from

other experimental techniques for model valida-

tion and refinement, and (ii) performing an

exhaustive sampling of a large number of

starting/candidate geometries with preset rota-

tional and translational steps. This problem is

further complicated for flexible or disordered

macromolecules, for which data over-fitting

becomes much more likely due to the increase

in the number of model parameters. In general,

proof of a non-degenerate nature of the structural

model found to best-fit SAS data can be difficult

to establish due to the potentially astronomical

number of possible distinct candidate geometries

that need to be sampled, reaching ca. 1011 even

for multi-domain proteins linked by short (less

than 10 amino acid) stretches of residues

(Grishaev et al. 2012). This issue becomes more

pronounced for protein/protein complexes where

the chain connectivity constraints cannot be

applied (Schneidman-Duhovny et al. 2011).

Such cases will benefit from additional relative

geometry constraints, which may include muta-

genesis data reporting on complex breakage, or

other prior information allowing approximate

determination of the locations of the subunit/sub-

unit interaction sites. It is worth keeping in mind

that the structural model best-fitted to the SAS

data using rigidly held high-resolution structures

of the individual subunits cannot be expected to

have the same structural accuracy as its

constituents even though it will appear to resem-

ble a high-resolution structure. For instance, rel-

ative domain orientations resulting from the

model optimized against SAS data cannot be

assumed to be uniquely and correctly identifiable

even for the non-globular subunits, in the

absence of validation via additional experimental

restraints.

An additional challenge while performing

SAS data driven macromolecular structure deter-

mination is that there is generally no guarantee of

a perfect correlation between the structural accu-

racy of the candidate model and the goodness of

its SAS data fit (Grishaev et al. 2011). The exact

appearance of such correlation plot, which

requires the knowledge of the correct structure

can be impacted by a multitude of factors
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including the particular method used to predict

SAXS/SANS data from the atomic coordinates,

limited experimental signal/noise or resolution

range of the scattering data, possible inaccuracies

for the parts of the structural model that are held

fixed, improper representation of the multiple

conformations present in solution, or errors in

the interpretation for SAS data due to unrecog-

nized contributions of aggregation, sample/

buffer mismatch, or sample purity or composi-

tion issues. Therefore, when performing struc-

tural model selection against solution scattering

data, it is advisable to use several methodologies

for linking SAS data to the atomic coordinates

deriving the set of consensus models, tightly

control systematic errors in the data outside of

the photon counting statistics, and use a proper

representation for the conformational heteroge-

neity when necessary.

It should be clear from the above comments

that the issue of validation of the structural model

restrained by SAS experimental data is of utmost

importance. Such validation should rely on com-

plementary experimental restraints weakly

correlated with the fitted scattering data set. A

possible way to introduce this complementarity

is by recording contrast variation solution scat-

tering data with SANS (Comoletti et al. 2007) or

SAXS (Grishaev et al. 2012), allowing either a

reduction in the degeneracy in the pool of the

best-fitting structural models, or validation in

case of a single best-fitting solution.

It is also worth pointing out that the ultimate

success of using SANS data with mixed 1H/2H

labeling of the complex constituents at the con-

trast matching conditions (~42% D2O for

protonated proteins) in practice can be affected

by both the dissociation constant of the complex

and the relative masses of its protonated and

deuterated components. In one case (Comoletti

et al. 2007), accurate determination of the

centers-of-mass separation between the

deuterated components with protonated subunits

contrast-matched was possible for a 2:2 protein/

protein complex with low-nM affinity where the

deuterated units comprised ca. 25% of the overall

particle. In another (Schwieters et al. 2010), such

determination was not successful for a nearly

identical SANS data collection on a similarly

sized 2:2 protein complex with ~20 μM binding

affinity requiring a sixfold molar excess of the

smaller deuterated component needed in order to

obtain 100% binding occupancy, and deuterated

components comprising only ca. 13% of the

complete particle.

13.3.2 Hybrid NMR/SAS
Macromolecular Structure
Determination

Nuclear magnetic resonance (NMR) in solution

had been long recognized to be a useful comple-

mentary source of structural information when

combined with the SAXS data. The symbiosis

of the two techniques is driven by the fact that

they tend to offset each other’s deficiencies such

as the decrease in the density of attainable

restraints with the increase in the size of the

macromolecule, or difficulties in describing the

molecular structure of flexible constructs, in the

case of NMR; or the lack of site-specific infor-

mation and model degeneracy in the case of SAS.

Solution scattering data should ideally be

acquired on the same sample used for NMR

data collection, minimizing chances of any

inconsistencies between the experimental

conditions for the two measurements.

From a practical perspective, macromolecular

samples used in solution NMR rarely require

significant modifications for application of

SAXS (Grishaev 2012). 2H/13C/15N isotopic

labeling has no effect on the X-ray scattering

data while the presence of 2H does contribute to

the signal measured by SANS. Therefore, the

least expensive (in practice, 15N–labeleld) mate-

rial frequently ends up being used for solution

scattering measurements. Slight changes in the

SAXS buffer composition relative to typical

NMR conditions may include increase in the

salt concentration to suppress inter-particle

repulsion, replacement of the commonly used

phosphate in the NMR buffers by agents

containing lighter elements (TRIS, HEPES,

etc), and addition of the free radical scavengers

such as DTT or TCEP to the dialysis buffers in
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order to suppress protein radiation damage.

5–10% D2O typically included in the NMR

samples for frequency lock does not need to be

present for SAXS data collections, most com-

monly carried out in pure H2O. X-ray scattering

measurements are typically done at the same

(or lower) concentrations as those used in solu-

tion NMR and should be performed at the tem-

perature exactly matching NMR data collection

for seamless combination of the restraints from

the two techniques. Monodispersity requirements

for SAXS are more stringent compared to NMR

where the aggregated populations simply

becomes invisible, and preliminary characteriza-

tion by techniques such as analytical ultra-

centrifugation or light scattering is a must. A

growing number of bio-SAXS beam lines at

synchrotrons now offer in-line size-exclusion

chromatography setups immediately preceding

SAXS measurement which greatly enhance the

quality of the collected scattering data at the

expense of the decrease in sample concentration

and, therefore, the signal/noise of the recorded

data. While planning SAXS measurement in the

context of an NMR study it is always a good idea

to predict theoretical scattering curves before-

hand when structural models are available. This

step will help to both select the appropriate

experimental angular range, and estimate the

resolving power of the SAXS by reference to

the uncertainty of the structural models resulting

from NMR-only structure determination.

It is now generally accepted that out of all

types of currently accessible NMR restraints,

residual dipolar couplings (RDCs) observed via

weak alignment of the macromolecules induced

by the strongly aligned liquid crystalline media

(Bax 2003), are by far the most useful type of

data when combined with the solution scattering

intensity profiles. This complementarity is easily

rationalized keeping in mind both relative insen-

sitivity of the solution scattering data to domain

rotations around their centers of mass, and inde-

pendence of the orientational restraints from

NMR from the translations of the particle

subunits. In our own early work on combining

SAXS and NMR data in a hybrid structure deter-

mination we observed no improvement of the

structural accuracy when the NMR restraints

were composed entirely from the short-range

inter-proton distances and torsion angles; such

improvement occurred only when RDCs were

included in the NMR data set (Grishaev et al.

2005).

Hybrid structure determination using RDC

and SAXS data can proceed under two scenarios

� rigid body structure optimization involving

solely translational and orientational degrees of

freedom that specify relative domain positioning,

or a fully flexible refinement in which all of the

internal degrees of freedom are active. The

choice between using the two depends on the

density of the available site-specific NMR

restraints and the coordinate accuracy for the

individual domains, with lower restraint density

and higher structural accuracy generally favoring

rigid body techniques. As a rule of thumb, fully

flexible refinement is warranted when the

structures of the individual domains can be deter-

mined solely from NMR data with the coordinate

accuracy better than ca. 1.5 Å, or backbone N-H
RDC cross-validation Q-factors (Bax 2003) bet-

ter than ca. 0.4. On the other hand, rigid-body

refinement techniques are preferable if the avail-

able structures of the individual subunits can be

fitted to the experimental backbone N-H RDC

data with Q-factors better than ca. 0.3, likely

associated with higher resolution (better than

ca. 2.4 Å) crystal structures.
A joint rigid-body fit of RDC and SAXS data

relies on accurate determination of the molecular

alignment tensors for the individual domains,

which in practice requires measurement of at

least ca. 35 backbone RDCs for each domain.

In cases when the molecular alignment tensors

determined by a singular value decomposition

(SVD) fits (Losonczi et al. 1999) for the individ-

ual domains are strongly correlated (generalized

scalar product between the corresponding align-

ment tensors larger than ca. 0.9, corresponding to

the tensor orientation difference not exceeding

ca. 20�), their relative positions can be assumed

to be rigid, allowing single-model representation

during the structure refinement. In cases of small

numbers or large certainties of the experimen-

tally attainable RDCs an approximate criterion
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for a single conformation representation would

be for the Q-factor of the joint SVD fit of the

RDCs for the two domains allowed to reorient

not exceeding those fitted separately to the indi-

vidual domains by more than ~0.05. Otherwise,

an ensemble representation for the complete

macromolecule would be required, possibly cou-

pled with a scheme for prediction of the

conformation-dependent molecular alignment

tensor (Zwezkstetter et al. 2004; Marsh et al.

2008; Venditti et al. 2015). When performing

both single-model and ensemble-averaged rigid

body refinement against RDCs it should be kept

in mind that even though the relative orientation

of the two domains can be fitted from the experi-

mental NMR data with a precision of ca 3–5�, it
comes with a fourfold degeneracy corresponding

to 180� rotations around the three axes of the

alignment tensor. Even though in theory this

degeneracy could be resolved by collecting simi-

larly precise RDCs from a different alignment

medium with a weakly correlated alignment ten-

sor, in practice this situation is relatively rare for

proteins, and even less common for

oligonucleotides. Therefore, all four distinct

orientations often need to be sampled in a joint

RDC/SAXS data fit. When present, domain con-

nectivity constraints with short linkers not

exceeding ca. 10 residues often reduce this four-

fold degeneracy by a factor of 2, with the burden

of distinguishing between the remaining ones

placed solely on the SAXS data. In cases of the

protein/protein complexes, unless the locations

of the interacting sites on each of the subunits

are determined independently, all four possible

conformations have to be distinguished based on

the SAXS data fits alone, with several successful

examples reported in the literature (Parsons et al.

2008; Zuo et al. 2008). It can shown that use of

the RDCs as orientational restraints corresponds

to an approximately 100-fold reduction in the

number the possible candidate structural models

when rigid-body refinement is employed

(Grishaev et al. 2012).

With a sufficient density of site-specific NMR

restraints, fully flexible model refinement against

the combined NMR and SAXS data sets becomes

possible, often performed either when the com-

plete structure cannot be separated into the

individual domains, or when the structural accu-

racy of the individual domains is insufficient for

the application of the rigid body methods

according to the criteria listed above. In practice

sufficiently high density can correspond to as few

as ca. 1 backbone torsion angle restraint and 1–2

distance restraints per residue, supplemented by

backbone RDCs in two independent alignment

media, or RDCs combined with the backbone

anisotropic chemical shifts in a single alignment

medium. A number of such joint structure

determinations were performed starting from

ca. 2005, with many of the early applications

centered on validation � establishing proof that

a joint fully flexible NMR/SAXS structure

refinement leads to a clear improvement in the

structural accuracy, whether by reference to a

previously determined crystal structure

(Grishaev et al. 2005, 2007), or via cross-

validation with respect to the experimental

RDC data (Grishaev et al. 2008). One of the

conclusions that emerged from this work is the

need for a set of locally rigid restraints from both

NMR experimental data and database or homol-

ogy constraints that also allow global flexibility

of the macromolecule when performing refine-

ment against the solution scattering data. The

number of such applications increases at a steady

pace, now including flexibly linked proteins and

oligonucleotides, as well as IDPs.

13.4 Hybrid Applications
of Solution Scattering:
Computational Modeling Tools

The software that is capable of using solution

scattering data for determination of macromolec-

ular structure can be grouped into three broadly

defined classes. The first of these contains stand-

alone packages dealing primarily with SAXS/

SANS data that allow very limited input from

complementary techniques and rely on simple

molecular simulation engines favoring sampling

efficiency over force field accuracy, exemplified

by EOM (Bernado et al. 2007) or SASREF

(Petoukhov and Svergun 2005). The second

class of programs adds capability of fitting

against SAXS/SANS data to a previously
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developed package including either a sophisti-

cated molecular simulation core with advanced

force fields, or a structure optimization engine

with integrative modeling, with examples such as

SASSIE (Curtis et al. 2012), IMP (Russel et al.

2012), flexible-Meccano (Ozenne et al. 2012),

and RASREC-Rosetta (Rossi et al. 2015). The

software belonging to this class would have a

somewhat limited ability of handling diverse

types of experimental data from complementar-

ity techniques but will be typically capable of

including subsets of such data across different

techniques in an integrative fashion. Finally, the

third class of software adds an ability to refine

against SAXS or SANS data to a package whose

primary task is macromolecular structure deter-

mination against experimental crystal diffraction

or NMR data driven by a somewhat simplified

molecular simulation engine, with examples

including CNS (Brunger et al. 1998) and Xplor-

NIH (Schwieters et al. 2003). Therefore, the

three classes correspond to emphases on either

the scattering data, or the advanced simulation

engines and force fields, or effective handling of

the complementary experimental restraints from

crystallography or NMR. The choice of the class

of software would likely depend on the amount

of complementary site-specific experimental

restraints, with higher restraint density best cou-

pled to the third class of programs. The decision

between using the first two classes of software in

practice depends on the user’s familiarity with

the more advanced simulation setup of the sec-

ond class, or a preference for the greater simplic-

ity of operation generally exhibited by the first

class.

When using any software for refining against

SAS data, it is important to keep in mind the

mode of scattering data calculation, and to be

aware of its limitations as the codes coupled to

the molecular simulation engines often empha-

size the speed of calculation over accuracy, and

will likely fall behind dedicated scattering data

simulations tools for a single-model analysis

listed in Sect. 13.2.2, in terms of the fidelity of

data prediction and fit quality. This is an
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unavoidable consequence of the generally high

computational costs associated with the calcula-

tion of the predicted scattering data, and the

associated molecular forces along the molecular

dynamics trajectory. For example, all of the

structure refinement packages that include SAS

data use the faster but not necessarily more accu-

rate implicit model for the displaced and surface

solvent. Calculation speedup is achieved either

by coarse-grading the representation of the mac-

romolecule in the real space via globbic approxi-

mation to the Debye formula (Grishaev et al.

2005), or by coarse-graining in the inverse

space via approximations to the spherical aver-

aging of the complex scattering amplitude

(Grishaev et al. 2008), illustrated in Fig. 13.3.

Recently formulated algorithm for a fast accurate

hierarchical approximation to the spherical har-

monic expansion of the Debye formula (Berlin

et al. 2014) is of particular interest, yet to be

implemented in a structure refinement package.

In many cases the approximation noted above are

a reasonable price to pay for the ability to opti-

mize the structure against SAS data within a

molecular dynamics simulation, and to perform

joint refinement with restraints from complemen-

tary techniques.

13.5 Summary and Conclusions

The past decade has brought a rapid expansion in

the number of studies that use solution X-ray and

neutron scattering data for derivation of macro-

molecular structures. Even though the initial

methodology developments in bio-SAS focused

on the benefits of applying SAXS or SANS data

in isolation, an increasing fraction of structural

studies involving SAS nowadays use these data

in combination with experimental restraints from

a growing set of complementary techniques that

include crystallography, NMR, FRET or electron

microscopy. This fact reflects both universal

appreciation of the value of combining data

across multiple techniques, and a rapidly

expanding repertoire of computational

methodologies that allow such combination.

Hybrid applications involving SAS are expected

to become a norm as structural biology shifts

towards studies of challenging architectures that

cannot be a analyzed with a single technique,

including flexible or dynamic macromolecules,

weak macromolecular interactions, or

membrane-associated assemblies.
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A Practical Guide to iSPOT
Modeling: An Integrative Structural
Biology Platform

14
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Abstract

Integrative structure modeling is an emerging method for structural deter-

mination of protein-protein complexes that are challenging for conven-

tional structural techniques. Here, we provide a practical protocol for

implementing our integrated iSPOT platform by integrating three differ-

ent biophysical techniques: small-angle X-ray scattering (SAXS),

hydroxyl radical footprinting, and computational docking simulations.

Specifically, individual techniques are described from experimental

and/or computational perspectives, and complementary structural infor-

mation from these different techniques are integrated for accurate charac-

terization of the structures of large protein-protein complexes.

Keywords

iSPOT • Integrative structural biology • SAXS • Hydroxyl radical

footprinting • Computational docking simulation • Structural mass

spectrometry • Protein-protein interaction

14.1 Introduction

Macromolecular interactions provide the molec-

ular underpinning for virtually every biological

process. Despite decades of effort, however,

structure determination of protein-protein

complexes is still a daunting task for

conventional techniques due to size, stability,

and/or complexity of protein complexes of inter-

est. To advance the ability to characterize these

complexes, we have recently established a multi-

technique iSPOT platform by integrating small-

angle X-ray scattering (SAXS), hydroxyl radi-

cal footprinting and computational docking
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simulations (Huang et al. 2016). iSPOT

leverages the widespread availability of individ-

ual protein or domain structures and in particular

enables the structure determination of complexes

in the range of 50–200 kDa that are often chal-

lenging for nuclear magnetic resonance (too big)

or electron microscopy (too small). Driven by its

potential as an emerging technique towards

large-scale applications, this iSPOT platform is

described here to facilitate broad adoption.

The iSPOT platform overcomes the limitation

of individual techniques and succeeds in combin-

ing multiple sources of structural information

from different techniques that are complemen-

tary to each other. For example, computational

docking benefits from its combination with

experimental scattering/footprinting data, while

molecular shape information from SAXS is

complemented by solvent accessibility of spe-

cific protein sites probed by hydroxyl radical

footprinting.

14.2 Implementation
of the Integrated iSPOT
Platform

The entire iSPOT platform has three major

sources of structural information for each

protein-protein complex of interest: (1)molecular

shape and structural arrangement from small-

angle X-ray scattering (SAXS), (2) solvent

accessibility of specific sites probed by hydroxyl

radical footprinting, and (3) model prediction by

computational protein-protein docking. Fig-

ure 14.1 outlines a schematic demonstrating the

integration of three different, complementary

biophysical techniques in the iSPOT platform.

It is worth noting that while the integration of

all three techniques is emphasized here, a combi-

nation of any two approaches can be utilized to

generate structure ensembles for a specific ques-

tion of interest, while the remaining data are used

for a validation purpose if available. For this

consideration, we describe each component of

this iSPOT platform, followed by the integration

of all three.

Figure 14.2 provides an overview of the

iSPOT workflow. It is arbitrarily divided into

four components: (a) computational protein-

protein docking for generating structural

candidates (or “poses”), (b) parallel SAXS and

footprinting data acquisition, (c) candidate scor-

ing against experimental data, and (d) selection

and optimization of ensemble structures. A

proof-of-principle demonstration of this iSPOT

platform has been shown in an earlier publication

on several protein-protein complexes with their

crystal structures known (Huang et al. 2016). By

using the atomic structures of individual proteins

(not the complex), iSPOT is able to accurately

predict the structures of a large protein-protein

complex (TGFβ-FKBP12) and a multidomain

nuclear receptor homodimer (HNF-4α), by

using simulated SAXS and footprinting data of

each complex.

14.2.1 Computational Protein-Protein
Docking

Computational studies of protein-protein interac-

tion have been a long-term focus of research

(Janin et al. 2003). Quite a few algorithms are

now available for docking two proteins into a

bound complex. As such, computationally

docked conformations or “poses” can be

evaluated and compared against experimental

data (discussed later). Specifically, rigid-body

and flexible docking are described below, as

well as post-docking clustering analysis.

14.2.1.1 Rigid-Body Docking
Rigid-docking techniques have been successfully

developed over the years (Chen et al. 2003;

Dominguez et al. 2003; Gabb et al. 1997;

Tovchigrechko and Vakser 2006). These docking

algorithms, such as ClusPro (Comeau et al. 2004)

and ZDock (Pierce et al. 2014), are computation-

ally robust and efficient. For this reason, it is a

good idea to try rigid-body docking as a first

diagnostic step, or even use docking results for

evaluating with experimental data if the proteins

are relatively non-flexible upon binding. Nota-

bly, ZDock is particularly easy to use and
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provides a simple web interface (http://zdock.

umassmed.edu), as well as executable files avail-

able for download.

14.2.1.2 Flexible Docking by RotPPR-
CGMD Molecule Dynamics
Simulation

To account for structural flexibility in protein-

protein interaction, we have developed a molec-

ular dynamics (MD) based docking method,

termed RotPPR-CGMD (described below),

which combines an exhaustive generation of ini-

tial poses and subsequent coarse-grained molec-

ular dynamics simulations. This RotPPR-CGMD

is composed of (a) conformational sampling by

RotPPR and (b) coarse-grained (CG) simulation.

The former is to make sure that the conforma-

tional space is properly and exhaustively

searched; the latter is to use a one-bead-per-resi-

due Cα model to simplify the protein representa-

tion as we have shown previously (Ravikumar

et al. 2012; Yang et al. 2010a). A suite of source

codes and executable files for the setup and

configurations of RotPPR-CGMD simulations

will be made available for this type of RotPPR-

CGMD docking simulations.

Specially, the RotPPR sampling, a combina-

tion of a pull-push-release (PPR) strategy along

the inter-protein translational axis and a rota-

tional pose generator, collectively enables an

extensive conformational sampling in the

docking space (Huang et al. 2016). The

translation-centric PPR sampling is achieved

via a harmonic spring between the centers-of-

mass of two proteins to facilitate the docking

(Ravikumar et al. 2012), while the pose generator

provides a set of different initial docking poses to

account for all five rotational degrees-of-freedom

(as illustrated in Fig. 14.3).

The energy function used in RotPPR-CGMD

simulations is a predictive coarse-grained Cα
model, where interaction between two proteins

is defined by residue-residue interactions whose

parameters are tabulated in a previous publica-

tion (Huang et al. 2014). It is worth noting that

although the structure of each protein is used for

the modeling, it does not require structural

knowledge of the entire complex (Ravikumar

et al. 2012). Because of its coarse-grained nature,

this CGMD is expected to significantly enhance

the protein-protein docking, compared to atom-

level simulations.

Fig. 14.1 Multi-technique iSPOT platform for

integrated structural modeling of protein-protein

complexes. iSPOT represents the integration of small-

angle X-ray scattering (SAXS), hydroxyl radical

footprinting, and computational docking simulation

(Huang et al. 2016). iSPOT also takes advantage of avail-

able cystal structures of individual protein components

within the complex

14 A Practical Guide to iSPOT Modeling: An Integrative Structural Biology Platform 231

http://zdock.umassmed.edu
http://zdock.umassmed.edu


14.2.1.3 Structure Clustering
For post-docking data analysis, structure cluster-

ing of RotPPR-CGMD simulation data can be

achieved on the basis of structural similarity via

two specific metrics: fRMSD and oRMSD. The

former is a regular RMSD measure of Cα atoms

Fig. 14.2 The iSPOT

workfolow. It consists of

four compoments: (a)
computational protein-

protein docking, (b)
experimental SAXS and

footprinting data

acquisition, (c) scoring and

selection, and (d) structural
model optimization

Fig. 14.3 Computational protein-protein flexible

docking. Shown are the six degrees of feedom (five

rotational and one translational) involved in two-body

protein docking that are extensively sampled by

RotPPR-CGMD simulations (Modified with permission

Huang et al. 2016)
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from the entire complex and the latter is an

extension of fRMSD by accounting for the dif-

ference in relative orientation between two

proteins (Huang et al. 2016). The resulting

oRMSD clustering improves the structural ambi-

guity observed in traditional fRMSD clustering

since the measure of oRMSD is more sensitive to

protein-protein orientations. As a result, oRMSD

clustering is able to group similar simulation-

generated structures into one cluster or confor-

mation that appear more homogenous than what

was based on fRMSD clustering.

Another notable difference is the input param-

eter needed for clustering. Traditionally, the

number of clusters is used as an input, while a

RMSD cutoff value is used in the oRMSD clus-

tering here. Overall, the oRMSD clustering is

able to outline top structural candidates to explic-

itly account for the relative orientations between

two proteins.

We have recently illustrated that RotPPR-

CGMD is capable of searching various docking

conformations (Huang et al. 2016), where the

docking conformational space has been visited

extensively. Thus, the RotPPR-CGMD provides

an MD-based docking strategy to account for the

structural flexibility for protein-protein docked

conformations, ranging from compacted to

extended shapes and from assembled to fully

disassembled.

14.2.2 Small-Angle X-Ray Scattering
(SAXS)

For characterizing protein-protein complexes,

small-angle X-ray scattering (SAXS) data are

particularly informative with regard to molecule

shape of the entire complex and specifically,

subcomponent arrangements. Quite a few excel-

lent reviews have already discussed the basic

principles and applications of SAXS (Bernado

and Blackledge 2010; Blanchet and Svergun

2013; Kikhney and Svergun 2015; Putnam et al.

2007), and hence we describe the current state-

of-the-art SAXS data acquisition and SAXS

computing methods below.

14.2.2.1 Experimental SAXS Data
Collection

While acquisition of reliable SAXS data is

non-trivial, experimental procedures have been

recently described in detail (Jeffries et al. 2016;

Skou et al. 2014), in addition to what has been

covered in this book. Here, we point out that it is

becoming a standard option for SAXS data

acquisition to use an online chromatography-

coupled setup, as illustrated in Fig. 14.4. This

chromatography-coupled setup is particularly

useful for aggregation-prone samples to allow

the separation of a target complex from larger

aggregates and/or smaller, excess substrates and

thus improve sample homogeneity.

14.2.2.2 SAXS Computing Methods
For the interpretation of experimental SAXS

data, how to compute the SAXS profile from a

given protein conformation, e.g. those generated

from above RotPPR-CGMD simulations, is of

particular importance because it is essentially

the theoretical foundation of most SAXS data

analyses.

CRYSOL and Fast-SAXS-pro are representa-

tive among currently available SAXS computing

methods. Specially, CRYSOL requires the atomic

coordinates (Svergun et al. 1995), while Fast-

SAXS-pro takes the coordinates of either all

atoms or just Cα atoms alone (Ravikumar et al.

2013). Additional differences include the treat-

ment of excess electron density in a hydration

layer by explicitly placing dummy water

molecules surrounding the biomolecule. Com-

parison between these two methods is listed in

Table 14.1. It should be noted that CRYSOL can

be used for next-step optimization for iSPOT-

derived atomic-structure ensembles since it

provides an additional capability of best-fitting

theoretical and experimental SAXS profiles.

Given its ability of handling the coordinates

generated from RotPPR-CGMD docking

simulations, Fast-SAXS-pro is thus used for

SAXS computing to calculate theoretical scatter-

ing profiles, resulting from a collection of efforts

(Ravikumar et al. 2013; Tong et al. 2016; Yang

et al. 2009, 2010b). A web interface for Fast-
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SAXS-pro computing is available from the

website at http://www.theyanglab.org/saxs.html,

as well as executable files will be made available

upon request.

14.2.3 Hydroxyl Radical Footprinting

Complementary to shape information obtained

from SAXS is the solvent accessibility of specific

sites probed by hydroxyl radical footprinting

(Huang et al. 2015; Kaur et al. 2015; Xu and

Chance 2007). The sites probed can be at the

peptide level or at the single-residue level. As

described below, specific rate constant

measurements from footprinting are correlated to

the solvent accessibility of probed amino acids,

thereby providing structural information at a rather

local residue-specific level.

14.2.3.1 Experimental Footprinting Rate
Measurement

The rate constant measurements of probed sites

each from a different protein region are

illustrated in Fig. 14.5. Typically, irradiation of

water by X-rays generates hydroxyl radicals

(OH•) that react protein residues via covalent

modification. These OH•-modified samples are

analyzed via proteolysis and the level of modifi-

cation or “footprinting” is quantified via mass

spectrometry (MS). This MS quantification is

normally conducted at a single time point of

X-ray exposure or repeated at various time

points. In the latter, a dose-response curve of

footprinting can be determined for each probed

site, thereby establishing a footprinting rate kfp to

characterize the overall footprinting effect on

each individual site.

Table 14.1 Comparison between CRYSOL and Fast-SAXS-pro

Structural

coordinates Surrounding hydration layer (water)

Atomic Cα
Implicit

solvent

Explicit

solvent

Scattering difference between protein and

RNA/DNA

CRYSOL √ √
Fast-SAXS-
pro

√ √ √ √

Fig. 14.4 Experimental SAXS data acquisition. Two setups are routinely used: one with a simple flow-cell (top) and
the other coupled with online chromatography (bottom) (Modified with with permission Yang 2014)
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14.2.3.2 Protection Factor Analysis
and Structural Parameters

To use the footprinting rates kfp for structural

characterization, we have established a protection

factor (PF) analysis method (Huang et al. 2015;

Kaur et al. 2015). This PF analysis can be applied

at a single-residue or a peptide level. For example,

PFs for single residues (or multiple residues within

a peptide) are calculated by dividing the intrinsic

reactivity kintrinsic of the residue (or the sum of the

intrinsic reactivity for all of the residues within the

peptide) by the observed rate kfp,

PF ¼ kintrinsic
kfp

: ð14:1Þ

This simple conversion to PF values provides

structural interpretation of footprinting

measurements, enabling for the first time a struc-

tural comparison between different amino acid

types that were previously impossible because

footprinting rates alone are not correlated to any

known structural properties. A key advantage of

this PF analysis is absolute comparison between

different sites that are probed simultaneously

within an intact protein, as opposed to the previ-

ously limited comparison of a singular site cross-

ing different conformational states. Specially,

high-PF regions are structurally buried, while

low-PF regions are solvent-exposed.

The PF data are correlated with structural

features/parameters of protein sites probed. This

is typically examined on a case-by-case basis

partially due to the extent of footprinting being

dependent on the protein sequence composition

and its 3D structure. A list of structural

parameters that reflect the related solvent acces-

sibility are solvent accessible surface area

(SASA), number of structural contacts (NC),

and even the simple binary measure of being

exposed or buried. These structural parameters

are compared with experimental PF values to

quantitatively evaluate the agreement between a

protein structure candidate and its corresponding

experimental footprinting data.

The intrinsic reactivity data can be from the

website at http://www.theyanglab.org/protec

tion.html. This weblet also provides the rate-PF

conversion for single-residue footprinting data.

Fig. 14.5 Site-specific rate measurement from hydroxyl

radical (OH•) footprinting. Following a–f, different

regions of a protein are covalently modified by OH•

generated from X-ray irradiation of water, which is

subsequently quantified by mass spectrometry. A dose-

response measurement yields a kinetic rate constant for

each site probed (Modified with permission Huang et al.

2015)
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14.2.4 Data Integration by iSPOT

The multi-technique iSPOT platform is a result

of these developments made in computational

docking, SAXS and footprinting (illustrated in

Fig. 14.1). These techniques are different but

complementary, so the integration enabled by

iSPOT provides a novel approach for structure

determination of previously uncharacterized

protein-protein complexes. Following the

iSPOT workshop described in Fig. 14.2, we

here show that each docking pose is used for

evaluation against experimental SAXS and

footprinting data via two specific scoring

functions χ2 and φ2 as detailed below.

14.2.4.1 The Goodness of Fit to SAXS
Data x2

For each docked pose (or conformational clus-

ter), the goodness of fit between the theoretical

(Ical) and experimental (Iexp) SAXS profiles is

scored by a unitless χ2 (Yang et al. 2010a),

χ2 ¼ 1

N

X

q

logIcal qð Þ � logIexp qð Þ� �2

σ2 qð Þ , ð14:2Þ

where σ(q) is the uncertainty of logIexp(q) and

N is the number of data points in Iexp(q). Theo-

retical SAXS profiles Ical(q) can be calculated

from the docking configuration by either Fast-

SAXS-pro or CRYSOL as described earlier. Spe-

cifically, a lower χ2 value represents a better fit

between theoretical and experimental SAXS

data. For example, χ2 often approaches 1–3

when experimental and theoretical SAXS

profiles start to agree well.

14.2.4.2 The Goodness of Fit
to Footprinting Data w2

For the same docked pose, the goodness of fit

between experimental footprinting PFs and

structural parameters is scored by another

unitless φ2 (Huang et al. 2016),

φ2 ¼ 1

Nfp

X

i

ðlogPFi � c � SAiÞ2
δ2i

, ð14:3Þ

where log(PFi) is the protection factor of each

site i probed by footprinting (either at a single-

residue or peptide level) (Huang et al. 2015; Kaur

et al. 2015), δi is the uncertainty of logPFi, and

Nfp is the total number of probed sites. As afore-

mentioned, a list of structural parameters of sol-

vent accessibility SAi include solvent accessible

surface area (SASA) and number of neighboring

contacts (NC). The scaling constant of c is to

offset the linear fitting between SA and

logPF. Similar to χ2, here φ2 is the difference

between experimental footprinting PFs and theo-

retical solvent accessibility of each docked con-

formation. For example, a lower φ2 value

indicates a better fit of the candidate toward the

target structure.

14.2.4.3 iSPOT Model Selection
and Refinement

The best-fit structural models that are selected by

iSPOT are among the lowest χ2 and φ2 values.

This selection is illustrated in Fig. 14.2, where

the orthogonal information provided by SAXS

(about overall shape) and footprinting (about

local solvent accessibility) is able to accurately

select the crystal-like ensemble structures of a

large complex. By testing on several protein-

protein complexes with known structures, we

have showed that the iSPOT is able to narrow

down the correct target structure of bound

complexes such as TGFβ-FKBP12 (Huang et al.

2016).

Refinement of the iSPOT-derived structure

models of a protein-protein complex can be

achieved by force-field based molecular dynam-

ics (MD) simulations. Based on the atomic

coordinates of individual protein components of

the complex, a realistic structure of the complex

can be constructed for all-atom, explicit-solvent

MD simulations, as illustrated in the bottom of

Fig. 14.2. As such, iSPOT is able to generate

atomic structure ensembles of protein-protein

complexes that can be further tested for model

validation.
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14.3 Summary

Structure determination of protein-protein

complexes has been a challenging task. The

multi-technique iSPOT platform is therefore a

niche method available to structurally character-

ize such biomolecular complexes that are in the

range of 50–200 kDa, although the method will

work well for complexes of any size. We should

stress that compared to other structural

techniques that are quite matured or currently in

their prime time, the development and applica-

tion of iSPOT is still at its infancy. This early-

stage technology development thus provides a

critical step for future iSPOT applications to

many biologically and biomedically important

protein complexes.
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Abstract

The sub-nanometer scale provided by small angle neutron and X-ray

scattering is of special importance to pharmaceutical and biomedical

investigators. As drug delivery devices become more functionalized and

continue decreasing in size, the ability to elucidate details on size scales

smaller than those available from optical techniques becomes extremely

pertinent. Information gathered from small angle scattering therefore aids

the endeavor of optimizing pharmaceutical efficacy at its most fundamen-

tal level. This chapter will provide some relevant examples of drug carrier

technology and how small angle scattering (SAS) can be used to solve

their mysteries. An emphasis on common first-step data treatments is

provided which should help clarify the contents of scattering data to

new researchers. Specific examples of pharmaceutically relevant research

on novel systems and the role SAS plays in these studies will be discussed.

This chapter provides an overview of the current applications of SAS in

drug research and some practical considerations for selecting scattering

techniques.

Keywords

Small angle scattering • Pharmaceutical • Structural characterization •

Delivery vehicles • Nanoparticles • Micelles • Vesicles • Multilayer

capsules

15.1 SAS Data Analysis

There are many methods of modeling and

interpreting SAS data. Figure 15.1 shows an

overview of the most common techniques used

ab initio to interpret the data gathered in struc-

tural studies. Starting from the common Porod
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(log-log) plot most often encountered from

reduced data, the first of the model-free analyses

is the Guinier approximation used to estimate the

radius of gyration, Rg, and generalized particle

form. This is a common first step for data on drug

delivery carriers in the 50–200 nm size range.

The Guinier range is the region of q such that

qRg<1.3 and the qn dependency of the form

factor in this range of the log-log plot describes

in general the morphology of the scattering body

with n¼ 0, 1, and 2 representing globular (spher-

ical), rod-like, and lamellar (flat) morphologies,

respectively (Schnablegger and Singh 2013). It is

important to note that several assumptions of

ideality must be taken in this analysis. First,

since the intensity of scattering I as a function

of the scattering vector q is a product of two

factors, following Eq. 15.1,

I qð Þ ¼ P qð Þ S qð Þ ð15:1Þ
where P(q) and S(q) are the form and structure

factors, respectively, sufficient dilution must be

achieved such that the form factor can be analyzed

independently of the contribution from the struc-

ture factor. The reason for this is that the scattering

contribution from the structure factor due to inter-

particle interactions and arrangement in diluted

systems is minimal such that it tends to approach

unity and the intensity therefore becomes equal to

the form factor (Guinier and Fournet 1955).

Guinier’s approximation is made in reference to

the form factor with sufficient dilution being

assumed. This is a particularly important consid-

eration for drug delivery carriers that exist as

insoluble suspensions. Secondly, monodispersity

of the particles is a requirement for the most

Fig. 15.1 Different regimes in scattering curves with the relevant structural information defined for each method of

analysis
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accurate approximation, as small polydispersities

affect the slope of the scattering curve significantly

at very small q. With these assumptions fulfilled,

an expansion of Guinier’s original theory (Glatter

and Kratky 1982) takes the form of

I ¼ I 0ð Þexp �R2
gq

2

3

 !
ð15:2Þ

where I is the scattering intensity. Plotting ln(I)

vs q2 therefore gives the Rg from the slope of the

fit line once it is extrapolated to the intercept I(0).

The next region in the log-log plot

encompasses the intermediate values of

q between the Guinier range and Porod range

(qRg >3). Indirect Fourier Transform (IFT) and

Kratky analyses both produce useful plots from

this region with the IFT providing a Pair Distance

Distribution Function (PDDF). The PDDF

represents a distribution of the intraparticle

distances elucidated by the scattered radiation.

The shapes produced by this plot are characteristic

of specific form factors and again present model-

free approximations as well as another

representation of the particle size with the largest

intraparticle distance(s) being the distance from

one terminal edge of the particle to another

(Schnablegger and Singh 2013). This distance is

found at the end of the rightmost shoulder for

spherical particles and other shapes have multiple

points at which critical dimensions are

represented. Figure 15.2 shows a representation

of various PDDF plot shapes with their

corresponding morphologies and size indications.

Flowing from the same region of q is the Kratky

plot of Iq2 vs qwhich gives insight into the confor-
mation of polymers in solution from their mid to

high q scattering. At the higher part of this q range,

Gaussian coiled polymers result in scattering that

follows 1/q2 behavior and so tend to produce

curves that level out in the Kratky plot. Deviation

from this line-shape indicates non-Gaussian

conformations, the source of which is usually

interpreted by the researcher based on the sample

composition. The shape of the curve in a Kratky

plot can therefore be used to distinguish between

stretched Gaussian coil polymers or non-ideal

conformations due to attractive/repulsive forces

Fig. 15.2 Determination

of critical dimension and

shape from PDDF plots

(Schnablegger and Singh

2013) (Reprinted with

permission from Anton

Paar GmbH)
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that result in excluded volume (Hammouda 2016).

For drug delivery applications involving self-

assembled systems, polymer conformation can be

an important piece of information.

Deeper application of this analysis in drug

delivery vehicle structural research will be clear

when the following is considered: if Gaussian

chains result in a curve with a slow rise that levels

into a plateau, self-associative forces that lead to

precipitation and the formation of nano-objects

are characterized by a peak in the initial region

of the Kratky plot. The position of this peak is

inversely proportional to the Rg (Filippov et al.

2012). Especially in systems of complex multi-

component structure, such as drug-conjugated

copolymers, this analysis provides detail of the

solvated or structural morphology that can be

focused using contrast variation techniques.

The Kratky and PDDF analysis techniques

were used to probe constructs of

2-hydroxypropylmethacrylamide (HPMA)

copolymers containing cholesterol moieties and

doxorubicin in elegant characterizations that

revealed the conformation of polymers within

the nanoparticle structures as rounded cylinders

(Filippov et al. 2012, 2013). Kratky analysis and

cross-sectional PDDF in this case showed that

the nanoparticle structure changed from Gauss-

ian coiled coronas to more compact objects with

higher excluded volume as a function of the

concentration of cholesterol moieties

(0–3.0 mol%) in the chain (Filippov et al.

2012). The power of modeling software and the

true richness contained within scattering data can

be seen in Fig. 15.3 (Kratky and PDDF) from the

same study in which computational analysis
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Fig. 15.3 Kratky (a) and cross-sectional PDDF (b)
plots showing morphology and cross-sectional distances

of conjugates used to compute the hypothetical structure

(c) (Reprinted with permission from Filippov et al. 2012,

copyright American Chemical Society)
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yielded hypothetical shapes of the nanoparticles

from cross-sectional PDDF as ellipsoids with

lengths of 12.1 nm and widths of 4.6 nm.

After the Guinier and Kratky analyses, the

final type of model-free data to be obtained

comes from the region of the standard scattering

plot known as the Porod range where qRg >3.

The slope of the q�m dependency in this region is

dependent on the surface per volume according

to Porod’s law and the value of m can speak

about the physical properties of the surface

scattered at large angles. An m value of 4 at

high q is indicative of a smooth surface for

spherical objects while 2 < m <4 represents

scattering due to a rougher adsorbed layer

(Estrela-Lopis et al. 2009). Extensive multi-

slope plots, their q�m laws, and their shape

implications can be found in the works of

Boualem Hammouda (2010a, b, 2016). Plots

built from combined concepts such as Kratky-

Porod reveal even greater detail from advanced

methods and will be discussed later in the

chapter.

Outside of these model-free techniques there

are a multitude of model-intensive approaches

often used within analysis environments such as

SASview, PRIMUS, and others that can fit scat-

tering curves to relevant physical parameters.

However, since scattering curves are not

fingerprints, the models must be informed to

avoid unreasonable parameter definitions. This

is an important point for characterization of

drug delivery vehicles and is one of the predomi-

nate reasons that supplementary character-

izations are often performed alongside SAS.

The fewer parameters that are left to float during

model fitting routines, the more accurate the

remaining parameters can describe the scattering

curve and the better the picture that can be

obtained with SAS. Modeled approaches are

often used if the shape or form of the particle is

known a priori; therefore data fitting approaches

should start from model-free analysis before

moving into precise characterization with fitting

models. The workings of model fitting are not

discussed in detail due to their highly specific

and customizable nature. However, model analy-

sis is still present in nearly every SAS study, as

the parameters are highly relevant especially in

terms of the properties of drug delivery devices.

This will be seen in the following sections.

15.2 Structural Characteristics
of Drugs and Drug Delivery
Vehicles

15.2.1 Delivery Vehicles

15.2.1.1 Nanoparticles
Nanoparticles can be defined as nanometer-sized

clusters of atoms or molecules. Nanoparticles

come in many shapes and have been gaining

popularity as drug delivery vehicles (Urbina

et al. 2008; Mattingly et al. 2015). Owing to

their small size (1–100 nm), tunable composi-

tion, and potential inclusion of metals to imbue

them with fluorescent/IR/magnetic sensitivities

they often have unique properties in terms of

cellular uptake, bio-distribution, and reactivity

to stimuli (Remant Bahadur et al. 2012). These

properties also make them common candidates

for SAS studies because, while other techniques

can give size information, they fall short in

characterizing the internal structures and inter-

particle interactions that make nanoparticles

unique and useful for drug delivery.

15.2.1.2 Micelles
Micelles are single or dual-component nanome-

ter-sized formations of amphiphilic molecules

dispersed in a solvent, often water, that generally

have spherical morphology but are not strictly

limited to spheres (Biggs et al. 2007). Micelles

have a core-corona architecture featuring hydro-

phobic cores and hydrophilic coronas when used

in aqueous environments. Micelles often self-

assemble in water to stabilize the interactions of

the two portions of the molecule with the solvent,

with reverse micelles possible in the case of

hydrophobic solvents (Nunes and Car 2013;

Correa et al. 2012). Block copolymers are widely

utilized as micelle forming delivery devices and

often include PEG paired with a less hydrophilic

polymer such as poly(lactic acid) or polystyrene

(Cho et al. 2006; Bae et al. 2009). SAS studies
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with micelles often utilize contrast variation

techniques and/or selective deuteration of

components to isolate them from the overall

scattering in efforts to characterize their struc-

tural components (Almgren et al. 2007; Naruse

et al. 2009; Smith et al. 2014).

15.2.1.3 Vesicles
Polymeric vesicles are multi-component nano-

meter- or micrometer-sized assemblies of amphi-

philic molecules dispersed in a solvent. Vesicles

are similar to micelles in terms of their

components, but in contrast, form hollow spheri-

cal or worm-shaped structures with solvent

trapped in the inner cavity and a hydrophobic

bilayer between the core cavity and hydrophilic

corona (Srinivas et al. 2013; Sauer and Meier

2004). Vesicle applications within drug delivery

are often similar to those of micelles, with some

systems able to switch from one morphology to

the other in response to stimuli (Lagzi et al.

2010).

15.2.1.4 Multilayer Capsules
Multilayer capsules are nanometer to micron-

sized polymer constructs made of ionic,

hydrogen-bonded, or covalently bonded layers

of polymers or other constituents (Kharlampieva

et al. 2009; Kozlovskaya et al. 2009, 2012a, b;

Erel-Unal and Sukhishvili 2008). Hollow hydro-

gel microcapsules are formed by layer-by-layer

(LbL) assembly of polyelectrolytes on sacrificial

particulate templates, followed by chemical

cross-linking of the assembled polyelectrolyte

multilayer and template dissolution (Sukhorukov

and M€ohwald 2007; Wang et al. 2008; Skirtach

et al. 2011). LbL technology offers unique

opportunities to fabricate capsules of any size,

geometry, composition and thickness controlled

at the nanoscale (Lvov et al. 1993; Decher 2002;

Kharlampieva and Sukhishvili 2006; Lutkenhaus

and Hammond 2007; Hammond 2011; Mjahed

et al. 2008; Tang et al. 2006). The technique can

synthetically recreate shapes and easily impart a

desired elasticity and responsiveness to the thin

capsule wall (Elsner et al. 2006; Lisunova et al.

2011). The capsule’s wall can be easily

functionalized, with an internal cavity which

can be used for loading functional compounds.

Unlike other competing delivery systems such as

nanoparticles, liposomes, dendrimers, and block

copolymer vesicles and micelles, nanothin

capsules have a high loading capacity and can

deliver cargo on demand in response to a stimu-

lus (Donath et al. 1998; Caruso et al. 1998;

Becker et al. 2010; Matsusaki and Akashi 2009;

Tong and Gao 2008). Because of their templated

construction and multilayer or hydrogel architec-

ture, capsules have greater structural stability

compared to vesicles and micelles (Liu et al.

2014; Kozlovskaya et al. 2012a, b). Their core-

shell structure and potential for selective deuter-

ation both make polymer capsules interesting

candidates for SAS studies where characteriza-

tion of the shell thickness, capsule morphology,

or cargo in the cavity can only be determined

through precise methods.

While efforts are being directed toward

making drugs more selective by their structural

design, at least as many efforts are aimed at

developing smart carriers that can chaperone

drugs that have high efficacy but limited selec-

tivity to their intended target in the body, thus

minimizing collateral damage from rogue drug

molecules by releasing them in a controlled man-

ner via biologically relevant triggers such as pH,

temperature, and presence of cellular peptides

(Xue et al. 2015; Liu et al. 2015; Kozlovskaya

et al. 2014).

The structures of these drug carriers range

from micelles and vesicles between 5 and

200 nm in diameter (Fig. 15.4) to larger

constructs including capsules and gel particles

in the 1–10 μm range and, although they function

according to their intended purpose, researchers

are often left hypothesizing about exactly what

happens during response to the stimulus, release

of the drugs, or sometimes even exactly what size

or shape the carriers are. Due to their extremely

diminutive nature, characterizing the shape and

structure of a drug carrier such as a nanoparticle

can be challenging without advanced techniques

(Mariani et al. 2016). SANS and SAXS are

among these techniques: they can probe the

structures of these innovative materials to evalu-

ate carrier’s shape and size, interior and exterior
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dimensions, layer spacing and stratification,

interparticle spacing and interaction behaviors,

and dynamic assembly with the proper experi-

mental design and material construction

(Lu et al. 2016; Fong et al. 2010; Yin et al.

2016). For instance, consider an amphiphilic

molecule or polymer in D2O (Fig. 15.4). Since

the scattering length density (SLD) values for the

protium and deuterium isotopes of hydrogen lie

on opposite sides of a spectrum of values,

hydrogen-containing molecules in D2O will

have an SLD that lies somewhere within this

spectrum depending on the extent of solvation.

A simple experimental setup such as this allows

for core-corona dimensions to be modeled since

the hydrophobic core will have a different extent

of solvation compared to the hydrophilic corona.

Selective deuteration opens many possibilities

for structural characterization and methods of

determining dynamic solution behaviors, fine

examples of which can be seen in the works of

the Lodge group (Lu et al. 2012, 2015, 2016).

15.2.2 Pharmaceutically Relevant
Structural Considerations
of Self-Assembled Carriers

Besides effective delivery of drugs, there are

aspects of drug behavior on the nanoscale that

are important to the pharmaceutical researcher.

For example, while it can be easily observed that

a chemical entity once PEGylated gains water

solubility (Harris et al. 2012; Veronese and

Mero 2012), the conformation that clusters of

the amphiphilic molecule adopt in solution has

implications on how the drug will exist and act in

the body.

For example, it has been shown in computa-

tional analyses that each PEG repeat unit can bind

at least twowater molecules which end up forming

a hydrated corona around the molecule (Rissanen

et al. 2014). Increased hydration due to PEG

chains, however, leads to an increased entropic

barrier for entering a lipid bilayer. Furthermore,

this hydration increases association of Na+ ions

which compounds repulsive forces between drug

Fig. 15.4 Schematic of the internal structure of micelles (a) and vesicles (b) where hydrophobic portions of the

molecule are shown as yellow and the hydrophilic portions are colored blue
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conjugates and cellular membranes as

demonstrated by modeled computations of dis-

tance between PEGylated (~2000 Da PEG)

biochanin and tetrahydroxyphenylporphyrin

(THPP) drug conjugates and a modeled

1-palmitoyl-2-oleoylphosphatidylcholine (POPC)

lipid bilayer (Rissanen et al. 2014). The results

from these studies demonstrated that exposed

hydrophobic portions of the PEG-THPP

conjugates had solvent accessible surface areas

(SASA) of 54–57% depending on the presence or

absence of 140 mM NaCl while the

PEG-biochanin conjugates had SASAs of only

41–45% in the same conditions. Higher SASA

helped to locate the PEG-THPP conjugates on or

near the modeled membrane, with typical

distances of 0.8–1 nm from the membrane center,

while PEG-biochanin conjugates more exten-

sively wrapped with a PEG corona (lower

SASA) associated more Na+ ions which prevented

any association with the POPC membrane.

Stopped-flow SANS was used in a related

kinetic study of the interaction of amphotericin

B-sodium cholesteryl sulfate (AmB-SCS) ellip-

soidal micelles (45 � 2.5 nm) with 100 nm

POPC-cholesterol vesicles as model 3D

membranes (Foglia et al. 2015). Incorporation

of SCS into the micelle decreased the time to

swell the POPC-cholesterol vesicles by 0.5 nm

(indication of the interaction) to 5 s vs 25 min for

SCS-free micelles. It should be clear from these

illustrations how information on the sizes of the

core and corona in drug conjugates and the crea-

tive use of powerful SAS techniques can signifi-

cantly enhance the quality of results obtained

from development research.

Size characterizations such as dynamic light

scattering (DLS) can give information on the size

of assemblies, but with proper sample prepara-

tion, SAS studies enable “visualization” of the

core and corona with nanometer accuracy and

therefore give much deeper insight into the

adopted conformation of the vehicle. In fact, the

interior structure of an intricate self-assembled

poly-ion complex system was precisely

characterized using contrast variation

(CV) SAXS in a study that depicted the particle

morphology as a function of the ratio of cationic

to neutral repeat units in a copolymer (Sakamoto

et al. 2014). This investigation elegantly used

form factor analysis of SAXS curves of the

copolymer dispersion in water to elucidate the

morphology as micelle- or vesicle-like. In addi-

tion, CV SAXS performed in a series of 5–20%

PEG/H2O solvent systems yielded electron den-

sity profiles of the vesicular structures from

simultaneous model fitting of the scattering

curves at different solvent contrasts. The model

fitting allowed extremely precise analysis of the

vesicle structure: a compact 18 nm diameter core

with a 4 nm thick coronal layer and 100 nm thick

hydrated shell. One of the interesting features of

SAS studies such as this is the exposition of

radial electron density that shows gradients of

hydration. Micelles, for example, are often

depicted with a strictly hydrophobic and hydro-

philic region, and techniques such as DLS that

reveal only size distribution cannot resolve the

picture any further. However, CV SAXS and CV

SANS reveal a clearer picture of the non-uniform

nature of each structural component, with

micelles that have interpenetrating hydrophilic

polymers in the core and a shell that slowly

becomes more hydrated as the polymers stretch

out into the solvent.

While DLS and SAS are often complementary

techniques, going from DLS to SANS character-

ization of the same drug-loaded micelle means

going from knowing the size distribution and

polydispersity of the particle to knowing such

details as the intermixing of hydrophobic and

hydrophilic sections when drugs are present and

absent. For example, two SAXS studies on the

partially benzyl esterified poly(aspartic acid)-

PEG block copolymer PEG-P(Asp(Bzl)) found

differing behaviors of the hydrophobic core

upon loading of drug mimics of various

hydrophobicities (Akiba et al. 2010; Sanada

et al. 2013). Model fitting of scattering curves

showed that the more hydrophobic retinoid

LE540 was shown to increase the radius of the

core from 5.9 to 6.9 nm when the weight % of the

drug mimic in the micelle was increased from

0 to 8.3%. In analysis of a linear-linear scattering

curve at high q (Fig. 15.5), the decrease of a

characteristic ordering peak prompted the
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discovery that a decrease in ordering of the core

occurred as the LE540 concentration increased

(Sanada et al. 2013). This result was taken to be

indicative that the drug mimic was uniformly

dispersed throughout the core which interrupted

the interchain ordering from the aspartate groups.

In contrast, using the less hydrophobic cargo

molecule tetrabromocatechol (TBC) caused no

appreciable growth of the core, but anomalous

SAXS showed that the TBC concentration sphere

extended slightly into the hydrophilic PEG

region (Akiba et al. 2010). The highly precise

characterizations from both of these studies,

which are uniquely available through SAS, led

to the significant conclusion that the relative

hydrophobicity of the cargo plays a critical role

in influencing the micelle morphology, even

revealing that cargo molecules may exist in

both micellar regions to a small extent based on

the relative hydrophobicity.

The architecture of micelles in different

backbone-selective solvents is also an interesting

topic that has been addressed with SANS (Alexan-

der et al. 2014). In the investigation of grafted

polyisoprene(PIP)-g-Pluronic polymers (where

Pluronic is a trade name for PEO-poly(propylene

oxide)-PEO triblock copolymers), the micelle

architecture in solvent systems of mixed polymer

selectivity (ethanol: Pluronic-selective, hexane:

backbone-selective, THF: good solvent for both)

was characterized to gain understanding on the

solution behavior of the micelles. The contrast

between deuterated solvents and hydrogenated

polymers was used in model fitting to elucidate

the structures. For PIP-g-P123 in 100% EtOH,

fuzzy micelles with 16.5 nm PIP cores and

7.3 nm thick P123 chain coronas were formed.

One hundred percent hexane did not produce stable

particles, and after iterative solvent trials it was

found that 40% THF/hexane was able to produce

stable flower-like micelles with 6.4 nm P123 cores

and 15.5 nm thick PIP loops in the corona.

AlthoughCV techniques are powerful as addressed

above, intensive model analysis can sometimes

provide similar results. In the case of the PIP-g-

Pluronic micelles, the core and coronas were

separated by their solvation densities from within

model fitting analysis to provide the thicknesses.

15.2.3 Drugs

The solubility of drugs plays a key role in their

behavior in and out of the body as well as in their

bioavailability. For example, the loading of

hydrophobic drugs into drug delivery nano-
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carriers is a common way to increase their water

solubility but the mechanism of drug entrapment

is often assumed because it is not easily

characterized without precise information on

the drug’s localization in the nanocarrier

(Yokoyama et al. 1996).

It is clear that SAS can help illuminate the

answers to these questions, but it is also used for

more complex characterizations. SAS studies

have been used to find the kinetics of drug release

from conjugates, drug/polymer co-crystallization

and association characteristics, and the relation-

ship between conformation of formulations and

their respective efficacy (Zhu et al. 2011; Paul

et al. 2007; Vicent et al. 2005). For instance,

time-resolved SAXS showed that the lamellar

long period of 3300 Da PEG increased by 5 nm

when co-crystallized with 20% benzocaine,

visualized by a low q peak around 0.04 nm�1

that increased in size over 30 min (Zhu et al.

2011). After 24 h, this peak reduced to nothing

as benzocaine was expelled from the PEG and

the long period returned to 11.6 nm, close to the

value of pure PEG of 11.4 nm. Ibuprofen at the

same concentration was found to increase the

PEG long period by 4.9 nm but as the drug

crystallized separately, it was rapidly excluded

from the PEG lamellae after 100 min.

In a separate study, the inclusion of a targeting

ligand, galactosamine, on a polymer-drug conju-

gate was shown to drastically change its maximum

tolerated dose (MTD). To evaluate the effect of the

ligand on the in-solution conformation, solutions of

30 kDa 2-hydroxypropylmethacrylamide (HPMA)-

doxorubicin (DOX) and HPMA-DOX-galactos-

amine in D2O were analyzed with USANS (Vicent

et al. 2005). Fitting of Gaussian coil models to the

scattering data showed that the formulation

containing galactosamine had a larger Rg of

9.0 nm compared to that of the standard HPMA-

DOX conjugate of 7.8 nm. While both conjugates

showed the same overall antitumor activity and

total release of DOX, the larger Rg of the targeted

conjugate was hypothesized to be responsible for

the lowerMTD as it indicated a more open solution

geometry which allowed greater exposure of the

drug to the biological locale.

15.3 SAS Studies of Drugs and Drug
Delivery Vehicles

15.3.1 Nanoparticles and Micelles

One of the caveats of inorganic and drug nano-

particle preparation is the need to stabilize the

particles by attaching organic molecules or

polymers to their surfaces. The choice of stabi-

lizer obviously has significant effects on the mor-

phology and efficacy of the drug nanoparticle

agent and several studies have therefore

identified relevant drug-stabilizer interactions to

develop rational design approaches (Choi et al.

2013; Ghosh Chaudhuri and Paria 2012).

Detailed structural analysis of the adsorption

of polymers on nanoparticles is therefore an

important endeavor but is only feasible through

SAS. To address this, hydroxypropylcellulose

(HPC)-coated nabumetone and halofantrine

particles 300 nm in size were prepared and

analyzed in a CV SANS experiment to gain fur-

ther understanding of polymer-drug adsorption

parameters (Goodwin et al. 2013). Tabulated

nabumetone and halofantrine SLDs were used

to initiate CV calibration and the respective

D2O/H2O ratios of 31.3 and 33.8% were found

to match the drug suspensions and agree with the

tabulated values. CV SANS studies in these sol-

vent ratios therefore eliminated scattering due to

the drug core from the form factor P(q) and

enabled strict characterization of the adsorbed

HPC corona. First, a relationship between the

known Rg of free HPC of molecular weights

ranging from 47 to 110 kDa and the thickness

of the respective coronas was established which

showed that adsorbed layers may approach

thicknesses nearing the Rg (Goodwin et al.

2013). However, the adsorbed layers were

found to have thicknesses below the Rg which

implied that the polymers were attaching to the

surface in a compacted state. For example, the Rg

of 110 kDa HPC was measured to be 23.9 nm

while the thickness of its nanoparticle corona

layer was only 15.4 nm.

Interestingly, the molecular weight was not

found to proportionally affect the layer thickness,
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as polymer Rg values between 16 and 24 nm (MW

47–110 kDa) resulted in layer thicknesses that

varied randomly between 11.2 and 15.4 nm. This

indicated that some of the lower molecular weight

HPC adopted a less condensed conformation at

the nanoparticle surface. This example shows how

model fitting analysis can be effectively used to

characterize the polymer-stabilized surface of

micellar structures, but model-free analysis is a

more concrete tool for analyzing scattering

curves. Its use in conjunction with model fitting

will be discussed in the next example.

In an investigation of DNA-coated gold

nanoparticles (NPs), the effect of ionic strength

on the architecture of 15-mer polythymine

coated NPs (named T15) and 15-mer mixed

sequence of 7 polythymine-CTCATGAG coated

NPs (named T7–8) was characterized with

SAXS/SANS (Yang et al. 2015b). This approach

demonstrates intelligent solutions to some of the

considerations of using both X-rays and

neutrons. First, the X-ray scattering of coated

metal NPs is dominated by the scattering due to

the metal because of its much higher electron

density in comparison to the organic molecules,

which makes elucidation of coronal parameters

such as thickness and chain conformation diffi-

cult (Von White et al. 2011). Therefore, SAXS

was used to evaluate core parameters such as size

and polydispersity independently; finding these

values allowed fixing of those particular

parameters during model fitting of SANS data,

where, since neutron SLD values are not depen-

dent on the size of the nucleus, core and corona

scattering would not be highly differentiated

between gold and DNA.

Guinier analysis of SANS curves at minimum

qwas used to find the Rg of the particles with T15

and T7–8 equaling 9.06 and 9.03 nm, respec-

tively. These values were slightly higher than

those found with DLS; this is a good place to

note that the Guinier approximation, being made

in the assumption of sufficient dilution (S(q) ~ 1

so I(q)¼P(q)), is sensitive to interparticle

interactions that give rise to structure factor S
(q) scattering. In light of this, indirect Fourier

transform (IFT) analysis was used to populate a

pair distance distribution function (PDDF), from

which the Rg values of 8.80 and 8.79 nm for the

T15 and T7–8 NPs, respectively, agreed with

DLS measurements.

After the addition of 0.5 M NaCl, the PDDF of

T15 retained a bell shape indicative of spherical

geometry but shifted to reveal an Rg value of

8.34 nm. The T7–8 sample was found to increase

in size to 13.21 nm at the same salt concentration.

Interestingly, at 1 M NaCl, the Rg of T15

decreased to 8.21 nm but T7–8 aggregated which

resulted in separate peaks in the PDDF. DLS data

confirmed the IFT indication of aggregates.

Finally, model fitting revealed a decrease in

coronal thickness for T15 from 6.58 to 5.91 nm

after addition of 1 M NaCl. The most interesting

analysis came from this result, where the differ-

ence between the SLD of the solvated corona and

solvent was found to be 3.4 � 10–7 Å�2 at both

0.5 and 1 M salt concentrations. Since the shell

decreased in size, the contrast difference would

be expected to increase as solvent was excluded

from the DNA chain. However, a constant SLD

indicated that the material density of the corona

increased; in other words, the solvent density was

higher in the corona than in the bulk solvent. This

study is an excellent example of the extremely

interesting nanoscale results that can be

illuminated by well-designed SAXS/SANS

experiments and model-free/modeled scattering

analyses.

A final example of model-free nanoparticle

analysis is the SANS study of single chain

nanoparticles (SCNP) in which the gap between

current efforts and the goal of synthetic, globule-

state, protein-like nanomachines is demonstrated

(Pomposo et al. 2014). In general, the goal of

SCNP research is to produce a synthetic polymer

that, by carrying out the crosslinking in such a

way as to eliminate interchain crosslinks in favor

of purely intrachain linkages, can adopt a com-

pact globular state. Computer simulations and

SAXS/SANS data of poly(methyl methacrylate)

(PMMA) SCNPs with 20 mol% reactive groups

pointed to particles in an open state. The clearest

presentation of the difference between SCNPs

and true compact globules is presented in a

Kratky plot from this study (Fig. 15.6) which

shows the PMMA SCNP curve resembling
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those of intrinsically disordered proteins and

lacking the characteristic sharp curve of globular

scattering objects. This should serve as a good

example for why Kratky plots are so useful in

SAS research: the Kratky plot provides quick,

model-free, clear presentation of chain/particle

conformation.

Although micelles are well established deliv-

ery candidates, structural studies are being car-

ried out on even classic examples like poly(lactic

acid)-poly(ethylene glycol) (PLA-PEG) micelles

(Riley et al. 2003) and the poly(lactic-co-

glycolide)-poly(ethylene glycol) (PLGA-PEG)

system employed in one study to create micelle-

like nanoparticles (Yang et al. 2015a). While the

diameter of the particles was in the range of

186 nm from nanoprecipitation in THF/H2O as

observed using DLS, information on the internal

particle structure was only obtainable through

CV SANS which was collected using 70 and

100% D2O in simultaneous fits (Yang et al.

2015a).

The characterization of the hydrophobic core

was separated from the overall particle dimen-

sion via CV SANS which elucidated the core as a

7–9 nm PLGA sphere. The DLS and CV SANS

Rg values were in good agreement averaging

~98 nm for particles prepared in THF/H2O. The

size results provided validation for the use of

SANS to characterize these particles. A total

particle Rg of ~98 nm with a core sized at only

7 nm in radius would seem to suggest a micelle

with a giant corona in comparison to the core. A

detailed and advanced modeling of the CV

SANS data was able to reveal the large 180 nm

diameter particle as a hydrophilic PEG/water

environment with a fractal arrangement of multi-

ple PLGA/PEG micelles (Fig. 15.7). It should be

noted that this eventual conclusion was drawn

through multiple-trial fitting routines of different

models when describing the assemblies as simple

spherical core-shells or solid multicomponent

particles did not give reasonable conclusions.

As is often the case in SAS studies, detailed

modeling is complex and iterative. For example,

in one study of hexaethylene glycol monododecyl

ether (C12E6) micelles prepared by simply

mixing the surfactant in D2O, four separate

models including rounded elliptical rod, 3-axial

ellipsoid, polydisperse sphere, and ellipsoid of

revolution were fit to the scattering data and all

showed reasonable agreement (Gapiński et al.

2010). For each model, the calculated diffusion

coefficients from the dimensions were compared

to DLS and fluorescence correlation spectros-

copy (FCS) results before finally agreeing on

the morphology of a rounded rod with elliptical

Fig. 15.6 Kratky plot of

the SCNPs compared to a

true globular protein and

various intrinsically

disordered proteins (IDPs)

with open solution

geometries (Reprinted with

permission from Pomposo

et al. 2014 copyright (2014)

the American Chemical

Society)
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cross-section resulting in the dimensions of

L ¼ 6.8 nm, a ¼ 2.55 nm, b ¼ 1.95 nm.

While other characterization techniques are

often used to support SAS studies, as

demonstrated above, SAS is equally used to vali-

date the results from physical characterizations

such as transmission electron microscopy

(TEM). For example, pixel analysis of cryo-

TEM images was used to determine the coronal

dimension of micelles formed from pincer-ligand

end-functionalized poly(N-isopropylacrylamide)

(PNIPAM) of 20 kDa in water (Patterson et al.

2013). However, to validate this method and

extend the characterization, SANS curves from

mixing the polymer in D2O were fit with core-

shell models including a corona of radially

decreasing hydration. The cryo-TEM image

analysis identified the micelles as ~20 nm

spheres, which agreed with DLS results. The

SANS results extended this characterization to a

1–2 nm core with 18–20 nm corona. Interest-

ingly, the core size from SANS was indicative

of a fully extended C12 chain, which was consis-

tent with the size of the end-functional pincer

ligand. It should be noted that SANS is an ensem-

ble technique; scattering from a sample

represents an average of all the constituents of

that sample. It therefore gives a representative

picture of the size and shape of all the particles in

solution, in contrast to techniques like cryo-TEM

which offer direct imaging of a very localized

scope. Using both techniques in parallel offers

the best range of size scales and the most com-

plete level of precision.

In a characterization of simpler PLA/PEG

micelles, the PLA core could be modeled as

homogenous with a constant SLD (Riley et al.

2003). However, the PEG shell was better

modeled by an SLD that decreased radially

from the core as the polymer became hydrated

to the point of equaling the solvent in SLD. This

accurate model based on contrast variation was

used to show that the micelle radius increased

from 16 to 54.5 nm as the ratio of PLA:PEG

repeat units increased from 3:5 to 45:5 and that

the thickness, structure, and density of the PEG

layer depended on the same parameter. CV

SANS was used to isolate the core parameters

from the overall scattering by subtracting the

shell from the overall size. In the case of the

PLA/PEG micelles, different solvent ratios and

pure polymers were scanned as building blocks

for the CV analysis (Fig. 15.8).

It should be noted, however, especially con-

sidering these successful characterizations

through CV SANS, that the actual experimental
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Fig. 15.7 CV SANS on PLGA-PEG nanoparticles used to elucidate the structure as fractal micelles forming a

nanoparticle (Reprinted with permission from Yang et al. 2015a, copyright American Chemical Society)
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case of contrast management is slightly more

complicated than the usual diagram depictions

and results sections may appear. What would be

expected to be acutely disparate contrast

differences (i.e. hydrophobic core/hydrophilic

shell) are in reality blurred by factors like chain

exchange, core interpenetration, and partial

hydration (Patterson et al. 2013; Lu et al. 2016).

Thus, in an effort to clarify the properties affect-

ing chain exchange, polystyrene (PS)- poly(eth-

ylene-alt-propylene) (PEP) block copolymers

were assembled into micelles in the

PEP-selective solvent squalane in thoughtfully

designed CV SANS studies which monitored

dynamic contrast over time to evaluate the kinet-

ics of chain exchange (Lu et al. 2015, 2016). The

experimental design in these studies is a wonder-

ful example of inventive CV SANS use. Firstly,

PS-PEP-PS and PEP-PS-PEP triblock

copolymers with comparable solvophilic PEP

blocks form micelles in squalane, with the for-

mer resulting in flower-like micelles with PEP

loops extending from the core and the latter

forming the classic fuzzy micelles with PEP

chains extending from the core. The molecular

weight of the copolymers was ~230 kDa, with

PEP blocks of ~140 kDa. Standard copolymers

and identical versions with perdeuterated PS

blocks were prepared as micelles in the solvent

and dried before being mixed in equal ratios. The

inventive concept was as follows: when the

dried, pure-core micelles, half containing

hydrogenated PS and half containing deuterated

PS, were suspended in a 58% D-squalane/H-

squalane solvent mixture which has an SLD

matching that of a perfectly mixed PS core, the

initial contrast from the pure micelle cores,

which is given by the contrast factor I~(SLDd,

core-SLDh,core)
2 would be at a maximum value

and would decay to zero as the chains exchanged

and eventually cause evenly mixed cores

(Lu et al. 2012). From time resolved

(TR) SANS studies on these micelles it was

found that the exchange rate of PS-PEP-PS

micelles was nine orders of magnitude greater

than the PEP-PS-PEP micelles which resulted

in the conclusion that the rate limiting

Fig. 15.8 CV SANS on

mixed solvents showing the

range of SLDs obtainable

and the scattering due to

PLA(D)-PEG 15:5 micelles

at (a) 100% D2O, (b) 80%

D2O, (c) 65% D2O

(Reprinted with permission

from Riley et al. 2003,

copyright American

Chemical Society)

252 A. Alford et al.



mechanism was the extraction of PS block cores

into the solvent.

15.3.2 Vesicles

The ability of delivery vehicles to entrap and

release drugs of various hydrophobicities is

correlated to the carrier structure (Chemelli

et al. 2012; Nguyen et al. 2011). In this regard,

stimuli responsive shape change in a drug carrier

offers a viable mechanism for controlled deliv-

ery. However, detailed characterization of these

shape changes is crucial for understanding and

optimizing the mechanism of delivery.

Using pH change as a stimulus, nicergoline/

glycerol monooleate (GMO) colloids prepared by

sonication of both solids (5 w/w% total,

nicergoline varied between 10 and 30 wt%) in

1% Pluronic F108/water were found to have

pH-dependent morphology, switching from

vesicles to inverse micelles during a change from

below pH ¼ 5.1 to above pH ¼ 6.6 (Salentinig

et al. 2014). GMO bearing a relatively small C17

chain resulted in micelles 4 nm in diameter when

the nicergoline concentration was >20% at pH

>6.6, with the nicergoline entrapped in the center.

However, nicergoline has multiple lone-pair

nitrogens that can be protonated at different pH

values and is responsible for the pH-driven shape

change. Using crystallographic parameters out-

side the scope of this description allowed the

determination of the apparent pKa of the

nicergoline-GMO system. Generalized IFT

from q >0.09 Å�1 was used to provide a PDDF

that characterized the size and shape of the nano-

objects and revealed that the monooleate bilayer

of the vesicle resulting from shifting the pH<5.1

was 5 nm in thickness.

This type of analysis for vesicle bilayers, or

generically, locally flat sheets with respect to the

scattering range of q, from thickness PDDF plots

is an analysis shown in early SAXS works by

Glatter (Glatter 1980; Glatter and Hainisch

1984). In these crystallographic studies, Glatter

worked with simulated scattering data to develop

mathematical analysis techniques for interpreting

physical parameters of solid objects. It was

shown that deconvolution using a function he

derived allows radial electron density profiles to

be calculated. Electron densities within the parti-

cle radius can thusly reveal the thickness of

interlayers and their molecular ordering (crystal-

lographic unit cell packing parameters) in addi-

tion to providing information on the location of

drug molecules as shown in this study. For exam-

ple, the packing of GMO was found from Bragg

reflections in the scattering data to be indicative

of Pn3m cubosomes and hexosomes, which

shifted to an Im3m bicontinuous cubic phase as

pH went from >8.0 to <7.0.

Further, radially dependent electron density

moving outward from the micellar monooleate

core was also used to evaluate the water hydra-

tion sphere in the glycerol corona. From the

examples in this study, along with the chain

exchange, solvent selective morphology, and

drug effect on micelle conformation studies

discussed in the previous section it can be seen

that questions concerning self-assembly are

being addressed very quantitatively with SAS

techniques.

Vesicles, owing to their unique architecture

and larger size compared to micelles, are often

the focus of studies aiming to uncover details

about the hydrophobic layer or bilayer. The

first important consideration for vesicles is

that their size can easily exceed 1 μm and,

therefore, the range of q in scattering studies

is not low enough to encompass the Guinier

region (Borchert et al. 2006). Instead, the scat-

tering intensity in the reasonable q range of

the instrument is best approximated by that

due to a flat sheet. For vesicles this enables

detailed analysis of the hydrophobic interlayer

when CV conditions or modeling analyses

are used.

For example, the bilayer thickness of poly

(2-vinylpyridine-b-ethylene oxide) (PVP-PEO)

block copolymer vesicles 1–10 μm in diameter

formed from nanoprecipitation in CHCl3/H2O

was evaluated with SANS in D2O (Rubner and

Cohen n.d.). The PVP polymer contains ioniz-

able nitrogens that render the polymer insoluble

above the pKa and result in the formation of

vesicles. By fitting scattering data in the q range
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of 0.005–0.05 Å�1, the PVP bilayer thickness of

vesicles formed from PVP-PEO copolymers with

~30, 40, and 70 PVP units at pH>5 was found to

be 10.7, 13.6, and 13.5 nm, respectively.

Similarly, in an investigation of

polydimethylsiloxane-g-poly(ethylene oxide)

(PDMS-g-PEO) graft polymers and PEO-

PDMS-PEO triblock copolymers, the hydropho-

bic bilayer was characterized using SANS in

D2O (Salva et al. 2013). The vesicles were

prepared by mixing the polymers in water and

extruding 19 times through 0.1 μm filters. How-

ever, cryo-TEM still revealed large, polydisperse

vesicles which caused oscillations at low q such

that quantification in that range was not possible.

However, modeling of the scattering curves

revealed an average of 33 nm PEO cores with

5.75 nm PDMS bilayer membranes and 15 nm

outer shells. An interesting use of a log-log

scaled Kratky plot was also utilized for interme-

diate q in which π/qmax (the local maximum of

intermediate q) provided the characteristic length

of the membrane, 6.0 nm, which agreed well with

the model fitting analysis.

For the PEO-PDMS-PEO triblock

copolymers, high polydispersity disrupted higher

q such that the log scaled Kratky plot was not

useful. However, the slope of the fit line from a

Kratky-Porod plot of ln(Iq2) vs q2 provided the

membrane thickness as 11 nm which agreed with

cryo-TEM images. Model fitting of the entire

curve gave a core of 14.9 nm with a PDMS

interlayer membrane of 11.4 nm and a 26.5 nm

hydrated PEO outer corona, giving a final agree-

ment for multiple analyses.

While the two studies discussed above

focused on the characteristics of the vesicle

membrane as a homogenous entity, there are a

number of works focused on investigating small

nano-domains within vesicle walls. The

nanodomains have completely different form

factors compared to the assumed flat sheet of

the vesicle surfaces which make them difficult

to analyze without SAS. Similar principles to

those in the studies above apply: that in a poly-

disperse system of large spheres, surface curva-

ture can be neglected and the scattering is treated

as coming from randomly dispersed flat surfaces

(Vogtt et al. 2010).

In a study of vesicles formed from multiple

extrusions of a mixed lipid system (molar ratio of

45:27:28 DOPC:DPPC-d62:cholesterol) through

30-nm filters in water, CV SANS in D2O/H2O

was used to characterize the vesicles as 14.5 nm

spheres with 2.5 nm bilayers. Selection of a sin-

gle deuterated component and a contrast matched

D2O/H2O solvent system also allowed character-

ization of small nanodomains in the disordered

liquid phase as flat cylinders 2.5 nm long with a

radius of 14.5 nm. This general flattened shape

was confirmed from the low q behavior of the

log-log scattering curve in the region of

0.1 < q < 1.5 nm�1 where the scattering curve

displayed q�2 dependence indicative of flat

objects.

The formation of nanodomains is not limited

to vesicles composed purely of lipids, as

demonstrated by the study of grafted PDMS-g-

PEG mixed with DPPC/POPC (50:50) ratio to

form 80:20 polymer:lipid vesicles (Dao et al.

2015). In this work, thin film rehydration/extru-

sion through 100-nm pores was used to create

vesicles 52 nm in diameter. CV SANS in 10%

D2O/H2O provided PDMS-matched conditions

in which independent observation of the lipids

was possible, while 80% D2O/H2O matched the

SLD of the lipids and allowed polymer “visuali-

zation” in the SANS curve. From Kratky-Porod

plots the vesicle membrane thickness was found

to be 5.8 nm, but the vesicle model was found to

be insufficient for the lipid-matched polymer

scattering curves. Instead, the polydisperse flat

cylinder model was found to describe the poly-

mer nanodomains as 30 nm radius, 5.1 nm length

cylinders. It should be noted that the apparent

size of the flat cylinders from the model does

not seem reasonable considering the diameter of

the overall vesicles (~52 nm). A major consider-

ation in this case was the polydispersity and

variable content of the nanodomains and the

ever-present fact that SAS curves can be accept-

ably fit with multiple models.

Without information from other characteriza-

tion techniques it can be difficult to pinpoint

some structural features in SAS modeling due
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to the number of uninformed floating parameters.

While characterization of the vesicle’s overall

structure was confirmable with DLS and shown

to be reliable from several modeled approaches,

characterization of the nanodomains suffered

from being necessarily independent from other

techniques. Both the immense strength and char-

acteristic weaknesses of SAS can be seen in these

studies.

15.3.3 Capsules

Hollow polymer capsules present one of the most

interesting subjects of SAS drug delivery

subjects. Firstly, they have an extremely wide

range of compositional aspects that can be varied

quite easily, including polymer composition,

molecular weight, interlayer interaction, and

size (Li et al. 2011; Shutava and Lvov 2006;

Shutova et al. 2007; Zavgorodnya et al. 2015).

Small nm-range sizes of capsules can be studied

encompassingly with SANS which provides very

interesting details on their morphology before

and after template dissolution (Estrela-Lopis

et al. 2002). Since polymer capsules can also

exist as large particles >1 μm, very low q ranges

can be needed to fully characterize their size and

shape in SAS. However, when this information is

gathered in other more facile ways these

parameters can be included in fitting models.

Following this, the ratio of shell thickness to

overall particle diameter is very small, which

makes characterizing the thickness accurately

impossible without SAS techniques. Addition-

ally, specific modeling and analyses such as

those stemming from Kratky-Porod plots are

able to shed light on this topic (Balgavy et al.

2001; Richter et al. 2011). In this regard the

smallest of small angles can be fully utilized

and scattering instruments can be pushed to

their physical limits. For perspective, the D11

SANS instrument at Institut Laue-Langevin

uses a 39 m sample-to-detector distance to sepa-

rate low q range scattering measurements from

the main beam.

Capsules also have the potential to be

extremely monodisperse due to their templated

assembly which provides highly uniform scatter-

ing in contrast to self-assembled structures that

can be quite polydisperse. Common goals for

SAS research on hollow capsules are finding the

capsule wall thickness in solution and

characterizing the interior environment (Estrela-

Lopis et al. 2007). The hollow morphology of

these particles means that the solvent-filled core

can be modeled as equal to the bulk solvent in

SLD and scattering due to the polymeric shell

can be analyzed separately.

It is important to remember that scattering

data may look somewhat similar and that the

important conclusions come from careful

modeling. For acquisitions leading to informa-

tion on capsule shell thickness, fewer parameters

left floating during data fitting such as particle

radius, SLD of the core/shell, interparticle

factors, and polydispersity lead to more accurate

results when the models are being pushed. This is

born from the fact that the q range of most

instruments falls short of fully wrapping the

scale of such objects. Polydispersity and size

can be measured with DLS (Rube et al. 2005),

or confocal laser scanning microscopy

(Kozlovskaya et al. 2014) while the SLD value

of polymeric material can be closely

approximated to known values. Since polydis-

persity smoothens scattering profiles quite effec-

tively, having guidelines for these parameters

can enhance model accuracy for other

parameters such as core size which can be inde-

pendently measured by scanning electron

microscopy (Chen et al. 2013) and shell thick-

ness which can be determined by atomic force

microscopy (AFM) (Liu et al. 2014; Espinosa-

Dzib et al. 2015). Outside of some of the more

advanced modeling routines, a good example of

model-free analysis is the modified Guinier plot

which can give bilayer thickness of vesicles

(Kim et al. 2014) from the slope of ln(Iq2) vs q2

in the Guinier thickness range (Fig. 15.9).
Analyses such as these have also been

conducted on polyelectrolyte multilayer capsules

made via ionic pairing of poly(styrene sulfonate)

with poly(allylamine hydrochloride) (PSS/PAH)

and ranging from 130 nm to 3 μm in size for

separate samples with successful modeling of
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capsule wall thicknesses (Estrela-Lopis et al.

2009). The capsules in this study were modeled

as core-shell particles, and removal of interparti-

cle structure factors (by sufficient dilution)

allowed isolation of the form factors representing

scattering from the core, core-shell interface, and

shell polymers.

As mentioned, for hollow capsules a core-

shell model where the core matches the solvent

in SLD can be used to isolate scattering from the

polymer shell. However, analysis of scattering

from separate samples with reserved core

templates enabled the conclusion that supported

shell layers, i.e., those still standing on the

templates, are 25% thinner than free capsule

shells, i.e., those with templates having been

dissolved (Balgavý et al. 2001). While this result

may seem intuitive, it is quite significant in that

SANS is one of the only ways to characterize

detailed shell swelling and prove this reasonable

hypothesis.

Moreover, the hydration of the

(PSS/PAH)8,12,16 shells where the subscript

denotes the number of PSS/PAH polymer

bilayers within the capsule shell was determined

to be higher in freestanding layers (52%) com-

pared to template-bound layers (42%) from the

difference in SLD of hydrated polymers com-

pared to pure solvent (Balgavý et al. 2001). The

thickness of PSS/PAH capsule shells in solution,

found from SANS analysis to be ~2 nm per

PSS/PAH bilayer, was found to be in agreement

with the thickness of collapsed capsules in the

dry state found using AFM.

However, AFM thickness data cannot always

accurately approximate thicknesses of hydrated

layers. For example, in a study of PSS/PAH

multilayer capsules formed on red blood cells,

AFM measurements revealed capsule wall thick-

ness that were artificially higher than the thick-

ness measured with SANS (Estrela-Lopis et al.

2007). In this work, six bilayers of PSS/PAH

were found from modeled SANS data to have a

total thickness of only 4.5 nm, while AFM results

were much higher. The difference stems from the

removal of up to 90% of the PSS during core

removal, which was shown to be trapped within

the core with SANS. However, when drying the

capsule suspension for AFM it was hypothesized

that the PSS trapped in the core contributed to the

height found from the AFM probe. These results

are a significant example of how SANS can vali-

date results brought to hypothesis from other

techniques, while also shedding light on the

intrinsic weakness of other techniques that can

lead to inaccurate conclusions.

Investigating the core environment of

capsules is another useful application for SAS

techniques where in-solution techniques like

DLS are not sensitive to scattering from the

Fig. 15.9 Modified

Guinier plot with linear

fits giving Rg which can be

used to calculate shell

thickness (Reprinted with

permission from Kim et al.

2014, copyright American

Chemical Society)
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object’s interior (Lof et al. 2007). For

encapsulated biological macromolecules that

contain metals, SAXS is particularly helpful

due to the disparate contrast from the electron

density of metals compared to organic molecules

as shown in the characterization of hemoglobin

inside (chitosan/alginate)10 capsules (Mandal

et al. 2012). In this study, the aggregation of

hemoglobin inside the capsules compared to

free hemoglobin in solution was compared to

evaluate the effect of encapsulation on redox

response found from cyclic voltammetry of the

hemoglobin. Porod analysis was used heavily

with a focus being the Porod exponent aggrega-

tion behavior.

First, a theoretical Rg for hemoglobin was

established by a simulation and found to be

22.37 Å. This value was compared to the value

determined from SAXS of the polymer-

encapsulated hemoglobin (26.6 Å) and found to

be in agreement. The more interesting result

came from the experimentally determined poly-

dispersity figure for encapsulated hemoglobin of

0.11, which was much lower than the free hemo-

globin value of 0.71. This implied that the hemo-

globin was highly monodisperse when

encapsulated which is indicative of

non-aggregation. This study is a good example

of how SAXS can be used to take advantage of

the increased scattering from biological

macromolecules that contain or incorporate

metals to evaluate their properties independently

of the system in which they are being studied.

15.3.4 Drug Modeling, Behaviors,
Interactions

The constant development of new drugs that are

very often hydrophobic comes with the parallel

development of methods to increase the solubil-

ity of these drugs. Characterizing the solubility

of drugs is an effort being pursued by medicinal

laboratories but often the acquisition timescale

is slower than the drug dissolution species

change. Powder X-ray diffraction is often used

to characterize solids but available instruments

typically have measurement timescales around

10 min. Efforts to elucidate more detail in

shorter time intervals for rapidly solubilizing

or crystallizing drugs are being supported by

the speed and resolution of SAXS (Boetker

et al. 2012), with intermediate species and

kinetics being discovered from this technique.

Both anhydrous and monohydrate forms of the-

ophylline were characterized kinetically during

dissolution and recrystallization using SAXS

at complete experimental timescales under

100 s.

At the other end of the spectrum,

encapsulating protein drugs is an application

that has potential for drug delivery (Besanger

et al. 2004; Ciriminna et al. 2013; Zeno et al.

2014). However, characterizing the

encapsulated proteins is not simple using optical

techniques. Instead, CV SANS and deuterated

proteins were used in a study of green fluores-

cent protein in silica sol-gels to evaluate the

conformation of the protein and its effects on

the structure of the gel (Luo et al. 2009). The

mixed solvent system of 60% D2O/H2O was

found to match silica which allowed direct

access to scattering from the protein, while

42% D2O was used to match hydrogenated pro-

tein and evaluate scattering from the silica

matrix. From simultaneous fits of SANS data

at 0, 30, and 100% D2O the typical particle size

in the silica sol-gel was found to have a radius

of 13.73 Å with pores having a radius of

33.69 Å. Entrapment of the protein did not

significantly change the particle size (12.24 Å)
but was shown to increase the pore size signifi-

cantly to 66.01 Å. A Fourier transform approach

from the silica-matched SANS curve with

deuterated protein to increase the contrast with-

out having to significantly increase protein con-

centration allowed the elucidation of protein

quaternary structure to be an end-to-end dimer.

15.4 Conclusions and Practical Tips

SAS techniques are powerful tools to the

researchers looking to discover the most funda-

mental details of drug delivery systems. The

elucidation of these details has rapidly increased
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the knowledge available to polymer, material,

and pharmaceutical researchers over the last

decade. While other techniques have allowed

discovery of information about the size and

dispersity of nanometer sized particles, SAS has

helped answer questions that will likely increase

the efficiency of drug delivery systems moving

forward. However, as the subjects of SAS studies

continue to increase in complexity, the instru-

mental techniques are also increasing in power,

resolution, etc. The proliferation of USANS and

USAXS instruments is heralding the characteri-

zation of larger particles while increased flux in

both types of scattering sources is increasing

throughput of samples and the speed of informa-

tion being gained on both novel and fundamental

systems.

Practical tips:

• When using model-free data analysis of the

Guinier region, keep in mind that particle

aggregation has a significant effect on the

line slope and apparent Rg: this may provide

estimates that are different than would be

expected. Aggregation of particles also effects

parameters in model fitting in ways that are

not always apparent. For instance, aggrega-

tion increases polydispersity which intuitively

affects the apparent particle size, but can

decrease the apparent shell thickness for

core-shell models.

• SAS characterizations of drug delivery

particles and systems provide the most reli-

able data only when supplemented with as

many other techniques as possible. Model

parameters that can be fixed due to prior

knowledge make the model fit more accurate.

Model-free analyses give the best results

when they are informed by relevant physical

characterizations. The same scattering data

can be fit equally well by many completely

unrelated models.

• Always keep the size frame of reference for

SAS scattering in mind when looking at data:

Porod slopes describe surfaces or fractals;

Guinier region slopes describe particle shape

if the particle size is measurable at that q;

remember also that non-dilute samples show

interparticle peaks and/or structure factor

scattering.

• Conclusions drawn from SAS techniques are

often the result of an iterative approach with

a sizable amount of trial and error where

good intuition can help clarify the results;

particle scattering could be fit equally well

by a fractal micelle model or one that

indicates a micelle with unreasonable

dimensions, such as a 2 nm core and

100 nm corona. It is left to the user to distin-

guish whether the conclusion is reasonable or

not and to interpret the model from an

informed standpoint to give reasonable

results.

• Polymers, drug molecules, and polymeric

materials do not always have the same behav-

ior in D2O and H2O. It is best to check simple

things like the solubility, Rg, and dispersity

before beginning scattering experiments.
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