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Preface

This volume is a collection of selected papers that were presented at the interna-
tional conference Model-Based Reasoning in Science and Technology. Models and
Inferences: Logical, Epistemological, and Cognitive Issues (MBR015_ITALY),
held at the Centro Congressi Mediaterraneo, Sestri Levante, Italy, June 25–27,
2015, chaired by Lorenzo Magnani.

A previous volume, Model-Based Reasoning in Scientific Discovery, edited by
L. Magnani, N.J. Nersessian, and P. Thagard (Kluwer Academic/Plenum
Publishers, New York, 1999; Chinese edition, China Science and Technology
Press, Beijing, 2000), was based on the papers presented at the first “model-based
reasoning” international conference, held at the University of Pavia, Pavia, Italy, in
December 1998. Other two volumes were based on the papers presented at the
second “model-based reasoning” international conference, held at the same place in
May 2001: Model-Based Reasoning. Scientific Discovery, Technological
Innovation, Values, edited by L. Magnani and N.J. Nersessian (Kluwer
Academic/Plenum Publishers, New York, 2002), and Logical and Computational
Aspects of Model-Based Reasoning, edited by L. Magnani, N.J. Nersessian, and C.
Pizzi (Kluwer Academic, Dordrecht, 2002). Another volume, Model-Based
Reasoning in Science and Engineering, edited by L. Magnani (College
Publications, London, 2006), was based on the papers presented at the third
“model-based reasoning” international conference, held at the same place in
December 2004. The volume Model-Based Reasoning in Science and Medicine,
edited by L. Magnani and P. Li (Springer, Heidelberg/Berlin 2006), was based on
the papers presented at the fourth “model-based reasoning” conference, held at Sun
Yat-sen University, Guangzhou, P.R. China. The volume Model-Based Reasoning
in Science and Technology. Abduction, Logic, and Computational Discovery,
edited by L. Magnani, W. Carnielli and C. Pizzi (Springer, Heidelberg/Berlin
2010), was based on the papers presented at the fifth “model-based reasoning”
conference, held at the University of Campinas, Campinas, Brazil, in December
2009. Finally, the volume Model-Based Reasoning in Science and Technology.
Theoretical and Cognitive Issues, edited by L. Magnani, (Springer,
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Heidelberg/Berlin 2013), was based on the papers presented at the sixth
“model-based reasoning” conference, held at Fondazione Mediaterraneo, Sestri
Levante, Italy, June 2012.

The presentations given at the Sestri Levante conference explored how scientific
thinking uses models and explanatory reasoning to produce creative changes in
theories and concepts. Some speakers addressed the problem of model-based rea-
soning in technology and stressed issues such as the relationship between science
and technological innovation. The study of diagnostic, visual, spatial, analogical,
and temporal reasoning has demonstrated that there are many ways of performing
intelligent and creative reasoning that cannot be described with the help only of
traditional notions of reasoning such as classical logic. Understanding the contri-
bution of modeling practices to discovery and conceptual change in science and in
other disciplines requires expanding the concept of reasoning to include complex
forms of creativity that are not always successful and can lead to incorrect solutions.
The study of these heuristic ways of reasoning is situated at the crossroads of
philosophy, artificial intelligence, cognitive psychology, and logic: that is, at the
heart of cognitive science. There are several key ingredients common to the various
forms of model-based reasoning. The term “model” comprises both internal and
external representations. The models are intended as interpretations of target
physical systems, processes, phenomena, or situations. The models are retrieved or
constructed on the basis of potentially satisfying salient constraints of the target
domain. Moreover, in the modeling process, various forms of abstraction are used.
Evaluation and adaptation take place in light of structural, causal, and/or functional
constraints. Model simulation can be used to produce new states and enable
evaluation of behaviors and other factors. The various contributions of the book are
written by interdisciplinary researchers who are active in the area of modeling
reasoning and creative reasoning in logic, cognitive science, science and technol-
ogy: the most recent results and achievements about the topics above are illustrated
in detail in the papers.

The editors express their appreciation to the members of the scientific committee
for their suggestions and assistance: Atocha Aliseda, Instituto de Investigaciones
Filosoficas, Universidad Nacional Autónoma de Mexico (UNAM); Tommaso
Bertolotti, Department of Humanities, Philosophy Section, University of Pavia, Italy;
Silvana Borutti, Department of Humanities, Philosophy Section, University of Pavia,
Italy; Otávio Bueno, Department of Philosophy, University of Miami, Coral Gables,
USA; Mirella Capozzi, Department of Philosophy, University of Rome Sapienza,
Rome, Italy; Walter Carnielli, Department of Philosophy, Institute of Philosophy and
Human Sciences, State University of Campinas, Brazil; Claudia Casadio, Department
of Philosophy, Education and Economical-Quantitative Sciences, University of
Chieti-Pescara, Italy; Carlo Cellucci, Department of Philosophy, University of Rome
Sapienza, Rome, Italy; Sanjay Chandrasekharan, Homi Bhabha Centre for Science
Education, Tata Institute of Fundamental Research, India; Roberto Feltrero,
Department of Logic, History and Philosophy of Science at UNED (Spanish Open
University), Madrid, Spain; Steven French, Department of Philosophy, University of
Leeds, Leeds, UK; Marcello Frixione, Department of Communication Sciences,
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University of Salerno, Italy; Dov Gabbay, Department of Computer Science, King’s
College, London, UK; Marcello Guarini, Department of Philosophy, University of
Windsor, Canada; Ricardo Gudwin, Department of Computer Engineering and
Industrial Automation, The School of Electrical Engineering and Computer Science,
State University of Campinas, Brazil; Albrecht Heeffer, Centre for History of Science,
Ghent University, Belgium; Michael Hoffmann, School of Public Policy, Georgia
Institute of Technology, Atlanta, USA; Décio Krause, Departamento de Filosofia,
Universidade Federal de Santa Catarina, Florianópolis, SC, Brazil; Ping Li,
Department of Philosophy, Sun Yat-sen University, Guangzhou, P.R. China;
Giuseppe Longo, Centre Cavaillès, République des Savoirs, CNRS, Collège de
France et Ecole Normale Supérieure, Paris, France and Department of Integrative
Physiology and Pathobiology, Tufts University School of Medicine, Boston, USA;
Angelo Loula, Department of Exact Sciences, State University of Feira de Santana,
Brazil; Shangmin Luan, Institute of Software, The Chinese Academy of Sciences,
Beijing, P.R. China; Rossella Lupacchini, University of Bologna, Bologna, Italy;
Lorenzo Magnani, Department of Humanities, Philosophy Section and
Computational Philosophy Laboratory, University of Pavia, Italy; Joke Meheus,
Vakgroep Wijsbegeerte, Universiteit Gent, Gent, Belgium; Luís Moniz Pereira,
Departamento de Informática, UniversidadeNova de Lisboa, Portugal;Woosuk Park,
Humanities and Social Sciences, KAIST, Guseong-dong, Yuseong-gu Daejeon,
South Korea; Claudio Pizzi, Department of Philosophy and Social Sciences,
University of Siena, Siena, Italy; Demetris Portides, Department of Classics and
Philosophy, University of Cyprus, Nicosia, Cyprus; Joao Queiroz, Institute of Arts
and Design, Federal University of Juiz de Fora, Brazil; Shahid Rahman, U.F.R. de
Philosophie, University of Lille 3, Villeneuve d’Ascq, France; Oliver Ray,
Department of Computer Science, University of Bristol, Bristol, UK; Colin Schmidt,
Le Mans University and ENSAM-ParisTech, France; Gerhard Schurz, Institute for
Philosophy, Heinrich-Heine University, Frankfurt, Germany; Cameron Shelley,
Department of Philosophy, University ofWaterloo,Waterloo, Canada; Nik Swoboda,
Departamento de Inteligencia Artificial, Universidad Politécnica de Madrid, Madrd,
Spain; Paul Thagard, Department of Philosophy, University of Waterloo, Waterloo,
Canada; Barbara Tversky, Department of Psychology, Stanford University and
Teachers College, Columbia University, New York, USA; Ryan D. Tweney,
Emeritus Professor of Psychology, Bowling Green State University, Bowling Green,
USA; Riccardo Viale, Scuola Nazionale dell’Amministrazione, Presidenza del
Consiglio dei Ministri, Roma, and Fondazione Rosselli, Torino, Italy; John Woods,
Department of Philosophy, University of British Columbia, Canada; and also to the
members of the local scientific committee: Tommaso Bertolotti (University of Pavia),
Selene Arfini (University of Chieti/Pescara), Pino Capuano (University of Pavia), and
Elena Gandini (Across Events, Pavia).

Special thanks to Tommaso Bertolotti and Selene Arfini for their contribution in
the preparation of this volume. The conference MBR015_ITALY, and thus indi-
rectly this book, was made possible through the generous financial support of the
MIUR (Italian Ministry of the University) and of the University of Pavia. Their
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support is gratefully acknowledged. The preparation of the volume would not have
been possible without the contribution of resources and facilities of the
Computational Philosophy Laboratory and of the Department of Humanities,
Philosophy Section, University of Pavia.

Several papers concerning model-based reasoning deriving from the previous
conferences MBR98 and MBR01 can be found in special issues of Journals: in
Philosophica: Abduction and Scientific Discovery, 61(1), 1998, and Analogy and
Mental Modeling in Scientific Discovery, 61(2) 1998; in Foundations of Science:
Model-Based Reasoning in Science: Learning and Discovery, 5(2) 2000, all edited
by L. Magnani, N.J. Nersessian, and P. Thagard; in Foundations of Science:
Abductive Reasoning in Science, 9, 2004, and Model-Based Reasoning: Visual,
Analogical, Simulative, 10, 2005; in Mind and Society: Scientific Discovery:
Model-Based Reasoning, 5(3), 2002, and Commonsense and Scientific Reasoning,
4(2), 2001, all edited by L. Magnani and N.J. Nersessian. Finally, other related
philosophical, epistemological, and cognitive-oriented papers deriving from the
presentations given at the conference MBR04 have been published in a special
issue of the Logic Journal of the IGPL: Abduction, Practical Reasoning, and
Creative Inferences in Science, 14(1) (2006), and have been published in two
special issues of Foundations of Science: Tracking Irrational Sets: Science,
Technology, Ethics, and Model-Based Reasoning in Science and Engineering, 13
(1) and 13(2) (2008), all edited by L. Magnani. Other technical logical papers
presented at MBR09_BRAZIL have been published in a special issue of the Logic
Journal of the IGPL: Formal Representations in Model-Based Reasoning and
Abduction, 20(2) (2012), edited by L. Magnani, W. Carnielli, and C. Pizzi. Finally,
technical logical papers presented at MBR12_ITALY have been published in a
special issue of the Logic Journal of the IGPL: Formal Representations in
Model-Based Reasoning and Abduction, 21(6) (2013), edited by L. Magnani.

Other more technical formal papers presented at (MBR015_ITALY) will be
published in a special issue of the Logic Journal of the IGPL, edited by L. Magnani
and C. Casadio.

Pavia, Italy Lorenzo Magnani
Chieti, Italy Claudia Casadio
February 2016
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Part I
Models, Mental Models,

and Representations



Visual Reasoning in Science
and Mathematics

Otávio Bueno

Abstract Diagrams are hybrid entities, which incorporate both linguistic and
pictorial elements, and are crucial to any account of scientific and mathematical
reasoning. Hence, they offer a rich source of examples to examine the relation
between model-theoretic considerations (central to a model-based approach) and
linguistic features (crucial to a language-based view of scientific and mathematical
reasoning). Diagrams also play different roles in different fields. In scientific
practice, their role tends not to be evidential in nature, and includes: (i) highlighting
relevant relations in a micrograph (by making salient certain bits of information);
(ii) sketching the plan for an experiment; and (iii) expressing expected visually
salient information about the outcome of an experiment. None of these traits are
evidential; rather they are all pragmatic. In contrast, in mathematical practice,
diagrams are used as (i) heuristic tools in proof construction (including dynamic
diagrams involved in computer visualization); (ii) notational devices; and
(iii) full-blown proof procedures (Giaquinto 2005; and Brown in Philosophy of
mathematics. Routledge, New York, 2008). Some of these traits are evidential.
After assessing these different roles, I explain why diagrams are used in the way
they are in these two fields. The result leads to an account of different styles of
scientific reasoning within a broadly model-based conception.

1 Introduction

The sematic view of theories emphasizes the role played by models in scientific
practice, and it tends to downplay the corresponding role for linguistic considera-
tions. As Bas van Fraassen, one of the major advocates of that view, points out:

The syntactic picture of a theory identifies it with a body of theorems, stated in one
particular language chosen for the expression of that theory. This should be contrasted with
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the alternative of presenting a theory in the first instance by identifying a class of structures
as its models. In this second, semantic, approach the language used to express the theory is
neither basic nor unique; the same class of structures could well be described in radically
different ways, each with its own limitations. The models occupy centre stage. (van
Fraassen 1980, p. 44)

This puts pressure on the semantic view to accommodate those aspects of scientific
practice that rely on linguistic considerations, such as various styles of scientific
reasoning.

In contrast, the received view, in the hands of Rudolf Carnap, for instance,
emphasizes the importance of linguistic considerations for the proper understanding
of science.

Apart from the questions of the individual sciences, only the questions of the logical
analysis of science, of its sentences, terms, concepts, theories, etc., are left as genuine
scientific questions. We shall call this complex of questions the logic of science. […]
According to this view, then, once philosophy is purified of all unscientific elements, only
the logic of science remains. […] [T]he logic of science takes the place of the inextricable
tangle of problems which is known as philosophy (Carnap 1934/1937, p. 279).

Since a theory is identified with a set of statements, it becomes a linguistic entity,
and the crucial role played by models in scientific practice is diminished.1 A more
nuanced account, which acknowledges the significance of linguistic considerations
while still preserving the proper emphasis on models, is in order.

In this paper, I offer such an account. To motivate it I focus on the different roles
played by diagrams in scientific and mathematical practice. Diagrams are hybrid
entities, which incorporate both linguistic and pictorial traits, and are central to any
account of scientific reasoning. Thus, they provide a rich source of examples to
examine the relation between model-theoretic considerations (central to the
semantic approach) and linguistic features (crucial to the received view).

Diagrams play different roles in different fields. In scientific practice, their role
tends not to be evidential in nature, and includes: (i) highlighting relevant relations
in a micrograph (by making salient certain bits of information); (ii) sketching the
plan for an experiment; and (iii) expressing expected visually salient information
about the outcome of an experiment. None of these traits are evidential; rather they
are all pragmatic.

In contrast, in mathematical practice, diagrams are used as (i) heuristic tools in
proof construction (including dynamic diagrams involved in computer visualiza-
tion); (ii) notational devices; and (iii) full-blown proof procedures (Giaquinto 2005;
Brown 2008). Some of these traits are evidential.

After assessing these different roles, I explain why diagrams are used in the way
they are in these two fields. The result leads to an account of different styles of
scientific reasoning within a broadly semantic conception, and provides a first
step toward a reconciliation of the received and the semantic views, properly
re-conceptualized and formulated.

1For a survey of the semantic and the received views, see Suppe (1977a, b) and references therein.
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The semantic and the received views can be compared under many dimensions.
For the purposes of this paper, I will focus on only two of them: the role of
linguistic features in the proper understanding of central aspects of scientific and
mathematical practice, and the role played by models—broadly understood to
include diagrams—in this practice. I will also consider strong formulations of these
views: for the semantic approach (on this strong reading), linguistic considerations
are largely irrelevant, and what are crucial are the relevant models, whereas for the
received view (also on a strong reading), linguistic considerations—including, in
particular, the requirement of formalization—are crucial, whereas models are not so
central.

2 Diagrams in Scientific Practice

Diagrams, I just noted, play multiple roles in scientific practice. I will start by
providing some examples to illustrate these roles. The examples, of course, are not
meant to be comprehensive, but they highlight significant roles played by diagrams
in this context.

(i) A diagram may express expected visually salient information about the
outcome of an experiment. DNA nanotechnology involves the use of DNA as
a biomimetic component for self-assembly (Seeman 2003, 2005; Seeman and
Belcher 2002). One interesting experiment involved the construction of
certain arrangements of DNA strands in predetermined shapes (Ding et al.
2004). First, a triangular arrangement was designed, followed by a hexagon
formed by six DNA triangles suitably positioned. Finally, with multiple such
DNA hexagons properly arranged, a DNA honeycomb is formed. A diagram
is designed to express what researchers expect to detect with the output of the
experiment (see Fig. 1, on the left). The outcome of the experiment, which
was conducted with an atomic force microscope (AFM), seems to support the
intended result, as honeycomb structures can be “seen” on the AFM image
(see Fig. 2, on the right). (For additional discussion of this case, see Bueno
2011.)
It is important to note that what provides evidence for the intended con-
clusion, in this instance, is the AFM image rather than the diagram, which is
only a representation of what the researchers expected to detect when the
experiment was conducted.

(ii) A diagram may highlight relevant information, for instance, on a micro-
graph. Sometimes a diagram is drawn on a micrograph to make salient
certain bits of information. This is seen in Fig. 1 (on the right). Consider the
bottom right corner micrograph: in order to highlight the intended hexagon, a
diagram of this shape is drawn on the AFM image. As a result, the hexagon
is made salient (for further discussion, see Lynch 1991; Bueno 2011).
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(iii) Diagrams can also be used to sketch the plan of an experiment. L.A. Bumm
and a group of collaborators once tried to construct a single-molecular wire by
establishing a conducting single-molecular current through a non-conducting
medium (Bumm et al. 1996). A diagram was created to sketch the plan of the
experiment (see Fig. 2, left). After dropping a conducting material through a
non-conducting medium, researchers expected that single-molecular wires
would be formed. The tip of the scanning-tunneling microscope (STM) would
then establish a current through the non-conducting material via each ‘single’-
molecular wire all the way to the gold substratum. The STM micrograph
exhibits the ‘single’-molecular wires, viewed from the top: the little white
blobs on the micrograph (Fig. 2, right) indicate ‘single’-molecular wires; big
white blobs indicate multiple-molecular wires.

In the end, however, it was unclear that just a single molecule was involved,
rather than, say, a couple of molecules, given that a virtually indistinguishable STM
micrograph would have been produced in each case. In this case, the evidence
didn’t support the conclusion, since it was unable to rule out possibilities that
undermine the conclusion (for additional discussion, see Bueno 2011).

Fig. 1 The diagram of the DNA strand experiment (left) and, the corresponding AFM image
(right) (Ding et al. 2004, p. 10230)
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Despite the multiple roles played by diagrams in scientific practice, it is
important to note that none of them involve evidential considerations. The
expression of visually salient information about the output of an experiment is just
that: an expression; it is not something that provides evidence for (or against) the
result of the experiment. One does not turn to the diagram in Fig. 1 (on the left) in
support of the conclusion of the experiment—any more than one produces as
evidence that Cyber robbed a bank a painting in which he is depicted robbing the
bank. The evidence, causally produced by the interaction of the AFM and the
sample under investigation (the suitable configuration of DNA), is offered by
the relevant micrograph (Fig. 1, on the right).

Similarly, to highlight graphically certain bits of information in order to make
certain aspects of a micrograph more salient is a pragmatic feature of diagrams. It is
not an evidential trait they bear. In Fig. 1, the evidence is not on the diagram drawn
on the bottom-right micrograph, but it emerges from the micrograph itself. The
diagram is a useful device to highlight the hexagonal shape of the DNA strands, but
it is incapable of producing the evidence: it is simply made-up by the researchers
for a pragmatic purpose.

Finally, to sketch the plan of an experiment is to depict the steps involved in the
attempt to obtain a given result. This is very different from actually obtaining and
registering the result. A diagram provides the former, but the latter requires more:

Fig. 2 ‘Single’-molecular wire experiment: diagrammatic sketch (left) and STM output (right)
(Bumm et al. 1996)
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the relevant result needs to be produced by the phenomenon in question. Hence, a
micrograph, or some other mechanically generated information, needs to be
invoked. In Fig. 2, the sketch of the diagram (on the left) does not show that the
intended result has been obtained (in fact, as noted, it is unclear that the intended
phenomenon did in fact obtain). For evidence, one needs to turn to the micrograph
(on the right). It is the micrograph that exhibits that something has happened—even
if what happened was not what was intended. Since double-molecular wires could
not be unquestionably eliminated, given the micrograph, the single-molecular
hypothesis was not properly supported. In the end, evidential considerations require
micrographs (or some such mechanically generated device), given that the relevant
information emerges causally from the phenomena under study rather than from a
made-up diagram.

3 Diagrams in Mathematical Practice

Diagrams play significantly different roles in mathematical practice. Although some
of these roles are pragmatic in nature, there is at least the possibility of an evidential
role—something that, as noted, doesn’t seem to be the case in the empirical sci-
ences. Once again, the examples provided below are not meant to be comprehen-
sive, but they emphasize some salient roles.

(i) Mathematical diagrams can provide explanations of certain mathematical
relations. Consider Euler’s formula (Giaquinto 2005, pp. 79–80):

eih ¼ cos hþ i sin h:

This formula is frequently introduced as a definition of the exponential
function on complex numbers. But why should this particular definition be
introduced? A geometrical diagram provides the explanation in question, since
it exhibits the relevant relation between cos h and i sin h. In the diagram (see
Fig. 3), the angle is h; cosh is represented as a vector on the horizontal axis,
and sinh is represented as a vector on the vertical axis. By reasoning with these
two vectors, it becomes clear that eih is the addition of both of them.

Fig. 3 Mathematical
diagrams provide
explanations of certain
mathematical relation
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(ii) Mathematical diagrams can also provide heuristic tools in proof construction.
Consider, again, Euler’s formula. It is clear that if we expand or contract the
coordinates of the eih vector by a real magnitude r (that is, ‘r’ stands for a real
number), so that we have rcos h and rsin h, the corresponding vector will
expand or contract by a factor r. We thus have the geometrical significance of
the following simple result (Giaquinto 2005, pp. 79–80):

reih ¼ r cos hþ ri sin h:

This result is clearly expressed in the diagram (see Fig. 4). By reasoning with
the rule of vector addition, the resulting vector reih is obtained by adding the
expanded vectors r cos h (represented in the horizontal axis) and r sin h
(represented in the vertical axis).

(iii) A mathematical diagram can arguably provide a full-blown proof—at least in
some cases. Consider, for instance, the following theorem from number theory
(Brown 2008, p. 36):

Theorem

1þ 2þ 3þ � � � þ n ¼ n2=2þ n=2:

This result can be straightforwardly established by mathematical induction.
After showing that the result holds for the base case (n = 1), it is easy to show that
if it holds for an arbitrary natural number i, it also holds for i + 1. By mathe-
matical induction, the result then holds for every natural number.

But it has been argued that a diagram (see Fig. 5) also establishes the result
(Brown 2008, p. 36).

Fig. 4 Mathematical
diagrams can also provide
heuristic tools in proof
construction

Fig. 5 A mathematical
diagrams can arguably
provide a full-blown proof
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Proof Admittedly, the diagram only exhibits the result for n = 5. It represents each
natural number as a square, and addition is represented as concatenating and pilling
up such squares. There are 15 squares in the diagram, which corresponds to the
addition of the first 5 natural numbers (n = 5). With a little bit of reasoning about
the diagram, one can see that another way of getting the same configuration of 15
squares would be by squaring n = 5, which would yield a diagram with 25 squares,
and excluding half of them (n2/2), thus yielding a diagram with 12.5 squares;
finally, to complete 15 squares, one adds n/2 (= 2.5) squares back. These opera-
tions, which correspond to the terms in the right-hand side of the identity sign in the
theorem’s statement (namely, n2/2 + n/2), are perfectly general and can be per-
formed for any natural number. Thus, although the diagram itself only exhibits the
result for a particular instance (n = 5), it can be generalized without loss.

It is important to note that the diagrammatic proof incorporates both visual
(pictorial) and linguistic (reasoning-based) traits. While the diagram itself empha-
sizes visual elements, some reasoning about the diagram is needed to establish that
the intended result holds and can be generalized beyond the particular case the
diagram depicts. Diagrams are, thus, hybrid objects that include the visual and the
linguistic, and in the context of mathematical practice, as opposed to the sciences,
they may be used as sources of evidence.

4 Diagrams and Styles of Reasoning

Why do diagrams have such different roles in scientific and mathematical practice?
Diagrams cannot play an evidential role in the sciences given that this requires a
causal relation between the objects in the sample under study and the corresponding
image—such as the one provided by a microscope. It is in virtue of this causal
relation that a micrograph provides evidence for what takes place in the sample.
Given the interaction of the microscope with the sample, the objects in the sample
produce (cause) the microscope image, which, as a result, can be taken as offering
evidence for the presence of the relevant objects. If the image has been properly
produced, it will allow researches to rule out (likely) possibilities that, should they
obtained, the presence of the phenomena displayed in the image would be under-
mined. This process of elimination of undermining possibilities, such as artifacts
and confounding factors, is sometimes achieved by combining the results generated
by the microscope with those of additional instruments.

In the case of the AFM micrograph in Fig. 1 (on the right), researchers
emphasize that it is the presence in the sample of DNA strands configured in a
honeycomb shape that produces the resulting microscope images. Similarly, in the
case of the ‘single’-molecular wire experiment (Fig. 2, on the right), researchers
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also insist that a current from the surface of the sample to the gold substratum
produces the small blobs on the STM micrographs.2

No such causal relations are required in mathematics. This opens up the pos-
sibility of having diagrams as full-fledged evidential devices, conveying the content
of the theorem’s statement without presupposing any causal relation between the
diagram and the configuration among mathematical objects that the theorem
describes. As opposed to what happens with a micrograph, it is not the case that
relations among mathematical objects produce the corresponding diagram. There is
simply no causal connection among these objects, and none is expected, given that
mathematical objects are causally inert.

Moreover, one need not be a platonist about mathematics to recognize the
potential evidential role of diagrams in mathematical practice. Even if mathematical
objects did not exist at all (as nominalists insist they don’t), diagrams could still be
used as sources of evidence. What is important is that a diagram conveys properly
the relevant conceptual relations described in the statement of the theorem—whether
the objects involved exist or not.3 The non-relevant relations need not be properly
represented at all: diagrams often misrepresent many features of the objects under
consideration. In the case of the number-theoretic diagram just discussed (Fig. 5),
clearly natural numbers are not squares and to add such numbers is not strictly to pile
squares up. Several relations in the diagram cannot, thus, be taken literally. The
diagram is a representational device that does not convey faithfully every aspect of
the relations among the relevant mathematical objects. What is crucial is that the
central, relevant relations—those explicitly stated in the theorem—are properly
displayed in the diagram.

This point also highlights the hybrid nature of diagrams: they are non-linguistic
entities that can have informational content. If the content is right, it may convey all
the information required to establish the truth of the theorem under consideration,
suitably augmented by proper bits of reasoning. By displaying the intended result
(the theorem’s content) in a particular case, and by indicating, by a suitable rea-
soning, the possibility of extending that instance to any relevant case, the diagram
provides the relevant content. This is illustrated in the diagram of Fig. 5 for the case
in which n = 5, since the ability to take the diagram as a source of evidence requires
the additional reasoning that generalizes the result beyond that case.

2Whether a realist reading of these images is justified or not is not a topic for this paper (see Bueno
2011 for some critical discussion). The point about the evidence requirement stands independently
of this issue.
3Someone may complain that if mathematical objects don’t exist, then there is no distinction
between proper and improper ways of describing them. Given their nonexistence, it doesn’t matter
how they are described. But this is not right. Sherlock Holmes doesn’t exist, but it is proper to
describe him as a detective rather than a milkman; it is improper to describe him as (literally) a
mouse rather than a person. The same point applies to numbers and other mathematical objects:
even if numbers don’t exist, it is proper to describe the sum of two natural numbers as a natural
number; it is improper to describe the cumulative hierarchy of sets as (literally) a blacksmith.
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Moreover, those diagrams that increase one’s understanding of the theorem in
question also rely on a suitable reasoning (with the diagram). As noted in the case of
Euler’s formula, the relevant diagrams allow one to see why the theorem in question
is true (see Figs. 3 and 4). The geometrical interpretation displayed in the diagram, in
which the theorem is formulated in terms of suitable vectors, relies on reasoning with
such vectors so that the result expressed in the theorem’s statement can be obtained.
Augmented by such reasoning, the geometrical interpretation exhibited in the dia-
gram provides a significant explanatory device. The diagram’s explanatory role then
becomes one of its significant traits: one can see why the relevant result holds—as
long as one can also reason properly with the vectors displayed in the diagram.

Underlying the different roles of diagrams in scientific and mathematical prac-
tice, we find two different styles of reasoning: one is a heuristic style; the other is a
warranting style. The heuristic style invokes diagrams as merely theoretical aids, as
props that help to pave the way to an evidential claim, but which never become
evidence themselves. The use of diagrams in scientific practice is of this kind. Of
course, some diagrams can be used in this way in mathematical practice too. The
diagrams used in the case of Euler’s formula are employed as heuristic devices to
help one’s understanding of the result rather than as full-blown proof procedures.

In contrast, the warranting style takes diagrams as items that can convey the
required information to establish the relevant results. Diagrams are themselves
sources of evidence. Some uses of diagrams in mathematical practice are of this
kind, but interestingly no use of diagrams in scientific practice invokes a warranting
style. Given the way diagrams are produced—they are simply made up by
researchers rather than causally generated by the relevant phenomena—they are not
the kind of entity that can be a source of evidence.

It may be argued that this is not so. When Robert Hooke presented his micro-
scope images in Micrographia (1665), the images were averages of a multitude of
observations so that the nuances and details of the objects under study could be
properly depicted. Thus the images were not causally produced by the instrument,
but were only based on what the instrument allowed Hooke to see. He tells us:

What each of the delineated Subjects are, the following descriptions annext to each will
inform. Of which I shall here, only once for all add. That in divers of them the Gravers have
pretty well followed my directions and draughts; and that in making of them I have
endeavored (as far as I was able) first to discover the true appearance, and next to make a
plain representation of it. This I mention the rather, because of these kinds of Objects there
is much more difficulty to discover the true shape, then of those visible to the naked eye, the
same Object seeming quite differing, in one position of Light, from what it really is and
may be discover’d in another. And therefore, I never began to make any draught before by
many examinations in several lights, and in several positions to those lights, I had dis-
cover’d the true form. For it is exceeding difficult in some Objects, to distinguish between a
prominency and a depression, between a shadow and a black stain, or a reflection and a
whiteness in the colour. Besides, the transparency of most Objects renders them yet much
more difficult then if they were opacous (Hooke 1665).4

4For further discussion of this issue, see Wilson (1995) and Pitt (2004), who quote the passage
from Hooke.
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The process of learning how to use a microscope requires some care and training
(just as the learning of how to use our eyes does, even if we no longer remember
how that happened). It is by comparing and contrasting a number of views of the
same specimen that one learns how to visualize the object under study.

One issue that Hooke considered was how to present the content of what he
experienced through the microscope. The technology that would allow one to take a
photograph of the visually salient features of the specimen would not have been
created for almost couple of centuries. Hooke had to devise a way of conveying that
information to the readers of his book. He would draw an image of each specimen
he saw after varying the conditions of observation in order to appreciate the con-
trasts and to obtain salient traits of the sample. He would then try to reproduce these
features in a typical image: one that incorporates, into a single image, the variety of
traits of the specimen in order to capture the relevant look of the specimen. The
series of interactions with the sample paves the way to the drawing of a typical case.
The drawing itself is then the evidence that the sample in fact had those features that
the image represents it as having: features that were seen with the microscope at a
certain stage. Thus, in such conditions, so the argument goes, a drawing can be a
source of evidence.

The idea that a mechanically generated image is a source of evidence emerged
from the understanding of objectivity according to which in order to guarantee that
information about the specimen is properly captured and recorded one needs to
implement the process mechanically. This process is expected to ensure that no
illicit interpretation of the data is inadvertently introduced. If, however, there are
mechanisms to guarantee that no unintended interpretation is advanced and that the
data are properly conveyed, then mechanical image generation may not be required.
In this case, a drawing of a typical case can be the source of evidence. However,
these drawings are not diagrams, but are supposed to be faithful representations that
capture the features of the phenomena. They are produced according to specified
rules that ensure that the drawings are sensitive to the visually salient traits of the
phenomenon under study. It is this counterfactual dependence between the speci-
men studied with the instrument and the corresponding drawing that guarantees that
the drawing is a source of evidence. Later, when mechanical image generation
became possible and was established as the norm in scientific research, it is
arguably the counterfactual dependence that supports the resulting images as
evidence (see Bueno 2011).

It may be argued that drawings are used to represent generic types, whereas
machine-made images represent particulars.5 For drawings have a significant trait:
selectivity. Since they are intentionally created, drawings can convey selected
features of their target, and highlight traits that could otherwise be missed. In
contrast, machine-made images simply reproduce those features of the objects that
are present at the scene before the machine and to which the machine is sensitive.
The result is then the representation of the particulars: those before the machine.

5For a critical discussion of this distinction, see Lopes (2009).
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However, this divide between the representational traits of drawings and
machine-made images is questionable. For machine-made images can represent
types: the properties of the objects to which the relevant instrument is sensitive.
Rather than particulars, instruments can represent selective properties: those that the
objects the instrument interacts with are detected by it as having. Scientific
instruments are built in order to be sensitive to a range of properties and are entirely
insensitive to a number of others (see Humphreys 2004). For instance, scanning
tunneling microscopes are sensitive to the surface of conducting materials at the
nanoscale, whereas transmission electron microscopes interact with the inner
structure of properly prepared samples. None are sensitive to sound properties or,
when used to study objects at the nanoscale, to color properties, which are not
present at that scale in any case. The properties a scanning tunneling microscope
detects are generic since the images it produces are the result of multiple interac-
tions between the sample under study and the instrument. The image itself is an
aggregate of multiple interactions. Choices are also present in the process of con-
struction of the relevant images. (This echoes Hooke’s old practice with his
drawings, although now the generic construction of the microscope image is
machine made.) With a transmission electron microscope, one can focus on certain
parts of the sample, change the contrast to highlight certain features of the speci-
men, or tilt the sample to obtain contrastive information about it. Thus, selectivity is
clearly involved from the design to the use of these instruments. Since they are
produced to detect certain properties and not others, not surprisingly, when
instruments are used, these are the properties they detect.

Moreover, drawings can also represent particulars. Lucian Freud’s portrait of
Queen Elizabeth II represents the queen, not any generic person. It may be said that
the portrait doesn’t represent the queen exactly as she looked in any particular
moment, but rather it is the outcome of an aggregation of many particular looks
over time. In this way, nuances about her can be captured that no single photograph
could apprehend. Portraits, at least good ones, do have this capacity. But it is still
the queen, this particular person, who is thereby represented. Moreover, the
aggregative feature of some machine-made images has already been noted, and this
is something that drawings (portraits, in particular) share with some images that are
mechanically generated. Thus, one cannot maintain that there is a distinction
between drawings and instrument-made images along the lines of the representation
of types and particulars, respectively. This is too simple a distinction to capture the
complexities involved in these images (see also Lopes 1996, 2009).

Properly understood, mathematical diagrams also challenge this simple account
since they manage to represent both particulars and types. As we saw, such dia-
grams are significant in that they represent both a particular case and, given the
generalizability of that case based on a particular reasoning, a generic instance. We
literally see that the theorem holds in a particular case (such as, in Fig. 5, for n = 5),
but also realize that particular case is perfectly arbitrary: any other particular case
could have been represented just as well with perfectly obvious adjustments. This
dual role of diagrams is significant, since, as the simple, traditional view would
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have it, due to their pictorial features, diagrams would tend to convey content about
particulars rather than generic traits.

Some illustrations in archeology, namely, lithic illustrations, also challenge this
divide between drawings and machine-generated images, since these illustrations
are drawings that convey information about particulars (Lopes 2009). Lithic
illustrations are produced in accordance with very strict rules to guarantee that the
relevant features of the stones that need to be studied are properly displayed and the
right traits are highlighted. These rules guarantee the counterfactual dependence
between the traits on the surface of a stone and the corresponding drawing. As a
result, lithic illustrations are taken as sources of evidence in archeology.

Note, however, that lithic illustrations are not diagrams, given that diagrams are
schematic renderings of certain aspects of their targets and need not preserve
visually salient features of the objects they represent. If lithic illustrations were
diagrams, they wouldn’t be sources of evidence, since they need not be produced
counterfactually from the target. In contrast, lithic illustrations are faithful repre-
sentations of their targets, and are sensitive to and properly capture the traits of the
relevant stones.

By considering the relations between the heuristic and the warranting styles
important traits of diagrams can also be highlighted. The warranting style
acknowledges that in order for one to determine that a certain diagram establishes
the intended result, some bit of reasoning is typically required. One needs to reason
with the diagram, in the way illustrated in the discussion of Fig. 5 above, in order to
determine that the relevant theorem does hold.

The warranting style is significant for providing a way of using diagrams in
which they convey evidential information about the objects under consideration.
The heuristic style is important for accommodating the way in which diagrams
provide resources to motivate and understand certain results.

There is a significant connection between these two styles. On the one hand, the
warranting style presupposes the heuristic style in that, in order for diagrams to
provide justification for a given result, they need first to be the kind of thing that can
yield some insight about the subject matter. On the other hand, although the
heuristic style takes diagrams in such a way that they need not provide justification
for the result under consideration, they can still help in the interpretation of certain
results as well as in suggesting and motivating them.

5 The Semantic and the Received Views Reunited

As we saw, central to the divide between the semantic and the received views is the
role of linguistic features in scientific practice. But ultimately both views require
linguistic considerations. Theories, even if thought of as nonlinguistic devices (e.g.
as a family of models), have informational content, which, in turn, involves some
linguistic structure.
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In this context, diagrams provide a suitable setting to bring the semantic and the
received views together. Diagrams are non-linguistic devices, but they do have
informational content: (a) they represent a certain situation, (b) and the repre-
sentation is implemented in a given way (according to a certain form). In Fig. 5, the
diagram represents the process of adding n natural numbers as one of pilling up
squares: each square represents a particular number and addition is represented by
the concatenation of piles of squares. In Fig. 2 (on the left), the diagram represents
the sketch of the experiment, with the ‘single’-molecular wire, represented as a
string of bounded atoms, connecting the tip of the STM with the gold basis. In
Fig. 1 (on the left), the expected outcome of the DNA strand experiment is sket-
ched, in which different DNA configurations shaped as triangles, hexagons and
honeycombs are displayed. The particular geometrical objects in the diagram
represent the configuration of the expected DNA arrangements in space.

In all of these cases, the representation is achieved, in part, by a structural
similarity (such as partial isomorphism, partial homomorphism etc.6) between the
diagrams and their targets. It is due to the appropriate structural similarity that the
former can be used to represent the latter in each scientific context. In the case of the
number-theoretic theorem (Fig. 5), the relevant structural similarity is found
between the concatenation of piles of squares and the addition of natural numbers.
In the ‘single’-molecular wire experiment (Fig. 2), there is structural similarity in
the position of the ‘single’-molecular wire relative to the STM tip, the enveloping
substratum, and the gold basis as represented by the configurations on the diagram
and as arranged by the appropriate molecules in the sample. In the DNA strand
experiment (Fig. 1), the structural similarity is established between the geometrical
configurations of lines on the diagrams and DNA strands in the sample.

As noted, diagrams are hybrid entities, very similar—in this respect—to scien-
tific theories. Even if, following the semantic view, such theories are thought of as
families of models (which are nonlinguistic objects) they are models that satisfy
certain conditions, namely, those specified in the formulation of the theories.
Newtonian theory may be presented as a family of models, but these models satisfy
Newtonian laws of motion, which are specified linguistically. Without such lin-
guistic specification it would be unclear what these models are models of. These
conditions need to be presented linguistically, although the particular language in
which they are formulated is, for the most part, immaterial. Similarly, linguistic and
nonlinguistic considerations are brought to bear in thinking through the status of
diagrams. Nonlinguistic considerations enter due to the diagrams’ pictorial nature:
the information they convey is presented in such a way that the shape and relative
position of each line has significance. And it is through their pictorial features that
diagrams have informational content. As we saw above, a sequence of piled-up
squares can be used to represent the addition of numbers, with the number of
squares in the concatenated geometrical object representing the resulting number.

6For further discussion of these concepts in the context of scientific representation, see Bueno and
French (2011).
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Moreover, the informational content of a diagram has linguistic structure. But, as
opposed to what the proponents of the semantic approach suggest, the form that
such linguistic structure takes does matter. Some presentations of the relevant
information may be unusable to those who want to employ them: the relevant
information, although there, may not be salient enough. Consider, for instance, a
purely set-theoretic formulation of the diagram used to prove the theorem in
number theory discussed above (Fig. 5). In this formulation, the diagram would not
be of much use, since its pictorial content (what is specifically diagrammatic about
it) would be entirely lost. Information presented in the right form is needed. The
right form, in this instance, is the way in which the content is presented. That is a
linguistic choice: the choice of a certain language, even if it is one that involves, as
in the case of diagrams, nonlinguistic components. This means that linguistic
features cannot be entirely disregarded, as they seem to be in some instances by
those who favor the semantic approach. These are the kinds of consideration that
are needed to bring together the semantic and the received views.

Proponents of the received view, in turn, emphasize the role of language con-
siderations in the reconstruction of scientific practice. The capacity of formulating
theories in a suitable formal language was often taken as a criterion of adequacy for
the proper understanding of the relevant theory. It is this requirement of rational,
formal reconstruction of the sciences that was so central to the received view. It was
also this requirement that ultimately forced the received view to provide so much
emphasis on linguistic considerations: the particular features of the formal lan-
guages in which the reconstruction of scientific theories and other aspects of
scientific practice were supposed to display.

In contrast, the semantic view tends to take scientific practice literally, as
something that is in no need for reconstruction. One of the goals of a philosophical
account of the sciences is to understand features of the science in its own terms
rather than to reformulate it in a formal language. This aspect of the semantic view
is significant and was perceived by many as a significant step in the right direction,
freeing the philosophy of science from a particular formalized setting.

To reconcile both views requires resisting extreme versions of either of them.
The complete rejection of linguistic considerations suggested by the strong form of
the semantic view is untenable. To properly formulate a scientific theory linguistic
considerations are needed. The same goes for the proper understanding of diagrams,
which, as noted, require linguistic considerations in the styles of reasoning that are
associated with them, both of which include the capacity of reasoning with them.

But from the acknowledgement of the role played in linguistic considerations,
one should not conclude that the requirement of formalization in a given language is
justified. The strong form of the received view, which insists on the need for
formalization in a particular language (first-order or higher-order; with modal
operators or without), cannot be maintained either. For diagrams to play their role
as diagrams, it is crucial that their nonlinguistic, pictorial content be preserved.
Otherwise, one cannot use or make sense of them.

The proposed reconciliation sketched here tries to bring together the strengths of
both the received and the semantic views. With the semantic approach, the proposal
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acknowledges that theories should be thought of as a family of models. With the
received view, it notes that in order for such models to be properly presented and
used, they need to be formulated in some language, and it is here that the speci-
fication of certain conditions for each model is introduced. Throughout this process,
diagrams provide an insightful illustration, since they indicate a salient aspect of
scientific practice in which both linguistic and nonlinguistic considerations are so
clearly present.

6 Conclusion

We have here an account of diagrams and different styles of scientific reasoning
within a broadly semantic conception. But the view also acknowledges, as it should,
the role played by linguistic considerations, such as the informational content in
diagrams and theories, and the form that such content takes. Thus, the resulting
view provides a first step toward a reconciliation of the received and the semantic
views, by highlighting the need for both linguistic and nonlinguistic components,
and by noting that these components can be brought together without tension.
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Bas van Fraassen on Success
and Adequacy in Representing
and Modelling

Michel Ghins

Abstract In his Scientific Representation. Paradoxes of Perspective (2008), Bas
van Fraassen offers a pragmatic account of scientific representation and represen-
tation tout court. In this paper I examine the three conditions for a user to succeed in
representing a target in some context: identification of the target of the represen-
tational action, representing the target as such and correctly representing it in some
respects. I argue that success on these three counts relies on the supposed truth of
some predicative assertions, and thus that truth is more fundamental than repre-
sentation. I do this in the framework of a version of the so-called “structural”
account of representation according to which the establishment of a homomorphism
by the user between a structure abstracted from the intended target and some
relevant structure of the representing artefact is a necessary (although certainly not
sufficient) condition of success for representing the target in some respects. Finally,
on the basis of a correspondence view (not theory) of truth, I show that it is possible
to address what van Fraassen calls “the loss of reality objection”.

In his book Scientific Representation. Paradoxes of Perspective (2008) Bas van
Fraassen offers a philosophical analysis of representation which is both empiricist
and pragmatic. To represent is to perform some kind of action, and actions are
evaluated with respect to their success or failure in attaining specific goals.
Moreover, in science success or failure in representing a target must be assessed on
the basis of observable phenomena.

As is well known, according to van Fraassen, science aims at empirical ade-
quacy, that is, at saving the phenomena. Thus, a scientific theory is successful if we
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have good reasons to believe that it saves the phenomena within its domain. Since
for van Fraassen scientific theories are models in the first place, a theory is suc-
cessful if its empirical parts, called “empirical substructures”, adequately represent
the phenomena within its domain.

A satisfactory account of representation is thus central to van Fraassen’s phi-
losophy of science. The success of a representational action can be evaluated on
three counts. First, the user of a representing artefact must succeed in identifying its
target or referent. Second, the target is always represented from a certain per-
spective as having such and such properties. Third, we may ask if our representing
activity conveys some reliable information about its target or, in other words, if our
representing artefact (a scientific model for example) is adequate or accurate to its
target in some respects.

I will argue that the three criteria of success in representing always rely on the
truth of some predicative assertions or statements and thus that truth is more fun-
damental than success. I will also defend that successful representation necessarily
involves the institution by the user of a homomorphism between what is represented
and its representing artefact. Given this, it is possible to show that, contrary to what
van Fraassen defends, what he calls the “loss of reality objection” is not dissolved
but solved.

1 Success in Representing a Target

van Fraassen’s ambition is not to delineate a set of necessary and sufficient con-
ditions which would allow a user to declare that his representational action (called
“representation” in what follows) is successful or not. His main objective is not to
provide a definition of representation but to identify the circumstances in which a
representation succeeds. Thus, his main query is not “What is a representation?” but
“When is a representation successful?” (van Fraassen 2008, p. 21).

Since representation is an action, it presupposes someone who acts, the “user”
who employs a representing artefact, which I will call the “representor”, in order to
represent a specific target, at least partially. When the target is observable and
perceptually present, the user can identify the target by means of some observable
properties presumably belonging to it. Such referring action would be external to
the representor. Generally, the user intends to represent some target. Intentionality
is essential to any kind of representation.1 Indeed, it is crucial to distinguish
denotation (or reference) from representation. Denotation of the target is a pre-
liminary, necessary condition for representation, but it is far for being sufficient. In

1See Chakravartty (2010, p. 206). Intentionality is essential to the success of all kinds of repre-
sentation, not only scientific representation.
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order to have a relation of representation by a user U in some context C between a
representor R and a represented target T, some additional conditions must obtain.
One of my main contentions is that some kind of mapping—specifically a homo-
morphism (see below)—between structures abstracted from the target and the
representor is a necessary condition—but certainly not sufficient—for representa-
tion to occur. On this point at least, I agree with the so-called “structural” or
“informational” accounts of representation defended by Suppes (1967, 2002), Da
Costa and French (2003), Bartels (2005, 2006) and Chakravartty (2010), among
others.

Now, one of the most important claims made by van Fraassen is that there are no
properties of a thing which make it ipso facto a representor of a specific target. On
this, he approvingly quotes Nelson Goodman:

The most naïve view of representation might perhaps be put something like this: “A
represents B if and only if A appreciably resembles B”. Vestiges of this view, with assorted
refinements, persist in most writing on representation. Yet more error could hardly be
compressed into so short a formula. (Goodman 1976: 3–4) (van Fraassen 2008, p. 11)

Certainly, both Goodman and van Fraassen are right on this. We could use a
photograph of the Atomium in Brussels to represent the Eiffel tower in Paris provided
we make explicit some conventions which would obviously depart from the con-
ventions implicitly agreed upon in our culture when we look at a postcard. Success in
representing a target depends on specifying a code, be it implicit or explicit. But what
is a code? A code is a mapping which institutes a correspondence between some
characteristics of a representor and some characteristics of its target. So, “czmfdq”
written on a piece of paper can represent the word “danger” given a certain code
(which I leave for the reader to find as an exercise…). True, a different code could
have been used so that “czmfdq” represents “change” (another exercise…).

Thus, van Fraassen states what he calls the Hauptsatz of his approach to
representation:

There is no representation except in the sense that some things are used, made, or taken, to
represent some things as thus or so. (van Fraassen 2008, p. 23)

Success in representing a target then presupposes a mapping between selected
relevant ingredients of whatever thing you like to use as a representing artefact and
selected ingredients of an intended targeted thing. Once the code has been insti-
tuted, some things acquire the status of representors and other things the status of
represented targets. Of course, some artefacts and codes are more manageable and
practical than others for representing some targets. But this is not the point. The
point is that the code is external to an artefact: it is brought from outside to bestow
on a thing the role of a representing artefact. And this is why the representor
deserves to be called an “artefact” even if it is a natural object such as a shell or a
pebble collected on a beach.

Since the code is external to the thing used as a representor, the success of a
representation does not have to trade on some resemblance between the representor
R and its target T. Resemblance or likeness can certainly play a representational
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role in some cases such as pictures and portraits, but this happens because it has
been freely decided and agreed upon that some colour or shape in the representor is
relevant for representing a given target. More generally there are no inner properties
of a thing or relations between its parts that make it ipso facto the representor of a
specific target. Consequently, anything can be used to represent anything (van
Fraassen 2008, p. 23).

Technically the code is stipulated by a specific mapping between structures
extracted by abstraction from the target and the representing artefact. Thus, except
in pure mathematics, the target and its representor are not structures; they are
concrete things (whether imagined or real). For representation to occur, the user
must select some elements and relations among them in order to construct relational
structures.

Now, following Dunn and Hardegree (2001) (thereafter D&H) let us give some
definitions. A relational structure2 A is a couple of two ingredients: a domain A of
individual elements and a family 〈Ri〉 of relations on A. For some natural number n,
a n-place relation Ri or a relation Ri of degree n is a set of n-tuples of elements of
A (D&H, p. 10).3

Take two (relational) structures A = 〈A, Ri〉 and B = 〈B, Si〉. A homomorphism
from A to B is any function h from A into B satisfying the following condition for
each.

ðST) If a1;. . .; an
� � 2 Ri; then hða1Þ. . .; hðanÞh i 2 Si

In this case, the homomorphic function h achieves a structural transfer
(ST) from A to B.

(ST) does not require that h is surjective. We say that B is a homomorphic image
of A if there exists a homomorphism from A to B that is onto B [in symbols B = h*

(A)].4 A function h maps A onto B if for every b 2 B there exists an a in A such that
h(a) = b. (Ibidem, p. 15) In other words, h is surjective. If h is also injective and
thus bijective, then we have an isomorphism.

Suppes (2002, p. 56) uses a stronger definition of homomorphism since he
replaces (ST) above by:

ðPSÞha1;. . .; ani 2 Ri if and only if hhða1Þ. . .; hðanÞi 2 Si

2We use bold font to refer to structures, e.g. A, and italic to denote the domains, e.g. A.
3If some of the elements belonging to the domains do not stand in any relation, we have what Da
Costa and French call a “partial structure” (2003, p. 19).
4Dunn and Hardegree give the definition for similar structures, namely structures of the same type,
that is, whose families of degrees of their respective relations are the same (p. 10). Our philo-
sophical discussion will implicitly be restricted to representations which involve structures of the
same type. For example, two structures which contain only one-place relations (properties) and
two-place relations are similar.
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Suppes remarks that a weaker notion of homomorphism is generally used in
algebra (this weaker definition is the one provided with (ST) by Dunn and
Hardegree). “However (…) in the philosophy of science, the definition here used is
more satisfactory” (Suppes 2002, p. 58, Footnote 5).

The further condition adduced by Suppes is what D&H call absolute
faithfulness.5

A homomorphism h from A to B is absolutely faithful if for each i

ðAF) If hhða1Þ. . .; hðanÞi 2 Si; thenha1;. . .; ani 2 Ri

Take the simple example of two structures A and B with their respective
domains

A = {a1, a2} and B = {b1, b2} and two 2-place relations R and S on A and
B respectively.

A = 〈A, R〉 and B = 〈B, S〉 are homomorphic according to (PS) if and only if
there is a function h such that:

1. The domain of h is A and the range of h is B. h: A → B
2. h is surjective
3. If x1 and x2 are in A then x1Rx2 if and only if h(x1)Sh(x2) (Suppes 2002, p. 56).

In a discussion of representation it is useful to introduce a weaker notion of
fidelity, which D&H call minimal fidelity.

A homomorphism h from A to B is minimally faithful if for each i
(MF) If b1,…,bn are in the range of h, then if 〈b1,…,bn〉 2 Si, then there are

elements a1, …,an 2 A such that h(a1) = b1 …, h(an) = bn, and < a1, …,an > 2 Ri .
(Dunn and Hardegree 2001, p. 16).

Thus, minimal fidelity requires that the image has no “gratuitous” structure but
contains only the amount of structure necessary for the structure of the source to be
transferred to the image. “Beyond the structure required by the structural transfer
condition, the image has no further structure.” (Dunn and Hardegree 2001, p. 16).

In mathematics all is well and clear. But in representational acts, we use concrete
representors to represent concrete targets. It is thus important to distinguish, as we
said above, concrete things on the one hand, and the structures we abstract from
them to perform representations on the other hand. In accordance with what is
called the “structural account of representation” I will defend that in order to use a
thing, a representor, to represent another thing, its target, we must establish a
minimally faithful homomorphism between structures which we selectively abstract
from the target and its representor. Before I do that, some further formal obser-
vations are in order.

The notion of isomorphism is very weak. It only requires that the two domains
A and B have the same number of elements (cf. Newman’s theorem). The relations

5A structure can be a faithful homomorphic image of another structure, without being accurate or
exact. We come back to this important point below.
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on the two domains can be very different. A relation such as “x is higher than y” can
correspond to the relation “x is brighter than y” or ‘x is stronger than y’ and so on.
Remember that anything can be used to represent anything… Yet, the relation of
isomorphism between two structures has some formal properties, namely symme-
try, transitivity and reflexivity, which are independent of the specific relations in the
respective structures. Certainly, as it has often been observed, representation cannot
be reduced to isomorphism, since representation is not symmetric, not reflexive and
not transitive. Asymmetry for example, must come from outside by means of a
referential action: the agent uses the representor with the intention of representing a
given target and not the other way around.6

The definition of homomorphism is a weakening of the definition of isomor-
phism. Whereas isomorphism has to be bijective (one-one), a homomorphism is a
surjective (many-one) and not an injective mapping. The standard example is a
two-dimensional photograph which represents a three-dimensional subject. A set of
elements of the three-dimensional object is sent by the function h to only one
element of the two-dimensional picture. Moreover, not all characteristics of the
target are sent to elements of the picture. For example, colour is not taken into
account in the representor in the case of a black and white picture. “Going to the
subject to its image involves (so to speak) compressing the three-dimensional
subject into two dimensions” (Dunn and Hardegree 2001, p. 15). Homomorphism is
not symmetric and not reflexive. However, representation cannot be reduced to the
establishment of a homomorphic function between a targeted structure and its
representor, if only because representational success necessitates a prior referential
intentional act.

Given this, I maintain that what is called “mistargeting” (Suárez 2003; Pero and
Suárez 2015) amounts to incorrect representation of an intended target. Intuitively,
mistargeting is to take the representor to represent target T when in fact the rep-
resentor represents target U, which is distinct of T. How can this happen? First of
all, we must never lose sight of the fact that representing is an action performed by a
user or agent. The user must identify what she intends to represent. And what she
intends to represent is in the first place a thing, a concrete object which can be
identified in a referential act. Typically, the user identifies some specific properties
allegedly belonging to the intended target, thereby presupposing the truth of some
predicative statements attributing these properties to it. Ostension is not enough in
most contexts to convey to others what the user is referring to. At this stage, we do
not have representation yet but denotation only. This is not the place to discuss the
various philosophical theories of reference, and I will assume that reference is by
and large unproblematic for common observable things.

Thus suppose I intend to represent my desk, that is, an object which is used to
write, say. Certainly, in order to construct a representation of my desk under some

6On this I disagree with Bartels (2006, p. 12) who claims that “causal relations” between two
things, such as between an object and a photograph of it, can play a role in determining the
direction, and thus the asymmetry, of a representation. The asymmetry is determined by the
intention of the user only.
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perspective or point of view, I must point out some of its properties which, for some
reason, I consider to be of interest or relevant. I have several options. Suppose I
wish to construct a geometrical representation. Then, I assume that the desktop has,
say, a circular shape. In other words, I suppose that the proposition “The top surface
of the desk has a circular shape” is true. I might be wrong about that. Perhaps, my
desktop doesn’t have a circular shape. And I assume the truth of other propositions
of this kind. Then I draw a geometrical picture (with a circle in it) of my desk and
claim: this picture represents my desk. Then I show the picture to my friend Lucy
who, without having seen my desk, says: this is not a picture of a desk, but the
picture of a table. Desks are not circular, but tables can be, so she argues.

Does this remark show that I have misrepresented my desk in the sense of
mistargeting it? No, not in my regimented use of the word “representation”.
Identification of a target rests on an intentional referring action, which is not a
representational action. Such referring act is independent of the kind of homo-
morphism I will establish to construct a representation of the target I referred to, and
on this I agree with Suárez. However, in order to be able to speak of a represen-
tation of a specific target I necessarily must attribute (rightly or wrongly) properties
to the target, which will be put in correspondence with properties of the representor
by some homomorphism. If not, we have denotation only and not representation
yet. If Lucy claims that the picture represents a table and not a desk, she says so
because she relies on conventions which are a matter of course in some cultural
milieu (ours…). Equivalently, she presupposes the truth of some other propositions
than the ones I have been using in constructing my representation of the desk. If she
is right, then I have misrepresented the desk in the sense that I have incorrectly
represented it, but it is still a (wrong) representation of my desk and not of
something else.

Goodman (1976) and van Fraassen (2008) mention the example of “the painting
of the Duke of Wellington which everybody agreed resembled the Duke’s brother
much better” (van Fraassen 2008, p. 19). If a user bestows to the painting the role of
representing the Duke of Wellington by a referential intentional action, the painting
does indeed represent the Duke of Wellington (and not his brother). Further, suc-
cess in representing relies on an established a minimally faithful homomorphism
between some structure abstracted from the target and some structure abstracted
from the painting. It might be true that the painting misrepresents the Duke of
Wellington. But such a judgement relies on the supposed truth of some predicative
statements or assertions. For example, the Duke’s brother has some specific facial
features and these features correspond to shapes and colours in the portrait which
resemble the Duke’s brother features according to our implicitly accepted codes
better than the Duke’s himself.

Thus, mistargetting cannot be, as Pero & Suárez claims, using a model “as a
representation of a system or object that is not intended for” (2015), since the target
is determined by an intentional referring action. What can happen, of course, is that
the user employs a model which incorrectly represents its intended target. But in
order to make such a claim representation must occur in the first place and this
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necessarily involves the establishment of some homomorphism by the user as will
be further explained below.

So far, we have reached three important conclusions. The successful identifi-
cation of a target of a representation is achieved firstly by a referential action which
isolates what the user intends to represent by picking out some properties allegedly
belonging to the concrete target. At this stage, we do not have representation yet,
but only reference. Next, the user must establish some homomorphism between a
selected structure abstracted from the concrete target and a structure abstracted from
the representor, thereby specifying a code. Only then can we speak of represen-
tation, and not mere denotation. However, and this is the third conclusion, although
there are no intrinsic properties of a thing which impose its use as a representor of a
specific target, representors and their targets do possess characteristics indepen-
dently of their possible selection to play a representational role in some context.
Some predicative statements assert that representors and their targets (whether the
latter are real or imagined) possess specific characteristics, truly or wrongly.

2 Success in Representing a Target as Such and Such

Users aim at representing a target as having some properties. In science, when a
model (representor) is proposed by a scientist, it is put forward as adequate, at least
possibly so. Even if scientific models are structures (specifically, they are relational
structures of properties: see below) they implicitly convey some claims about the
properties possessed by their targets. However, and I wish to insist on this, models
and statements belong to different categories. It would be a category mistake to say
that a model is true or false; only statements can be true or false. Thus, only
statements permit to ground inference, that is, a reasoning which goes step by step
from one statement to another according to a rule. If models can perform an
inferential function (as contended by Suárez 2004) it is because the user realizes
that the success of the model relies on the supposed truth of some statements.

Let us look more closely at this through one of van Fraassen’s examples, namely
the caricature of Margaret Thatcher as draconian (van Fraassen 2008, pp. 13–15).
For the caricature to function as a representor of Margaret Thatcher its target must
first be identified. In this case, the identification of the target is not achieved by
means of an ostensive act, but the referential intention is sustained by statements,
which are supposed to be true by the user and which assert that Mrs.T. has specific
physical traits.7 Some of her facial features are mapped by means of a homomor-
phism into some corresponding parts of the caricature (representor) which preserve
some spatial relations, for example the relation that her mouth is below her nose.
The spatial arrangement of selected elements of Mrs. Thatcher’s visage resembles

7Again, a user could use the so-called caricature of Mrs. Thatcher to represent Bismarck say, by
means of another referential action.
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the spatial relations of the corresponding selected elements in a structure extracted
by the agent from the caricature. In a certain context C, the user U of the caricature
takes it as a representator R of the target T, namely Mrs. T. So, a representation is a
four place relation. It is not a two place relation between a representor and a target.
There is no inner structure of the caricature that necessarily makes it a caricature of
Mrs. T. The thing which we take as a caricature by relying on implicit conventions
and codes could have been used to represent anything else.

Yet, it certainly is true that the caricature-thing does possess some properties.
These facts can be expressed by predicative statements such as “This part of the
picture resembles a nose”. On the other hand, it is also true that Mrs. Thatcher does
have a nose of a certain form and facts like these can also be described by true
predicative statements. To achieve the identification of a represented—and not only
denoted—target, the user must institute some kind of mapping between a referent or
target and its purported representor. Such mapping is called the “representational
function” and is a homomorphism (many-one correspondence) because it preserves
the structure or the form which we—the users—consider relevant. Of course, an
infinite number of mappings between a given thing and another thing could be
generated but each mapping must be based on a selection of properties and structures
which do belong to the things involved in a representational correspondence.

A representation is an action which is performed with a certain aim in sight. In
the example of the caricature of Mrs. Thatcher, the aim of the caricaturist is this:
whoever appropriates the representor and knows the code will understand that the
target is Mrs. T. and will use it as representing her as draconian. Moreover, the user
is supposed to laugh. The caricaturist certainly surmises that Mrs. T. is draconian,
otherwise this other intended aim would not be reached. But success in representing
Mrs. T. as draconian does not depend on whether she was in fact draconian or not.

Suppose now that I have never heard of Mrs. Thatcher and that I happen to have
a neighbour whose name is Grace and resembles her very much. Then, when
looking at the drawing, and given the context and the codes implicitly in place, I
will appropriate the drawing and make it a representor of Grace as draconian, even
if she is a very gentle and amiable person. My referential act will attribute a referent
distinct from Mrs. T., but I will represent my target in the same way, namely as
draconian, given the mapping and the code implicitly in operation.

van Fraassen insists that representational success of Mrs. T. as draconian is
achieved because of the distortion of some of Mrs. Thatcher’s features into some
properties of a mythical animal—a dragon—which western legends portray as
mean and mischievous. In a caricature some exaggeration must be present… The
distortion, which is necessary to represent the target as having some property,
entails that representation here is a misrepresentation, as van Fraassen contends.
Obviously, we all know that Mrs. T. did not physically resemble a dragon. Thus,
the qualification of the caricature as a misrepresentation rests on the improbable
situation in which a user would believe in the truth of some statements attributing to
Mrs. T. facial properties resembling the ones attributed to dragons. Yet, the cari-
caturist manages to represent Mrs. T. as draconian by means of a mapping between
some features of imaginary dragons and some parts of the caricature. Again,
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establishing a homomorphism is necessary in order to attain the caricaturist’s goal.
The distortion of some of Mrs. T.’s physical traits into a dragon’s features allows an
user who knows the code to understand that the caricature is meant to attribute
(rightly or wrongly) to Mrs. Thatcher’s specific psychological characteristics which
in our culture are associated with dragons.

Also in this example, the success of the representation rests on the supposed
truth of statements attributing properties to Mrs. T. and dragons, and a homo-
morphic mapping between properties which bestows to the artefact its representa-
tional function. Specifically, the spatial relations between some colours and shapes
of an imagined dragon are put into correspondence with some colours and shapes in
the caricature. On the basis of statements supposed to be true in some context, a
user might take as true a statement attributing to the caricaturist a specific intention.
The user may also attribute a psychological property to the target, which is the
relation of possession between a property and its bearer, specifically between the
property D (draconian) and the target T (Mrs. T.). More generally, I submit that the
institution of some homomorphism between the purported target and the repre-
sentor is a necessary condition for the success of a representation, even if resem-
blance is not. I call this necessary, but not sufficient, condition of success
“structural similarity”. (Structural similarity is not to be confused with resemblance
or likeness.)

This is not to say that a representation is a form of predicative act (Ghins 2010).
The caricature of Mrs. Thatcher is not a statement which could be true or false.
True, as Goodman and van Fraassen contend, we could interpret the caricature as
predicating a psychological trait to the target. But this would be an external
ingredient added to the representation. Since representing is an action, the cate-
gories of true or false are not applicable; only success and failure are. To succeed in
representing a target as such and such is independent of the physical existence of
the target or its actually having such and such properties. If we add a cross or
a green flag in a representor to indicate that it is meant to convey correct infor-
mation about the target, this move is tantamount to constructing another artefact
which would require a new act of appropriation by a user.

On the other hand, success in representing a target as such and such presupposes
the assumed truth of some predicative statements about the target and other entities,
as we saw. But predicating is not representing. Granted, predicating is also an
action. It consists in attributing a property to an identified subject, which can be
called the “target” of the predicating action if you wish. The result of such an action
is the production of a statement of the form “S is P”. But a statement is not a
representation (Ghins 2010, 2011). First, because it states that some situation or
state of affairs obtains. It is an assertion. It then possesses an illocutionary force,
namely an assertive force, which is a characteristic representations lack. If I intend
to assert that a portrait is beautiful by drawing a cross on it, I only have manu-
factured another artefact which is deprived of any illocutionary force. The second
reason why to predicate is not to represent is that a statement needn’t exhibit some
structural similarity with a possible state of affairs which would make it true to
perform its function, which is to assert that some state of affairs obtains.
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Granted, it is always possible to use a sentence sign, written or spoken, as a
representation, since anything could be used as a representor by attributing a rep-
resentative role to it. In doing so, we represent but do not assert. Famously,
Wittgenstein’s picture theory of meaning developed in his Tractatus mainly
foundered on its inability to account for any kind of illocutionary force because it
attempted to reduce meaning to structural similarity (see Ghins 2011). In the
Tractatus a proposition is meaningful if and only if there is a isomorphism between
its components (called “names”) and the components (called “objects”) of a pos-
sible state of affairs the existence of which makes the proposition true. Such iso-
morphism was supposed to preserve the logical form common to the proposition
and the possible state of affairs it represents.

If some instituted structural similarity between a representing artefact and its
target is taken to be a necessary condition for the success of a representation, then
statements do not represent. Thus, language does not represent the world, according
to this restricted, regimented sense of representation. Although I maintain that there
is some kind of correspondence between statements and facts when they are true
(see below) such correspondence cannot be construed as structural similarity and, as
a consequence, is not representational.

3 Success in Adequately Representing the Identified
Target

Scientists aim at constructing models which adequately represent at least observable
phenomena. But scientists are not the only ones who strive to construct correct
representations. A map user relies on the information that he manages to extract
from a particular artefact in order to find his way. This is what Micronesian nav-
igators did when they used artefacts such as this one8:

8Meyer (1995, p. 616, Fig. 709). The map is part of the collection of the Linden-Museum in
Stuttgart. I wish to thank Anthony Meyer and Dr. Ingrid Heermann, curator of the Oceanic art
section of the Linden-Museum for their kind authorization to reproduce this photograph. [I here
revisit an example discussed in Ghins (2011)].
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To gather correct, and therefore useful, information from this artefact I must
know the code, which is external to it. But this Micronesian object has internal
properties: it is made of wooden sticks bound together by knots and shells. The
environment specifies which properties are pertinent to navigation, such as domi-
nant winds, sea currents, stars, locations of the islands etc. But to make good
purpose of this object as a map, I must know the code, i.e. the kind of homo-
morphism between the properties of the target which the map manufacturer
intended to convey to a potential sailor and the properties of the artefact.
Equivalently, I must know which relevant statements the craftsman took to be true,
such as: With respect to island I current C flows in the direction of the polar star.

In order to make efficient use of this navigational map, a sailor must also locate
himself with respect to the map. A map in itself is “impersonal” in the sense that it
can be read by different people at several locations. Localization involves both
position and orientation. If I locate myself erroneously on the map, I will be unable
to utter correct statements such as: sailing in direction D will get me to island I.
Adequate use of the map presupposes the truth of an indexical statement which
says: I am here on the map.

As far as correctness is concerned, we reach the same conclusions as above when
we discussed success in identifying a target and in representing the target as such
and such. Correct information about the target can be gathered by the user only
when he brings in information which does not belong to the artefact itself and
which typically is expressed by assertions about—monadic or structural—proper-
ties of its target and characteristics of the context. It is not sufficient for the map to
be a “faithful homomorphic image” of the target, since the Micronesian artefact
does not have an inner structure that makes it ipso facto a maritime map, let alone a
correct one. It could be used to represent the lamp on my desk, and still be, given
some instituted homomorphism, a faithful image of it, and even an incorrect or
inexact one. If I take the spatial relation of the bulb and the plug of my lamp to
correspond to the spatial coincidence of a specific shell with the intersection of
wooden sticks, then my representation is incorrect, albeit faithful in the technical
sense defined above.

Successful utilization of a map necessitates that the traveller manages to handle
it as a tool for collecting correct information about what is pertinent in its envi-
ronment relatively to the aim pursued, namely reaching a specific destination. This
presupposes that the traveller is able to use the map in order to formulate some true
statements about the location of selected elements of his environment as well as the
spatial relations among them. Given this, and also by correctly positioning himself
on the map, he will be able to infer the truth of some other statements on the right
way to safely arrive at his chosen destination.

At each of the three stages of the representational activity (identification of the
target, representing it as such and such and representing it correctly in some
respects), the user adopts some standpoint or perspective on what she aims at
representing. Selection of a concrete target and its relevant properties is crucial at
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each stage. Selecting implies neglecting. Traditionally, such a way of proceeding
has been called “abstraction”. In what follows, I will briefly examine the way in
which abstraction operates in scientific representation.

4 Scientific Representation

Examining representing practices in various domains such as caricature and travel,
as van Fraassen does, is supposed to shed light on the way representation works in
science. Scientific activity starts with what I call an “original”, “inaugural” or
“primary” abstraction (Ghins 2010, p. 530), which consists in looking at phe-
nomena as systems, that is, sets of properties standing in some relations. The poet
looks at the night sky as a magnificent whole and expresses the awe it inspires in
beautifully sounding words. The religious person sees the celestial vault as the work
of God. Both attitudes are holistic. By embracing them, the poet and the religious
see the sky as a unified totality with which they attempt to personally and closely
connect in a particular way. The scientist, on the contrary, adopts an objective
attitude and sets himself at a distance from the phenomena by seeing them as
systems. Such systems are not only posited as external to the scientist but are
estranged from his human nature as a person.9

In performing an original abstraction, an astronomer intentionally isolates in the
sky luminous spots which move relatively to other apparently stable bright points.
He calls the former “planets” and the latter “stars”. Planets are identified by their
properties of brightness and motion. Then, in a next abstracting move, the
astronomer decides to take orbital periods (the durations of the complete revolutions
of planets) and apparent distances to the Sun as the relevant properties of interest.
This second abstracting move, which actually occurs simultaneously with the first, I
call the “secondary abstraction”. The observed properties of orbital periods and
distances to the Sun can be organized in a system by means of an ordering relation.
The orbital period of a planet is proportional to its distance to the Sun. The
astronomer has then constructed a system of properties organized by relations
which I call a “phenomenal structure”.

In science, the properties of interest usually are susceptible of being quantified.
This is the case of course for orbital periods and distances to the Sun. Whereas the
phenomenal structure is constructed on the basis of crude observations, a data
model is a structure of carefully measured properties. Since the data model and the
phenomenal structure are both systems of properties organized by relations, a
homomorphism can be instituted between them. Such a homomorphism is a rep-
resentational function which captures the intended structural similarity between the
target—the phenomenal structure and its representor—the data model.

9For a presentation of the distinction between the holistic and the objective attitudes, see Ghins
(2009). The scientific objective attitude is extensively discussed by van Fraassen (2002).
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“Target” is thus an ambiguous word. On the one hand, it refers to concrete
objects, e.g. the planets and their successive positions, which are observable phe-
nomena. On the other hand, it denotes the phenomenal structure which has been
abstracted from phenomena. Thus, it would be useful to use different words, namely
“concrete target” and “targeted structure” to refer to the former and the latter,
respectively. As van Fraassen rightly stresses, observable phenomena are not
abstract. Instead, they are concrete entities. He is very clear about this:

“Phenomena will be observable entities (objects, events, processes). Thus ‘ob-
servable phenomenon’ is redundant (…) Appearances will be the contents of
observation or measurement outcomes.” (van Fraassen 2008, p. 20).

Thus, the concrete phenomenal targets are the planets but these are represented
as having some abstracted properties organized into a structure of appearances,
namely the phenomenal structure, of which the data model is a homomorphic
image. A data model also is a structure of appearances according to van Fraassen’s
terminology. In my regimented use of the word “representation”, success is
achieved only when some homomorphism has been established by a user between
what is represented and the representor. Therefore, only systems or structures can
be represented by other structures or systems. The concrete system is represented in
a derivative sense only. Strictly speaking the concrete target is not represented but
denoted or referred to by the representor, i.e. the data model. What is represented by
the data model, namely the phenomenal targeted structure, also denotes or desig-
nates the concrete target.

Notice that the scientist can succeed in representing a planetary system as having
specific properties even it does not actually possess these properties, such as being
inhabited by intelligent beings like Martians. Of course, scientists aim at con-
structing models of properties which are actually possessed by concrete phenom-
ena. Individual planets are observationally identified by means of visual properties.
Having done this, an astronomer attempts to represent their arrangement with
respect to some relevant properties which are abstracted from them, such as an
orbital period and a distance to the Sun. Of course, a scientist might err in
attributing to planets characteristics they do not possess, such as producing musical
notes as the Pythagoreans believed.

Constructing a data model the domain of which only contains properties which
belong to concrete phenomena is not sufficient for the data model to be accurate.
The institution of a representational function between the data model and the
phenomenal structure is not sufficient either. Just imagine that a systematic error has
occurred when measuring some property. Then, the representational function will
be in place, but the data model wouldn’t be adequate. Faithfulness does not imply
correctness. We fall back to the same point: the correctness or adequacy of a model
rests on the truth of predicative statements. If the properties organized in the rep-
resentor, the data model, do not belong to the concrete target, the representation is
inaccurate.

Scientists do not stop at the level of data models in their representational activity.
As van Fraassen says, they manage to embed the data in theoretical structures
which provide a unifying view of the domain, deliver explanations and satisfy some
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useful aims, such as permitting the calculation of future data in a deterministic way
(van Fraassen 2008, pp. 36–37). Embedding phenomena means constructing the-
oretical models which contain, in a minimal set-theoretical sense, empirical sub-
structures homomorphic to data models, or surface models [which are smoothed out
data models (van Fraassen 2008, p. 143)]. Since empirical substructures are sub-
structures of theoretical models, they are theoretical as well. Phenomena can be said
to be embedded in a theory to the extent that an accurate data model is homo-
morphic to an empirical substructure of the theory. The overall situation can be
summarized in the following table:

Real phenomena
@ Inaugural abstraction: system of properties

Secondary abstraction: selection of properties
Phenomenal structure: appearances (crude naked eye observations)
↓ Homomorphism: representational function
Data model—Surface model: appearances (measurement results)
↓ Homomorphism
Empirical substructure
\ Set theoretical inclusion
Theoretical models: embedding the phenomena.

5 The “Loss of Reality” Objection

Since phenomenal structures and data models are abstract structures, how can we
use them to represent concrete targets? Stricto sensu, as we saw above, represen-
tation is successful only if a homomorphism has been established between a tar-
geted structure and a representor, which is also seen as a relational structure.
Structural similarity is an essential condition for the success of a representation. If
this is so, a wide gap opens between the representing artefacts and the concrete
targets we aim to represent.

How can an abstract entity, such as a mathematical structure, represent something that is not
abstract, something in nature? (van Fraassen 2008, p. 240)

Such question echoes the problem faced by the founding fathers of modern
science, such as Descartes, who were at pains to prove that our mental geometrical
representations or ideas adequately represent external realities. Surely, some dis-
tancing from the things immediately given in perception was the price to pay to
achieve the mathematizing of the world. The objective attitude essentially consists
in seeing a thing as a system, i.e. as a domain of properties standing in mathematical
relations. Then, a mathematical representation becomes possible because targets are
systems which are structures just as mathematical representations are. Initially, at
the birth of modern science, things were not only seen as mechanisms but identified
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with mechanisms, namely systems of geometrical parts in relative spatial motions
which could accurately be represented by geometrical ideas.

For the philosophers of modern times, to know is to represent. Once this epis-
temological posture had been embraced, a wedge was driven between our ideas and
the real things in the world. While mathematical ideas are structures, concrete
things—phenomena—are not. The latter certainly cannot be reduced to mechanisms
as the initiators of modern science believed. Moreover, they cannot even be
identified with any kind of single system because the same thing can be seen as a
different system, depending on the perspective adopted. If a thing could be reduced
to a unique system, there wouldn’t be any difficulty to represent it, because both the
target and its representor would belong to the same category: the category of
systems.

What I call the “idealistic predicament” consists precisely in the quandary of
bridging the gap between our abstract mathematical structures and concrete things.
This is not the place to look at the diverse sophisticated ways scientists and
philosophers since Galileo and Descartes grappled with this issue, yet without
reaching any satisfactory solution. I just want to submit that the loss of reality
objection is a revival of the idealistic predicament clad in a new garment. This
objection brings back an ancient difficulty which takes its roots in what Michel
Foucault appropriately named the épistèmè de la représentation.

Surely, van Fraassen is right to insist that scientific models are not mental ideas.

I will have no truck with mental representation, in any sense. [This] view (…) has nothing
to contribute to our understanding of scientific representation—not to mention that it threw
some of the discussion then back into the Cartesian problem of the external world, to no
good purpose. (2008, pp. 16–17)

However, the model-theoretic approach to theories emphasizes that theories are
foremost classes of models. If this is so, the cognitive role is mainly carried out by
models and their representational function. If models “take centre stage” as van
Fraassen puts it (1980, p. 44) statements are relegated behind the scene and carry
less cognitive weight.

So, how does van Fraassen address the “loss of reality objection”? As a genuine
empiricist, it is natural for him to resort to pragmatics. His answer is simple but
quite ingenious.

For us the claims:
(A) that the theory is adequate to the phenomenon
(B) that it is adequate to the phenomenon as represented, i.e. as represented by us are the
same! (2008, p. 259)

The claims (A) and (B) are both assertions made by the user who aims at
representing a targeted concrete phenomenon by means of a representing artefact, a
theory in this case. Certainly, I cannot assert (A) without also asserting (B) since
claiming that a theory—a model—is adequate to a given phenomenon, is tanta-
mount to saying that it contains an empirical substructure that is homomorphic to a
data model containing measurement results, i.e. numerical properties supposedly
carefully gathered from the phenomenon. Representation always is indexical. It is
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impossible for me to climb on some kind of overarching platform from which I
could contemplate phenomena on the one hand and my model on the other hand in
order to compare them and check whether they correctly match. A godlike point of
view or a view from anywhere, which would bracket my own perspective, lies
beyond our reach.

van Fraassen’s contention can be reformulated at a more basic level in the
following way:

For us the claims:
(A′) that the phenomenal structure is adequate to the phenomenon
(B′) that it is adequate to the phenomenon as represented, i.e. as represented by us, are the
same!

Quite remarkably, van Fraassen offers his pragmatic move not as a solution but
as a dissolution of the loss of reality objection. Given the unavoidability of the
indexical ingredient in any representational activity, it makes no sense for him to
ask if a proposed model hits on something external. Such external reality would be
a metaphysical posit, devoid of empirical meaning. If this kind of ding an sich
exists, a possibility which is not excluded after all, it is definitely beyond our ken.

6 The Loss of Reality Objection Solved

I agree with van Fraassen that denying (B′) while asserting (A′) would be a
pragmatic inconsistency. It would be tantamount for me to assert “p is true” and at
the same time say “I don’t believe p” (van Fraassen 2008, p. 212). But the main
question is the following: what reasons do I have to believe that a model correctly
represents a concrete target? Pragmatically, if I subscribe to the representational
way of knowing, there is no way to deny that I represent the concrete target when I
claim that my representation is adequate to it.

At this point, two questions can be raised. First, what does it mean for a model to
represent a concrete entity? Second, what reasons do we have to believe that the
concrete target is adequately represented?

First, as I emphasized, adequacy relies on the truth of some predicative state-
ments which assert that planets, for example, possess some specific quantitative
properties such as an orbital period of a certain value. Although van Fraassen
doesn’t give pre-eminence to statements, he acknowledges that adequacy rests on
the truth of some claims.

To offer something X as a representation of Y as F involves making claims about Y, and the
adequacy of the representation hinges on the truth of those claims, but that point does not
put us in the clutches of a metaphysics of ‘truth makers’. (2010a, b, pp. 513–514)

Unlike van Fraassen, I maintain that true statements do have truth-makers,
namely facts which make them true, and that there is some sort of correspondence
between facts and true statements. For example, it is a fact that planets are in motion
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and this fact can be ascertained by simple observation. The strongest argument in
favour of a correspondence view (not a theory) of truth, is our experience of error,
when we are forced to change some of our beliefs when confronted to new evi-
dence. In such occasions, we realize that there are facts external to us, which we
don’t control and exist independently of our wishes, language and models. There is
no need to resort to a metaphysics of things in themselves to account for this quite
common experience. The occurrence of some facts can be ascertained on the basis
of immediate perceptual experience, while not eliminating any risk of error.

Admittedly, I am unable to explicate in what consists the correspondence
between statements and their truth-makers. Such an explication could perhaps be
provided by a full-fledged correspondence theory of truth which would detail the
characteristics of such correspondence. As we saw above, a famous example of a
(failed) correspondence theory of truth is given in Wittgenstein’s Tractatus. To my
knowledge, no satisfactory correspondence theory of truth has been devised so far.
But this situation, doesn’t prevent us to defend a minimal correspondence view of
truth, which makes the quite limited claim that some kind of correspondence
obtains between the facts and the statements they make true, while remaining silent
on the exact nature of such correspondence.

Since van Fraassen subscribes to a deflationary theory of truth, he cannot rely on
the truth of statements to warrant that our adequate representations do represent our
intended targets. For a deflationist to say that “snow is white” is true is simply to
assert that snow is white. That is all there is to it, and there is no need to gloss on
what truth is and the specific relation, should there be one, between an assertion and
a fact. Searching the nature of truth is a will-o’-the-wisp. But if we do gloss (just a
little bit) on the relation between statements and facts, simply by claiming that there
is a truth-maker, a fact, which is external and independent of what we may assert
about it, then we are in a position to identify the concrete target of our represen-
tations. The concrete target is just what we talk about, namely the things to which
we attribute some properties in an act of predication resulting in a statement. Again,
to admit the existence of truth-makers doesn’t commit us to a lofty metaphysics
remote from perceptual experience, but to facts to which we have epistemic access
in perception, independently of our wishes, language and modelling activity.

A correspondence view of truth is part and parcel of a realist position in epis-
temology, already at the empirical level. (In this paper, I leave aside the issue of the
existence of unobservable entities posited by some scientific theories.) On the
contrary, a deflationary theory of truth implies the following:

Asserting Snow is white means the same thing as asserting that “Snow is white”
is true.

Certainly, pragmatically if we assert that snow is white, we must also assert that
“snow is white” is true, as Tarski instructed us a while ago. But the two statements
do not have the same meaning, contrary to what the deflationary theory of truth
claims. If we accept this, we are invited to tell what the word ‘true’ means.
According to the correspondence view it means that there is some relation between
a statement and something distinct from it, namely its truthmaker. If this is correct,
a true predicative statement identifies what it talks about—its target—without
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ambiguity by mentioning some of its properties. Then, some of its other properties
can be employed to construct representors and models as I explained above in the
example of the planetary system.

The loss of reality objection is solved because true predicative statements pro-
vide firm ground of contact with the concrete targets from which our representa-
tions are constructed. Predication is not representation however. When I attribute a
property to a thing, I do not represent the thing as having a property. I simply
attribute a property (rightly or wrongly) to the concrete targeted thing.
Representation proceeds next in organizing properties in systems, structures and
models. If a representation succeeds in representing a concrete entity it is only
derivatively so, since its success is parasitic on the truth of predicative statements
which hit on targets in their concreteness. Abstract representors are organized sets
of properties supposedly pertaining to concrete targets (whether fictional or real).

Now, to briefly address the second question raised above, let us simply point out
that the adequacy of a representation depends on the possession by the target of the
properties involved in the representational activity. In the example of the planetary
motions, an astronomical model is adequate if we have reasons to believe that
planets have the properties used to construct the model and that these properties are
arranged in the planetary system in a way which is correctly and structurally similar
to the way the corresponding elements in the model are. This is all.

Is such a solution of the loss of reality objection committed to the view that there
is some unique fundamental structure in the world which somehow “carves nature
at its joints” just as the mechanistic conception of nature of modern times assumed?
No, not at all.

Although the scientist certainly carves a targeted phenomenon into properties
that belong to it (at least he so believes), he always operates from a certain point of
view and accepts that there are other ways to look at the phenomenon. If he is
correct in doing so, predicative statements attributing properties and relations
among them are true. In this limited sense, there is some structure intrinsic to the
phenomenon that is capable of being represented by a user. However, there is no
inner structure in a phenomenon that makes it ipso facto representable by a specific
representor, such as a photograph, as we saw. The fact that a phenomenon possesses
a certain structure (among other ones) does not determine the nature of the repre-
senting artefact which could be employed to represent it. Conversely, there is no
intrinsic structure of a thing that makes it a potential representor of a specific target
or class of targets,10 since anything can represent anything. Any entity could be
used to represent some characteristics of planetary motions, provided some
homomorphism is conventionally established between the representing artefact and
its targeted system. Some properties and relations in the representing thing are
chosen by the user as relevant, but this doesn’t prevent the representor from
intrinsically having those properties and relations. On the contrary, it is because the
representor really possesses some identifiable properties that a representational

10On this I disagree with Bartels (2006, p. 14).
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function can be bestowed on it by the user. Of course, the same thing can be
endowed with a large variety of representational roles when used as a representor.

Given that a concrete thing can be looked at as having some structure S from a
certain point of view, and as having another structure S’ from some other per-
spective, a realist must demand that the properties and relations that are believed to
actually belong to the target be logically compatible. A concrete thing cannot have
contradictory properties at the same time. However, in science, some representa-
tions of the same target appear at first sight to be incompatible. This situation
especially occurs when various models are offered to represent unobservable things,
such as atoms. According to some models, molecules and atoms contain no parts,
and according to other models they are composed of protons, neutrons and elec-
trons. For quantum mechanics, particles can be entangled, whereas in classical
contexts they don’t.

Such a situation surely raises a problem for the realist. But here we can’t
examine this issue in depth. Let me just make three brief observations. First, a
model always neglects some properties of the target. In these cases, the realist
should refrain to attribute to them properties which they would always possess,
beyond a specific context of investigation, such as indivisibility in the case of
atoms. Instead, the realist should only claim that molecules and atoms do not break,
and behave as if they were indivisible, in some particular context such as the
emulsions studied by Perrin. Second, some relevant properties may be approxi-
mately exemplified by the target as in the liquid drop model of the atomic nucleus
(Da Costa and French 2003, pp. 50–51). Third, some properties of the representor
may play a representative role without being put in correspondence with actual
properties of the target. Mrs. Thatcher doesn’t have dragon’s wings, but the cari-
cature aims at representing her as having a specific trait of character. Such a
procedure is typical of graphs widely used in many scientific disciplines in which
the abscissa and ordinate axis do not have correlates in the target.

7 Conclusion

Success in representing crucially rests on predicative statements which are true in
accordance with a correspondence view of truth. These statements play a decisive
role in the three aspects involved in the success of a representation. The user of a
representing artefact intentionally identifies her target by relying on supposed
properties of the target, be it real or only fictional, e.g. being a bright spot moving to
apparently immobile bright spots in the sky. She successfully represents the target
as such and such by instituting a homomorphism between some relevant supposed
properties of the target and properties of the representor, in some context. Finally,
her representation is correct or adequate if the target actually possesses the relevant
properties attributed to it. Truth, or at least supposed truth in the two first stages, is
therefore more fundamental than success, since the latter is achieved on the basis of
the former.
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Such a conception of representation does not involve the heavy metaphysical
commitments to “things in themselves” or a unique “carving of nature at its joints”.
Phenomenal things at least are directly accessible to human sensory perception. We
are then in a position to ascertain (or not) the occurrence of facts which are the truth
makers of (true) predicative statements. Moreover, several perspectives can be
adopted when attempting to represent things. In doing so, the user selects in the
phenomenon some properties which are organized in a certain manner. The targeted
phenomenon is then seen as a system which can be represented by another thing, an
artefact, which is also seen as a system. Despite the various possible perspectives
and the leeway allowed in choosing the relevant conventions, both the target and
the representor can be said to actually possess some intrinsic properties. When
various perspectives are taken on the same target, the realist must certainly avoid to
attribute contradictory properties to it.
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Ideology in Bio-inspired Design

Cameron Shelley

Abstract Bio-inspired design refers to the use of the natural world as a source of
models for the design of artifacts. For example, Velcro is a fastening system made
from nylon that deliberately imitates the structure of burrs, which are adapted to
stick to animal fur. In general, in selecting and adapting models to design problems,
designers can also seek to satisfy their ideological goals. That is, designers seek not
only to solve technical problems but also to respect and promote professional and
societal values that they find important. This observation applies to bio-inspired
design. This paper examines two ideologies that are present in bio-inspired design.
The first ideology examined is biomimicry, on which the natural world is charac-
terized as the result of natural selection, a competition for survival that produces
rugged and individualistic organisms. The second ideology is biosynergism, on
which the natural world is characterized as interdependent systems integrated into a
larger whole that operates in a sustainable manner. Both of these ideologies are
explicated and their effects on design work examined.

1 Introduction

Designers have long drawn inspiration for their work from the organic world.
Perhaps the best-known example of such bio-inspired design, as it is sometimes
known, is Velcro (Vogel 1998, pp. 268–270). Swiss engineer George de Mestral
investigated how seed pods of the burdock plant stuck so tenaciously to his dog’s
fur. The exterior of the pods are covered with spines ending in small hooks. The
hooks become entangled in loops in the fur, causing the pods to come loose from
the plant and adhere to it. Using these observations, de Mestral devised an artificial
version made from nylon that has become very popular as a fastener under the trade
name of Velcro.
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One important aspect of bio-inspired design is its ideological component. The
selection and adaptation of biological models for artifactual design problems is
influenced not only by the technical demands of the problem but also by the broader
views and goals of the designers involved. Shelley (2013) points out that ideology
is evident in the handling of models in design within the design movements of
Gothic Revivalism, Modernism, and 20th century industrial design. Designers
within each of these movements selected and applied models not only to deal with
technical challenges in their design problems but also to acknowledge and promote
ideological values that were important to them. A.W.N. Pugin, for example, built
churches closely based on medieval models in order to promote a return of sorts to
medieval Christianity among his fellow Britons.

The same pattern may be observed among bio-inspired designers. Besides
embodying technical design principles, biological models can reflect broader views
and goals that designers seek to promote. An interesting, additional complexity that
arises with bio-inspired design is that it can be used to promote different ideologies.
That is, designers of different ideological views exploit the biological world for
models in the pursuit of their work. For example, some designers emphasize a view
of nature in which the survival of the fittest is the most salient fact about the natural
world. They look to the fruits of natural selection to provide inspiration for artifacts
that embody a kind of rugged, individualistic view of good design. Other designers
emphasize a view of nature in which the biological world consists of a set of
interdependent networks of organisms and communities of organisms. They look to
nature to inspire the design of artifacts that operate in relationships with other
artifacts or people as integral parts of greater wholes. Views about the natural world
and about the social realm tend to inform one another and influence how designers
select and adapt models from nature in their work.

The purpose of this article is to explore different ideologies evident in bio-
inspired design. The notion of ideology as it figures in design is clarified first. Then,
three different design ideologies are examined that have appeared in bio-inspired
design. The first ideology is biomimicry, on which the biological world is char-
acterized by natural selection and thus lends itself to the design of rugged and
independent designs. The second ideology is biosynergism, on which the biological
world is characterized by interdependent natural communities and thus lends itself
to design for interactive and sustainable systems. The term bio-inspired is used here
to cover both these ideologies, as well as any others in which natural models are
crucial.

Each of these design ideologies is characterized and then compared and con-
trasted. This exploration shows that multiple design ideologies cannot necessarily
monopolize a given source domain. Of more central importance to each ideology is
the treatment of the domain, consisting in the ideological values that are applied in
the selection and adaptation of source materials.
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2 Ideology in Design

A design ideology is a set of principles and practices that constrain what counts as a
good design. More particularly, ideological constraints reflect the social values that
a design is meant to reflect and to promote. Forty (1986) provides an analysis and
several examples. One example concerns the presence of genderism in Victorian
watch design. Genderism is the view that there exist two genders, the masculine and
the feminine, and that this distinction is an important cultural value. Forty points out
that Victorian watch designs were divided into two groups, that is, men’s and
women’s watches, with consistent design features to distinguish them (p. 65):

In wristwatches, the disparity in size between those for gentlemen and those for ladies
exceeded that between male and female wrists, and a lady’s watch usually had more
delicate features and face. Being smaller, ladies’ watches have generally been more
expensive, but when they can be compared to men’s watches of a similar price, the ladies’
models are still more ornamented. In the 1907 Army and Navy Stores catalogue, the men’s
watches were all calibrated with Roman numerals, while the ladies’ watches all had Arabic
numerals, whose form—curvilinear rather than angular—may be judged more delicate.

The differences in watch types have less to do with any physical differences
between men and women and more to do with differences in their stereotypical
social roles. Furthermore, these design differences are not merely a reflection of the
social importance of gender but also a reinforcement of it. Having gender displayed
in the design of watches and other goods tends to make it appear to be a sort of
brute fact about the world, like the difference between the sea and the sky. Such an
appearance then reinforces the naturalness and perhaps irrevocability of masculine
and feminine roles in society.

3 Models and Design Ideology

The example of genderism in watches illustrates how a broad social agenda can be
taken up and applied by designers as a criterion of good design. This illustrates
what is meant by an ideology in design. In the case of watches, Victorian designers
selected among possible watch elements that were consistent with the identity of the
watch as masculine or feminine. However, ideology can also influence the use of
models in design.

Models tend to play an important role in design work. Finding a solution to a
design problem may be made more straightforward with access to model solutions
to analogous problems. A key step in this process is the selection of a model to
emulate. Like the selection process involved in design in general, as described
above, the selection of models to emulate is open to ideological influence.

In bio-inspired design, elements of the organic world serve as a pool of models
for potential use in solving problems. Given the richness and complexity of that
world, there is an embarrassment of choice for the designer. This embarrassment, as
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it were, is partly overcome by the application of ideological criteria, helping
designers to focus in on only a few possible models. In the following sections, two
different design ideologies found in bio-inspired design are discussed, namely
biomimicry, and biosynergism.

4 Biomimicry

The first paradigm of bio-inspired design examined here is biomimicry. For present
purposes, biomimicry is defined as the use of organisms as models of engineering
design. Engineers have long found organic forms useful in the solution of engi-
neering problems, especially as they embody the engineering values of optimality
and efficiency (Nachtigall 1974).

The example of Velcro, noted earlier, provides a good illustration. Swiss engi-
neer Georges de Mestral noted the tenacity with which burdock seed pods stuck to
the fur of his pet dog. He examined the pods and found that their exterior was
covered with a field of small hooked structures, which allowed the pods to grip
tangles in his dog’s hairs. He realized that he could reproduce this grip between two
surfaces of nylon fibers, one containing small hooks and the other small loops.

This illustration displays the values of biomimicry. It is intended to solve a
functional problem, namely designing a physical fastener, in an efficient way
through imitation of a natural structure evolved by plants for reproduction through
exploitation of the physical properties of fur.

In this section, I will examine the ideology of biomimicry as it is described by
French (1988) because his exposition is particularly clear on this point. To begin,
French characterizes good engineering by emphasizing its analytical and dispas-
sionate method, for which evolution provides an instructive example (xii):

Living organisms are examples of design strictly for function, the product of blind evo-
lutionary forces rather than conscious thought, yet far excelling the products of engineering.
When the engineer looks at nature he sees familiar principles of design being followed,
often in surprising and elegant ways.

The forces of evolution are blind in the sense that they respond only to the
problems of the present and are not guided by sentiment or concern for the future.
This emphasis on the dispassionate character of evolution accords, in his view, with
the cool and strictly analytic approach to design appropriate for engineering.

This functionalist stance of biomimicry focuses the attention of the designer on
the products of evolution through natural selection. In many treatments, natural
selection is the only kind of evolutionary scheme discussed, e.g., (Vogel 1998)
while other possibilities such as sexual selection are set aside. Darwin (1871)
argued that certain parts of organisms could be explained as responses to sexual
preferences. The extravagant tail of the peacock, for example, could not be
explained by a struggle for existence as it hardly improves the peacock’s ability to
fight, fly or feed. However, it could be explained by the need of male birds to
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impress choosy females. The focus on aesthetics involved in sexual selection is not
so compatible with the functionalist outlook of biomimicry.

Another functionalist aspect of biomimicry is its emphasis on efficiency. French
notes how organisms display adherence to a principle of economic efficiency,
namely the division of labor. In classical economics, an economy functions most
productively when each of its members simply does what they do best, and nothing
else. A similar principle holds in the organic world (French 1988, p. 3):

The division of labour is but a special case of a more general principle of functional design,
the separation of functions. Thus, simple single-celled organisms have to provide all their
functions in one cell, whereas higher animals and plants have many different kinds of cell
for special purposes, carrying sap, extracting water and minerals from the soil, transmitting
signals, secreting digestive juices, etc. The early steam-engines, following Newcomen’s
design of 1712, had a cylinder in which the steam did work and in which it was also
condensed. Watt’s engine, fifty years or so later, separated the functions of working
cylinder and steam condenser, so greatly increasing the efficiency.

Evolution through natural selection also results in organisms that display this
economy of organization. Thus, evolution provides engineers with many examples
that reinforce this approach to engineering design.

Note that this characterization of the natural world diverts attention from organic
structures that serve multiple functions. The feathers on a bird’s wings, for example,
may help that structure to create lift but also play a role in maneuvering, in addition
to supplying a platform for decorative features important in the competition for
mates.

Often, biomimicry involves suspicion of ornament and shows aesthetic concern
only through attention to elegance. A design, like an organism, can achieve ele-
gance simply by being thoroughly functional (French 1988, p. 14):

One characteristic of functional design is elegance. Most people find a buttercup beautiful,
and many would say that the locomotive was at least pleasant to look at. However, the
buttercup has an essential elegance, much more fundamental than its mere appearance. It is
an elegant solution to a difficult problem in functional design.

This approach to aesthetics is reductionist in the sense that it holds that a kind of
beauty, namely elegance, can be achieved by adhering to non-aesthetic values such
as dispassionate analysis and economy of organization. This kind of beauty is
exemplified by organisms like buttercups but also, to a lesser degree perhaps, by
artifacts like locomotives. This reductionist stance of biomimicry can be viewed as
a resolution to the cognitive dissonance of advocating a dispassionate approach to
design while also admitting admiration for the beauty of organic structures such as
the flower of the buttercup.

Another ideal of biomimicry as described by French may be termed masculinity.
Hofstede (1984) defines masculinity in a culture as a gender role that emphases
self-orientation, assertiveness, and ambition over feminine values such as rela-
tionships, communication and caring. The preference for masculine features of
evolution in biomimicry is suggested by the emphasis placed on natural selection as
a competition for survival amongst individuals, a kind of war of all against all.
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Attention is paid mostly to features that animals have for obtaining food, fleeing
predators or fighting rivals. Features that animals have for more feminine tasks such
as forming groups, cooperating with others and raising offspring are less readily
considered. Note the following description of the severe demands of maturation to
which natural designs respond (French 1988, pp. 265–266):

The difficulties of a hostile environment are added to by those of growth; many organisms
must fend for themselves from an early stage; for example, fish may be all on their own
when only a centimeter or so long, though they may eventually reach a meter in length. The
caterpillar-pupa-butterfly and tadpole-frog metamorphoses are familiar. If the caterpillar is
eaten there will be no butterfly; each stage must be viable. Insects and other arthropoda,
such as crabs and shrimps, have a hard outer skin which cannot grow with them, and must
be moulted periodically as it becomes too tight; until the soft new armour hardens, they are
relatively defenceless.

Adaptations that animals possess for feminine functions are mentioned briefly
and as an afterthought (French 1988, p. 266):

One of the devices used to cope with the extreme severity of the design problem of living
creatures is a very high production rate, so that out of millions of embryos a handful may
survive. But some less wasteful approaches have appeared in the course of evolution,
principally, the protection of the young by adults among the higher animals and termites,
ants and bees.

This last sentence is the only one in the book devoted to more feminine adap-
tations for survival. Thus, it is clear that biomimcry takes a masculine view of
biological adaptation as the default for purposes of addressing design problems.

As French has characterized it, biomimicry is a design ideology that emphasizes
the fruits of evolution by natural selection. As such, it values organic structures that
are functional, efficient, elegant, and masculine. This approach commits the
designer to an analytic and reductionist method and also to opposition to methods
with competing values, as exemplified by architecture.

5 Biosynergism

The second paradigm of bio-inspired design examined here may be called
biosynergism. As with biomimicry, biosynergism involves the use of biological
systems as models for solving design problems. However, biosynergism differs in
the how those systems are characterized and, thus, how they inform design solu-
tions. In brief, biosynergism centers on the values of organicism, environmentalism,
sustainability and femininity.

A recent and instructive example of biosynergism comes from the design of the
Visitor Centre at Vancouver’s VanDusen Botanical Garden. The design of the
Centre has sought to integrate it profoundly with its environment. For example,
waste from the toilets is harvested and mixed with composted food waste and then
applied as fertilizer in the gardens. Wastewater is separated and purified for use in
irrigation. The buildings were constructed partly from rammed-earth components
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that were formed from materials dredged from ponds on the site. Steps and ramps
provide easy access to the green roof from ground level to encourage wildlife to
inhabit that space. Coyotes have been spotted on it (Flint 2015).

Designed by architect Peter Busby of Perkins + Will, the Centre is an example
of “Regenerative Design,” to which we will return. It also reflects the fact that
biosynergism has its historical roots not so much in engineering but in urban
planning, architecture, and landscape design.

The first point to observe about the Visitor Centre’s design is that it illustrates
the value of organicism. To begin with, organicism is a view that the biological
world is an ecological system, in which each individual organism occupies a place
in a “web of life” characterized by complex interdependencies and cooperation in
addition to competition. For a simple example, plants are eaten by small animals
that are then eaten by predators, and the feces of all form fertilizer that promotes the
growth of the plants. As a result of the complex relationships among organic
populations, the biological world is not merely an aggregate of competing indi-
viduals but a community that is an integrated whole. The Visitor Centre reflects this
organicist principle in the way that each of its internal systems provides support for
the others. Waste from the toilets is used to support the growth of the plants in the
Gardens, rather than being isolated from them as would usually be the case in
conventional building design.

Scottish biologist and pioneering urban designer Patrick Geddes described the
tendency of ecosystems to be more than merely the sum of their parts as synergy
(Casillo 1992). There is a tendency in nature, he felt, for individuals and species to
gravitate towards such relationships. He argued that good cities also displayed
design based on this principle (Welter 2002):

Like a flower and butterfly, city and citizen are bound in an abiding partnership of mutual
aid.

The reference to “mutual aid” also reflects the influence of the political phi-
losophy of Kropotkin (1902), a Russian biologist who argued that cooperation and
mutual help were important factors in evolution and should also be cultivated in a
civilized society.

In addition to the ecological concept, organicism also makes analogies to
medicine. In particular, Geddes noted the cooperation of organs within the bodies of
individuals as a model for the design of cities. Just as different bodily organs
cooperate to support the metabolism of the whole, components of the civic body
should cooperate to support the metabolism of the entire city. Geddes developed
tables to track and compare the input and output of cities in terms of the resources
that cities consume and the products they manufacture. In the 1960s, this idea was
developed as the concept of urban metabolism by Abel Wolman and has now
become a common method of analysis in urban design and civil engineering
(Wolman 1965).

Besides displaying integration of internal systems, the Visitor Centre is also
integrated with its external environment. In doing so, it illustrates the value of
environmentalism, on which artificial designs are good to the extent that they
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preserve the surrounding environment as possible. The Visitor Centre observes this
value in various ways. It was built as far as possible using materials actually derived
from the site itself, such as the earth for the rammed-earth structural elements. Also,
pre-existing ponds were adapted to the needs of the Centre’s irrigation system,
rather than being replaced by tanks and pumps. The physical profile of the building
was designed to fit in with the surroundings to the extent that local wildlife may
continue to utilize it. Also, the Centre was designed to reprocess its own waste and
thus minimize the waste stream that results from its operation.

The environmentalist emphasis on external integration derives from the eco-
logical values of biosynergism. Not only should a good design consist of mutually
supporting parts but it should itself be a supportive part of a greater whole to which
it belongs. External integration has been measured using another ecological con-
cept, namely the ecological footprint. Also known as the carrying capacity, the
ecological footprint of a city is the size of land area that it would take to sustain its
existence (Wackernagel and Rees 1996). Consider all the agricultural acreage,
forest, mines, lakes, etc. it would take to support a given city through resource
extraction and waste recycling. That measurement provides a notion of the envi-
ronmental impact that a given city has.

Also, the Visitor Centre design exhibits the value of sustainability. Systems
within the Centre are designed in a circular fashion, minimizing the need for
external inputs and the impact of external outputs. In this way, the Centre is
designed to be highly efficient and self-sufficient. Through these measures, it
becomes easier to continue operating the Centre for a longer time, given a fixed
budget of inputs and output handling capacity.

Biosynergism enjoys great currency today. As noted above, the design of the
Visitor Centre is an example of regenerative design, a term coined by landscape
architect John Tillman Lyle (1996). Lyle defines the concept in this way (p. 10):

Regenerative design means replacing the present linear system of throughput flows with
cyclical flows at sources, consumption centers, and sinks [endpoints].
…

A regenerative system provides for continuous replacement, through its own functional
processes, of the energy and materials used in its operation.

A regenerative design is thus “environmentally friendly” and self-sustaining at
the same time.

Biosynergism is also reflected in the cradle-to-cradle design paradigm espoused
by McDonough and Braungart (2002). Influenced by Lyle, McDonough and
Braungart argue that sustainable design is best achieved by cyclical flows of
resources within a system, minimal reliance on external inputs, and a synergistic
relationship with the external world. They apply this approach not only to the
design of buildings but to commercial goods in general.

Finally, biosynergism is notably feminine in its cultural orientation. Unlike a
masculine culture, a feminine one is characterized by cooperation, caring, and mutual
support. Biosynergism clearly reflects these values. It emphasizes interdependence
and relationships of mutual support among the components of designed systems.
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The importance of caring is also apparent in the work of Patrick Geddes. For
example, Geddes argued for an approach to civic improvement that he called
“conservative surgery”, a term taken frommedicine. He argued that improvements to
a city should be made in a way that is minimal and that utilizes its existing social and
cultural heritage. This approach stands in contrast to the wholesale razing and
redevelopment employed by Baron Haussmann in Paris, for example (Goist 1974).
Conservative surgery requires the urban designer to learn about a civic area through
first-hand experience of its site and people. Only with a strong sense of place and the
values of the inhabitants can an urban designer come up with plans to improve an
urban area appropriately. Thus, biosynergism professes caring through taking to
heart the interests of people most directly affected by changes in design.

6 Discussion

6.1 Analogical Versus Schematic Transfer

Biomimicry and biosynergism display different methodological tendencies.
Biomimicry is typically case-based. That is, practitioners proceed by identifying a
particular organic adaptation and then adapting it for use in a design through
analogical transfer. By contrast, biosynergism is typically schema-based.

In the case of Velcro, de Mestral studied the method of adhesion of burrs to
animal fur. Upon discovering the use of multiple small hooks that entangle with
loops in dog fur, de Mestral then set out to find a way to produce a similar structure
in an artificial material. De Mestral used a single instance of adhesion in the organic
world, analogized it with artificial systems of interest to him, and then adapted the
result for manufacturing.

This process of selecting individual adaptations and then emulating them is a
hallmark of biomimicry. Consider a more recent example. Researchers at the ETH
in Zürich designed a system to defend ATM machines from attack by emulating the
defense mechanism of the bombardier beetle (Vonarburg 2014). When attacked, the
beetle emits a caustic chemical from a chamber in its abdomen. The spray is
produced when two inert chemicals, stored in separate body cavities, are mixed in
the special nozzle-like body cavity. Researchers at the ETH found a way to make a
similar system that could be installed, for instance, in ATM machines to spray
attackers with an unpleasant mixture of hydrogen peroxide and manganese dioxide.

By contrast, biosynergism tends not to emphasize case-based reasoning. Instead,
practitioners elaborate upon and appeal to the concept of synergism. Noting how, in
general, populations in nature tend to support each other through a set of synergistic
interdependencies, advocates show how similar ideas can be embodied in design
methodology or, at least, in the design of individual artifacts.

The Visitor Centre displays this tendency. The Centre was not designed using
any particular organism as a model. Instead, the general schema of synergistic
relationships was applied.

Ideology in Bio-inspired Design 51



For another example, consider the work of Henk Jonkers, a microbiologist at
Delft University of Technology (Jonkers 2007). He and his colleagues have
developed a way of embedding capsules of limestone-producing bacteria into
concrete. As concrete ages, intrusion of moisture and air causes cracking, which
degrades the integrity of concrete structures. However, upon exposure to air and
moisture, bacteria in the embedded capsules within Jonkers’ concrete produce
limestone, which seals cracks and thus enhances the integrity of structures. Jonkers
calls this design “self-healing” concrete to denote the inspiration that the process of
bone healing played in its development (European Patent Office 2015). In this case,
the general concept of healing was the schema applied to the design of
“bio-concrete” without reference to any particular, organic healing mechanism.

This difference in methodology seems to arise from different, ideological ori-
entations towards sustainability. Biomimicry does not include a commitment to any
overarching social goals. As such, practitioners are free to make comparisons on a
case-by-case basis without the cases necessarily sharing anything in common.
Biosynergism includes a commitment to sustainability, which constrains the kinds
of cases that are relevant to practitioners. They interpret sustainability to imply
organicism and environmentalism. Any specific, biological cases that they consider
will therefore display essentially the same conceptual structure. In that event, there
is no need for detailed analogical transfer.

6.2 Tension Between Ideologies

Thagard (2014) notes that, in the political case, ideologies are characterized not
only by commitment to their own values but also by their opposition to other
ideologies committed to different values. Evidence of tension between design
ideologies is exhibited in the above discussion.

For example, French makes explicit mention of how the values of biomimicry
contrast with those of architects, who otherwise would appear to be engaged in a
very similar pursuit (pp. 5-6):

However, in much architecture the functional aspects are very secondary to aesthetic ones,
and, moreover, rather readily met (or indeed, neglected altogether, as in some
badly-designed buildings which have nonetheless won awards). Another defect of archi-
tecture as a training ground for functional design was that often the economic constraint, so
powerful throughout nature and engineering, was virtually absent, the patrons caring more
for glory than the public good (which was the public’s loss then, but is sometimes our gain
now).

French admits that architectural works are sometimes worthy of praise but
usually on aesthetic rather than structural grounds. In his view, engineering through
biomimicry is a very different pursuit than architecture, although it may not be
apparent to the casual observer of their works.

There is a clear tension between the ideologies of biomimicry and biosynergism.
As noted above, biomimicry may be described as masculine in orientation. That is,
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it emphasizes features of biology that suit pursuit of self-interest, competition
among individuals, and survival of the fittest. Biosynergism notably emphasizes
features of biology that are feminine in orientation. That is, biosynergism empha-
sizes the pursuit of common interests, cooperation and communication among
individuals, and caring and mutual support. These values are grounded in biological
ecology and also in medicine.

In practice, advocates of biosynergism do not pay much attention to biomimicry
as such. Instead, they see their approach as in opposition to what Patrick Geddes
called the paleotechnic paradigm. Geddes held the view that civilization was pro-
gressing through three technological phases, which he called paleotechnic,
neotechnic, and biotechnic. The paleotechnic phase is characterized by mechanical
technology, running on dirty fuels like coal, based on an economy of exploitation of
natural resources for private gain. The neotechnic phase, which Geddes thought was
emerging in his own time, is characterized by clean electricity as a power source
and is based on an economy of conservation of natural resources for the common
benefit (Geddes 1915). In the later, biotechnic phase, technology would operate in a
manner that is biosynergistic in its organization and would allow civilization to
exist in harmony with nature (Geddes 1929).

However, the notion of a biotechnic civilization contains a curious ambiguity. It
was understood by some of Geddes’ followers as the use of biological organisms
for the benefit of humankind (Bud 1991). This understanding became associated
with the term biotechnology, which, today, refers to something akin to the assim-
ilation of nature to the demands of what Geddes would consider to be a pale-
otechnic civilization. Certainly, this view seems to be shared by many practitioners
of biosynergism, who see their work as being in the service of the conservation of
nature and not its further industrialization; cf. (Lyle 1996, p. 13).

Although biomimicry is not the same as biotechnology, it shares with the latter a
niche in an economy based on the exploitation of natural resources without any
special commitment to organicism, environmentalism or sustainability. Thus, bio-
mimicry and biosynergism are two ideologies in tension, in spite of their superficial
similarities.

6.3 The Function of Design Ideologies

In general, ideologies have many functions. They help to define a group of prac-
titioners into a coherent whole, capable of organizing resources, prioritizing pro-
jects, judging their value, and promoting their worth to others. Many of these
functions are visible in the discussion above.

Bud (1991, p. 418) makes an interesting observation about biosynergism as
developed by Patrick Geddes. At the outset of the 20th Century, many biologists
wanted to promote their science both within academia and to the public at large.
They sought to emulate the development of chemistry, which, in the 19th Century,
had become very prominent in part through its application to industrial processes.
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In particular, German chemists in the dye industry had developed many new
chemicals that became important in society, in areas such as textiles, medicine, and
munitions. To promote the importance of their discipline, biologists like Geddes
pointed out how it was relevant to commercial technology.

This effort has ultimately been successful. Biosynergism is widely acknowledged
to be relevant to modern life, both in academia and in general, due to increasing
concerns in society about sustainability. Biosynergism promotes the usefulness of
biological knowledge to achieve sustainable, technological development.

Biomimicry has been successful as well, although in a different way.
Biomimicry clearly aims to promote the importance of biological knowledge within
the field of engineering. Modern engineering has come to emphasize the importance
of physics and, to a lesser extent, chemistry. Training in this subject is central to
education in this profession. Promoters of biomimicry make a case for their field by
pointing out that evolutionary biology is full of examples of how organisms have
evolved to deal with physical and chemical challenges in sophisticated ways. Their
emphasis on functionalism, elegance and even masculinity in the paradigm helps
advocates of biomimicry to promote their value within the engineering profession
specifically and thence to society in general.

6.4 Insight and Blindness

Besides their social and organizational functions, the ideologies of biomimicry and
biosynergism also provide practitioners with a fund of insights for the advancement
of their work. There is no doubt that the biological world provides designers with a
fertile source of useful models. However, ideologies are also associated with a kind
of willful blindness. When we say that a decision is “ideological”, we usually mean
that it is based on convictions that are fanatical and impervious to the blandishments
of reason. If design paradigms are ideological, then it seems to follow that they
promote a similar fanaticism and blindness among their practitioners.

Thagard (2014) explains that ideologies influence people’s thinking under the
pressure of emotions. A positive feeling about a belief can motivate people to
accept it uncritically. Something similar can be said about designs (Shelley 2011).
Likewise, negative emotions such as fear or rage can lead people to uncritical
acceptance or rejection of ideas. There are many examples of regrettable and
fanatically held ideologies.

It is possible that bio-inspired design experiences some regrettable, ideological
issues. Given the currency of biosynergism in sustainable design, for example, it
may be hard for designers who do not subscribe to biosynergism to get a fair
hearing for their work on sustainability. (This is a hypothetical example; I am not
aware of any research showing this situation to be the case.)

However, ideologies become blinkered only when the emotions involved are
extreme and the ideologies become embedded in powerful and aggressive institu-
tions. Thagard (2014) notes that Nazi ideology became especially virulent when it
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became the official ideology of the German state, backed up by a violent propa-
ganda machine. There is no evidence that either biomimicry or biosynergism have
become emotionally charged or institutionalized in such a way.

7 Conclusions

Bio-inspired design encompasses a variety of design practices and ideologies. Two
of those ideologies may be captured under the terms biomimicry and biosynergism.
Biomimicry denotes a design ideology emphasizing the values of functionalism,
efficiency, elegance, and masculinity. As such, practitioners tend to focus on bio-
logical adaptations produced by natural selection for fitness and success in the
struggle for survival. By contrast, biosynergism emphasizes values of organicism,
environmentalism, sustainability, and femininity. As such, practitioners tend to
focus on structures of interdependence and cooperation in biological systems or
bodily organs.

As would be expected, these ideological differences are manifested in various
ways. Methodologically, biomimicry is characterized by case-based reasoning
between specific source and target analogs. Biosynergism is characterized by the
application of general schemata arising in ecology and medicine to artifacts such as
cities, buildings, and other products.

Some tension between these ideologies is also displayed in the presence or
absence of broad, social commitments. For the most part, biomimicry concentrates
on achieving success as defined in the industrial world, that is, through greater ease
and efficiency in converting resources into work. With its emphasis on sustain-
ability, biosynergism concentrates on achieving useful work without degradation of
the surrounding environment. This difference in ideologies is captured by Geddes’
distinction between paleotechnic and biotechnic civilizations.

Both ideologies have been successful in achieving their goals of forming prac-
titioners into coherent groups capable of organizing resources, prioritizing projects,
judging their value, and promoting their worth to others. Biomimicry has become
established as an acceptable, engineering practice while biosynergism has become
central to the broad, modern movement focused on sustainable design.

Finally, neither biomimicry nor biosynergism appear to have become dogmatic.
Despite acknowledged differences in these forms of bio-inspired design, neither
group has become obviously fixed or inflexible in its thinking, nor hostile or
aggressive towards others. The fact that the distinction between these groups is
normally overlooked may be evidence that this is the case.

As such, biomimicry and biosynergism form an instructive study in the role of
ideology in model-based design.
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Thought Experiments and Computer
Simulations

Marco Buzzoni

Abstract The main purpose of this paper is to investigate some important aspects of
the relationship between thought experiment (hereafter TE) and computer simulation
(hereafter CS), from the point of view of real experiment (RE). In the first part of this
paper, I shall pass in critical review four important approaches concerning the
relationship between TE and CS. None of these approaches, though containing some
important insights, has succeeded in distinguishing between CS and TE, on the one
hand, and REs, on the other. Neither have they succeeded in distinguishing TEs and
REs (Sect. 1–4). In Sect. 5, the paper briefly outlines an account of CSs as compared
with TEs that takes REs as a central reference point. From the perspective of the
analysis of the empirico-experimental intensions of the concepts of TE, CS, and RE
—considering their empirical content and actual performance within a discipline—
the attempts to find a distinction in logical kind between TEs, CSs and REs breaks
down: for every particular characteristic of one of these notions there is a corre-
sponding characteristic in the two others. From an epistemological-transcendental
point of view, the only difference in kind between TEs and CSs consists in the fact
that any simulation, even a computer one, involves a kind of real execution, one that
is not merely psychological or conceptual. In TEs the subject operates concretely by
using mental concepts in the first person; in contrast, real experiments and simula-
tions involve an ‘external’ realisation. As shown in Sect. 6, this manifests itself in the
higher degree of complexity often found in CSs as compared with TEs.

1 Introduction

The main purpose of this paper is to investigate some aspects of the relationship
between thought experiment (hereafter TE) and computer simulation (hereafter CS),
from the point of view of real experiment (RE). Four approaches have been
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prominent in the literature: (1) TE is only a particular form of the more general
concept of ‘simulative model-based reasoning’; (2) Following Norton’s doctrine
that TEs can be reconstructed as arguments with tacit and explicit assumptions,
some authors have maintained that CSs also are arguments; (3) The main difference
between TEs and CSs lies in the much greater opacity and/or complexity of the
latter as compared with the former: CSs are ‘opaque’ TEs; (4) CSs share so many
important aspects with REs that they could be considered as falling under the more
general concept of experiment. The first four Sections are devoted respectively to
these four approaches.

These approaches, though containing some important merits, have not succeeded
in distinguishing between CS and TE, on the one hand, and REs, on the other.
Neither have they succeeded in distinguishing TEs and REs (Sect. 1–4).

Section 5 and 6 briefly outline an account of CS as compared with TE that takes
RE as a central reference point that can provide an answer to the difficulties raised
in the preceding sections. In Sect. 5, I shall maintain that—from the perspective of
the analysis of the empirico-methodological intensions of the respective concepts—
it is a hopeless task to find a particular difference in logical kind which applies
exclusively to TE, CS, or RE: for every particular characteristic of one of these
notions there is a corresponding characteristic in the two others. However, from
another point of view, there is between TE and CS on the one hand, and RE on the
other, an epistemological (or transcendental) difference which we must not over-
look. In a different sense, this is also true of CS and TE. The only difference in kind
between TE and CS consists in the fact that any simulation, even a computer one,
involves a kind of real execution, one that is not merely psychological or con-
ceptual, even though it must be distinguished from that of a RE. As in real
experiments, this execution depends on us for its realisation only in the initial
moment when we set off its ‘mechanism’. In TEs the subject operates concretely by
using mental concepts in the first person; in contrast, real experiments and simu-
lations involve an ‘external’ realisation, which is initially practical-experimental
and tied to the experimenter’s body, and thereafter develops independently of the
subject and ‘impersonally’.

Two preliminary remarks are in order before we plunge in medias res:

1. Here I am interested above all in empirical TEs and CSs, whose results are liable
to correction by new experimental findings. TEs and CSs of pure logic and
mathematics deserve a separate treatment.1Also philosophical TEs will not be
considered here.

1This distinction also applies to particular methods of CS, such as, for example, the Monte Carlo
Method, which may be of both kinds. This method is in some cases purely mathematical (as for
example in the case of the calculus of π or of a definite integral), but in others it is of an empirical
kind (as for example in the case of its application to high-energy physics). There is not space in the
present paper to examine this point at the length that it deserves. For two opposite accounts of
Monte Carlo simulations, cf. Dietrich (1996) (Monte Carlo simulations are “ordinary experi-
ments”) and Beisbart and Norton (2012) (Monte Carlo simulations are “are merely elaborate
arguments”). Concerning TEs in mathematics as distinct from empirical TEs, cf. Buzzoni (2011).
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2. I shall presuppose the broad sense of CS defined by Winsberg in his authoritative
entry for the Stanford Encyclopedia of Philosophy: according to which a CS
“includes choosing a model; finding a way of implementing that model in a form
that can be run on a computer; calculating the output of the algorithm; and visu-
alizing and studying the resultant data. The method includes this entire process—
used tomake inferences about the target system that one tries tomodel—as well as
the procedures used to sanction those inferences.” (Winsberg 2013. There are
other definitions of “CS” that are compatible with the main theses of this paper: cf.
for example Humphreys 1991, p. 501, andHartmann 1996, p. 5 (in the wider sense
of his definition, which also includes staticmodels or systems), but I will focus on
Winsberg’s).

2 TE and CS as Simulative Model-Based Reasoning:
Promissory Eliminativism About TE

According to the first view to be examined, the cognitive role played by TEs is a
form of simulative model-based reasoning carried out with mental models. This has
led some to maintain that there is no essential difference between TE and CS
(Nersessian 1992, 1993; Miščević 1992, 2007; Palmieri 2003; Gendler 2004;
Misselhorn 2005; Cooper 2005; Morrison 2009; Chandrasekharan et al. 2013; cf.
also Galison 1987, p. 779, 1996, whose position has inspired very different
accounts, ranging from that which we are discussing to that which emphasizes the
similarity in kind between CS and RE).

In a nutshell, the central claim is that both in TEs and CSs we gain knowledge to
the extent that we fruitfully manipulate mental models. It is worth noting that this
account was already latent in Mach, who wrote:

(E)ven instinctive knowledge of so great logical force as the principle of symmetry
employed by Archimedes, may lead us astray […] Everything which we observe in nature
imprints itself uncomprehended and unanalysed in our percepts and ideas, which, then, in
their turn, mimic [nachahmen] the processes of nature in their most general and most
striking features. (Mach 1883: 26–27; last italics added, Engl. transl. pp. 27–28)

As Häggqvist puts it with reference to TEs (but, mutatis mutandis, this also holds
true of CS), the main difficulty with this account consists in the fact that it seems to
assume mental mediators in order to explain how words relate semantically to the
world. In both cases, “something must be said about how they acquire their
semantical properties” (Häggqvist 1996, p. 81). In other words, this account clearly
and crucially depends on what reasons there may be for judging that mental
mediators are anchored to reality.

The upholders of this view have attempted to answer this question with the
introduction of some “engineering” (Nersessian 2006, p. 699) or manipulative (cf.
Miščević 2007, p. 194) constraints in their theorizing. As Miščević writes:
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the use of mental models demands rules for manipulation. Some constraints on manipu-
lation come directly from the geometry of the model. It is essential that manipulation of
elements mobilizes the spatial skills of the subject, his “knowledge how” which is generally
not verbalisable. (Miščević 2007, p. 194)

But this is only a metaphorical and loose way of speaking: we cannot manipulate
mental models in the same way in which we manipulate objects and processes of
everyday life. Someone who, before moving to a new house, tries to figure out
beforehand how the furniture might fit in, can manipulate a scale models of the
furniture, but she/he cannot manipulate his/her own mental models in the same
sense. In both cases, moreover, the final and decisive test can only consist in the
technical and experimental realization of the plan in everyday life. Only if, in the
end, any piece of furniture will occupy the right place in the new home, are our
mental models adequate to the task.

Anyway, the insistence that “simulation devices” are “systems […] possessing
engineering constraints” Nersessian (2006, p. 704), though not capable of solving
the aforementioned problem, has led some authors to treat TEs as a sort of pro-
visional stopgap that someday will be abandoned in favour of CSs:

computational modeling is largely replacing thought experimenting, and the latter will play
only a limited role in future practices of science, especially in the sciences of complex
nonlinear, dynamical phenomena. (Chandrasekharan et al. 2013, p. 239)

The reason presented for this is the complexity of the natural systems that
scientists and engineers are modelling. This complexity is such that the relationship
between the different elements of natural systems cannot be captured through TE,
but only by the new computational visualization tools that are being developed in
computer science.

It must be admitted that CSs are usually more complex than TEs, but this is not
enough to support the claim in question. Apart from minor grounds on which this
claim may be criticized, there is one main objection against any attempt of this kind.
This claim is a prediction about human knowledge, and therefore, in analogy with
Popper’s “promissory materialism”, it may be considered as a kind of “promissory
eliminativism” concerning TEs. As such, it is undermined by Popper’s argument
according to which, “if there is such a thing as growing human knowledge, then we
cannot anticipate today what we shall know only tomorrow” (Popper 1957 [1961],
p. xii).

3 A Second Position About TE and CS:
The Argument View

Following Norton’s doctrine that TEs can be reconstructed as arguments based on
both tacit and explicit assumptions, some authors have drawn a detailed comparison
between TE and CS (Stäudner 1998; Stöckler 2000; Velasco 2002; Beisbart 2012,
Beisbart and Norton 2012).
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As Beisbart (2012) has aptly pointed out, the fundamental question of TEs has
its counterpart in the debate about the nature of the CS: How do scientists gain new
knowledge about a target system by simulating that very system using a computer?
According to Beisbart “[t]he argument view answers this question by saying that
computer simulations are also arguments” (Beisbart 2012, p. 429). Notwithstanding
some differences, the view taken by El Skaf and Imbert 2013 may be classified into
this group to the extent that they admit that “arguments are also a way to extract
information from premises” (El Skaf and Imbert 2013, p. 3466).

In fact, equating TEs and arguments, as Norton does, has led some authors to a
detailed comparison between TEs and CSs. As for example Stäudner has made:

The initial equations that we are striving to solve, together with the relevant boundary
values, form a set of ‘premises’. The numerical procedure by means of which we calculate
the solutions we are looking for corresponds to a ‘logical type of inference’, that is to a
determinate form of argument. The result of the calculation is the ‘conclusion’. As in valid
arguments true conclusions follow from true premises, we may consider the result of the
calculation of a simulation as an adequate description of nature if the ‘premises’ contain
adequate descriptions of nature, in the sense that they are empirically confirmed and
therefore belong to the well-established ‘theoretical patrimony’ of the natural sciences.
(Stäudner 1998, p. 157).

However, no matter how many similarities between TE and CS may be found,
this does not remove the fundamental difficulty of Norton’s view about TEs, which
consists in reducing empirical TEs to logical arguments, and which we must briefly
examine.2

According to Norton, TEs “are arguments which (i) posit hypothetical or
counterfactual states of affairs, and (ii) invoke particulars irrelevant to the generality
of the conclusion” (Norton 1991, p. 129, see also 2004a, b). For Norton, TEs can
always be reconstructed as deductive or inductive arguments (“reconstruction
thesis”) and, more importantly, they must always be evaluated as such:

The outcome is reliable only insofar as our assumptions are true and the inference valid […]
[W]hen we evaluate thought experiments as epistemological devices, the point is that we
should evaluate them as arguments. A good thought experiment is a good argument; a bad
thought experiment is a bad argument. (Norton 1996, p. 336)

Norton’s view has been widely criticised for a number of mostly unconvincing
reasons. Some criticisms simply miss the target, since they do not take into account
Norton’s explicit insistence that the argument may be inductive.3

However, among the many objections that have been raised against Norton, one
is very instructive for our purposes. According to this objection, the translation of a
TE into formal terms (i.e., the elimination of pictures and diagrams concomitant

2The following objection is taken from Buzzoni (2008), pp. 65–71, to which I must refer the reader
for more details.
3See, e.g., Norton (1991, p. 129, 1996, p. 335, 2004a, pp. 52–53, 2004b, p. 1144) (“thought
experiments are arguments that exploit the familiar deductive and inductive logics.”). Among the
authors that make this mistake are Miščević (1992, p. 217), and Gooding (1994, p. 1035).
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with their translation into propositional contents) causes a partial loss of the original
meaning or content, to the point that the experiment becomes unintelligible (cf.
especially Brown 1997 and Arthur 1999, p. 219).

Taken literally, the objection is inconclusive since it sets forth no reason in
principle why this must happen. Therefore, Norton is right in countering this
objection by de facto reconstructing many paradigmatic TEs as arguments: It is
plausible to assume that the same may be done even for experiments that have not
yet undergone such a reconstruction (Norton 2004a, p. 50).

However, it is not difficult to find a sense in which the objection is well taken.
My main objection is as follows. Even though in a TE this or that particular
empirical element may be “irrelevant to the generality of the conclusion” (for
example, in Einstein’s lift experiment it is irrelevant whether the observer is or is
not a physicist), it is not irrelevant that TEs are generally performed by constructing
particular cases, which need concrete elements that are in principle reproducible in
specific spatio-temporally individuated situations. TEs, stripped of any necessary
reference to concrete experimental situations, are confined to a domain of purely
theoretical statements and demonstrative connections. As a result, empirical TEs are
reduced to logico-mathematical arguments.

According to Mike Stuart, when Norton says that TEs “invoke particulars
irrelevant to the generality of the conclusion”, he does not mean (at least in the case
of inductive TEs, where some ‘relevant’ particular are necessary) that no particulars
are necessary, or that the particulars play no role in the argument at all. According
to him, if thought experiments are arguments, some of the content of their premises
does matter for their identification and individuation. […] In fact Norton argues
elsewhere for an account according to which “inductive inferences will be seen as
deriving their license from facts. These facts are the material of the inductions”
(Stuart 2015, p. 41).

However, this defense fails, since Norton by “inductive argument” means an
argument that is valid within a formal calculus. He writes, “If we are to recognize
the logic as delimiting the successful thought experiments, there must be something
in the logic that evidently confers the power of a thought experiment to justify its
conclusion. For example, deductive logics are characterized by their preservation of
truth and inductive logics by the preservation of its likelihood, so that a thought
experiment using these logics will have a justified outcome if it proceeds from true
premises” (Norton 2004a, p. 54). This restriction of the meaning of the term “in-
ductive”, far from solving the difficulty and enabling us to distinguish between
empirical and logical or mathematical thought experiments, just confirms that dif-
ficulty: in this sense, an inductive argument, like a deductive one, may be tested as
to its logical validity (suitably understood: for example, as to its capacity of pre-
serving probability), but not as to the experimental ‘correspondence’ of its con-
clusions with reality.

Norton’s equation of empirical with logico-mathematical argumentation is not
only untenable, but—what is more important for our present purposes—prevents us
from seeing any distinction between TE and CS. Beisbart himself is aware of this
difficulty: he meets it essentially in two ways, either by replying that “running a

62 M. Buzzoni



computer simulation may be thought of as the execution of an argument” (Beisbart
2012, p. 423), or by insisting on the greater complexity and opacity of CSs as
compared with TEs. As we shall see later, the first alternative, which regards the
running of a CS as the execution of an argument, is in one sense true, but Beisbart
interprets it in the light of the extended mind hypothesis (cf. Beisbart 2012, p. 395;
for this hypothesis in its more general interpretation, cf. Clark and Chalmers 1998;
as far as CS is concerned, cf. Charbonneau 2010), and this produces an internal
contradiction in Beisbart’s account. According to the extended mind thesis, cog-
nitive systems may extend beyond a human being. But if the construction of an
‘experimental machine’ which extends the original operativity of our organic body
is treated as a part of the mind, there can be no difference in principle between TE
and CS on the one hand and RE on the other. This is in contradiction with
Beisbart’s explicit rejection of the idea that CSs produce new knowledge because
they are real world experiments (Beisbart 2012, p. 425), a thesis which indeed
would have undermined his whole argument view.

According to the second alternative, in order to avoid the complete reduction of
CSs to logico-mathematical arguments (and hence to TEs interpreted in accordance
with Norton’s argument view), Beisbart adheres to the idea that CSs are more
complex and opaque than TEs. This, however, is an autonomous line of interpre-
tation of the relationship between TE and CS, which we have now to examine
separately.

4 A Third Position About TE and CS: CSs as Opaque
Thought Experiments

The third kind of comparison between TE and CS that I shall now discuss is to be
found in many incidental remarks of a wide range of different authors, but it was
elaborated by Di Paolo et al. (2000) in a particularly influential way. The main idea
is that CSs, unlike TEs, “are opaque and must be explored” (Di Paolo et al. 2000,
p. 503). As Di Paolo et al. (2000) write:

A thought experiment has a conclusion that follows logically and clearly, so that the
experiment constitutes in itself an explanation of its own conclusion and its implications.
[…] In contrast, a simulation can be much more powerful and versatile, but at a price. This
price is one of explanatory opacity: the behaviour of a simulation is not understandable by
simple inspection. (Di Paolo et al. 2000, p. 502)

A similar view was formulated by Mark Bedau: CSs are a kind of TE, which he
calls “emergent” because they allow us to draw conclusions about (emergent)
properties of complex systems—such as biological ones—that could not be intuited
and/or justified by armchair TEs (Bedau 1999. Similar statements can be found in
the work of many other writers: cf. for example Buschlinger 1993, p. 75; Lenhard
and Winsberg 2010; Beisbart 2012).
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This position is open to many objections, and all support the conclusion that one
has to relativize opacity to a background context and cannot treat it as an absolute
concept.

To begin with, ‘opacity’ is no hallmark of CSs (or REs) in contrast with TEs.
Indeed, in this regard there is only a difference in degree between CSs and TEs, that
is, a difference that may be turned upside down in particular cases: a very simple CS
may be less opaque than many TEs (such as Einstein’s black body radiation TE: cf.
Norton 1991). Moreover, this thesis presupposes that TEs have a kind of almost
Cartesian clearness, which, at least apparently, like that of Descartes’ cogito, would
be static and without a history. This presupposition has probably been inspired by
Hacking’s claim that, while REs “have a life of their own”, TEs “are rather fixed,
largely immutable” (Hacking 1993). However, this thesis is untenable. To see this,
it is sufficient to recall the history of the interpretations of the most important TEs
(such as Maxwell’s Demon or Galileo’s freely falling bodies).4

Second, both TEs and CS are ‘opaque’ in the sense that both are liable to error
and uncertainty. In both cases, REs are the antidote in the sense that, if we have
some doubt, we must turn to REs, which remain the ultimate criterion for all
empirical TEs and CSs. In this sense too, the similarity in kind between TEs and
CSs is easily proved more fundamental than the differences in the degree of
complexity.5

Lenhard’s version of the theory that we have been considering escapes both of
these objections (cf. Lenhard forthcoming). He distinguishes two types of iteration,
namely the “convergence” and the “atlas” type. The first “is involved in cases like
exploring a new pathway that eventually becomes your routine way”. Repeating
exercises in music or sports, for example, becomes a routine that one may inat-
tentively perform. This kind of iteration is distinctive of TEs, and “repeated exe-
cution eliminates initial intransparency or ambiguity.” (Lenhard forthcoming). The
second kind of iteration “works rather by exhausting the possibilities” (it is in the
sense that produces a “compendium”, or “atlas”). This kind of iteration is dis-
tinctive of CSs: “Repeated, and slightly varied, model runs do not eliminate
opacity, but rather explore the space of possible model behaviour.” Based on this
distinction, he sums up his view as follows:

Thought experiments and simulation experiments are similar in that both make use of
iterations. However, they differ fundamentally in the types of iterations they use, and in the
functions those iterations fulfill. In thought experiments, the iterations of the
convergence-type eventually produce a cognitive tool that is sufficiently transparent to run
in human intuition. Simulation experiments, on the other hand, do not remove, but rather
circumvent or compensate opacity with the help of atlas-type iterations. Iterative algorithms
utilize computational power and can work where thought experiments cannot. In particular,
if iterations are incompressible, there is hardly a chance to render the results epistemically
transparent. (Lenhard, forthcoming).

4For the claim that TEs have a history and must be interpreted, see Buzzoni (2008, pp. 107–108),
and passim.
5For more details on this general point, cf. Buzzoni (2008, for example p. 96), and (2013).
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To the extent that Lenhard’s distinction is relevant to our discussion, it does not
mark any distinction in principle between TEs and CSs. What takes place in a TE is
not only an iteration in the sense of a psychological or sociological phenomenon—
which leads to the formation of a habit and in this sense is not relevant in our
present discussion,6 but also an iteration in the second sense, which according to
Lenhard should be the distinguishing characteristic of CS. As Lenhard concedes,
iteration may efface the opacity of a TE only because it is based on an intersub-
jectively testable and reproducible process (at least for a group of educated people).
However, this intersubjective reproducibility is a demand that cannot be confined to
any one particular field of study because it is an essential ingredient of any scientific
procedure (and, more generally, not only of any piece of theoretical knowledge, but
also of any practical conclusion).

The last consideration leads to a third and more important objection that applies
to all the versions of the theory that I have been discussing in this section. In order
to understand and then test the truth of a scientific statement, we always must
retrace in the first person, even operational-experimentally and technically, the steps
that led to that statement being asserted. That is, by means of a personal act we must
re-appropriate the reasons of that statement’s truth. In the end, it is only an indi-
vidual person who, at any given time, can challenge the value of any claim by
retracing the steps that led to it. Whenever the truth of a conclusion is called into
question—regardless of the question whether the conclusion was obtained by TE or
CS—it is necessary to assess the data upon which the theory is founded, by
reconsidering and retracing the procedural steps that led (and still lead) to that
theory.

This is the exact meaning of the methodological principle of the reproducibility
of experiments, according to which any person with sufficient basic knowledge can
recognize the validity of a scientific statement by repeating certain fixed operations.
In science, this is tantamount to the fundamental principle of objectivity: no sen-
tence will be accepted as truly scientific if it is not accompanied by the means that
allow it to be tested intersubjectively.

Accordingly, we must reject Popper’s belief that genetic questions are irrelevant
for ascertaining whether a statement is true or false. Because we have no direct
revelation of the truth of a statement, we are forced to find and retrace the ‘paths’
that led to its being accepted or rejected. Certainly, we can use Pythagoras’s
Theorem in a practical way without recalling the procedural steps that led to its
discovery. Nevertheless, if someone challenged the validity of this theorem, we
ought to reconsider and retrace in the first person the procedural steps that led (and
still lead) to that theorem being asserted.

6In this sense, Lenhard’s distinction is very important in another context, that is, when trying to
distinguish the human from the natural sciences. According to Buzzoni (2010), the typical law-like
object of the human sciences is the unconscious, prima facie understood as the repository of the
routines and quasi-automatisms, which largely constitute our lives. In this sense, however,
Lenhard’s distinction is irrelevant to our present discussion.
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Returning now to the question with which the discussion of the point began, it is
clear that, in view of what has been said, CSs ought to consist of concrete methodical
procedures, which we may, at least in principle, reconstruct, re-appropriate and
evaluate in the first person. A particular truth-claim resulting from a CS may be
considered as scientific only under the condition that it is in principle intersubjec-
tively testable. No matter how complicated the ‘mechanization’ of cognitive per-
formances may be, if we accept the results of a CS, we presuppose that any change
concerning the hardware/software may be in principle reconstructed and
re-appropriated in the first person (as is well known, this is also true of a random
number generation).

In this general sense, the conclusions reached in a TE are not different in kind
from that of a CS, and this applies to Lenhard’s distinction between two kinds of
iteration. In the last case, it might be objected that this misses the point. According
to Lenhard’s distinction, TEs are different from CSs because in the first case there is
only one ‘iteration’ (in the general sense just explained), followed by many (psy-
chological) iterations, without any intention to limit and exhaust a complex range of
possibilities, while in the second case a complex chain of ‘iterations’ (again in the
general sense just explained) is present.

However, this is not always true. Some TEs contain iterations in Lenhard’s
second sense. Stevin’s famous TE, to mention only one example, is demonstratively
powerful because we must exclude certain theoretical possibilities. When we
exclude that the chain draped over two differently inclined frictionless planes will
move in one direction or the other (otherwise we would have a perpetual motion
machine), what remains is that the setup will be in static equilibrium.

As a result, no difference in kind between TE and CS follows from the notion of
“iteration”, taken in the sense that is relevant to our discussion. What distinguishes
CS from TE is not so much a particular type of iteration, which would take place in
the CS, but not in TE, as its application to much more complex situations, which
require much more powerful instruments (in the main, in computation), such as
digital computers. However, given that CSs must be translated into intersubjectively
reconstructible form before they can be accepted epistemologically, their opacity
must be faced and left behind. This removes their opacity as a distinguishing factor
between CSs and TEs, at least in terms of their epistemologies.

5 A Fourth Position About TE and CS: CSs as Real
Worlds Experiments

Recently, the relationship between CS and traditional experimentation has attracted
more and more attention. Already Galison pointed out that simulations have
become an essential part of many REs, as in high energy physics where certain
simulation techniques have become indispensable tools for all experimenters (cf.
Galison 1996, p. 120, 1987, p. 266). But many other authors tried to secure the
specificity of CS by comparing it with real-world experiments (cf. for example

66 M. Buzzoni



Keller 2003; Parker 2009, 2010; Morrison 2009; Chandrasekharan et al. 2013;
Guala 2002, 2005; Morgan 2002; Norton and Suppe 2001; Winsberg 2003, 2013;
Küppers and Lenhard 2005a, b; Lenhard 2007).

The thesis most frequently recurring is that a CS is, as Winsberg (2003, p. 220)
has called it, a “hybrid of experiment and theory”. We can, of course, undertake no
minute discussion of the many varieties of this approach. I shall confine myself to
criticising the authors who have emphasized the experimental aspects of CSs to
such an extent that they are considered as falling under the more general concept of
experiment. According to this view, CS models are measuring instruments which,
as happens with traditional measurements, involve causal contact with the
real-world systems about which information is sought. For example Norton and
Suppe 2001 write:

Simulations often are alleged to be only heuristic or ersatz substitutes for real experi-
mentation and observation. This will be shown false. Properly deployed simulation models
are scientific instruments that can be used to probe real-world systems. Thus, simulation
models are just another source of empirical data. (Norton and Suppe 2001, p. 87; for a
similar view see Morrison 2009)

It must be conceded that CS and RE would coincide completely if CSs could be
considered as particular REs, whose experimental set-up is the computer taken in its
material aspect or structure, that is, as an object of sensible perception with which
we can interact as agents.

But the analogy, though correct within certain limits (as we shall see later), fails
in a point essential to the argument. As Hughes said, CSs are not performed to learn
something about computers (cf. Hughes 1999[2010], p. 203), and “we will know
whether or not the theory of cosmic defects is adequate, not via computer experi-
ments, but through the use of satellite-based instruments” (Hughes 1999[2010],
p. 209. A similar objection has been made, among others, by Winsberg 2003,
p. 115; Muldoon 2007, p. 882; Frigg and Reiss 2009; Beisbart 2012, p. 245).

In my opinion, the fundamental reason for this is that the kind of contact with the
world that is made possible by CS is not the same relation in which our organism
stands to the surrounding world. A computer simulation may give us information
about the actual world, only because we have independent and empirical–experi-
mental evidence of the model’s meaning. More precisely, in a RE, the construction
of an ‘experimental machine’ which extends the original operativity of our organic
body is connected not only to the ‘method of variation’, but also to the principle of
causality. On the contrary, in the case of CS, our contact with reality is always
mediated by models, to which real objects may or may not correspond. Differently
stated, CSs would be indistinguishable from REs only if we might change our
judgments in the same way in which we are able to change outside reality, that is,
by interacting with it through our organic body. In fact this is not so, or, at least, not
always so.
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6 CSs and TEs Versus Real World Experiments

This section will briefly outline an account of CSs as compared with TEs that takes
RE as a central reference point. The same considerations which lead me to reject the
equation of CS and stated in Sect. 4 seem to contain a positive implication of great
importance for the comparison between CS and TE.

Any two things, which are from one point of view similar, may be dissimilar
from another point of view. Therefore, to avoid comparisons that are insignificant
or of little importance for the philosophy of science, it is necessary to adopt a
fruitful point of view, that is a point of view which opens up new prospects for
research and does not divert thought into side issues.

In our context, both historical and systematic reasons lead us to expect that it is
fruitful to take RE as a central reference point for contrasting not only CS, but also
TEs with REs.

The history of TE and CS provides a natural and effective guide to finding
relations of similarity and difference between TE and CS with one another and both
with real world experiments. On the one hand, according to Mach, the principle of
economy is not only the source of science as such (and hence of REs), but also of
thought experimentation:

We experiment with thought, so to say, at lower prices because our own ideas are more
easily and readily at our disposal than physical facts (Mach 1905a, p. 187, English transl.,
p. 136).

Moreover, both REs and TEs are based on the “method of variation” (Methode
der Variation), whereby some variables are systematically modified to establish
which relation of dependence, if any, holds between them. While in REs this
variation works upon natural circumstances, in TEs it is representations that are
made to vary in order to see the consequences of those variations (cf. Mach 1883,
1905a, b, c).

On the other hand, CSs also share this similarity between TEs and REs that
Mach stressed. First, historically speaking, CSs were also motivated by ‘econom-
ical’ reasons in Mach’s sense. As is easily seen without any further comment, the
principle of economy has been at work in all three more-or-less distinct stages
which Keller identified in the history of CS:

(1) the use of the computer to extract solutions from pre-specified but mathematically
intractable sets of equations by means of either conventional or novel methods of numerical
analysis; (2) the use of the computer to follow the dynamics of systems of idealized
particles (‘computer experiments’) in order to identify the salient features required for
physically realistic approximations (or models); (3) the construction of models (theoretical
and/or ‘practical’) of phenomena for which no general theory exists and for which only
rudimentary indications of the underlying dynamics of interaction are available. (Keller
2003, p. 202)

Second, it is difficult to deny that CSs are also based on the “method of variation”.
For instance, Galison has pointed out that, “as in an experiment, the Monte Carlo
writer can vary the inputs to see that the corresponding output is well behaved”
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(Galison 1987, p. 266). And the intense debate concerning robustness—from Levins
till the present time—has shown the usefulness of the notion of variation as applied to
models (cf. Levins 1966; Wimsatt 1981; Weisberg 2006; Muldon 2007).

TE, CS and RE all obey the principle of economy, and all apply Mach’s method
of variation. However, it is very easy to find many other similarities. For instance:

(a) TEs, CSs and REs are constituted by a theory and a particular, well-specified
experimental situation;

(b) All of them ask questions about nature and its laws;
(c) All of them can do this only in a theory-laden way, so that the meaning of all

of them must always be interpreted;
(d) All of them involve idealizations;
(e) In all cases visualisation, perspicuity, intuitive appeal, and clarity are impor-

tant because TEs, CSs and REs apply hypotheses to particular cases that are
relevant for testing their truth or falsity. (For the importance of visualisation in
CSs, cf. for example Winsberg 2003, p. 111; Beisbart 2012, p. 426. As far as
TE and RE are concerned, I have discussed all this in detail in Buzzoni 2008,
passim).

For this reason, there is a prima facie ground for maintaining a much more
radical thesis. From the perspective of the analysis of the empirico-experimental
intensions of the respective concepts, REs, TEs, and CSs show only differences in
degree, not in kind.

In order to understand appropriately the meaning of this thesis, it will be best to
discuss a further point of contact between TE and CS. As Mach pointed out, when
faced with the slightest doubt about the conclusions of a TE, we have to resort to
REs:

The result of a thought experiment […] can be so definite and decisive that any further test
by means of a physical experiment, whether rightly or wrongly, may seem unnecessary to
the author. […] The more uncertain and more indefinite the result is, however, the more the
thought experiment necessitates the physical experiment as its natural continuation which
must now intervene to complete and determine it. (Mach 1905a, pp. 188–189, Engl. transl.,
pp. 137–138; translation slightly modified.)

On this point there is essentially agreement between Mach and Kant:

In experimental philosophy the delay caused by doubt may indeed be useful; no misun-
derstanding is, however, possible which cannot easily be removed; and the final means of
deciding the dispute, whether found early or late, must in the end be supplied by experi-
ence. (KrV B 452–453, AA III 292, lines 27–31)

According to this, the particular content of any empirical TE or CS must be, at
least in principle, ultimately reducible to empirico-experimental interventions on
reality, that is, to experimentations. Whatever resists this reduction thereby shows
itself to be an arbitrarily introduced factor, which is legitimate only if this factor
disappears in the final result. In this sense, a TE or a CS would be devoid of
empirical meaning (that is, it would not be a TE or a CS proper to empirical
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science) if, in formulating and evaluating them, we did not in principle assume an at
least implicit reference to a RE, which in its most general sense of the word is both
the starting point and the ultimate testing criterion for the truth of the conclusions
both of (empirical) TEs and CSs.

It is true that TEs and CSs have a certain autonomy as regards experience in the
sense that both anticipate an answer to theoretical problems without resorting
directly to REs. Empirical TEs and CSs anticipate, at the linguistic-theoretical or
representational level, a hypothetical experimental situation so that, on the basis of
previous knowledge, we are confident that certain interventions on some variables
will modify some other variables, with such a degree of probability that the actual
execution of a corresponding RE may be superfluous (for this definition, as applied
to TEs, see Buzzoni 2013, p. 97).

The autonomy of empirical TEs and CSs is not different from that of applied
mathematics: if someone puts two coins, and then two more coins into an empty
money box, I know that there are now four coins in that money box, and I will
persist in that knowledge even if, say, the money box immediately afterwards falls
into a deep lake so that I—for whatever reason—will never be able to count how
many coins it contains.

But this knowledge can never outstrip our initial knowledge as to its certainty or
degree of justification: for example, if the person that put the coins into the money
box was a conjurer, this might cause doubts about the box’s content that could be
dispelled only by resorting to experience. Similarly, if in the simulation of a hur-
ricane there appeared objects that my background knowledge told me should not
appear, I would be faced by a difficulty that only a real test, in the last analysis,
could solve in the most reliable way.

TEs and CSs (in so far as the latter can be traced back to the former) are therefore
only relatively autonomous with regard to real world experiments; their autonomy
consists in the ability to follow paths that for long stretches cannot be directly
compared with experimental results, even though in the end they must reconnect
with them.

This just-mentioned difference between TEs and CSs on the one hand and REs
on the other, is a very important exception to the rule that, from the perspective of
the analysis of the empirico-methodological intensions of TEs, REs and CSs—
considered in their determinate way of being within a discipline, as particular
mental contents occurring in the mind of concrete persons—, REs, TEs, and CSs do
not essentially differ. Nevertheless, strictly speaking this difference is not an
exception to the empirico-experimental identity of TEs, REs and CSs after all,
because it is only an epistemological or transcendental (as Kant would have called
it) difference separating TE and CS on the one hand, from REs on the other.

More precisely, this epistemological-transcendental difference has two distinct,
but related, aspects, one subjective and one objective. The subjective side consists
in the capacity of the mind to anticipate a hypothetical or counterfactual experi-
mental situation. From this point of view, what TEs and CSs have over and above
real ones is only the fact that they exist in a purely hypothetical sphere. This
capacity of the mind to anticipate a hypothetical experimental situation underpins
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the difference in principle—a properly transcendental difference—between TEs and
CS on the one hand and REs on the other. This difference cannot be suppressed
since it is the same distinction between the hypothetical-reflexive domain of the
mind (which is in principle able to enter into contradiction with itself) and reality
(which is able to develop in only one way).

However, this transcendental difference has also an objective-ontological
counterpart: what REs have over and above TEs and CSs is only the fact that
they are causal˗experimental interactions between our body (or our instruments,
understood as logical-practical extensions of our body) and the surrounding reality.
For this reason, simply to imagine that the experimental apparatus, counterfactually
anticipated in a TE or in a CS, has been realized is sufficient to erase any
empirico˗experimental or methodical difference between TE, CS and RE.

In this connection, Kant’s example of a hundred dollars is very instructive. On
the one hand, “the real contains no more than the merely possible. A hundred real
thalers do not contain the least coin more than a hundred possible thalers.” On the
other hand, “My financial position is, however, affected very differently by a
hundred real thalers than it is by the mere concept of them (that is, of their pos-
sibility). For the object, as it actually exists, is not analytically contained in my
concept, but is added to my concept (which is a determination of my state) syn-
thetically” (KrV B 627, AA III 401. From my point of view, of course, “synthet-
ically” is to be understood in the sense of “by means of real interactions between
our body and the surrounding world”).

It is interesting to note that the epistemological-transcendental difference
between TE and CS on the one hand and RE on the other is the true reason for the
fact that the intensions of the concepts of TEs, CSs, and REs coincide, as do the
hundred real dollars and the hundred merely thought ones. Every (empirical) TE or
CS corresponds to a real one that satisfies the same conceptual characteristics, and
vice versa. All REs may also be thought of as realisations of TEs or CSs; con-
versely, all empirical TEs and CSs must be conceivable as preparing and antici-
pating a RE: They must, that is, anticipate a connection between objects that, when
thought of as realised, make the TE and CS coincide completely with the corre-
sponding RE. Here we find the fundamental reason why, for every particular
characteristic of one of the three notions, there is a corresponding characteristic in
the two others.

And note another point that is brought out by Kant’s example of the hundred
dollars: Thought dollars, like TEs and CSs, exist only in the sphere of the possible,
while real dollars, like REs, occupy a specific place among the interactions between
our bodies and the surrounding reality; but neither thought nor real entities are
what they are for us outside their mutual relationship. Paraphrasing Kant, (em-
pirical) TEs and CSs without REs are empty; REs without TEs and CSs are blind.
Thought dollars, like TEs and CSs, exist only in the sphere of the possible, while
real dollars, like REs, occupy a specific place among the interactions between our
bodies and the surrounding reality; but neither thought nor real entities could exist
outside their mutual relationship.
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As we shall see in the last part of my paper, an aspect of the difference between
CS and TE on the one hand and RE on the other reverberates in the relationship
between TE and CS.

7 The Peculiarity of CSs

As we shall see in this section, there is an element of truth both in the attempts to
distinguish between CS and TE and the accounts that regard CS as a form of RE.
Briefly stated, this element of truth is as follows: In TEs the subject uses in the first
person concepts, inferences, etc.; in contrast, CSs, as also REs do, involve an
‘external’ realisation, so that strictly speaking we can reconstruct them only ex post.
Not that they cannot be in principle reconstructed and intersubjectively controlled
ex ante (which we have seen to be untenable in discussing the attempt of Di Paolo
et al. 2000 to see a difference in principle between CS and TE in the inevitable
opacity of the first). But if they are reconstructed ex ante, they coincide, in the last
analysis, with TEs again!

I think this is the only possible way to distinguish in principle CS from TE. This
distinction, when stated in this quite general manner, is extremely subtle, but it will
perhaps become a bit clearer in the course of its application. The central point is that
any simulation, even a computer one, involves a kind of real execution, one that is
not merely psychological or conceptual. In a CS, the striking of certain keys is
followed by a sequence of actual physical steps, i.e. the operations carried out by
the hardware and the software, with the appearance of certain signs on the screen or
in the print-out.

As in REs, this execution depends on us for its realisation only in the initial
moment when we set off its ‘mechanism’. The initial action is followed by a real
process that occurs independently of a perceiving mind and ends, for example, with
a pointer moving on a dial.

As I have already mentioned, in RE knowledge is obtained by the construction
of an ‘experimental machine’ which extends the original operativity of our organic
body and directly interacts with the surrounding reality. As we have seen, this does
not hold true of CS because computers, as machines for processing symbols under
the guide of a programme, are not tools that give us operational-experimental access
to the world. Therefore, access to reality must be presupposed with respect to a
computer’s starting point, and then tested with respect to its point of arrival.

However, unlike TEs, CSs cannot dispense with any technical realisation. In this
case, our ability to objectify our thought contents in real objects does not materi-
alize in instruments that extend the operativity of our body and give information
about reality by causal interaction with the surrounding sensible world, but in
instruments that are embodied, or ‘physically’ realized, ways of representing,
analysing, exploring and understanding this world.

According to what we have been saying, CSs have two distinct aspects: on the
one hand, as TEs do, they anticipate an answer to some theoretical problems
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without resorting directly to experience. On the other hand, the similarities between
the two should not obscure the distinction between the hypothetical-counterfactual
context where the test of a hypothesis is planned, and the real context where this
plan is actually carried out. A CS shares the first aspect with TEs, and the second
with real ones. A plan for testing the relevant hypothesis must have been devised
before CSs get under way (this holds also for “experimental simulations”, such as
that of a car prototype in a wind tunnel). But a CS involves an application of logics
and mathematics to reality which is, in the last analysis, a technical-practical
execution.

Finally, in the light of the results reached in our discussion, we may recognize
certain elements of truth both in Frigg and Reiss’s challenging article about CSs
(Frigg and Reiss 2009) and in the claim that CS provides a new and different
methodology for the physical sciences (Rohrlich 1991, p. 507. Cf. also the literature
cited by Frigg and Reiss 2009, pp. 594–595). According to Roman Frigg and Julian
Reiss, even though CSs constitute interesting and powerful new science, “[t]he
philosophical problems that do come up in connection with simulations are not
specific to simulations and most of them are variants of problems that have been
discussed in other contexts before” (Frigg and Reiss 2009, p. 593).

This claim is untenable in a strict sense since the philosophical problems that
usually arise are practically always “variants of problems that have been discussed
in other contexts before.” For example, the philosophical problems raised by the
most recent atomic quantum theory are also variants of problems that have been
discussed in much older historical contexts.

This not fully satisfactory formulation notwithstanding, there is some truth in
Frigg and Reiss’s claim, if it is understood in a very general sense, which we may
call epistemological-transcendental: in this sense, for example, I have said above
that there is no difference in principle between CS and TE because also a particular
truth-claim resulting from a CS may be considered as scientific only under the
general condition that it is in principle intersubjectively testable, that is, if we may,
at least in principle, reconstruct, re-appropriate and evaluate it in the first person.

But over and above this general sense of the word, there are many particular,
empirico-methodical senses in which we may speak of a greater methodological
complexity of CSs in comparison with TEs. The mathematical-technical execution
of a CS makes a very peculiar difference in principle, which carries with it many
other differences in degree, and these may often play a very important part in
particular scientific contexts.

It becomes clear that CSs, though qualitatively similar to TEs in the sense that
they do not involve fundamentally different epistemic processes and share a com-
mon representational-instrumental character (which makes them belong to an
important genus as far as the prediction and control of nature is concerned), provide
a relatively new methodology for the empirical sciences. Thus, the execution or
realisation involved in a CS, although distinct in meaning from the causal inter-
actions occurring in REs, is the reason for the de facto greater methodological
complexity of CSs in comparison with TEs. Accuracy, error analysis, calibration,
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and in general the management of uncertainty, though not peculiar to CSs, are de
facto concepts that we encounter more frequently in discussing CSs than TEs.

There is a certain similarity between this claim and Winsberg’s reply to Frigg
and Reiss (2009) based on Galison’s idea that CS is a hybrid of experiment and
theory (cf. Winsberg 2009, p. 2013). However, even if it is true that the greater de
facto complexity of CS in comparison to TE is connected with the fact that CSs
involve an ‘external’ realisation, it is also true that this realisation is different in kind
from that of a real world experiment: on the one hand, it is a real subsistent external
‘thing’, on the other it is something that only on our reading relates to something
else and has a truth-value.

8 Conclusion

The main conclusions, at which we have arrived so far, may be briefly summed up
as follows.

In the first part of this paper (Sects. 1–4), I have passed in critical review some
important ways of comparing CSs and TEs: (1) The ‘promissory eliminativism’
concerning TE based on ‘simulative model-based reasoning’; (2) Norton’s argu-
ment view of TE and its extension to CS; (3) The view according to which CSs are
opaque TEs; (4) The claim that CSs fall under the more general concept of real
world experiment. No one of these accounts, though containing some important
merits, has succeeded in distinguishing CS from TE and RE.

In the second part of my paper, I briefly outlined an account of CSs as compared
with TEs that at least removes the difficulties of the four approaches which I have
been discussing. Section 5 has tried to show some important aspects of the con-
nection, made up of both unity and distinction, between TE and CS. From the
perspective of the analysis of the empirico-methodological intensions of the con-
cepts of TE, CS and RE, it is a hopeless task to find a particular methodological
mark or difference that applies to only one of the three notions. For every particular
characteristic of one of these notions, a corresponding characteristic in the two
others is easily found. However, there is a difference in kind (an epistemologi-
cal˗transcendental difference) between TEs and CSs on the one hand and REs on
the other (which, on reflection, is necessary for explaining their empirico-
methodical similarities). From a pre˗operational, epistemological or transcendental
point of view, what TEs and CSs have over and above real ones is only the fact that
they exist in a purely hypothetical sphere. And vice versa: what REs have over and
above TEs and CSs is only the fact that they are causal and empirical˗experimental
interactions between our bodies and the surrounding reality.

As shown in Sect. 6, an aspect of this last difference reverberates in the rela-
tionship between TE and CS. The similarities between CS and TE should not
obscure the distinction between the hypothetical context where the test of a
hypothesis is planned, and the real context where this plan is actually carried out: to
run a simulation is not only a representational, but also a real process. In TEs the
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subject operates concretely by using mental concepts in the first person; in contrast,
REs and simulations involve an ‘external’ realisation, which is initially
practical-experimental and tied to the experimenter’s body, and thereafter develops
independently of the subject. CSs share the first aspect with TEs, and the second
with real ones. The fact that CSs involve an ‘external’ realisation explains the
important difference in degree between TEs and CSs consisting in the usually
greater methodological complexity of the latter.
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Approaches to Scientific Modeling,
and the (Non)Issue of Representation:
A Case Study in Multi-model Research
on Thigmotaxis and Group
Thermoregulation

Guilherme Sanches de Oliveira

Abstract Recent contributions to the philosophical literature on scientific model-
ing have tended to follow one of two approaches, on the one hand addressing
conceptual, metaphysical and epistemological questions about models, or, on the
other hand, emphasizing the cognitive aspects of modeling and accordingly
focusing on model-based reasoning. In this paper I explore the relationship between
these two approaches through a case study of model-based research on the behavior
of infant rats, particularly thigmotaxis (movement based on tactile sensation) and
temperature regulation in groups. A common assumption in the philosophical lit-
erature is that models represent the target phenomena they simulate. In the mod-
eling project under investigation, however, this assumption was not part of the
model-based reasoning process, arising only in a theoretical article as, I suggest, a
post hoc rhetorical device. I argue that the otherwise nonexistent concern with the
model-target relationship as being representational results from a kind of objecti-
fication often at play in philosophical analysis, one that can be avoided if an
alternative form of objectification is adopted instead.

Keywords Scientific modeling � Model-based reasoning � Representation �
Thigmotaxis � Thermoregulation � Robotics � Agent-based modeling

1 Introduction: Two Approaches to Scientific Modeling

Scientists routinely use models such as computer simulations, concrete replicas and
mathematical equations to study target systems and phenomena as complex and
varied as inflation and unemployment rates, DNA structures, deforestation and
reforestation processes, and predator-prey relations. Models do not only supplement
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traditional forms of experimentation, but sometimes even replace them altogether
when the target phenomena are too poorly understood, or when manipulating and
intervening upon the real-world objects of interest is impractical and potentially
dangerous or unethical. In these and other cases philosophers have suggested that
models provide alternative grounds for scientific research, enabling a kind of
“surrogate reasoning” (Suarez 2004) and “indirect theoretical investigation of a
real-world phenomenon” (Weisberg 2007a, p. 209).

In the burgeoning literature on scientific modeling, two main themes or modes of
investigation have dominated the discussion in the past couple of decades. In the
first approach, authors tend to focus on traditional philosophical issues arising from
scientific modeling. Questions about the nature of models, about the relationship
between models and target phenomena, and about how we can learn through
modeling, among others, occupy center stage in this approach, and are addressed
more or less formally, depending on the context and objectives of the account. In
the second approach, authors emphasize the cognitive aspects of modeling, and
accordingly focus on model-based reasoning as their object of study. Drawing from
the history of science, from ethnographic observation, and from empirical research
on human problem-solving more generally, work within this second approach
prioritizes considerations about how scientists build and utilize models to generate
novel hypotheses, explanations, and predictions. These two approaches have been
compared as emphasizing different aspects of the phenomenon, with the second,
more “psychologistic” approach falling within the first, broader philosophical one
(Godfrey-Smith 2006a). In this first section I will review some of the central
features of each of the two approaches and highlight some of their particularities.
Section 2 will be devoted to a brief case study of a model-based research project on
movement and group temperature regulation in infant rats. This case study will then
serve as illustration for my interpretation, in Sect. 3, of the tension between the two
philosophical approaches to scientific modeling. As I will suggest, some of the
issues that arise in this literature—particularly questions about representation—are
not actual concerns for the modelers and do not correspond to identifiable aspects of
their modeling practice. I argue that these concerns arise from a kind of objectifi-
cation or reification at play in philosophical analysis, and can be circumvented if an
alternative form of objectification is adopted instead. But let us first consider the
two approaches in a little more detail.

In an influential paper that is representative of the first approach, Godfrey-Smith
(2006a) talks about the “strategy of model-based science” as one among various
other strategies scientists have at their disposal. Using models in science, he says, is
“a distinctive style of theoretical work, which yields particular kinds of represen-
tations, explanations, and patterns of change” and which can be used to comple-
ment or substitute other more traditional strategies, such that “a single scientific
problem can be approached both with and without models functioning as the
currency of theorizing and explanation” (Godfrey-Smith 2006a, p. 739). Accounts
of model-based science in line with this “tradition” have tended to focus on the
semantics, ontology and metaphysics of models (Frigg and Hartmann 2012). As
such, authors have dealt with, among other issues, questions about: the nature of
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models in contrast with alternative research strategies and scientific products
(Godfrey-Smith 2006a, b; Weisberg 2007a, 2013); the different types of idealiza-
tions and abstractions and their role in model-based science (Godfrey-Smith 2009a;
Weisberg 2006, 2007b, 2013); the nature of model-based representation and of the
relationship between model and target as representational (Frigg 2006; Suarez
2003, 2004, 2010; Weisberg 2013); and the parallel between scientific modeling
and representations in various non-scientific practices, e.g., in the visual arts and in
fiction (Godfrey-Smith 2006b, 2009b; Frigg 2010a, b, c; Magnani 2012; Woods
2014). Peculiar to this approach to conceptual issues arising from scientific mod-
eling is the attempt to articulate formally aspects of model-based science.
Weisberg’s (2013) “weighted feature-matching” mathematical account of
model-target relations is one such example, and can itself be considered a mathe-
matical model of model-based science, containing its own assumptions, scope,
idealizations, abstractions, and other characteristic features of scientific models.

A distinct approach to modeling can be found in a line of investigation that
Godfrey-Smith has characterized, perhaps almost pejoratively, as “psychologistic”
(2006a). In this second approach, the focus of investigation is not on semantics,
ontology and epistemology as much as on the cognitive processes involved in
constructing and using models in problem-solving, in theorizing and in the gen-
eration of explanations, predictions, novel hypotheses, and so on. Work within this
approach is varied, utilizing, for example, historical records of the work conducted
by scientists such as Michael Faraday and James Clerk Maxwell (Nersessian 1992,
1999, 2002, 2008; Tweeney 1985, 1989, 2014), as well as ethnographic observation
of current model-based research projects and laboratories (Nersessian and Patton
2009; Nersessian 2009; MacLeod and Nersessian 2013; Osbeck et al. 2013). While
in the first approach “model-based science” is taken to be one among various
strategies or styles of work within science, what is distinctive about this second
approach is the explicit connection it draws between scientific reasoning and similar
kinds of reasoning outside of science. It is with this in mind that Nersessian
articulates the “continuum hypothesis”—that is, the fundamental assumption that
cognitive practices in science are only “very sophisticated and refined outgrowths
of ordinary reasoning and representational processes” (Nersessian 1992, p. 5), such
that there is continuity between ordinary and scientific cognitive abilities and
strategies: “the cognitive practices of scientists are extensions of the kinds of
practices humans employ in coping with their physical and social environments and
in problem-solving of a more ordinary kind” (Nersessian 2002, p. 135). This per-
spective on the continuity between ordinary and scientific reasoning has implica-
tions that connect the philosophy of science with various other disciplines: on the
one hand, authors within the second approach tend to draw from contemporary
experimental research in cognitive science for their philosophical investigations
(see, e.g., Carruthers et al. 2002; Thagard 2012); and, in the opposite direction, the
“model-based reasoning” approach also tends to have a more practical orientation,
offering insights that are applicable to fields such as STEM education (see, e.g.,
Raghavan and Glaser 1994; Stephens et al. 1999; Gilbert 2005). The interdisci-
plinary flavor of the “model-based reasoning” approach is also made evident in the

Approaches to Scientific Modeling, and the (Non)Issue of Representation … 81



resemblance, and in some cases actual thematic overlap, with empirical and theo-
retical work within the “psychology of science” and the “cognitive science of
science” (see, e.g., Gholson et al. 1989; Feist 2006; Proctor and Capaldi 2012; Feist
and Gorman 2013).

As indicated earlier, these two approaches have been compared and differenti-
ated in terms of having distinct emphases, with cognitive considerations corre-
sponding only to a “component” of the broader philosophical issues
(Godfrey-Smith 2006a). But I think Godfrey-Smith misses the real tension between
the two approaches. It is certainly the case that the two are not mutually exclusive.
That is, despite the many differences between the first, more “conceptual” approach
to modeling, and the second, more “cognitive” approach to model-based reasoning,
a given author can quite naturally be interested in and contribute to research on both
“traditions.” This is the case with Ronald Giere. Having published influential work
articulating a decidedly cognitive approach to science (Giere 1988, 1992), Giere has
also provided applications of this approach to broader issues in the philosophy of
science (see Giere 1999, 2002, 2004, 2005), bringing his framework closer to the
first approach while still exerting influence on both, as Godfrey-Smith (2006a)
explicitly recognizes. Still, I think it is a mistake to frame the cognitive approach as
inferior to or narrower than the “more philosophical” one. After examining in
Sect. 2 the foundations, methods and results of a specific modeling research project,
I will, in Sect. 3 offer an alternative interpretation of how the two approaches relate
to one another and to the phenomenon of scientific modeling.

2 Case Study: Model-Based Investigation of Thigmotaxis
and Group Thermoregulation in Rat Pups

The present case study focuses on a model-based research project on the behavior
of infant rats (“rat pups”), particularly thigmotaxis—i.e., motion based on tactile
perception—and group thermoregulation—i.e., control and maintenance of body
temperature through contact and coordination with other individuals. The project
started in the late 1990s and continues today. It is based at the University of
California, Davis, and is led by Jeffrey Schank from the Department of Psychology,
in collaboration with colleagues from the same department as well as from the
Department of Mechanical and Aeronautical Engineering. Besides being charac-
terized by its interdisciplinarity, the project can also be described as multi-model,
multimodal, and incremental. That is because the project has involved, respectively,
the use of multiple “incompatible” models, built with distinct tools and exploiting
different modeling modalities, and which are further developed and evolved over
multiple iterations. In order to highlight these aspects of the project, the goal of this
section is to outline the research context, methodology and the results obtained.
Most of the observations come directly from technical papers published in scientific
journals, except for the most recent article, published in an edited collection aimed
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at an interdisciplinary audience of a more conceptual and philosophical bent. As I
will suggest in Sect. 3, the orientation of the latter publication was significant for
the content of the article itself, in a way that is particularly relevant for our
purposes.

The driving question of the research project is centered on the huddling behavior
of rat pups. As had already been observed before the beginning of the project, rat
pups tend to group together, nestling closely so as to maintain physical contact with
other individuals in the litter. This behavior is understood to be correlated with
temperature regulation and energy conservation: individual rat pups can adjust their
temperature by changing their location in the huddle, moving toward the center of
the huddle if feeling cold or outward if hot; as a result, they increase their energy
efficiency by enabling the allocation of more resources to developmental processes
rather than to endogenous thermoregulation. An early paper in the project (Schank
and Alberts 1997), published when Schank was a post-doctoral researcher at
Indiana University, reviews this background knowledge and poses the question that
would guide the project for years: can the emergence of a group behavior such as
huddling in rat pup litters be explained simply in terms of the behavior of individual
pups? Schank and Alberts point out that the perceptual modalities of rat pups are
seriously restricted: they are born blind, and with very limited capacity to process
olfactory and auditory cues, relying almost entirely on tactile sensation to guide
their behavior. This made the researchers’ job both easier and more challenging. On
the one hand, with fewer possibilities of sensory input and fewer variables to
manipulate, it was easier to simulate individuals and to test the hypothesis that
individual behavior suffices to generate the observed group phenomenon of hud-
dling. On the other hand, however, the serious challenge was that of explaining how
a complex social behavior—one that continues throughout the rats’ lifespan, the
authors point out—could come about solely from simple individual-level factors,
namely the preferences and very restricted abilities of individual pups. The
researchers summarized their problem and hypothesis thus: “simple sensorimotor
rules for activity and preferences for objects in an infant rat’s environment can
largely explain the complex patterns of aggregation, cohesion, and dynamics of
contact observed among pups,” and moreover, “autonomous individuals interacting
locally in accordance with simple rules can generate complex and group regulatory
behaviors without assuming group-level regulatory mechanisms” (Schank and
Alberts 1997, p. 12). The seemingly reductionist rationale that this formulation
could suggest was soon corrected by Schank in a theoretical essay (Schank 2001).
Reductionist approaches, Schank says, attempt to “explain individual behavior by
using one or a few levels of analysis (e.g., genetic)”; but the project, he clarifies,
focuses instead on “individuals as complex systems—consisting of and embedded
in other complex systems,” where the interactions between components at various
levels and time scales are integral to the behavioral outcome (Schank 2001, p. 33).
In the remainder of this section I will review two of the modeling strategies the
researchers took in the project and summarize the results they reported, leaving the
discussion for Sect. 3. It is important to note, however, that both types of models
were preceded by observations of the behavior of actual rat pups. At various stages

Approaches to Scientific Modeling, and the (Non)Issue of Representation … 83



of the research project, and particularly before and during the development of each
of the modeling frameworks, Schank and colleagues conducted experiments by
placing real rats in an arena with controlled temperature and incline, and by having
their individual behavior, social behavior, and individual–environment interactions
video-recorded, coded and analyzed; the data was then used both as input for
constructing the models and as contrast case for evaluating the models’ perfor-
mance (Schank and Alberts 1997; Schank et al. 2004).

2.1 Computer Simulations

The simulation component of this project followed the agent-based paradigm
presented by Schank and Alberts (1997). Their hypothesis was that the behavior of
individual rat pups corresponded to the interaction of two parameters, namely “the
probability of a pup moving or reorienting itself in the arena” and “preferences for
objects in a pup’s local environment” (Schank and Alberts 1997, p. 17).
Accordingly, they built a simulated rectangular arena with discrete cells to be
occupied by individual virtual agents, who could move to an adjacent cell according
to bodily orientation, movement preferences and activity state. Bodily orientation
determined which of the adjacent cells were accessible: at any given time unit, a
simulated rat pup had eight immediate cells surrounding the one it was currently in
(namely the central cell of a 3 × 3 grid); still, movement at each time unit was only
possible toward the three cells “in front” of the individual, namely the cell
immediately on top of the simulated agent, and the two cells to the left and right of
the top one, which could be accessed diagonally. Varying values were assigned to
movement preferences according to factors such as whether the adjacent cell was
next to a wall, and whether it was occupied by another pup or next to a cell
occupied by another pup. And movement was dependent on activity state, that is, if
a pup is active or inactive. Activity state was calculated with conditional proba-
bilities using a binomial model; this assumed that activity state at given time
t depends only on the individual’s prior activity states, regardless of the activity of
other agents. Following these principles (whose mathematical properties are
described in detail in Schank and Alberts 1997), the investigators ran Monte Carlo
simulations for the duration of 120 time units, at each time unit generating a
probability matrix for each of the 8 simulated agents in the virtual arena. Depending
on activity state and according to preference values, at each time unit the agents
would attempt to move to one of the three accessible adjacent cells; in case of failed
movement (because, e.g., cells were occupied or walled), the simulated rat pups
would remain in the same cell but reorient clockwise so as to change the possible
movement-space to a different set of three adjacent cells (see Fig. 1).

The first paper in the project reported overall positive results. Given the data
obtained through observation of real rat pups, simulated agents within a specific
range of probability and preference values exhibited behavior that was significantly
similar to that of real rats, resulting in “a very good match between simulation and
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data” (Schank and Alberts 1997, p. 23). Particularly on the frequency of contact
with the walls of the arena, the authors claim that the values were “almost identical
to the best fit found” and “well within the range of error for these simulations”
(ibid.). The comparison between the behavior of simulated agents and that of infant
rats, particularly of 7-day-old rats, supported the hypothesis that the group behavior
of huddling could emerge from individual behavior based on sensorimotor rules,
particularly through the individuals’ use of spatial-tactile stimuli. And yet, the
researchers indicated that the fit did not apply to the comparison with 12-day-old
rats. In a matter of a few days, real infant rats become less independent and more
sensitive to the activity levels of other individuals, modulating their behavior in
accordance with what others are doing. This was one of various other limitations of
the first model, and as the project progressed over the years, several changes were
introduced. For example, in this first agent-based model, simulated pups would only
move to empty cells, and they displayed preference for proximity to other pups but
not for proximity to walls. As Schank et al. (2014) discuss, only the second
assumption, of proximity to others, corresponded to behavior observed in real pups;
in reality, they point out, rat pups do not only move to empty spaces (they actually
do climb on one another) and they are not indifferent to walls either, more likely
opting for resting around corners than in open space. Subsequent developments in

Fig. 1 A depiction of the agent-based simulation array, with the black-background cell indicating
where the agent (A) is located at a given time, and the gray-background cells indicating the cells
adjacent to the agent at that time. The agent can choose to move to one of the accessible cells (Y1,
Y2, Y3) or choose instead to reorient itself and thereby shift the set of accessible cells (e.g. by
turning clockwise, N1 and N2 would become accessible, while Y1 and Y2 would no longer be
accessible). In some of the simulations, the presence of another agent in one of the cells adjacent to
A could delimit A’s movement possibilities (i.e., if the other agent was located in an otherwise
accessible cell, namely Y1, Y2, or Y3). Based on Fig. 5 in Schank and Alberts (1997)
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the model paradigm addressed some of these limitations by, for example, changing
preference parameters and introducing patterns of random movement (Schank
2008).

2.2 Robotic Agents

The second modeling strategy in this research project consists in the use of
autonomous robotic agents to simulate the behavior of rat pups. This line of
modeling has unavoidably involved elements from the previous one as well, in that
researchers first built virtual simulations of the robots and only then proceeded to
construct actual concrete robots. The mathematical foundations as well as issues in
design and implementation that I briefly review here are described in detail by Bish
et al. (2007). The researchers used MATLABTM for the mathematical calculations
and the graphical interface of SimulinkTM (an extension of MATLAB) to evaluate
the dynamics from the mathematical input.1 In later experiments they used other
simulation softwares, such as the open-source platform Breve (May et al. 2011). As
in the previous cases, this modeling project began with observations of actual rat
pups. Individual rats were placed in walled rectangular arenas with controlled
temperature, light and incline, and had their movements and body position
video-recorded and coded. The coordinates of nose tip and tail were recorded and
later used for comparison with model outputs.

The design specifications of both simulated robots and concrete robots mirrored
some characteristics of rat pups 7–10 days of age, including size ratio, and motor
and perceptual limitations. Simulated and concrete robots followed the body pro-
portions of actual rat pups, namely 3:1 length to width ratio. They also displayed
similarly limited mobility: real rat pups propel their body forward by pushing with
their hind legs, which was modeled in the robots’ use of two propelling back wheels
and a passive front wheel for support. Finally, the rat pups’ aforementioned per-
ceptual constraints—namely their reliance solely on tactile stimuli—were simulated
by endowing robots with touch sensors spread around their perimeter. As the
researchers emphasize, the robots’ head was doubly biased, first because they
contained more sensors, and second because the input from those sensors received
more priority weight in processing, thereby mirroring the relative importance of
sensory stimulation around a rat pup’s snout (Bish et al. 2007, pp. 984, 997).
Besides these specifications, the design and implementation of the simulated robotic
pups involved the use of three complementary subsystems. An environment sub-
system modeled the robot’s contact with arena walls, calculating the sensory and
impact inputs to be sent to the other subsystems. The wall impact input from the
environment subsystem was fed into the dynamics subsystem, which also used
wheel force values to calculate the position, velocity and orientation of the robot at

1MATLAB and Simulink are trademarks of the Mathworks Company, Needham, MA.
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any given time unit. And sensor inputs from the environment subsystem were sent
to the behavior subsystem, which implemented behavioral algorithms and converted
their outputs into wheel movement force, whose output was in turn calculated by
the dynamics subsystem (Bish et al. 2007, p. 991–993). These general design and
architectural specifications were utilized both in simulated robots and in actual
concrete robots, with the further methodological assumption that differences in
coding had no significant impact in the simulated and concrete results, i.e., that
there were “no significant numerical differences in the calculations performed by
the Java code executed by the robot and the MATLAB code executed by a PC”
(Bish et al. 2007, p. 993).

The results from experimentation with this first generation of robotic models
were mixed. The overall strategy involved comparing the observed behavior of rat
pups, as captured by nose-tail coordinates, with the corresponding outputs for the
trajectory of simulated and concrete robotic agents. Concerning the fit between
model and the data obtained from real rat pups, researchers noted that individual
robots “behaved qualitatively in some respects like a single rat pup moving in an
arena” (Schank et al. 2014, p. 157), but they added that important limitations would
have to be addressed in subsequent generations. The four robots used in the first
experiments had been designed and built to be physically identical to one another
(other than having distinct wiring color to enable telling them apart) and they were
given the same algorithms for processing; still, the robots displayed incompatible
behavior, tracing very distinct trajectories from one another. This divergence, the
researchers hypothesized, was due to unintended differences between the robots:
“slight differences in motors, small body shape construction differences, gradual
deterioration of robot parts (e.g. wheels, supports, sensor mounts), and subsequent
replacement of parts” as well as, possibly, “imperfections in the floor, coupled with
dust or debris on the robot wheels” which could have affected performance.
Whatever the reasons, the divergent trajectories made it so that the simulated robots
accurately corresponded to the behavior of only one of the four real robots used.

But beyond the unintended differences between robots, further developments in
subsequent generations concerned changes in design which were associated with
interesting insights. For example, although rat pups have flexible joints, the first
robots had rigid bodies; as a result, when encountering a corner, while real rat pups
are able simply to flex to turn to one side or another, robots had to back up in order
to change direction. This mismatch, necessitated by the design constraints of
first-generation robots, was indicated early on as a limitation that could potentially
be overcome (Schank et al. 2004; May et al. 2006; Bish et al. 2007). A natural way
to address this limitation would be to make the robotic models more complex by
introducing body flexibility. Before this was pursued, however, the researchers
explored an alternative route, namely by experimenting with randomized robot
behavior. Instead of following the standard procedure described above, the robots
had their sensors turned off and would at each time unit perform one random body
movement out of a list of ten possibilities. This strategy yielded surprising results,
with the researchers noting: “It is striking how well the trajectory plots of random
robots visually matched the plots for both 7- and 10-day-old pups” (May et al.
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2006, p. 59; see Fig. 2). This applied not only to the individualized trials already
reviewed, but was the case even for novel “social” experiments in which experi-
menters placed eight robots in the arena in order to observe aggregation patterns in
comparison with litters of eight rat pups (see Fig. 3). May et al. (2006) point out,
for example, that in the group experiments robots aggregated significantly more
than 7-day-old pups but less than 10-day-old pups; this placed the robots some-
where between the two age stages, with the latter corresponding to the stage when
developmental changes not only improve the rat pups’ motor and perceptual abil-
ities, but also make them responsive to the behavior of surrounding individuals.
After successfully experimenting with randomized robotic behavior, the researchers
built subsequent generations of robots with increasing degrees of flexibility, first
with two-segmented bodies, and then with three-segmented bodies. Although
flexible body morphology in robots resulted in more similar behavior to that of real
rat pups, interestingly enough the increase was not gradual: as expected, the most

Fig. 2 Trajectory plots based on head coordinates obtained from trials with 7-day-old rat pups,
10-day-old rat pups, robots with reactive architecture, and robots with randomized behavior.
Reproduced from May et al. (2006) with permission from John Wiley and Sons
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realistic robots with three-segmented bodies presented the best fit; yet,
two-segmented robots performed worse even than rigid-bodied robots (May and
Schank 2009; May et al. 2011; Schank et al. 2014).

3 Representation and Objectification

This paper started with a review, in Sect. 1, of two popular trends in the recent
philosophy of science literature on models: the first deals with semantic, meta-
physical and epistemological questions, while the second focuses instead on cog-
nitive issues in scientific modeling. Godfrey-Smith (2006a) has proposed that the

Fig. 3 Aggregation patterns observed in trials with real rat pups (a, c, e) and robotic agents
(b, d, f). Reproduced from Schank et al. (2014) with permission from the MIT Press
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difference between the two approaches is only a matter of distinct emphasis, with
the “narrower” cognitive approach consisting of a “component” of the broader
philosophical approach. This suggests that the choice of one over the other will be
dictated by how fine-grained the analysis is, i.e., if it is general and philosophical or
if specific to the select cognitive aspects of the phenomenon. It is my contention
that this comparison between the two approaches is mistaken, and in this section I
use Schank and colleagues’ model-based research to motivate a different inter-
pretation. Although both are, in broad terms, approaches to the same general
phenomenon of scientific modeling, I propose that the two approaches objectify the
phenomenon differently, and that this difference is to a great extent responsible for
contemporary philosophical perplexities about representation. Lastly, I conclude
with a cautionary note on how philosophers of science who are serious about
understanding scientific practice are to interpret what scientists say.

3.1 Much Ado About Representation

Godfrey-Smith has described model-based science as “fundamentally a strategy of
indirect representation of the world” (Godfrey-Smith 2006a, p. 730, emphasis
added) and an “indirect approach to representing complex or unknown processes in
the real world” (Godfrey-Smith 2006b, p. 7, emphasis added). If these statements
seem unproblematic, that is because the underlying assumption is indeed very
familiar, perhaps even one of the orthodoxies in contemporary philosophy of sci-
ence. The idea that a model is a representation of some target phenomenon has
been the unquestioned starting point of much of the recent philosophical work on
modeling. Much attention has been devoted, for example, to the question whether
there is a “special problem about scientific representation” (Callender and Cohen
2006) and whether theories of representation from other areas of human activity can
be applied to science as well (Suarez 2010; Toon 2010; Chakravartty 2010a, b).
Philosophers have also discussed several competing accounts of the nature of
representation—that is, what makes something a representation of something else.
One tendency has been to move away from accounts that treat representation as a
mind-independent feature of model and target, and toward the inclusion of an
agential component, namely the scientists’ role in determining the “representational
mapping” between model and target. This movement includes the update of tra-
ditional accounts based on isomorphism (van Fraassen 2008) and similarity (Giere
2004, 2006, 2010), as well as accounts that have been dubbed inferential (Suarez
2003, 2004), interpretational (Contessa 2007), and semiotic (Knuuttila 2010),
among many others. Some, like Suarez (2015) and Morrison (2015), opt for
deflationary approaches, treating models as representational but refraining from
offering a full-blown account of representation. Whether deflationary or not,
philosophers holding these triadic views of representation will accept that what
makes X a model of some target phenomenon Y is that X represents Y, further
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adding that X represents Y “as thus and such” or “for researchers R in context Z,”
and so on.

As a quick examination of the literature makes clear, disagreements abound con-
cerning what representation is. Still, most take for granted that models depict or de-
scribemore or less accuratelywhat some target is like. Indeed, there iswide acceptance
of the idea that models are never entirely accurate: all models contain abstractions,
simplifications, approximations and idealizations, such that all models—even the ones
we deem explanatory or otherwise epistemically worthy—are, strictly speaking, false
(Elgin 2004; Kennedy 2012). But saying that a model or parts of a model are true/false
implies that there is something other than itself that the model or its parts are true/false
about, that is, some object that themodel describes or depictsmore or less successfully.
This basic intentional assumption that models are representations of some target
remains largely unquestioned in the philosophical literature.2 The sheer number of
representational accounts ofmodeling can give the impression that representationmust
be a central aspect of scientificmodeling: even if there is no consensus about the nature
of representation, it is hard to doubt that the “phenomenon exists” and think that
philosophers were concerned with a pseudo-problem all along. Or is it?While my goal
here is not to make this case in any conclusive way, I hope to motivate this possibility
by considering the case reviewed in Sect. 2. For the particular model-based project at
hand, it seems safe to conclude that considerations about whether themodels stand in a
representational relationship to the target of investigation did not play the role one
would expect given the inordinate amount of attention philosophers have devoted to
representation in their accounts of modeling.3

Schank and colleagues were surely concerned with similarities and differences
between model and target. In the technical reports they make very explicit their
interest in “simulating” or “emulating” rat pup behavior, generating models that
“corresponded” in some way or were “analogous” to what they observed in direct
experimentation. They claim, for example, that their goal was to build “four
identical robots that are morphologically analogous to rat pups” (Schank et al.
2004, p. 164, emphasis added) with the “primary aim of emulating some of the
relevant physical and sensorimotor characteristics of rat pups” (p. 165, emphasis
added). In another paper they give a little more detail, saying: “Robots were
designed to have a morphology similar to a pup, with a long body tapering to a
rounded snout, and [they] moved using two rear-driven wheels and a front stabi-
lizing ball” (May and Schank 2009, p. 310, emphasis added). Still, this idea of
analogy or similarity should not be interpreted as corresponding to the philo-
sophical conception of the model-target relationship as representational—that is, as
intentional, with models describing their target and somehow being about them.
Beyond comparisons between model and target, Schank and colleagues used the

2Knuuttila (2011) calls this assumption the “representational view of models” and she explores an
alternative approach, although it is unclear that her account succeeds in providing a real alternative
since it maintains some role for representations in modeling.
3I think this insight can be applied more broadly to motivate an anti-representationalist view of
scientific modeling, but this is a topic I pursue in more detail elsewhere.
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very same language to talk about comparisons between one model and another:
“Results for three-segmented agents contained both similarities with and differences
from the results for rigid-bodied agents” (May and Schank 2009, p. 323, emphasis
added). However, such similarities and differences do not imply that
three-segmented robots “represented” rigid-bodied robots in the intentional sense of
“representation” at play in the philosophical literature, nor does it imply that the
results from one kind of model “represented” the results from the other in that
sense. Measurements of coordinates or trajectories and experimental results can be
“similar” in the sense of being numerically equivalent or proximate in a statistically
significant way. Likewise, the morphology of robots and pups can resemble one
another without it being the case that the researchers’ intention was to describe
what rat pup morphology is like through the morphology of the robot.

The researchers also talk about “realism” and “accuracy,” but again we are far
from the flavor of intentionality and aboutness those terms seem to have when used
by philosophers in the context of representational views of modeling. Consider this
discussion of their results:

Our metrics do not allow us to determine why two-segmented agents were a poorer fit. But
these results do suggest that ‘‘more’’ is not necessarily better, as the morphologically more
realistic two-segmented agents did not fit 7-day-old pups as well as the morphologically
less realistic one-segmented agents. Three-segmented agents matched 7-day-old pups on
one more metric (wall frequency) than did one-segmented agents. They may be better
models of 7-day-old rats than one-segmented agents, but further research is needed to tease
apart the behavioral implications of one- versus three-segmented morphologies. (May et al.
2011, p. 288)

Here the researchers concluded that a closer match in morphology was not
correlated with a closer match in behavioral results. In the gradient from
rigid-bodied robots up to two- and finally three-segmented agents, the increase in
morphological similarity did not result in a corresponding increase in how the
behavior of robots matched the behavior of actual rat pups. But the “morphological
realism” of one or another type of robot need not be understood representationally
as meaning “more accurately describing the morphology of rat pups,” but rather it
can be framed in terms of biological viability and resemblance with target. In the
first, broader sense, morphological realism concerns the biological feasibility of
certain body shapes and structures, the “naturalness” of certain organizations and
forms. Humanoid robots, for example, are robots built to display features similar to
those of humans, such as bipedal motion, facial expressions, etc. Although they are
built to be realistic and human-like, it is hard to substantiate the claim that they are
built to “represent” what humans are like: the goal is not to describe humans in
general or any individual human being, but rather to create something that is similar
in ways of interest. In some cases the intended similarity will be merely behavioral,
and in other cases morphological as well; either way, humanoid robots are not
descriptions of what humans are like even if they are like humans in some ways
(and unlike humans in others)—which suggests that similarity does not require the
intentionality implied by talk of representation. This brings us to the second sense
of realism as pertaining to the similarity between the morphology of robots and of
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rat pups in particular. As is well known, any two things are similar in various
respects, regardless of whether one is used to represent the other or not. In the case
at hand, the different degrees of similarity between types of robots and rat pups
were obviously not accidental. But, in manipulating the particular ways in which
models were similar and different from the target, the researchers were able to
isolate possible difference-making factors. They say:

Dynamic simulation models allow systematic analysis of potentially relevant parameters,
but not all physical parameters are known or can be accurately modeled. Robots allow for
the explicit instantiation of physical parameters and allow experimental studies that vary
several parameters, but whether robotic parameters represent the animal or are artifacts is an
empirical question (Schank et al. 2004, p. 163).

This is one of the rare instances of the researchers’ use of the word “represent,”
and even here there is good reason to take them to be thinking in terms more
common to the statistical analysis of experimental data than in the intentional sense
found in the philosophy of science literature. In experimentation and statistical
analysis, scientists are concerned with whether the sample is “representative” of the
population of interest—that is, if the phenomenon the data captures is the same as
the phenomenon that is meant to be explained or understood. For the present case,
in the investigation of, for example, the relationship between thigmotaxis, on the
one hand, and motion trajectory and frequency of wall contacts, on the other, body
color obviously does not play any role, and that is why the robots did not have to
match rat pups in that respect. But if trajectory and wall contact results covary with
distinct body morphologies, then morphology needs to be accounted for in order for
the interaction of interest both in robots and in rat pups to be considered, to an
extent, part of the same population. In this sense both rat pups and robots are
“representative” of the same phenomenon, but this does not imply that one is
“representing” the other (say, that robots represent rats), and much less so that both
robots and rat pups are “representing” some third thing.

Unlike what is implied by philosophical discussions of modeling, the epistemic
value of Schank and colleagues’ model-based scientific work did not stem from any
assumption by the researchers that their models were representations of real rat
pups. Simulations and robots can be adjusted and tweaked in ways that are
impossible, impractical or unethical to do with living organisms, and they allow
scientists to investigate otherwise unstudied theoretical and practical possibilities:
“Surrogate experimental analyses allow us to generate new theoretical and testable
hypotheses, which facilitate the refinement and construction of multilevel models”
(Schank 2001, p. 38). Further, the divergence between robot and pup behavior in
some of the experiments exemplifies another way in which modeling was epis-
temically useful for the researchers: observing the behavioral mismatch led to “the
discovery of a previously unrecognized pattern of behavior in rat pups,” which they
took to illustrate “the value of models in leading to discovery of new patterns of
behavior in the system modeled” (Schank et al. 2004, p. 161). In this case, the
behavior observed in the robots directed the researchers’ attention to a particular
aspect of rat behavior that had not been noticed in previous research. And the
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mismatch between the two supported the idea that, while thigmotaxic architectures
were intimately related to the behaviors observed in rat pups, other contributing
factors needed to be identified and further studied.

3.2 Objects, Discourse, and a Conclusion for the Philosophy
of Science

Schank and colleagues’ model-based research, from what we have seen, appears to
have been successful independently of any assumption that their models stood in a
representational relationship to the target rat pups. This is in direct conflict with the
emphasis philosophers have given to the supposedly representational basis of sci-
entific modeling. In light of the amount of attention devoted in the literature to
issues surrounding the notion of representation, one would expect those issues to
capture some central aspect of scientific model-based practice. Despite its popu-
larity, however, the representational view of models does not appear to hold up
under a closer examination of how models are actually built and used. Although in
this paper I cannot make the stronger case for how this applies to all scientific
modeling, I want to propose that this possibility needs to be taken seriously. My
suggestion is that the philosophical issue of representation is a non-issue for sci-
entists and that it does not correspond to a readily identifiable aspect of scientific
practice, but it is only a pseudo-problem and an artifact of philosophical analysis.
As we will see, this poses challenges to the philosophy of science from within and
from without.

The mismatch between the importance philosophers claim representation to have
in scientific modeling and the real importance it has for scientific practice is due to
characteristics of philosophical analysis that bring us back to the tension between
the two approaches discussed earlier. It is widely accepted nowadays that philos-
ophy of science is not concerned with a rational reconstruction of science, nor with
the logical form of scientific theories, nor (exclusively) with normative ideals;
rather, it is often assumed that a comprehensive philosophical understanding of
science needs to account for science as we know it, science as it is practiced. This
general orientation is illustrated in the modeling literature by the increasingly fre-
quent consideration of real historical and contemporary cases of modeling. Still,
discussions about the model-target relationship as representational seem to persist
without the proper empirical anchoring. By focusing on semantic, metaphysical and
epistemological questions around scientific modeling, the “mainstream” philo-
sophical approach has tended to isolate the phenomenon of scientific modeling in
order to analyze it. In contrast, the more “cognitive” or “psychologistic” approach
to model-based reasoning is explicitly aimed at investigating how scientists reason
through the use of models, and accordingly it attempts to examine models in
context. This corresponds to a difference in how the two approaches “objectify”
models, that is, two different ways in which they treat models as objects.
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Philosophers in the mainstream approach “reify” models or turn them into objects
of study by treating them as entities in and of themselves, whose semantics,
metaphysics and epistemology can be philosophized about in isolation from prac-
tice and from what scientists take their practice to involve. In more cognitive
approaches, however, models are treated as objects in the sense of being seen as
epistemic tools (Knuuttila 2011), instruments of investigation (Morrison and
Morgan 1999), that is, scientific objects that are built and used by certain people in
specific situations for particular purposes. In this second way of treating models as
(scientific) objects it is just pointless to remove a model from the context it was
built in, and to ignore who built it, what for, and how it was used—that would be
like trying to understand the differences between basketball and soccer by focusing
on the physical properties of basketballs and soccer balls without relating those
properties to how the games are played.

The first kind of objectification, treating models as isolated objects of philo-
sophical scrutiny, is in great part responsible for the otherwise nonexistent concerns
with the model-target relationship as being representational: it assumes that models
describe what the world is like, while missing the fact that scientists simply treat
models as being like the world. In order to understand the case described in Sect. 2
and discussed in Sect. 3.1, there is no need to talk about a representational
model-target relationship because most if not all of the model-based reasoning
processes depended simply on analogy and similarity. In the cases we have seen,
models were tools for exploring hypotheses (such as that group behavior can be
accounted for by individual preferences, cf. Schank and Alberts 1997), directing
attention (discovery of behavioral pattern in rats, cf. Schank et al. 2004), and so on.
The mathematical modeling discussed by Bish et al. (2007) was not a mathematical
description of actual rats, but a blueprint for the simulated robot, with the results
then feeding back into the research and informing the construction of actual robots.
The overall goal, that is, was not to describe what the animal is like, but rather to
build something that is like (and different from) the animal in relevant respects. If
this insight generalizes to other model-based projects as I believe it does, it results
in scientific modeling being more like “tool-building” than “representing” or
“representation-making.”

The example of model-based research I have considered in this paper is inter-
esting for an additional twist it brings to the conclusion I have been putting forward.
In a recent book chapter, Schank and colleagues explicitly endorsed the represen-
tational view I have been criticizing here. They affirmed that they treat “models as
representations of physical animate systems (e.g., animals) that support our
understanding of those systems” (Schank et al. 2014, p. 147, italics original). They
further added that “No model is a perfect representation of another physical system”
but that models are representations: “Many representational properties of a model do
not correspond directly to properties of the system modeled because of our
uncertainty about whether a system has the properties in question,” and still “A
model is always false as a representation of all or many properties of a system
(Schank et al. 2014, p. 147). I see that these quotes could be taken to contradict my
interpretation of the project and to cast doubt on my skepticism about
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representationalism in models. Yet, I do not think that conclusion is warranted
because, I propose, Schank and colleagues’ portrayal of their models as represen-
tations was only a post hoc rationalization and rhetorical device. The quotes are from
a chapter published in an edited volume targeted at a philosophically-inclined
audience. In that chapter the authors cite many of the philosophers I mentioned
earlier as advocates of the representational view of models. As a result, it seems safe
to assume that the authors’ goal with that chapter was to participate in the philo-
sophical conversation, and not to give an impartial description of their research (that
was the goal of the technical papers published in scientific journals). Their adoption
of the philosophical representationalist discourse, then, seems to be motivated by
their desire to contribute to the philosophical debate more than from a strictly
rigorous and independent assessment of their own work. For, as we have seen, in
their previous research, representation did not pose an important conceptual question
nor was it a practical consideration in model-building and model-using. There were,
as already discussed, questions about similarity, realism and accuracy—but those
concerned whether the simulations and robots were similar to one another and to the
target (real rat pups) in important ways, not whether they stood in intentional rep-
resentational relationships in any deep philosophical sense. Their view wasn’t, in
other words, that in building simulations and robots they were describing what the
target is like; rather, their goal seemed to be to construe simpler tools that, among
other results, afford the generation of hypotheses about the target phenomenon.

From what I suggested above, the traditional approach philosophers adopt to
investigate phenomena of interest poses a challenge from within: the way we
objectify a phenomenon such as modeling by isolating a model from its context
constrains our ability to see how the nature of the phenomenon is shaped by what
brings it about (the individual scientists, the research context, disciplinary tradi-
tions, and technological possibilities in addition to properties of the target); this, in
turn, limits our understanding of the role the phenomenon plays in some practice
(namely, the fact that model-based investigations are not simply of some target but
also for specified purposes). The challenge from within is that our own philo-
sophical mode of investigation makes it so that we get caught up on ethereal
metaphysical concerns that have nothing to do with the phenomenon in the real
world of scientific practice. But this challenge from within, intrinsic to the con-
ceptual or philosophical approach, also generates a challenge from without. As
certain assumptions become widespread within the philosophical community and a
corresponding discourse is established, there is always the danger that others out-
side the community will try to adopt that same language if they wish to participate
in the philosophical conversation. This is what I take to have happened in the case
of Schank and colleagues’ recent pronouncement in the philosophically-oriented
book publication. Motivated by their awareness of developments in the philosophy
of science, they reinterpreted their practice using the “right” vocabulary for the
intended philosophical audience. Cross-pollination between science and philosophy
is definitely something to be celebrated and furthered, but the case at hand illus-
trates an additional difficulty for the philosophy of science. If philosophers are to try
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to avoid the internal constraints of philosophical assumptions by accounting for
scientific practice, an added challenge is that we have to be careful with the weight
we give to what scientists say about their practice. The influence, illustrated by this
case, of philosophical assumptions on how scientists interpret their own work
creates a potentially dangerous loop in which philosophers can take the scientists’
interpretation of their research to corroborate the philosophical assumptions without
noticing that the philosophical assumptions were what generated the scientists’
interpretation in the first place.

Contrary to Godfrey-Smith’s (2006a) view, I propose that the cognitive
approach is not a subset of the broader philosophical approach, but rather it is a
complementary alternative that provides tools that can help philosophical analysis
avoid the threats from within and from without. The cognitive approach is still
subject to internal biases—as can be seen, for example, in the surprising persistence
of cognitive accounts that ignore embodied and extended theories of cognition (see
Thagard 2012 for an example where embodiment seems to play no significant role).
Cognitive approaches are also subject to having those internal biases feed back onto
the investigation from without; still, the way the approach objectifies the phe-
nomenon seems to put it in a better position than the more conceptual approach. In
the cognitive approach what is studied is model-based reasoning, that is, how
scientists design, build and use models to aid in their reasoning processes and their
investigations of target phenomena for some purpose. This anchoring in the real
world of practice precludes considerations of models as separated from the complex
context of scientific modeling. Moreover, the use of theoretical as well as empirical
tools to study how people solve problems by building and utilizing models gives
the cognitive approach more content and evidential basis, beyond having to rely on
mere philosophical speculation or the report of scientists, both of which, as we have
seen, can be dangerously biased. Rather than relegating the cognitive approach to a
lowly position as an optional, more fine-grained component of the broader philo-
sophical approach, I suggest that the cognitive approach is central to a cautious
philosophy of science that aims to understand real science as it is practiced. As the
present case study illustrated, considering how scientists build and use models to
think about targets of interest (but not necessarily considering how scientists talk
about that process) challenges the representational view. Assuming that models
depict or describe their target as being one way or another was unnecessary for the
results obtained and was perhaps only a post hoc rationalization and rhetorical
device. Rather than being a representational endeavor, model-based reasoning
seems to be fundamentally dependent upon comparison and analogy between
independent entities, with no further assumption of intentionality being required.
The philosophical issue of representation, then, seems to be a non-issue, an artifact
of a biased approach to the phenomenon, something that could be avoided if
philosophical investigation was informed by the cognitive aspects of the object of
study.
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Philosophy Made Visual:
An Experimental Study

Nevia Dolcini

Abstract The advent of experimental philosophy has recently expanded the domain
of philosophical debates so as to include discussions about survey-based method-
ology and the validity of its employment in philosophical inquiry. One of the main
criticisms of this approach questions the alleged response-intuition equation, by
claiming that ‘pragmatic cues’ might prevent the subjects from reporting their
genuine intuitions about the survey scenarios and questions. The pragmatic cues
discussed by the literature include aspects of a quite different nature, ranging from
thinking-styles to semantic ambiguities. In order to distinguish between
language-related pragmatic cues, and other features not strictly dependent on lan-
guage, the distinction between the ‘response problem’ and the ‘interpretation
problem’—potentially triggered by language-related pragmatic cues—is introduced.
By employing an illustrated survey, this study aims at revealing the extent to which
the use of ‘non-linguistic’ vignettes might constitute a valid aid to the traditional
‘linguistic’ vignette. A positive response would encourage the usage of illustrations
and other non-linguistic or minimally-linguistic models in survey-based studies,
which considerably restricts the liability of surveys for the interpretation problem.

1 Introduction

This work addresses some of the methodological issues raised by the recent
adoption of non-traditional practices in philosophical inquiry, that is, the recourse to
survey-based studies for gathering data about folk-intuitions. While survey studies
are well-established research tools in many disciplinary areas, especially in the
social sciences, they certainly represent an unexpected novelty for philosophers.
The use of this empirical research method is common in ‘experimental philosophy’,
a controversial approach loosely understood as a study of people’s intuitions about
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philosophically relevant scenarios (Sytsma 2014). While testing ordinary intuitions,
also called ‘folk intuitions’, experimental philosophers attempt to describe people’s
ordinary attributions of different kinds (‘what we would say’, or ‘how things seem
to us to be’) by applying the methods of the social and cognitive sciences to the
study of philosophical cognition (Alexander 2012), often combined with the use of
statistical tools and analysis techniques such as mediation analysis or structural
equation modeling.

The advent of experimental philosophy, around fifteen years ago, revitalized the
discussion about a major meta-philosophical issue: what are the proper methods,
aims and ambitions of philosophy? In this debate, the traditional intuition-based a
priori method, involving massive recourse to thought experiments and reflective
equilibrium, is confronted with a sort of methodological naturalism,1 which
explores empirically oriented practices of addressing philosophical problems
through a posteriori methods. Some authors suggest that, as long as philosophers’
intuitions are inconsistent with folk intuitions, the traditional methodology and the
central epistemic role of intuitions, as a support for hypothesis testing and judgment
making, should be questioned. Thus, studies in experimental philosophy2 aim—at
the very least—to provide evidence regarding whether the cognitive process of
formation of people’s intuitions and judgments about particular scenarios is sen-
sitive to various factors, such as culture, socio-economic status, level of expertize in
philosophy, affective context, and order of presentation. These data would suggest
that intuitions are not, after all, as stable as philosophers have traditionally tended to
think. If people’s intuitions and judgments about philosophical puzzles and con-
cepts vary across cultures, as well as through other parameters, then philosophers
should reassess the role of intuitions in philosophical practices, and of course, if this
is the case, then the appeal to intuitions might be methodologically mistaken.

Although controversial, the challenge posed by experimental philosophy to
‘methodological rationalists’ cannot be easily dismissed. Many voices have joined
the debate in order to defend traditional methods from the incursion of the
‘methodological naturalists’, whose criticism ranges from disagreement on the
interpretation of the research data (Sosa 2009), to questioning the accuracy of the
survey methodology (Kauppinen 2007; Cullen 2010). In addition to methodological
issues, some consider experimental philosophy as a mere attack on a straw man
(Williamson 2007; Deutsch 2010, 2015; Cappelen 2012), since—they argue—
traditional philosophers don’t in fact rely on intuitions, and neither philosophy nor
philosophical methodology has anything to fear from intuitions’ cultural variability.
Despite numerous opponents, the effects of this novel direction in philosophical

1I here shape the debate in terms of ‘rationalists’ versus ‘naturalists’ after Fisher and Collins
(2015). Here ‘naturalism’ is to be regarded as a methodological stance totally independent from the
metaphysical position.
2Since the survey study conducted by Weinberg et al. (2001), the literature in experimental
philosophy has sharply increased.
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inquiry extend (to various degrees) well beyond its original terrain,3 and experi-
mental philosophy is attracting the attention of an increasingly wider audience.

In this paper, I address these issues in a twofold way. Firstly, I examine a particular
methodological issue related to survey studies, namely the criticism that pragmatic
cues might prevent subjects from reporting genuine intuitions, and propose that
there are in fact two separate problems that need to be distinguished: the ‘response
problem’ and the ‘interpretation problem’. Pragmatic cues, I will argue, have a
non-homogeneous nature: while some of them are the source of the interpretation
problem, others are responsible for the response problem. In particular, I will claim
that the interpretation problem, but not the response problem, is strictly dependent on
the linguistic medium typically employed in survey studies, so that its effects can be
sensibly limited by the recourse to non-linguistic models, which function as an aid to
the traditional linguistic vignette. I then report an experiment designed to investigate
whether changing the format of the vignettes typically used in experimental philos-
ophy from purely verbal to primarily pictorial, might allow us to avoid the force of this
criticism in respect to the interpretation problem. In the last two sections, I offer an
overview of the survey study design, its content and procedures, and results.

2 The ‘Interpretation Problem’ in Philosophical Scenarios

Vignettes are traditionally employed as a way of collecting data across a variety of
disciplinary fields, such as, among others, social psychology, business science, and
health science. Not only are vignette-based studies far less expensive than other lab
experimental methodologies, but they also have the advantage of allowing for the
collection of people’s responses to scenarios too difficult, if not impossible, to
reproduce in a laboratory. For example, the typical philosophical ‘story’ about a
counterfactual scenario or a thought experiment (brain-in-a-vat, twin Earth, and the
like), seems to be no good candidate for being presented, represented, and described
in a survey study other than in a ‘vignette’. While reading a vignette, subjects are
invited to imagine and simulate a certain hypothetical scenario, and on that basis
they are asked to produce a ‘cognitive’ output as a response, or judgment.

Since vignette-based studies have made their appearance on the philosophical
scene, some have questioned their methodological validity in the specific field of
philosophy. In general, the validity of vignettes as a tool for research studies has
long been discussed in the context of social sciences (Faia 1980; Rossi and Alves
1980; Collett and Childs 2011), but philosophers have recently raised more specific
concerns in relation to the effect of pragmatic cues on intuition generation.

Some authors (Kauppinen 2007; Cullen 2010) have challenged the equation
between survey responses and intuitions by considering that various factors

3For example, see Michael Devitt’s recent appeal to linguists’ intuitions about linguistic usage, in
addition to philosophers’ intuitions (Devitt 2012, 2014).
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belonging to the context of the experiment might influence people’s responses to a
survey’s vignettes, while not simultaneously influencing the subjects’ actual intu-
itions about them. For example, subjects might be pressed by experiment
context-related ‘task demands’, which would activate background beliefs as an
effect of what they think the experimenters are interested in, or are looking for. If
that were the case, it is argued, the presumed relation between subjects' concepts
and their responses, or linguistic behaviors, might be undermined. Most research-
ers, however, consider such a problem to be a non-fatal illness of survey-based
studies, and vignettes are still widely regarded as a useful and reliable tool for
testing the way in which people would behave or make judgments in hypothetical
circumstances, which are otherwise very hard to present (e.g., Hughes 1998).

Other authors have concerns about the way in which subjects may properly
understand the vignette, or fail to do so to various degrees. In case of poor inter-
pretation or utter misinterpretation of the vignette, subjects’ responses in survey
studies should not be taken as mirroring their genuine intuitions with respect to the
presented scenario or concept. For example, culture-related conversational or
response styles (Johnson et al. 2005; Hofstede 2001), are also regarded as problem
triggers, given the role played by such pragmatic aspects in the subjects’ process of
interpretation of a given vignette. Subjects’ implicit beliefs about the experimenter’s
expectations, conversational norms, and culture-dependent survey response styles
are all elements of a pragmatic nature to be taken into consideration when evaluating
survey data, especially in the case of cross-cultural studies.

In general, all these problems have so far been addressed as instances of either the
response problem, or the interpretation problem. Roughly, the former questions the
very nature of people’s responses to survey data (what the responses exactly are, and
whether or not they represent people’s intuitions), whereas the latter regards people’s
interpretation of philosophical vignettes (how people read the vignettes). Issues
related to people’s interpretation of the vignette might be regarded as intertwined—
or overlapping—with the response problem, insofar as for one to interpret a vignette
implies tailoring one’s understanding of a described scenario to what one assumes
the experimenter’s goal or expectation to be.4 Culture-related conversational or
response styles (Johnson et al. 2005; Hofstede 2001), are also thought to cause the
response problem, given the role played by these pragmatic aspects in the subjects’
process of interpreting a given vignette. Subjects’ implicit beliefs about the exper-
imenter’s expectations, conversational norms, and culture-dependent survey
response style certainly are all elements of a pragmatic nature to be taken into
consideration when evaluating survey data, especially in the case of cross-cultural
studies. However, the distinction between the ‘response problem’ and the ‘inter-
pretation problem’ is too vague, and a sharper analysis of the pragmatic cues

4This worry can be seen in Cullen (2010), where he argues that people’s judgments are a kind of
behavior generated by inputs of various sorts, as for example the subjects’ “beliefs about what the
researchers are interested in” (pp. 277–278).
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triggering the two problems would be of great benefit for the debate concerning the
methodology adopted in many studies in experimental philosophy.

The domain accorded to pragmatic cues in the literature is especially broad, and
it ranges from semantic ambiguities to culture-dependent response styles. The
category of ‘pragmatic cues’ includes a variety of aspects belonging to the concrete
circumstances in which the survey is administered, as well as assumptions or
background beliefs held by subjects before and/or at the time of the survey
administration, culture-related thinking or response styles, subjects’ education level,
emotions triggered by the proposed scenarios, culture-related attitudes with respect
to thinking of possible, past or future events (Guo et al. 2012), and much more. In
addition to that, pragmatic cues are also instantiated in features of the particular
language employed by the questionnaire, as in the case of syntactic, lexical and
pragmatic ambiguities, implicit elements, implicatures, with also presuppositions
typically playing a role along the interpretation process of a linguistic text.5

Within the broad category of pragmatic cues, some of the features belong strictly
to the ‘linguistic’ context, whereas others depend more (or exclusively) on the
‘extra-linguistic’ context. I therefore propose a reading of the ‘response’ vs. ‘in-
terpretation’ distinction as deriving from two different sorts of pragmatic cues: the
‘response problem’ depends on extra-linguistic pragmatic cues, whereas the ‘in-
terpretation problem’ depends on linguistic cues, that is, it originates from the
characteristics of the language employed in the survey. Not only do the pragmatic
cues potentially responsible for the interpretation problem belong to language, but
some of them also specifically depend on the particular language employed (e.g.,
English, Chinese, Japanese, Italian, etc.). In a similar vein, language-based prag-
matic cues are also responsible for the majority of the difficulties related to survey
translations.

If and when something goes wrong during the subjects’ process of interpretation
of a given vignette because of the pragmatic cues related to the linguistic context,
then the ‘interpretation problem’ arises. The vignette’s misinterpretation, or poor
interpretation, is not sufficient for justifying the claim that the subjects’ responses
are not the subjects’ intuitions on the matter. Indeed, such responses are the sub-
ject’s genuine intuitions about what she has read, and indeed the response is based
on her interpretation of the vignette: as such, this does not qualify as an occurrence
of the ‘response problem’, where the subject’s response does not correspond to her
genuine intuition. Responses affected by the interpretation problem would change
in the case that the subject is given the opportunity to revise her interpretation.

In the case of vignettes depicting complex philosophical scenarios, the signifi-
cant cognitive effort required by the readers might amplify the risk that their

5In the experimental philosophy literature, a case of ‘perspectival ambiguity’ has been recently
discussed by Sytsma and Livengood (2011).
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interpretation falls short, especially if the administered questionnaire is not written
in the reader’s mother language (a common occurrence in cross-cultural studies). Is
there any way in which the ‘interpretation problem’ can be contained? This study
addresses the question of whether illustrated vignettes can be employed in survey
studies. A positive response would indicate a way to contain the potential danger of
the pragmatic cues—the source of the interpretation problem—often present in the
narrative texts. For this purpose, I have designed a survey for testing the hypothesis
that the employment of ‘models’—in this specific case, black-and-white
hand-drawings—in surveys does not trigger systematic (non accidental) varia-
tions in subjects’ responses as compared to the subjects’ responses to purely lin-
guistic surveys.

3 Illustrated Survey and Study Design

Typically, survey studies in experimental philosophy exclusively employ the lin-
guistic medium: vignettes narratively describe philosophically relevant scenarios,
and are followed by statements or questions to be answered by the subjects. As
previously discussed, some pragmatic features of the text might trigger the inter-
pretation problem, especially in the case of cross-cultural studies in which subjects
are confronted with a survey in their second language, or when the survey is
translated from one language to another. One possible way to contain the challenges
intrinsic to language with respect to users from various cultural and linguistic
backgrounds might be the recourse to ‘models’ of the scenario depicted in the
vignette. These models, in the form of illustration, might be purely non-linguistic if
no linguistic element is employed (this is the case of illustrations or diagrams which
can exhaustively and non-ambiguously offer a representation of the scenario).
However, illustrations would be more typically minimally linguistic; in fact, in
order for the ‘model’ to represent the scenario well, sometimes a few simple lin-
guistic elements (names, dates, etc.) are required.

The present study has been designed as a vignette-based survey, which comes in
two versions: the Verbal survey is a purely linguistic one; the Illustrated survey
features black-and-white hand-drawings in addition to the narrative text. The
illustrations from the Illustrated survey are sometimes enriched with ‘labels’ so as
to facilitate the reader’s understanding of the story.6 The subjects participating in
the study were either presented with the Verbal survey or with the Illustrated survey
(none of the subjects were presented with both versions). The semiotic nature of the
survey is analyzed as the main factor and potential variation-trigger. The expected

6The minimal recourse to linguistic elements in the illustrations—let’s call them
‘minimally-linguistic illustrations’—does not hamper the very goal of the illustrated survey, and
dates or names stand in the drawing as a sort of ‘Peircean index’.
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result is that the introduction of illustrations does not trigger any sensitive variation
to subjects’ responses.

The study hypothesis, if confirmed, would suggest that the recourse to models in
survey studies does not jeopardize the subjects understanding of the vignettes. Yet,
the visual inputs help the subject to effectively resolve the potential issues triggered
by pragmatic cues of linguistic origin and nature, which are deemed responsible for
the interpretation problem. The main advantage of employing visual inputs derives
from the consideration that illustrations, given their non-linguistic nature, are
immune to the interpretation problem as defined above. In order to test the study
hypothesis, linguistic vignettes have been written in the form of mainly descriptive
statements so as to avoid possible interpretation-problem triggers.

In line with the typical experimental philosophy survey study, the vignettes
tackle a philosophical problem, namely the problem of object identity and personal
identity through time and change: the scenarios are based on the classical Theseus
ship puzzle, and the brain transplant thought experiment.7

The survey includes five vignettes, followed by either two or three
statements/questions. Two out of the five vignettes are about the problem of objects’
identity through time and change, and the scenarios present the readers with the
Theseus ship paradox; two other vignettes remodel the Theseus ship paradox into a
puzzle about personal identity; one vignette depicts a ‘brain transplant’ scenario. The
present study includes two survey versions and numerous questions; since excessive
space would be required for a full and comprehensive report, I will present two out of
the five vignettes: the ‘Brain Transplant’ scenario (story B) and the related full set of
questions; the ‘Theseus Ship’ scenario (story C) and the related questions.

Here is the brain transplant scenario (story B):

B: Mike and John undergo intertwined brain transplantation together. During the
surgery, Mike’s brain is transplanted into John’s skull, while John’s brain is
transplanted into Mike’s skull.

In order to make sure that the participants correctly understand the content of the
stories, each vignette is followed by a check-question. Note that the subjects’
responses to the check-question are extremely important for the purpose of the
present study; in fact, check-questions uniquely monitor the quality of the readers’
comprehension of the vignette.

Here is the check-question (B1) for the brain transplant scenario:

B1. Mike has his brain removed and replaced with John’s brain; whereas, John has
his brain removed and replaced by Mike’s brain.
A. Yes, I agree B. No, I disagree

7Given the focus on the methodological problem, the data analysis will here be limited to the
medium as a possible variation trigger. While the content of the vignettes is widely irrelevant with
respect to the methodology issue, the collected data offer an occasion to check folk intuitions about
the problem of object/person identity through time and change. The discussion of these data will
be presented in a forthcoming paper.
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After the check question, the subjects are asked to answer the question (B2):

B2. Select the statement that you believe to be true.

A. After the intertwined brain transplant, John is the individual who pos-
sesses John’s brain and Mike’s body; and Mike is the individual who
possesses Mike’s brain and John’s body.

B. After the intertwined brain transplant, John is the individual who pos-
sesses John’s body and Mike’s brain, while Mike is the individual who
possesses Mike’s body and John’s brain.

C. After the intertwined brain transplant, neither John nor Mike exists any
longer. In their place there are two entirely new individuals. It is like,
thanks to the intertwined brain transplantation, two entirely new persons
are brought to life.

D. After the intertwined brain transplant, the two resulting individuals are
hybrid persons. Namely, both of the individuals are partially Mike, and
partially John.

In the Illustrated survey, story B is illustrated as follows:

Mike and John undergo intertwined brain transplantation together
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The illustrations for questions (B1) and (B2) simply repeat the vignette illus-
trations.8 Participants in the survey were asked to judge the statement/answer to the
questions, and to choose only one answer, which was mostly consistent with their
intuitive judgments.

Here is the Theseus Ship scenario, or story C, from the Verbal survey, followed
by the check-question (C1), and question (C2):

C: The ship Santa Maria was built 1000 years ago, and made of 1000 wooden
planks. Since the very first year of life, the ship components start decaying due
to natural consumption. Therefore, its wooden planks have been taken out, and
replaced with brand new wooden planks. In the first year, the Santa Maria had
its first plank replaced. In its second year, it had its second plank replaced.
And so on at the rate of one plank at a year. Eventually, after 1000 years, the
ship Santa Maria had its last original plank replaced, too.

During the surgery, Mike’s brain is transplanted into John’s skull, while John’s brain is
transplanted into Mike’s skull

8For reasons of space, vignettes and their related questions in the illustrated survey are placed on
different sheets, which is why the repetition of the illustrations is needed on the question page.
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C1. After 1000 years of life, the ship Santa Maria had all its original wooden
planks taken away and replaced with new ones. Thus, after 1000 replacement
operations, there is no plank in the 1000-year-old Santa Maria, which was also
a plank of the Santa Maria at its inaugural day.

A. Yes, I agree.
B. No, I disagree. There is at least one plank of the 1000-year-old ship Santa

Maria (after its last plank replacement), which was also a plank of the ship
Santa Maria at its inaugural day (before its first plank replacement).

C2. The 1000-year-old ship Santa Maria is still the same ship Santa Maria at its
inaugural day, and before its first plank replacement.

A. Yes, I agree.
B. No, I disagree. The 1000-year-old ship Santa Maria is not the same ship

Santa Maria at its inaugural day. In fact, the 1000-year-old ship Santa
Maria is now an entirely new ship, totally distinct from the Santa Maria at
its inaugural day.

In the Illustrated survey, story C and related questions appear as follows:

The ship Santa Maria was built 1000 years ago, and made of 1000 wooden planks. Since the very
first year of life, the ship components start decaying due to natural consumption. Therefore, its
wooden planks have been taken out, and replaced with brand new wooden planks
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In the first year, the Santa Maria had its first plank replaced. In its second year, it had its second
plank replaced. And so on at the rate of one plank at a year

Eventually, after 1000 years, the ship Santa Maria had its last original plank replaced, too
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C1. After 1000 years of life, the ship Santa Maria had all its original wooden
planks taken away and replaced with new ones. Thus, after 1000 replacement
operations, there is no plank in the 1000-year-old Santa Maria, which is also a
plank of the Santa Maria at its inaugural day.

A. Yes, I agree.
B. No, I disagree. There is at least one plank of the 1000-year-old ship Santa

Maria (after its last plank replacement), which is also a plank of the ship
Santa Maria at its inaugural day (before its first plank replacement).

C2. The 1000-year-old ship Santa Maria is still the same ship Santa Maria at its
inaugural day, and before its first plank replacement.

A. Yes, I agree.
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B. No, I disagree. The 1000-year-old ship Santa Maria is not the same ship
Santa Maria at its inaugural day. In fact, the 1000-year-old ship Santa
Maria is now an entirely new ship, totally distinct from the Santa Maria at
its inaugural day.

4 Procedures and Experimental Evidence

The study compares the data gathered by the responses of two homogeneous groups
of Asian subjects. A first group was presented with the typical linguistic survey
(‘Verbal’), whereas a second group was presented with the illustrated survey
(‘Illustrated’). Overall, 602 undergraduate and graduate students (250 males and
352 females) from the University of Macau participated in the study. The sample
presents a mild variation with respect to the familiarity with philosophical
knowledge from both the Western and the Eastern tradition: 238 participants have
never taken any philosophy class (39.5 %), 290 participants have taken one or two
philosophy classes (48.2 %), and 10 participants are trained in philosophy at either
undergraduate or graduate level (1.6 %). The age range of the sample is from 18 to
33 (M = 21; SD = 1.09); subjects in between 18 and 25 years cover the 97.7 % of
the whole sample.

In classroom settings, students were randomly given either the Illustrated or the
Verbal survey; participants joined the study on a voluntary basis, and they were
informed that they were allowed to quit responding to the survey at anytime, and at
their will.

The survey used in this study is originally designed and developed by the
researcher and is in English, the participants’ second language. Surveys were
administered in a paper-and-pencil form, and time-allowance was of about twenty
to thirty minutes. Participants were clearly instructed to choose only one answer,
the one that suited their intuitions the most, and responses with more than one
selected choice have been excluded from the data analysis. In order to limit or
deactivate the possible influence of the previous story on the subject’s judgment of
the following stories, both Verbal and Illustrated surveys were arranged in six
different vignette-sequence types.

For each set of questions related to the five vignettes, a chi-squared test con-
sistently yielded no significant variation between the responses to the Illustrated
survey and the responses to the Verbal survey. As predicted, subjects did not give
significantly different answers to the survey questions across conditions; given the
wide sample tested, such results strongly confirm the study hypothesis. Figures 1
and 2 report the results to questions B1 and B2, whereas Figs. 3 and 4 report the
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results to question C1 and C2. In both cases, the homogeneity of the responses from
the Illustrated and Verbal surveys is striking.

As can be seen in the figures above, there is no significant variation across the
two conditions for any of the questions in line with the hypothesis under consid-
eration: that the subjects’ responses to the survey would not vary if the survey was
enriched with accompanying illustrations, which function as a model with respect to
the traditional linguistic vignette representing a philosophical scenario.

The results clearly show that, despite the information added by drawings to the
linguistic narration (e.g., characters’ appearance, shapes of described objects, etc.),
such information does not negatively interfere with the subjects’ process of intuition
formation.

Crosstab

B1

TotalA agree B disagree

Version Illustrated Count 238 55 293

Expected Count 234.8 58.2 293.0

% within Version 81.2% 18.8% 100.0%

% within B1 49.6% 46.2% 48.9%

% of Total 39.7% 9.2% 48.9%

Verbal Count 242 64 306

Expected Count 245.2 60.8 306.0

% within Version 79.1% 20.9% 100.0%

% within B1 50.4% 53.8% 51.1%

% of Total 40.4% 10.7% 51.1%

Total Count 480 119 599

Expected Count 480.0 119.0 599.0

% within Version 80.1% 19.9% 100.0%

% within B1 100.0% 100.0% 100.0%

% of Total 80.1% 19.9% 100.0%

Fig. 1 X2 = .432a , p = .511
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Crosstab

B2

Total

A brain define 

identity

B body define 

identity

C entirely new 

individuals D hybrid persons

Version Illustrated Count 68 91 74 61 294

Expected Count 74.6 84.4 71.2 63.8 294.0

% within Version 23.1% 31.0% 25.2% 20.7% 100.0%

% within B2 44.7% 52.9% 51.0% 46.9% 49.1%

% of Total 11.4% 15.2% 12.4% 10.2% 49.1%

Verbal Count 84 81 71 69 305

Expected Count 77.4 87.6 73.8 66.2 305.0

% within Version 27.5% 26.6% 23.3% 22.6% 100.0%

% within B2 55.3% 47.1% 49.0% 53.1% 50.9%

% of Total 14.0% 13.5% 11.9% 11.5% 50.9%

Total Count 152 172 145 130 599

Expected Count 152.0 172.0 145.0 130.0 599.0

% within Version 25.4% 28.7% 24.2% 21.7% 100.0%

% within B2 100.0% 100.0% 100.0% 100.0% 100.0%

% of Total 25.4% 28.7% 24.2% 21.7% 100.0%

Fig. 2 X2 = 1.918a , p = .590

Crosstab

C1

TotalA agree B disagree

Version Illustrated Count 186 109 295

Expected Count 184.7 110.3 295.0

% within Version 63.1% 36.9% 100.0%

% within C1 49.3% 48.4% 49.0%

% of Total 30.9% 18.1% 49.0%

Verbal Count 191 116 307

Expected Count 192.3 114.7 307.0

% within Version 62.2% 37.8% 100.0%

% within C1 50.7% 51.6% 51.0%

% of Total 31.7% 19.3% 51.0%

Total Count 377 225 602

Expected Count 377.0 225.0 602.0

% within Version 62.6% 37.4% 100.0%

% within C1 100.0% 100.0% 100.0%

% of Total 62.6% 37.4% 100.0%

Fig. 3 X2 = 1.041a , p = .308
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5 Conclusion

I have argued that experimental philosophers are faced with two distinct problems
that arise from the non-homogeneous nature of pragmatic cues: the ‘response
problem’ and the ‘interpretation problem’. In order to address the interpretation
problem it is suggested that models, in the form of minimally linguistic dia-
grams, be used to accompany vignette text. A possible risk of adding content to the
vignettes is that this might interfere with the process of intuition formation. The
study presented here suggests that this is not the case.

The data analysis compared the results from both the Verbal and the Illustrated
versions of the survey. The data here presented and discussed only focus on the
medium parameter, and no systematic variations is shown in the subjects’ responses
when answering the Illustrated survey as compared to the Verbal survey. This
output suggests the validity of making recourse to illustrations or, more generally,
to models in survey-based methodology; the main advantage of models’

Crosstab

C2

TotalA agree B disagree

Version Illustrated Count 140 151 291

Expected Count 146.2 144.8 291.0

% within Version 48.1% 51.9% 100.0%

% within C2 46.7% 50.8% 48.7%

% of Total 23.5% 25.3% 48.7%

Verbal Count 160 146 306

Expected Count 153.8 152.2 306.0

% within Version 52.3% 47.7% 100.0%

% within C2 53.3% 49.2% 51.3%

% of Total 26.8% 24.5% 51.3%

Total Count 300 297 597

Expected Count 300.0 297.0 597.0

% within Version 50.3% 49.7% 100.0%

% within C2 100.0% 100.0% 100.0%

% of Total 50.3% 49.7% 100.0%

Fig. 4 X2 = 2.540a , p = .111
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employment pertains to the significant restriction of the domain of errors related to
the interpretation problem, as defined in the present work. Moreover, models of this
sort constitute an effective aid for the readers, as they help improve the overall
quality of the subjects’ comprehension of the vignette. Given the non-linguistic
nature of illustrations, they are immune to the interpretation problem, thus illus-
trated surveys should be regarded as less exposed than linguistic surveys to the
challenges posed by language-dependent pragmatic cues.9
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Mathematical Models of Time
as a Heuristic Tool

Emiliano Ippoliti

Abstract This paper sets out to show how mathematical modelling can serve as a
way of ampliating knowledge. To this end, I discuss the mathematical modelling of
time in theoretical physics. In particular I examine the construction of the formal
treatment of time in classical physics, based on Barrow’s analogy between time and
the real number line, and the modelling of time resulting from the Wheeler-DeWitt
equation. I will show how mathematics shapes physical concepts, like time, acting
as a heuristic means—a discovery tool—, which enables us to construct hypotheses
on certain problems that would be hard, and in some cases impossible, to under-
stand otherwise.

Keywords Formalism � Heuristics � Time � Mathematics � Modelling

1 Introduction

Understanding time in physics is a typical problem at the frontier of knowledge,
where the inquiry is so hard that we need to rely on very tentative and risky
heuristics. So this understanding can contribute both to the on-going tradition of
studies on heuristics1 and to mathematical physics on time. In this paper I argue that
mathematics can serve as a heuristic tool in tackling this problem. To this end, I
examine two case studies: the first is from elementary mathematics (the numbers
line), i.e. the construction of orthodox mathematical modelling of time in classical
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physics, and the second is from advanced mathematics, i.e. the modelling of time in
the Wheeler-DeWitt equation.

The mathematical modelling of time exhibits exemplary features of the con-
struction of hypotheses and theories. In particular it shows at a fine grain how
conceptualisations are built, how we can go from a conceptualisation to a for-
malisation, and what is the heuristic role of formalisms2 and mathematical mod-
elling. In effect, these two examples show well how mathematical modelling shapes
physical concepts and theories by actively adding content to them, by attributing
properties to the entities contained in the data in order to generate plausible
interpretations and explicative frameworks.

More specifically, I will examine how:

(1) mathematics supplies physics with extra ways of generating and testing
hypothesis by means of known results, which are especially useful when
experiments cannot be performed using current technology.

(2) mathematics offers solutions-awaiting-problems to be used in physics when a
mathematical framework for the problem at issue can be found. Much of the
mathematics produced does not have a direct physical application, but it can
be thought as an engine that continually generates frameworks to be used in
problem-solving.

2 The Orthodox Mathematical Modelling of Time
in Classical Physics

The heuristic use of a seemingly simple piece of mathematics, the real number line,
shapes the way classical physics conceptualizes and expresses time. More specif-
ically the construction of orthodox mathematical modelling of time in classical
physics draws on Barrow’s analogy between time and the real number line, and
shows how mathematics heuristically models the conceptualization of time. Such
conceptualization of time can be summarized in the following, analogical, way:
“time as the independent variable. Time, as an aggregate of instants, compared with
a line, as the aggregate of points” (Barrow 1660, 35).

Of course there are different kinds of lines, that is aggregations of points, that can
be associated with the notion of time conceived as an aggregation of instants:
straight, circular, etc. In order to produce a conceptualisation and then a mathe-
matical theory of time, Barrow argues for the use of the real line as cogent way of
modelling time. He provides reasons and a rational basis for this by means of a list
of similarities between time and lines. In this way he constructs an interpretation,
which associates features we can identify for ‘time’ with items in a mathematical

2That is the strings of symbols representing objects and operations and assembled according to
certain syntactic rules.
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model. More specifically he states that time shows “many analogies with a line,
either straight or circular, and therefore may be conveniently represented by it; for
time has length alone, is similar in all its parts, and can be looked upon as con-
stituted from a simple addition of successive instants or as from a continuous flow
of one instant; either a straight or a circular line has length alone, is similar in all its
parts, and can be looked upon as being made up of an infinite number of points or
as the trace of a moving point” (Barrow 1660, 37).

Then Barrow refines his conceptualization and choses a specific model (straight
line over the circular one) on the basis of further analogical arguments and
evaluations:

for as Time consists of parts altogether familiar, it is reasonable to consider it as a quantity
endowed with one dimension only; for we imagine it to be made up, as it were, either of the
simple addition of rising Moments, or of the continual flux of one Moment, and for that
reason ascribe only length to it, and determine its quantity by the length of the line passed
over: As a line, I say, is looked upon to be the trace of a point moving forward, being in
some sort divisible by a point, and may be divided by Motion one way, […]; so Time may
be conceived as the trace of a Moment continually flowing, having some kind of divisibility
from an Instant, and from a successive flux, […] as it can be divided some how or other.
And like as the quantity of a line consists of but one length following the Motion, so the
quantity of Time pursues but one succession, stretched out, as it were, in length, which the
length of the space moved over shows and determines. We therefore shall always express
Time by a right line (Barrow 1660, 14)

This mathematical idea of time and its refinement, in turn, shapes Newtonian
mechanics and in general the orthodox mathematical treatment of time in classical
physics—see e.g. Windred (1933a, b, 1935) for a nice account of it. As a matter of
fact, in classical physics this conceptualization produces a passage from analogy to
identity: the mathematical model of time is the real number line—time is a line of
real numbers, literally. The physical puzzle is absorbed by the mathematical entity
and the hypothetical and analogical scaffolds employed for its construction are
dismantled, so that all the choices made to build it are put aside and not questioned
anymore.

Now, modelling time in this way implies that we are transferring to it a set of
properties that are only in part deductively or empirically contained in the data,
while other properties are extended to time by the mathematical model. Moreover,
these properties are ascribed to time all together even if separable in principle. So
under this specific model, time turns out to be absolute, non-ramified,
one-dimensional, oriented, not closed, infinite (in both directions), continuous (see
also Fabri 2005 on this point).

These properties are hard to test experimentally and the mathematical model (the
real number line) goes strictly beyond the data by ampliating the information, i.e.
introducing properties that are not in the data at the beginning of the inquiry. These
properties are contained in, and required by, the mathematical model. Therefore the
choice of the mathematical representation is crucial for the interpretation of the
data, the development of hypotheses about time and the resulting growth of
knowledge. In order to discuss this point, I will focus on one of the most
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controversial, and least experimentally verifiable properties (along with linearity3)
of time as conceived in classical physics, that is continuity.

2.1 Continuity

Continuity is a nice example of a property extended to the data in classical physics
because a specific mathematical model requires it in order to deal with certain
problems. In this respect it is strictly heuristic, in the sense that it is adopted because
it enables us to solve a class of problems. As matter of fact, real numbers and
rational numbers are both dense sets and the former rather than the latter are
employed since they completely solve a range of problems via the Intermediate
Value Theorem. But in principle there is no need for the use of real numbers in
order to account for time: also the set of rationals, as dense, can do that. In effect,
also by means of rational numbers we can build intervals arbitrarily small. So
continuity is a requirement strictly coming from the mathematical model. This is
clear from a simple example: the law of falling bodies, which shows that the rational
numbers are not enough to solve the problem—i.e. to perform the calculations.

Let us take the well-known equation for calculating the distance d travelled by
an object o falling for a period of time t,

d ¼ 1
2
gt2

If we want to find for any d a solution t, we need a set of numbers where it is
always possible to extract the square root—precisely a continuous set. The rational
numbers are not enough to perform this calculation. As a matter of fact, under the
hypothesis that the space covered is a function of a continuous time, via the
intermediate value theorem (Bolzano 1817) and the other results on continuous
functions, we are guaranteed that for any given interval of time we can always find
at least an instant t where a body has a specific position between the starting and the
end point of d. But there is no evidential base for this. As a matter of fact, it is the
heuristic fruitfulness of the theory developed on this basis, that is its capability of
solving problems, that speaks for the fact that such a basis is plausible and cogent to
some extent, and not vice versa.

Since the mathematical model is partly suggested by data and experience, and in
part goes beyond them, the orthodox mathematization of time embeds a set of
properties, some of which are supported by data and experience, while others
deliberately amplify them. And we accept them, like continuity, since they give us a
way of solving problems, drawing inferences and advancing more and more
plausible hypotheses about time and its structure. Moreover, the properties

3See e.g. Devito (1997) for a non-linear account of time.
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introduced by the mathematical model enable us to test the theory. In the case of
continuity, even if we do not have strong evidence that time is continuous, once
continuity is extended to time in virtue of the mathematical model, we can use other
pieces of mathematics to advance conjectures about the characteristics of time.

In particular, we can use known mathematical results about discreteness and
continuity to build hypotheses about the characteristics of time and in order to
specify what would be a challenge to that hypothesis. For instance, if time were not
continuous, i.e. discrete,4 we should expect space to be discrete too (if we accept
that space and time are interconnected). On this basis, we can use known mathe-
matics to deepen this analogy with the help of the available formal results. More
specifically, space is many-dimensional, and would have to be arranged as a kind of
lattice (as made up of discrete units). Accordingly, since a discretization of space
alone would be essentially non-relativistic, we can use lattice theory in order to
advance conjectures about space-time and its properties by means of its mathematic
models. In other worlds, we can develop a scenario under the hypothesis of a
“lattice world” (see Heisenberg 1930; Carazza and Kragh 1995), or better a lattice
structure into three-dimensional space, which commits us to accept the notion of a
‘fundamental length’.5 For instance, we can have a lattice that is homogeneous,
meaning that space is the same at every location (point), and in that case it makes no
difference along which straight line it is expressed. On the other side, we can have a
lattice that is isotropic—roughly, meaning that from the origin the space looks the
same in every direction6—and then it has spherical symmetry and can be rotated
about its origin. But in that case the origin has a different status from the other
points, and there is a difference according to which straight line it is expressed.
Conclusion: in that case we cannot have a space-time lattice that is both homo-
geneous and isotropic. This example shows how we can draw conclusions about
homogeneity and isotropy of space-time, which tell us how it should look like
under the hypothesis of discreteness. We have built a way to better understand and
test our physical theories, a way provided by mathematical modelling under certain
physical constraints.

Of course, there are caveats in this way of proceeding and we have to be aware
of them. Not only are all these properties of time hard to test, and not only is the
evidence speaking for them really scarce (at least in some cases), but we need to
keep in mind that this notion of time has been developed and works well for a very
limited portion of reality and on the basis of very specific experimental settings and
data. Newtonian mechanics and parts of classical physics are based on this set of
properties for time, which accounts well for such a (very) limited portion of reality.
If we move up or down along orders of magnitude (at a cosmological scale or at

4Note that this would also imply the replacement of the differential equations with difference
equations, so the time derivative would be replaced by a finite difference.
5See Hagar (2014), pp. 64–75, for a careful analysis of the issue.
6Formally this means that the space is invariant under rotations in space, since rotations can map
any direction onto any other direction.
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quantum scale), beyond the limits of this carefully cut portion of reality, all those
properties of time would not to be tenable anymore. We could require a quite
different notion of time, and this notion could even be not compatible with other
notions of time developed for different field of phenomena and experimental set-
tings. A unifying framework for the notion of time could even be not possible. This
problem arises even more strongerly in our next example—the Wheeler-DeWitt
equation.

3 The Modelling of Time in the Wheeler-DeWitt Equation

The Wheeler-DeWitt equation is the outcome of an attempt to reconcile in a con-
sistent way Quantum Mechanics (QM) and General Relativity (GR). The con-
struction of the Wheeler-DeWitt equation, that is

ð�hGÞ2 qabqcd � 1
2
qacqbd

� �
d

dqac

d
dqbd

� det qR½q�
� �

WðqÞ ¼ 0 ð1Þ

sheds light on how mathematics helps us to discover and understand supposedly
unintelligible physical ideas. In particular I will argue that the main characteristic of
(1), the seemingly puzzling absence of the variable t (a temporal dependence and
the consequent ‘problem of time’), is a consequence of the mathematics employed
in its construction and the partial interpretation that it encapsulates. There are
several attempts to reconcile QM and GR: three influential ways are the covariant
line of research, the canonical line of research, and the sum over histories line of
research (see e.g. Rovelli 2001).

I will focus on the canonical line of research that has been put forward by using a
specific mathematical procedure—the so-called canonical quantization. The starting
point of the inquiry here is that “the application of the conventional formulation of
QM to the space-time geometry itself is especially problematic in the case of a
closed universe, since there is no place to stand outside the system to observe it”
(Everett 1957, p. 455). The main hypothesis to handle this is “to regard pure wave
mechanics as a complete theory. It postulates that a wave function that obeys a
linear wave equation everywhere and at all times supplies a complete mathematical
model for every isolated physical system without exception […]. The wave func-
tion is taken as the basic physical entity with no a priori interpretation.
Interpretation only comes after an investigation of the logical structure of the
theory. Here as always the theory itself sets the framework for its interpretation”
(ibid.). This conceptualization, in a nutshell, aims at rewriting Einstein’s equations
for gravity in the same form as the equations for electromagnetism. Since GR and
electromagnetism are both classical field theories, and since canonical quantization
has worked for the latter, it seemed reasonable to use this technique, which ended
up with a quantum theory of electromagnetism, also for relativity.
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But the approach to gravity and relativity in that way, as we will see, ends up
with a strange equation. More specifically, DeWitt (1967) produced a controversial
equation by modelling a quantum wave mechanics (i.e. the Schrödinger equation)
so to deal with a domain (like GR) that is invariant under diffeomorphism.7 He
starts from the idea, explicitly stated in the 1966 preprint of his paper, that as long
as we can conceive the wave function as having physical reality independently of
any ‘classical’ observers, it is plausible to ascribe a quantum state (and hence a
wave function) to the universe as a whole. I will offer just a sketch of the formal
construction put forward by DeWitt, which should be enough for the purposes of
this paper.

First of all the use of the wave mechanics, and the wave function Ψ, of course
implies the use of the Schrödinger equation:8

@2W
@x2

þ 8p2m
h2

ðE � VÞW ¼ 0

The first step to combine GR and QM in this way is to impose constraints:
Einstein’s empty-space field equations may be obtained by taking the Poisson
bracket of the various dynamical variables with the Hamiltonian and then imposing
external constraints, that is restrictions on coordinates and on dynamical freedom of
the field, in particular quantum constraints for diffeomorphism in order to express
covariance. Once a Hamiltonian constraint has been imposed, you can obtain a
wave function like this

Gijkl
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where

Gijkl � 1
2
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After a suitably interpretation and manipulation of the Hamiltonian constraint
condition, we get
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7Diffeomorphism invariance is a way of mathematically expressing general covariance—the
invariance of the form of physical laws under arbitrary differentiable coordinate transformations
and then the background independence of a theory.
8Where @2 is the second derivative w.r.t. x; x the position; W the Shroindger wave function; E
the energy; V the potiantial energy.

Mathematical Models of Time as a Heuristic Tool 125



from this it follows

�ð3=64p2Þ@2U=@X2 þ 12p2X2=3U ¼ NmU. ð5Þ

which is a particular Schrödinger equation. From here we can write down the
following two general Schrödinger equations:

i@U=@s ¼ =Cðq; �i@=@qÞU; ð6Þ

i@U=@s ¼ =CðR; �i@=@RÞU: ð7Þ

Now we can rewrite them in an extended way, obtaining the following func-
tional differential equation

�hGÞ2ðqabqcd � 1
2
qacqbd
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� det qR½q�
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WðqÞ ¼ 0

that is the Wheeler-Dewitt equation (1), which can be read as saying that the
functional over all the possible universe’s phase states, expressed as a wave
function, has a Hamiltonian Constraint equal to zero, in short

bHðxÞ wj i ¼ 0

Bottom line: this construction shows that the Schrödinger equation, when
extended to a diffeomorphism invariant context—like gravity—generates (1). It is
worth noting here that the mathematical modelling involves a meager structure,
namely a Hilbert space, a Hamiltonian, and a Schrodinger equation for vectors in
the Hilbert space. Tellingly, Eq. (1) is not a well-defined mathematical object: it not
a rigorous as, in general, the physical variables do not have a continuum limit. But
the most debated9 feature of this equation is the absence of the variable t (a tem-
poral dependence). In effect, while the wave packets in QM spread in ‘time’, the
packet w in the (1) does not and:

it is for this reason that we may say that ‘time’ is only a phenomenological concept, useful
under certain circumstances. It is worth remarking that it is not necessary to drag in the
whole universe to argue for the phenomenological character of time. If the principle of
general covariance is truly valid then the quantum mechanics of every-day usage, with its
dependence on Schrodinger equations of the form (6) or (7), is only a phenomenological
theory. For the only ‘time’ which a covariant theory can admit is an intrinsic time defined
by the contents of the universe itself (Dewitt 1967, 160)

More precisely, “any intrinsically defined time is necessarily non-Hermitian,
which is equivalent to saying that there exists no clock, whether geometrical or
material, which can yield a measure of time which is operationally valid under all
circumstances, and hence there exists no operational method for determining the

9See Parentani (1997), Peres (1999).
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Schrödinger state function with arbitrarily high precision” (Dewitt 1967, ibid.). This
raises the well-known ‘problem of time’, which is sometimes interpreted as saying
that since in (1) there is nothing about time evolution, the universe is frozen in time—
at its fundamental level may be static. More specifically the equation says that in a
quantum diffeomorphism-invariant universe time is meaningless. In turn, this sce-
nario opens up another problem, namely how the ‘time’ that we experience emerges
from a static universe.10 These last points show how and to what extent mathematical
modelling is a heuristic tool by solving problems and posing new ones. (1) offers a
hypothesis to manage the reconciliation of GR and QM, and in doing this it also
opens up new problems—namely the problem of time and the problem of emergence
of ‘time’ in a ‘timeless’ universe, which in turn require solutions, interpretations and
new hypotheses.

Even if there are several possible ways of approaching this problem (e.g.
imposing constraints, etc.), a preliminary and intended interpretation of the physical
problem shapes the mathematical model and the formalism. In the construction of
(1) the intended interpretation is the one that uses a wave function in order to
account for gravity. But also the converse holds—that is the formalism drives
interpretations. The mathematical model generates and shapes also unintended
interpretation and knowledge. And reasoning about and manipulating the formal
expressions do reveal properties and relations about the issue at stake.

In this sense it is not so surprising the fact that the Schrödinger equation, when
extended over a diffeomorphism invariant context like gravity, ends up with an
equation which simply says nothing about time evolution: it follow from the for-
malism employed in its construction. The formalism shapes part of the content of
the relations and the objects involved in the problem. In effect, any procedure for
quantizing field theories that are invariant under diffeomorphism will result in the
removal of any temporal dependence, in other words the variable t. In this sense
the absence of t derives from the very construction of the mathematical model and
the choices made to build it. More in detail, the metric field here is a dynamic
variable and not a parameter and, since it is this that describes how the fields evolve,
it is not possible to specify a unique external frame of reference to define a temporal
evolution.

So, on one side the mathematical models and formalism are the end-point of a
conceptualization, and on the other side, once they have been built, they can serve
as starting-points for new conceptualizations and interpretations of the initial
problem. The mathematical model and its formalism add pieces of information to
the data, but do not exhaust them, leaving room for several possible interpretations,
and putting constraints on further conceptualizations.

10See for instance the answer provided by the termal time hypothesis in Connes and Rovelli
(1994).
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4 Remarks on the Employed Heuristics and Ways
of Advancing Knowledge

The notion of time shows how the use of mathematical modelling is a tool for
ampliating knowledge in at least two ways:

(1) mathematics supplies physics with extra ways of generating and testing
hypothesis by means of known results, which are especially useful when
experiments cannot be performed using current technology. As observation
and experimentation become more and more difficult to perform (as beyond
the limits of current technology), mathematics becomes an increasingly nec-
essary tool to enlarge human understanding of the problem at issue: it plays a
heuristic role and becomes a ‘laboratory’ where inquiry takes place. More in
detail, mathematics provides constraints, and shapes the form and content of
certain relations, which cannot be determined simply from the phenomena
themselves, or better from the data we have collected about a given
phenomenon.

(2) mathematics offers solutions-awaiting-problems to be used (in physics in this
case) when a suitable mathematical framework for the problem at issue can be
found. Much of the mathematics produced does not have a direct physical
application, but it can be thought of as an engine that continually generates
frameworks and tools to be used in problem-solving.

More in detail, the two examples above display that once a conceptualization has
been developed and mathematically set up—that is an interpretation that associates
terms in the formalism to entities in a domain has been built—, we have that:

– mathematical modelling provides constraints, shapes the form and the content11

of certain entities and relations, which cannot be determined simply from the
data that we have about a certain phenomenon;

– reasoning about or manipulating the formalisms can reveal deep properties of
the original situation and can qualify what would count as an empirical test for
the theory.

– the simple rewriting by means of different formalisms of a problem can create
new viewpoints and interpretations.

In the construction of a mathematical hypothesis to solve a problem, several
concepts are selected, combined and pushed to the extreme, so to build scenarios
with their own logic and constraints—scenarios that might become ‘real’ or that
will remain physical possibilities. In this way mathematics is a means of cultural
evolution that offers a fast and effective way of solving problems, providing us with
an increasing set of tools to apply to our conceptualization of physics puzzles. It is a
mode of anticipating solutions. It is worth noting here that it is not a mere, passive

11See Tzanakis (2002a, b) on the way mathematical modelling can determine the content of
physical entities and theories.
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correspondence, or an alleged isomorphism, between the available mathematics and
the conceptualized physics puzzle that enables their application, but a process of
approximation and accommodation. In effect, this application requires an inter-
pretation and a translation into formalism, which is an active process whereby
something is added to and something is lost from the phenomenon that we are
trying to model. What is added is a set of new determinations, objects, properties,
and relations, which the chosen piece of mathematics brings in, and which are not
all contained in the data at he beginning of the process. What can be lost is a set of
characteristics of the problem that are not treatable using known mathematics and
conceptualisation and that are thus to be ignored or abandoned.

Obviously, the application of these mathematical tools is possible only when
they can be adjusted so to provide a reasonable approximation to our conceptual-
ization of available data about a given phenomenon. And “when no suitable
mathematical tools are available, we try to develop them by inventing new math-
ematics. If we are unable to do so, we cannot express a law of nature in mathe-
matical terms and must content ourselves with expressing it in ordinary language”
(Cellucci 2015, 36).

In order to conceptualize a physics problem, that is a limited portion of the
world, you have to make a selection of the relevant aspects of the phenomenon
under investigation and cut off other aspects. The adequacy of this selection,
whenever can be figured out, varies according to the scope and the purpose of it.
For example, treating planets as points can be acceptable in the design of an
interplanetary trip, but not in the case of a landing on one of them; Newtonian
mechanics is good for calculations and predictions over a comparatively short
period of time, but not over a time scale of millions of years. More in detail, a
selection of variables accounting for a given phenomenon extrapolates and isolates
not simply those features that are relevant by themselves, if anything like this it is
possible,12 but more often it extrapolates and isolates those ones that can be
approached by means of already available theoretical frameworks and mathematical
tools. In a sense they are selected just in view of, or because of the employment of
these frameworks and tools. This means that are selected those aspects of objects
and relations that can be treated in terms of the properties, constraints, or relations
of these existing tools and frameworks. That can appear as a problematic and
conservative approach, but that is just the way human conceptualization tends to
proceed, and, in a specific sense, has to.

In effect, the only way human understanding has to approach what is new
(unknown) and unfamiliar is by means of what is known and familiar13—for
instance by using straight lines in order to make sense of some aspects of time, as
we have seen, or waves and particles in order to understand phenomena at the
quantum scale. The simple act identifying an (new) entity as well as an attempt at its

12See e.g. Ippoliti (2006) for a critical examination of the notion of relevance.
13See e.g. Brown (2015), Bunge (1981), Turner (1988, 2005), Johnson (1988) on this point.
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interpretation require an assimilation of new phenomena to existing conceptual-
izations. It is by means of a continual confrontation between what is new to what is
known that we proceed in building knowledge—for a part of knowing something is
to know what it is not. The basic idea here is that this process of assimilation and
accommodation in the long run can generate new conceptualizations (see Piaget and
Cook 1952) that might eventually lead to an altered versions of the existing con-
ceptualizations so as to produce new ones that can be used to understand new
phenomena, that is phenomena that cannot be understood in terms of existing
conceptualisation.14 Of course this process is risky and problematic, but it offer the
basis on which we can construct formal expressions and conceptual systems.

The relation between conceptualizing and formalising can be critical15 and,
tellingly, it is not unidirectional. That is, we can also start from formalism in order
to produce a new conceptualization of a problem, e.g. simply rewriting it. Of course
the preliminary conceptualization, and the consequent interpretation of the available
data, drives and shapes the mathematical modelling and its formalism. For instance
in (1), the choice of the wave function w and the wave packet, the Hamiltonian, the
several constraints etc., are the result of a preliminary conceptualization aiming at
expressing the hypothesis that a quantum state (and hence a wave function) can be
applied to the universe as a whole and set up a specific formalism. Mathematical
models and formalism are tools to express the meaning that comes out of a con-
ceptualization. They are languages16 and the manipulations that can be performed
on their formal expressions are means to deepen our understanding of the phe-
nomena under inquiry. A mathematical model and its formalism embed a partial
interpretation of the phenomenon under inquiry, intended or not. More precisely,
they encode information about a set of features of the phenomenon under investi-
gation selected after the preliminary conceptualisation. As I have stressed, most of
the time this selection of properties is made via an accommodation to existing
models and formalisms: that is, we choose to focus on certain properties because
they can be approached and expressed by existing mathematical models and for-
malisms—and not necessarily because (we think) they are the crucial ones for its
understanding.

But mathematical tools and formalisms are underdetermined by the physical
phenomenon under inquiry, or better by our conceptualisations of it. In effect, these
tools can be put in use when they offer an acceptable approximation to our con-
ceptualization of a portion of reality, and since they are just approximations, “other
mathematical tools can always be found that provide a better approximation to that
conceptualization” (Cellucci 2015, 37). In fact there are several formalisms that can
be used to treat a given problem, and they can produce quite different outcomes. For
instance in the case of the Wheeler-DeWitt equation, by using a different formalism,

14For instance Feynman integrals can be regarded as an altered version of the notion of integral—
see Ippoliti (2013).
15See Kvasz (2008) for a deep account of this point.
16See Butterworth (1999), Devlin (2000), Lakoff and Nunez (2001) on this point.
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namely the Hamilton-Jacobi one, it is possible to construct a dynamical time (that is
an internal ‘clock’) and then employ it for a consistent canonical quantization of
relativity, with the correct classical limit, and therefore avoiding the main problems
in (1)—see Peres (1999).

Thus, on one side a formal-mathematical treatment conveys a partial interpre-
tation of a physics problem, which is necessary to set up the formalism. This
interpretation shapes the form taken by part of relations, properties, constraints, etc.
occurring in the formalism. But on the other side, the formalism is not exhausted by
the preliminary interpretation of the data, as it also embeds other properties that can
be used to infer or examine further issue of the problem. A formal expression
deductively implies other properties and formal expressions, or it can be derived by
other formal expression, so that it can produce new determinations and solutions
about the problem at issue, which can be ascribed to the phenomenon under inquiry.
Since the construction of a particular formalism conveys a partial interpretation and
embeds other properties that can be extended to the phenomenon under investi-
gation, the construction and the choice of a specific formalism is never a ‘neutral’
act. It is a mode of conceptualising. This crucial and controversial step is an engine
of ampliation of knowledge—capable of generating new interpretations and
hypotheses. But it does not come cheap.

4.1 Epistemic Risks, Benefits and Forced Choices

This heuristic use of mathematical modelling and the resulting formalisms of course
have epistemic risks, gains and forced choices. Let us start with the epistemic risks.

First of all, the fact that the construction of a conceptualisation moves from the
attempt to assimilate the ‘new’ to existing conceptualizations might lead to inad-
equate outcomes. In this sense, quantum theory might be exemplary: here the
attempt to approach quantum phenomena in terms of conceptualization developed
for classical physics (i.e. waves and particles) leads to very strange results—‘en-
tities’ acting both like waves and particles, waves or particles interfering with
themselves, or particles following infinite numbers of paths at the same time, just to
mention a few. As noted by Feynman:

[…] the rules for the motions of particles were incorrect. The mechanical rules of “inertia”
and “forces” are wrong—Newton’s laws are wrong—in the world of atoms. Instead, it was
discovered that things on a small scale behave nothing like things on a large scale. That is
what makes physics difficult—and very interesting. It is hard because the way things
behave on a small scale is so “unnatural”; we have no direct experience with it. Here things
behave like nothing we know of, so that it is impossible to describe this behavior in any
other than analytic ways. It is difficult, and takes a lot of imagination” (Feynman 1963,
p. 33).

In this sense, it is not surprising that the quantum world shows such ‘oddities’.
The theoretical frameworks and the formalism employed in the current approaches
to quantum world have been developed to account for specific entities, i.e. waves
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and particles, and so they could not work for ‘entities’ and proprieties at atomic
scale. This does not mean that we cannot calculate things with these tools, but that
these conceptualizations and formalisms could not provide a good “machinery”,17

quoting Feynman (1977), of the quantum world. The endpoint of this conceptu-
alisation and formalisation is good enough for certain calculations and predictions,
but not for a deep understanding and explanation (see Morrison 2000 on this point).
The mathematical frameworks could not even offer understanding of the specific
details of a phenomenon, leaving open the question of how to interpret a formal
model, and whether or not part of the concepts in that interpretation have a
counter-part in reality. As a matter of fact, the mathematical model could even
hinder the understanding of a problem, since the problem could require genuinely
new conceptualizations, mathematical models and formalisms.

A further complication comes from the very nature of formalisms. As I have
pointed out, not simply the passage from conceptualizing to formalising, but also
simply playing with formalisms, such as rewriting with a different formalism the
original situation, can be problematic, since the construction and choice of for-
malism is essentially a conceptual act, intended or not. Now, this step is contro-
versial in many ways, as you have to take on several risks. First, as we move
forward in the mathematical conceptualization of a problem by expressing it for-
mally and manipulating such formal expression, we run the risk of a progressive
disconnection between the formal expression and the conceptualisation of the
phenomenon that it aims at expressing.

Second, just as in the case of (1), you can end up with a non-rigorous, not
well-defined mathematical object, a ‘bad’ piece of mathematics that requires
foundation and explanation, as we do not know if it has contradictions, caveats and
oddities to be fixed.

Third, using a formalism to understand the machinery of the phenomenon might
lead to a dead end. Whilst whole parts of a phenomenon might be obscure, a
formalism is a glass-box, for we can determine what is going on inside it. So a
common heuristic and inferential move is to use the machinery of the formalism as
a guide to understand the machinery of the phenomenon. This move has plenty of
risks. A clear lesson from quantum mechanics, and also the Eq. (1), is that for-
malisms are multivalent objects. More precisely:

(a) given formalism can be conceptualised and interpreted in multiple, alternative
ways. This means that the empirical success of formalism might say nothing
about the machinery of the phenomenon expressed by it.

(b) we can build alternative formalisms for the same phenomenon, each generating
different interpretations for it.

(c) a formalism conveys properties derived from conceptualisation of other phe-
nomena. When we employ such a formalism in the attempt to understand a new
phenomenon, we are implicitly assimilating at least portions of the new

17The “machinery” is the term used by Feynman to express the mechanism that explains why, but
especially how, certain processes take place—see also Morrison (2000, p. 3) on this point.
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phenomenon to portions of the known ones, as part of these properties, entities,
or relations are built-in the formalism. But in that case we could argue that the
formalism is inadequate to account for the phenomenon if it is really new, that
is radically different from what we known.

Bottom line: “we must be careful not to mistake such tools for the world itself.
Although scientific theories concern reality, there is no isomorphism between them
and reality” (Cellucci 2015, 37). Certain concepts or relations occurring in our formal
expressions might not have counter-parts in reality at all and, additionally, they are
subjected to alternative interpretations. Thus, the multivalent nature of formalisms
seems to pose a big threat to the heuristics of approaching a problem by means of
existing tools and formalisms. Not only does there seem to be no isomorphism, but
also no convergence between formalism and reality. So, the idea that by assimilating
and accommodating a new phenomenon to existing conceptualisations we build an
altered version of it that in the long run could generate genuinely new conceptual-
ization capable of accounting for the new phenomena is very weak and risky. Since
we can have both alternative interpretations of a given formalism and alternative
formalisms for the same conceptualization, if we begin the process “from a particular
formalism, we may well end up with multiple, competing interpretations. And we
should expect different outcomes if we begin from different formalisms. There is little
reason for thinking that the Piagetian process will converge to a single account of the
underlying reality” (Brown 2015, 6).

At this point, the status of Eq. (1) becomes very vague. What is (1) saying?
Maybe the problem of time is not ‘real’, for it is simply a scenario resulting from the
kind of mathematics employed in the modelling of the problem—i.e. canonical
quantization over diffeormophic invariant domains. Moreover, different formalisms
for canonical quantization of relativity, as we have seen, produce two opposite
outcomes—one timeless and one with a ‘clock’ via the Hamilton-Jacobi formalism.
Or maybe time in QM is a different notion than time in GR, and they cannot be
consistently reconciled in a mathematical framework.

An answer to all this could be that “models and concepts are to be understood as
constructive images that either represent physical possibilities or are used for purely
heuristic purposes. When there is independent experimental evidence available for
these hypotheses or quantities, the debate about their realistic status can begin”
(Morrison 2000, 107).

In the end, all these critical remarks are reasonable. These risks are all there. But
we have to take them on if we aim at ampliating knowledge, as we do not seem to
have a choice. They are forced choices, but there are rational ways to handle them,
and a few ways are better than others. We need to employ something that we
already know in the attempt of understanding something new or unknown, by
comparing it with the ‘old’ and the ‘known’. ‘New’, ‘problem’, ‘data’ are all
positional notions: they are such only at a given time in relation to existing
knowledge and conceptualisations. Moreover, there is nothing to protect us from
the fact that in approaching a problem we could find out that almost nothing of what
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we already know would help us in its understanding—that is to face a pure negative
knowledge scenario. In this case, that something will remain unknown to us as
member of the human race. A price must paid: epistemic gains require risks. There
is no free lunch in heuristic logic.
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Modelling Scientific Un/Certainty. Why
Argumentation Strategies Trump
Linguistic Markers Use

Luigi Pastore and Sara Dellantonio

Abstract In recent years, there has been increasing interest in investigating science
communication. Some studies that address this issue attempt to develop a model to
determine the level of confidence that an author or a scientific community has at a
given time towards a theory or a group of theories. A well-established approach
suggests that, in order to determine the level of certainty authors have with regard to
the statements they make, one can identify specific lexical and morphosyntactical
markers which indicate their epistemic attitudes. This method is considered par-
ticularly appealing because it permits the development of an algorithmic model
based on the quantitative analysis of the occurrence of these markers to assess
(almost) automatically and objectively the opinion of an author or the predominant
opinion of a scientific community on a topic at a given time. In this contribution we
show that this line of research presents many kinds of problems especially when it
is applied to research articles (rather than to popular science texts and basic research
reports). To this aim, we propose two main lines of reasoning. The first one relies
generally on the argumentative structure of scientific articles and shows that
certainty/uncertainty markers are used differently in different argument forms and
that therefore their number/frequency of use does not offer reliable indications for
determining whether the topic at issue is considered by the authors to be more or
less factual/speculative. The second one is based on the analysis of a sample of
psychiatric research articles on homosexuality written over a long time span and
taken from The British Journal of Psychiatry. Since the psychiatric perspective on
homosexuality changed radically during the decades in which these articles were
published, they offer an inventory of various kinds of argumentative strategies
directed both at defending and confuting dominant as well as marginal positions.
We focus especially on uncertainty markers and show that frequently the positions
stated using expressions indicating uncertainty are actually not considered as
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conjectural or speculative by their authors, but that the use of uncertainty markers is
motivated by a number of different and often incongruent rhetorical strategies.

Keywords Hedging � Boosting � Argumentation � Certainty/uncertainty in
science � Scientific writings

1 Introduction

In recent years, there has been increasing interest in examining and modeling the
pragmatic aspects of information exchange in real communication dynamics
(Kamio 1997; Ifantidou 2005) as well as in investigating how these models might
be applied to the analysis of oral and written science communication (Hyland 1995,
1996a, 1996b, 2002; Aguilar 2008; Heritage 2011). This work pursues a number of
different aims: some research investigates scientific communication per se (see e.g.
Crismore and Farnsworth 1990; Hyland 1997, 2011; Heritage 2011); while other
research addresses the possible differences in communication across scientific
disciplines (see e.g. Skelton 1997; Agarwal and Yu 2010; Chao and Hu 2014; Afsar
et al. 2014); still other research relies on the analysis of communication to gain new
insights into scientific and/or nonscientific reasoning (see e.g. Origgi and Sperber
2002; Wilson 2000, 2005; Durik et al. 2008; Winter et al. 2015), etc. However,
some studies addressing scientific communication seek a different and possibly
more ambitious objective, i.e. to find a (possibly automatic) method to distinguish
between certain (i.e. factual) and uncertain (i.e. speculative) information in texts.
The contention is that this method assures that information can be correctly detected
and extracted from the source. The goal of this line of investigation is to develop a
model to determine the level of confidence that an author or a scientific community
(that expresses itself through corpora of scientific texts or oral communications) has
at a given time towards a theory or a complex of theories.

One of the methods considered to be the most objective for assessing the degree
of certainty/uncertainty regarding the various hypotheses embedded in a scientific
text consists in analyzing the occurrences of specific lexical or morphosyntactical
certainty or uncertainty markers used by the authors (which are also called
respectively boosters and hedges; see e.g. Hyland 1996b, 2004). Indeed, this
approach apparently offers both a quantitative and a qualitative measure of the
degree of certainty/uncertainty conveyed by a scientific text, since it quantifies the
number/frequency of marker use to determine what information is certain and what
is uncertain. This method is considered particularly promising because it could lead
to the development of an algorithmic model based on the analysis of the occurrence
of specific linguistic markers to assess (almost) automatically and objectively the
opinion of an author or the predominant opinion of a community on a topic or at
least the general attitude of one or more authors towards an issue at a given time.
Thus, this model could also be used to take practical decisions based on scientists’
confidence with respect to specific views. Recently, this project has gained the
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attention of the research field known as Natural Language Processing (NLP) whose
aim is to make Turing’s dream come true, i.e. to develop computational systems
capable of processing (summarizing, translating, interpreting, answering questions,
etc.) natural languages. (see e.g. Auger and Roy 2008; Vincze et al. 2008; Morante
and Daelemans 2009; Kim et al. 2009; Farkas et al. 2010; Choi et al. 2012).

In this contribution we aim to show that this line of research on scientific texts is
not as promising as it seems and presents a number of relevant problems. Since
research articles are the most important source of ‘fresh’, ‘first hand’ scientific
knowledge and therefore are also the most interesting locus in which to carry out
this analysis, we focus specifically on research articles and we show that this kind
of linguistic analysis is not adequate to assess whether authors consider the
hypotheses they address in their papers to be more or less reliable or uncertain. To
support this position, we discuss the relationship between two types of analysis that
can be carried out on scientific papers. Specifically, we compare those analyses that
aim to assess the degree of certainty/uncertainty of specific positions expressed in
scientific papers by quantifying hedges and boosters with those analyses that use
the classical techniques of argument evaluation (adopted e.g. by informal logic and
critical thinking). On the basis of this comparison, we propose two challenges to the
two different lines of argumentation presented by researchers who support the use
of boosters and hedges as a measure of certainty/uncertainty.

(i) The first argument is theoretical and takes into account how hedges and
boosters are used in various argument forms. Its aim is to show that in the case
of texts with an argumentative structure the global number/frequency of
occurrence of hedges and boosters does not indicate whether the author
considers the matter s/he deals with—i.e. the conclusions s/he draws—to be
factual/certain or to be speculative/uncertain (Thesis1).

(ii) The second argument relies on the examination of a sample of scientific
articles on psychiatry taken from The British Journal of Psychiatry (BJP). In
particular, we focus on papers addressing a very controversial psychiatric issue
that has undergone many conceptual revolutions from the beginning to the end
of the 20th century—i.e. homosexuality. We examine these articles using both
linguistic markers assessment and manual reconstructions of their argumen-
tative structure. Then, we compare the outcome of these two kinds of analysis
in order to show that both the number of markers and their kind (hedges vs.
boosters) are irrelevant with respect to the issue of assessing the degree of
confidence or of commitment authors have with respect to the hypotheses they
discuss. On the basis of this analysis we conclude that it would be a mistake to
trust linguistic markers of certainty and uncertainty to distinguish factual from
speculative knowledge (Thesis2).
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2 Linguistic Means to Express Un/Certainty
and the Dream of an Automatic Method
for Distinguishing Factual from Uncertain Knowledge

Studies that aim at distinguishing between speculative (i.e. uncertain) knowledge
and factual (certain) information on the basis of specific linguistic cues originate
both historically and theoretically from two main lines of research. The first line
arises from the anthropological and cross-linguistic investigations initiated by Boas
(1938: 133) on the grammatical expressions used in various languages to specify
the source of conveyed information and is centered in particular on the issues of
evidentiality and epistemicity or epistemic position(ing). The notion of evidentiality
is used to describe the problem of determining the means used in different lan-
guages to specify what kind of evidence supports specific statements or even to
specify whether there is any evidence for making a specific claim—i.e. whether
someone saw something in the first person, or whether s/he heard this information
from someone else, etc. (for an overview on these studies see e.g. Aikhenvald
2003a, 2003b). The related notion of epistemic position(ing) refers to the ways in
which languages express a speaker’s attitude regarding the reliability of sentence
content (whether s/he believes it, knows it, doubts it, etc.); in other words: whether
s/he considers it more or less likely or reliable.1 A second line of investigation was
initiated by Lakoff (1973: 471) and concerns hedges, i.e.—according to Lakoff’s
definition—“words whose meaning implicitly involves fuzziness—words whose
job is to make things fuzzier or less fuzzy.” In spite of the fact—acknowledged later
by Lakoff himself (see Lakoff 1987: 122)—that the hedging devices identified in his
1973 paper are inadequate, this work gave rise to extensive research on hedging
strategies, i.e. on the linguistic markers used in various languages to express caution
(uncertainty) regarding specific claims. The opposite linguistic strategy, which aims
to confer a high degree of reliability to statements or to communicate that they are
based on well-grounded knowledge, is called boosting while the expressions used
for boosting are considered boosters (for some early literature on these two notions
see e.g. Holmes 1983, 1984, 1990).

Despite their differing theoretical roots, these two lines of study can be equated
in terms of their common research objective to investigate (a) how certainty and
doubt are conveyed in scientific communication (i.e. what are the expressions or
markers adopted to achieve this aim) and (b) why authors use these stylistic devices
to ‘hedge’ or to ‘boost’ their claims (i.e. what is the exact function of these
expressions in scientific discourse).

1For an overview on epistemicity and for a discussion of its affinity to evidentiality see e.g. Chafe
and Nichols 1986, Bednarek 2006, Cornillie 2009. Even though most authors agree that these two
notions are positively related to each other (that they overlap, or that epistemicity is included
in/derived from evidentiality), the debate is not unanimous on this aspect: for a brief overview of
the different ways in which the relationships between these two notions have been interpreted see
e.g. Dendale and Tasmowski (2001).
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(a) The communication of a writer’s confidence regarding the contents s/he
presents is achieved using specific linguistic means, which serve as caveats for the
reader and indicate whether a claim must be taken with caution or whether it should
be considered to be reasonably reliable. Literature on scientific writing tried
therefore to identify—i.e. to classify and list—these linguistic markers in order to
study their function in scientific papers. The various studies rely on more or less
detailed lists of markers, but they all include approximately the same (kinds of)
items (markers). Hyland (1996b, 2004) is one of the authors that has addressed the
issue of classifying hedges and boosters most systematically. He extracted from the
available literature a set of linguistic devices used to express an authors’ commit-
ment to the truth of the claims s/he makes and organized them into specific groups
according to their kind. To produce a list of these markers that is as complete as
possible is necessary particularly for studies that aim at investigating large corpora
of articles using automatic search (for a short list of the most important lexical
markers see Hyland 2004: 188–189). Manual search allows one to identify hedging
devices that were not included in the initial catalogue.

According to Hyland (1996b), in spite of the fact that the literature has focused
mainly on modal verbs (e.g. ‘could’, ‘may’, ‘might’, ‘would’, ‘should’), there are
also a large number of other devices used in scientific articles to express certainty
and uncertainty. Moreover, caution towards a claim is often expressed using
epistemic lexical verbs like ‘indicate’, ‘suggest’, ‘appear’, ‘propose’. These verbs
can be further differentiated into three main groups: speculative (e.g. ‘suggest’,
‘propose’, ‘believe’, ‘speculate’, etc.); inferential2 (‘infer’, ‘indicate’, ‘imply’, etc.);
and evidential. So-called evidential verbs include verbs expressing quotative evi-
dence, i.e. they specify the source of an information and the reliability of this source
or the commitment of the quoted authors with respect to the truth of a claim (e.g.
author X suggested that…; or the authors Y and Z speculate that… etc.); and verbs
expressing sensory evidence (‘sensory’ is used here in a metaphorical sense to
indicate verbs describing sensory experience, especially visual experience, like
‘appear’, ‘seem’, ‘observe’, ‘attempt to gain insight’ etc.). Other means to express
un/certainty are epistemic adjectives (‘un/likely’, ‘possible’, ‘probable’ etc.) or
epistemic adverbs (‘apparently’, ‘probably’, ‘essentially’, ‘relatively’, ‘presum-
ably’, etc.). Also so-called ‘downtoners’, adverbs which lower the effect of a verb
(like ‘quite’, ‘almost’, ‘usually’, ‘partially’, ‘rarely’, ‘virtually’. ‘probably’, ‘gen-
erally’, ‘approximately’, ‘somehow’ etc.) function as hedges. Even though Hyland
does not mention it, we can hypothesize that there are corresponding ‘uptoners’,
adverbs (like ‘completely’, ‘always’, ‘exactly’, etc.) that function as boosters (for a
concise list of the devices that fall into the classes mentioned above see Hyland

2Actually Hyland (1996b) calls this verb class ‘deductive’, but we prefer not to use this term since
we consider it to be incorrect for the kind of verbs that he has in mind. In fact, he specifies that the
verbs included in this class are related to inferential reasoning, while in another article he admits
that science is mainly inductive: “In fact, my data indicates that few knowledge claims are
presented in unmitigated form: induction and inference rather than deduction and causality
characterize most arguments in scientific discourse” (Hyland 1996a: 435).
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2004: 188–189). Finally, linguistic means to hedge or boost specific claims include
so-called strategic hedges which consist of more complex expressions like ‘we do
not know whether…’, ‘one cannot exclude …’, ‘we are aware of the concerns
expressed by’ etc. Markers that are related to the structure of a sentence including
interrogative or hypothetical forms also belong in this class.

Wewill refer to this general class of linguistic means to express doubt and certainty
indiscriminately as hedges/boosters, or as hedging/boosting devices or as
certainty/uncertainty markers. Furthermore, we will speak of lexical and mor-
phosyntacticalmarkers to designate respectively thewords and the structural elements
in a sentence (verbal tenses, moods, interrogative or hypothetical forms, etc.) that
serve as linguistic means to express certainty and uncertainty. From Hyland’s dis-
cussion it emerges that hedging in scientific writing is more important than boosting.
This is not surprising. In fact, in science we often do not need to emphasize or to stress
our certainty with respect to specific claims. To express factual statements that we
consider to be reliablewe can simply use the indicative present (see e.g.Hyland 1996a:
435). However, other authors point out that the use of boosting strategies in scientific
literature must also be considered relevant since they allow us to identify information
which is explicitly presented as certain (see e.g. Rubin et al. 2006).

(b) The study of the specific linguistic strategies people use to express certainty
and uncertainty has important applications in the field of academic writing for a
number of different reasons. On the one hand, they might help in understanding the
rhetoric of scientific writings and the motivations that drive the authors to weaken
or enforce their commitment to the truth of the hypotheses they discuss. On the
other hand, they are also interesting to understand how science actually works (see
e.g. Hyland 1996b: 252). As the literature of the rhetoric of science makes clear,
hedging strategies in particular are used for a number of different reasons (for an
overview see e.g. Hyland 2012). Sometimes they are used to persuade colleagues of
the strength of their position and at the same time they aim to express their positions
in a cautious and modest way, in the awareness that the search for truth in science is
never definitive or conclusively confirmed. In this sense, hedging strategies can also
be a means to show accuracy and precision (Hyland 1996b; Skelton 1997).
Sometimes authors use hedging strategies to obtain the consensus of the commu-
nity, i.e. to explicitly comply with certain views (Hyland 2012: 195–210). In other
cases, hedges accomplish other stylistic functions like being polite; showing def-
erence towards the scientific community; they are also used as a means of captatio
benevolentiae (see e.g. Brown and Levinston [1978](1987); Hyland 2005) or to
avoid personal commitment (Coates 1983; Chafe and Nichols 1986; Liddicoat
2005).

To these observations on the general functions accomplished by hedging (and to
some extent boosting) strategies, it must be added that their use varies depending on
many factors; among these at least the subjective style of the writer and the dis-
ciplinary field of the paper must be considered particularly relevant (see e.g.
Crismore et al. 1993; Hyland 1999, 2009). As for this second aspect, a number of
studies carried out on corpora belonging to various fields state that there are con-
sistent differences in the use of hedges and boosters made by different disciplines: in
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general, texts in the humanities tend to use these linguistic markers more liberally
than those on more technical subject matters (see e.g. Coffin et al. 2003; Hyland
2009). Other authors instead call attention to the composition of research articles
and specifically to their organization into sections (Introduction, Methods, Results,
Discussion, Conclusion) arguing that the use of linguistic markers and more gen-
erally the style adopted in the different sections also varies widely, because it aims
to accomplish different rhetorical functions (Lemke 1998; Hyland 2006).

However, while the studies cited above limit the scope of their research to the
study of the rhetorical functions accomplished by linguistic markers for certainty
and uncertainty in scientific writings, there are also different kinds of analysis
addressing the usages of hedges and boosters that do not focus on the style or on the
rhetoric of scientific writings per se, but rather pursue a different and much more
ambitious project. This line of study starts from the assumption that certainty and
(to a greater extent) uncertainty are conveyed using specific markers. Thus, hedges
and boosters can help us identify which scientific hypotheses/views an author
considers to be less reliable or more uncertain. As is suggested e.g. by Auger and
Roy “From a linguistic point of view, the identification and automatic tagging of
expressions of certainty/uncertainty in textual data is a sine qua non condition to
enable the empirical study and modeling of how humans assess certainty through
their use of language” (Auger and Roy 2008: 1860).

Furthermore, if we could develop particularly sophisticated methods of search
and algorithms (possibly machine-learning algorithms) which are able to identify all
and only the markers that actually indicate uncertainty, ruling out ambiguities and
false positive results,3 the distinction between certain and uncertain claims could be
carried out automatically also on very large corpora of literature. This kind of
natural language processing is for example the goal Agarwal and Yu set for their
work: “Hedging is frequently used in both the biological literature and clinical notes
to denote uncertainty or speculation. It is important for text-mining applications to
detect hedge cues and their scope; otherwise, uncertain events are incorrectly
identified as factual events. However, due to the complexity of language, identi-
fying hedge cues and their scope in a sentence is not a trivial task. Our objective
was to develop an algorithm that would automatically detect hedge cues and their
scope in biomedical literature” (Agarwal and Yu 2010: 953). A very similar project
is sketched by a number of authors who pursue the NLP program: “Identifying
hedged information in biomedical literature is an important subtask in information
extraction because it would be misleading to extract speculative information as

3As examples of possible false results obtained identifying uncertain statements merely on the
basis of uncertainty markers Agarwal and Yu (2010: 954) cite sentences like: “We can now study
regulatory regions and functional domains of the protein in the context of a true erythroid envi-
ronment, experiments that have not been possible heretofore.” In addition, they point out that—in
the case of complex sentences in which only one part/aspect is qualified as uncertain through the
association with a marker like “Right middle and (probable right lower) lobe pneumonia”—we
need to be able to distinguish between the certain and the uncertain information (indicated in the
example using the square brackets).

Modelling Scientific Un/Certainty. Why Argumentation Strategies … 143



factual information. In this paper we present a machine learning system that finds
the scope of hedge cues in biomedical texts” (Morante and Daelemans 2009: 28).
And further: “The CoNLL-2010 Shared Task was dedicated to the detection of
uncertainty cues and their linguistic scope in natural language texts. The motivation
behind this task was that distinguishing factual and uncertain information in texts is
of essential importance in information extraction” (Farkas et al. 2010: 1).

This generic reference to ‘literature’ or ‘texts’ as the locus where this kind of
research can be carried out offers a clue to understanding what the final ambition or
the ultimate goal of this kind of research might be: the conversion of the subjective
certainty/uncertainty expressed by single authors into a general form of
certainty/uncertainty. In fact, if science is interpreted, as Kuhn’s sociological
account (1970) suggests, as a collective and democratic enterprise, then the truth of a
hypothesis is decided collectively depending on whether most scientists agree with
it. If so, since scientific literature is the means researchers use to express their views
and their results, hedges and boosters could help us determining the degree of
reliability attributed by a scientific community to a specific hypothesis at a certain
time. We could indeed check large corpora of scientific literature in a specific field
and ‘calculate’ how many (i.e. what percentage of) researchers consider a certain
hypothesis to be un/certain. If this were possible, the project of natural language
processing would have achieved a great success, providing society with a method for
determining what scientific results are trusted by the most scientists in a given time
and thus what scientific results should be trusted by most by everyone at that time.

3 Scientific Articles as Arguments

A research program that aims at identifying an automatic method based on lexical
and morphosyntactical markers to determine whether a position expressed in a
single constituent of text (one sentence, or one part of a sentence or a small cluster
of sentences) is considered to be (more or less) reliable (factual) or uncertain
(speculative) is not unproblematic. In fact, positions like the one we mentioned in
the previous section according to which hedges and (to a lesser extent) boosters are
highly variable rhetorical means that accomplish many functions and that “can only
be understood in terms of a detailed characterization of the institutional, profes-
sional and linguistic contexts in which they are employed” (Hyland 1996a: 434)
already represent a criticism of these views and a possibly insurmountable obstacle
to their fulfilment as they argue that hedging and boosting strategies are not used
primarily to express certainty or uncertainty (we will go back to this below).

However, in order to consider the very possibility of pursuing this kind of
project, let us assume, for the sake of argument, that hedges and boosters are indeed
used at least mostly to express un/certainty. Even in this case—this is the point we
will argue for in this section (Thesis1)—the project of using the kind and number of
linguistic markers included in a text to determine whether the author was more or
less certain of the positions expressed cannot be successful. The reason for this must
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be traced back to the argumentative structure of scientific writings and to their
argumentative character as opposed to the descriptive nature of more simple kinds
of writings like e.g. brief research reports or popular science which merely com-
municate observations carried out by the researchers.

Scientific articles do not present mere expositions of facts, but they are written in
order to support or to challenge certain hypotheses. More precisely, they are long
and complex arguments whose aim is to assess what views should be sustained or
dismissed. Arguments consist in a number of statements logically related to each,
consisting respectively in premises and conclusions. Their purpose is to give rea-
sons for a conclusion. Sometimes they are used to justify or to refute a point of view
on the basis of reasons, at other times they are used to offer explanations for
something in terms of causes.4 We have deductive explanations in which the
conclusion (the explanandum) is derived from some statements (the explanans)
describing general principles or laws and the specific condition concerning the
phenomenon to explain5; we have inductive explanations or inferences to the best
explanation, in which we infer possible causes from a number of situations.6

Reasons and causes might also be combined in the same argument when we need
both to individuate causes that make something happen and reasons to justify why
certain hypotheses involving the causes are stronger than others.

The complex arguments scientific articles consist of usually start from obser-
vational data and/or hypotheses accepted in the literature which they use as pre-
mises to infer the conclusions. Some intermediate conclusions are then used in
connection with some supplementary hypotheses as additional premises to draw
further conclusions. Confirmation is the simplest form of argumentation: an author
has some evidence that s/he considers more or less certain and s/he uses this
evidence to support a certain conclusion. In the case of confirmation, the certainty
of the conclusion depends on the certainty of the premises. For this reason, we
might expect that a high number of hedges in the premises will indicate that the
conclusion is uncertain and that the topic considered is basically speculative.
Conversely, it can also be assumed that a high number of boosters (or at least the
absence of hedges) will show that the conclusion is certain and that the topic is
generally considered factual.

However, scientific research is rarely only about confirmation. Scientific inquiries
frequently aim to refute some well-established view or to argue for a position
through the refutation of alternative possibilities. Most often, scientific writings
consist of complex arguments including different augmentative forms (refutation;
confirmation through liked or convergent premises, a chain of inferences, etc.). All

4Even though reasons and causes are clearly not one and the same thing, from the point of view of
the logical structure of the argument we can consider them as equal (see Sinott-Armstrong and
Fogelin 2009: 3–16).
5According to the Deductive Nomologic Model developed by Carl Gustav Hempel and Paul
Hoppenheim this is the only appropriate way to develop scientific explanations. See Hempel and
Hoppenheim 1948, Hempel 1965, Ladyman 2002.
6See Harman 1965, Boyd 1991, Psillos 1999, Ladyman 2002.
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of these argumentative forms differ in the way the premises provide support for the
conclusion and one cannot take for granted that the conclusion is asserted with a high
degree of certainty only when the premises are considered to be certain as well or,
conversely, that the conclusion is asserted with a low degree of certainty only when
the premises are considered to be uncertain. This means that the number and the
quality of hedging or of boosting devices used in an argument to characterize the
statements that are used to describe the premises as more or less reliable are not
necessarily predictive of the strength (the degree of certainty/uncertainty) with which
the conclusion is asserted starting from these premises.

Let us consider several cases more closely.

(I) We could have e.g. an argument in which the premises are doubtful, and
therefore the conclusion must be rejected. In this situation, the author might
use a high number of hedges in the premises to indicate their implausibility.
However, the argument can be strong: the author can be very sure that—
because of the weakness of the premises—the conclusion must be rejected.
Thus, globally we will have a high number/frequency of hedges, even though
the argument and its conclusion are considered as strong.

(II) A similar but opposite situation can occur when the link between premises
and conclusion is weak, i.e. when the premises offer only indirect evidence
for the conclusion. Here the premises might be presented as certain (using
corresponding markers), but the conclusion can still be very uncertain
because of its loose link to the premises. In this case, even though the global
number/frequency of hedges is extremely low and/or the number/frequency
of boosters is high, the author might be uncertain of his/her conclusion.

(III) Analogously, in the case of linked or convergent arguments (arguments in
which more premises are combined in order to support a conclusion or in
which more premises provide independent reasons for supporting the con-
clusion), it is possible that several uncertain premises—presented as such
using corresponding markers—give rise to a fairly strong argument because
taken together they offer strong support for the conclusion. Also in this case,
the global number of hedging/boosting devices is not predictive of the
strength of the argument or indicative of the certainty of the author on the
matter.

Because in all these cases there is no correspondence between the kind/number
of linguistic markers and the actual strength of the argument, these argumentative
strategies represent a serious challenge for the project of identifying an automatic
method based on linguistic markers to assess whether specific hypotheses discussed
in scientific writings are considered by the authors to be more or less reliable.

(Thesis1) More specifically, the use of complex arguments in scientific research
articles argues against the possibility of using the quantity of certainty/uncertainty
markers—i.e. statistical analyses on the frequency of their use—to draw conclu-
sions on whether specific articles are more or less speculative or whether they adopt
a more or less assertive/cautious style or whether the style of scientific articles has
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changed over time becoming more or less assertive/cautious (see e.g. Bongelli et al.
2012, 2014; Rosenthal et al. 2010; Kiyavitskaya et al. 2005; Vincze et al. 2008;
Szarvas et al. 2008). Indeed, this last conclusion is coherent with the findings of e.g.
da Graça Pinto et al. 2014 who do not notice any significant variation in the
frequency of the use of certainty/uncertainty markers in medical papers of different
periods, and conclude that—even though there are differences among disciplines in
their use of hedges/boosters—in general the adoption of a more cautious or con-
fident style by the authors depends on their individual preferences.

These considerations on the discrepancy between the certainty/uncertainty of the
various claims made in an argument and its strength offer a theoretical argument
against the possibility of using the frequency of automatically detected
certainty/uncertainty markers to draw conclusions on the text, and on whether its
style is cautious rather than assertive. However, it is still possible to argue for a
different hypothesis: one could consider individual parts (claims) of a text—be they
premises or conclusions of the arguments that compose it—and maintain that, if
they are hedged, they must be considered speculative, while if they are boosted (or
at least do not include hedges), they must be considered factual.

At first glance, the idea that an author hedges a claim s/he makes when s/he
wants to express his/her uncertainty about it and that, on the contrary, an author
boosters (or at least does not hedge) a claim s/he makes when s/he wants to express
his/her certainty about it seems to be obvious, but in fact, the matter is not so
straightforward. As we discussed in the previous section (point b), literature on
hedging and boosting devices points out that authors use them for a range of
rhetorical reasons other than the specification of their degree of commitment to the
truth of the positions they discuss. Argument analysis can help to clarify this point
because it offers an independent means to assess whether an author is more or less
certain about the various claims s/he makes and thus it can help in determining
whether in general hedges and boosters are used consistently and reliably in
arguments to indicate whether a premise or a conclusion is considered to be certain
or uncertain.

We tried to address this issue empirically analyzing a sample of research articles
and comparing the arguments devised by the authors from the point of view of their
strength on the one hand and the hedging and boosting strategies they adopt on the
other. To have a variegated pattern of argumentation strategies, we consider articles
in the field of psychiatry, which is a particularly interesting discipline for this kind
of discussion for a number of reasons. On the one hand, psychiatry is linked to
medicine, belongs to the biomedical sciences and relies, at least in part, on the same
empirical methods and techniques; however, on the other hand, it is also strongly
linked to psychology and to philosophy and it makes extensive use of argumen-
tation to assert its theses. Furthermore, its theories and hypotheses have often been
subject to strong disagreements among scholars and to radical revisions over time.
Because of these characteristics, psychiatric research articles—especially when they
consider controversial topics—are particularly interesting with respect to the issue
of certainty/uncertainty in scientific communication.
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To make sure that the articles are homogeneous and thus synchronically com-
parable with respect to their definition of the psychiatric approach, and that the
differences among them can be traced back solely to factors related to personal
divergences on the suggested hypotheses, we chose only papers published in a
single Journal: The British Journal of Psychiatry (BJP). BJP was originally founded
in 1853 and has continued to publish without interruption up until the present.7 This
is considered as one of the world’s leading psychiatric journals and it represents a
link between European and North-American research. Since we are especially
interested in complex arguments which also contain refutations and confirmation
through refutation, we decided to consider a subclass of psychiatry articles focusing
on a particularly controversial topic which underwent many radical revisions and
changes over time, and where any revision or change presupposed the refutation of
previous points of view (for a general philosophical perspective on how scientific
research proceeds during scientific revolutions see Thagard 1992).

The topic we consider most suitable for this aim is homosexuality.
Homosexuality was pathologized in the 19th century and thus included in psy-
chiatric theory and in the psychiatric lexicon as a form of mental ‘illness’ (Beyer
1987; Rosario 2002). Its official classification by the psychiatric community has
changed radically over time until 1987 when it definitively ceased to be considered
as a psychiatric pathology (Drescher and Merlino 2007; Porcher 2014: 27–28). Its
psychiatric description along with its changes across time were codified in the five
Diagnostic and Statistical Manuals of Mental Disorders (DSMs) published by the
American Psychiatric Association from 1952 till 2013. These define the standard
criteria for the classification of the mental disorders accepted at the time of pub-
lication of the respective manual.8 In the first DSM edition (DSM-I) published in
1952 homosexuality was described as a sociopathic personality disturbance. In the
second DSM edition (DSM-II) whose first edition appeared in 1968 sexual ‘devi-
ations’ were no longer considered as a sociopathic personality disturbance, but were
categorized as sexual ‘deviations’ due to a personality disorder. Only in the seventh
printing of DSM-II in 1974 homosexuality ceased to be interpreted as an ‘illness’
and started to be considered as a ‘sexual orientation disturbance’: in virtue of this
definition homosexuality was considered as a sexual disorder only in those cases
where people experienced a conflict with their sexual orientation. In the third DSM
edition which appeared in 1980 (DSM-III) this classification was adjusted again and
the label ‘sexual orientation disturbance’ was changed to ‘ego-dystonic homosex-
uality’ to indicate that sexual orientation might become a disorder in cases where it
is not compliant with one’s ideal self-image. Since the issue of one’s ideal
self-image appeared to be due to cultural factors while the reason why one might

7From 1855 till 1858 the periodical was known as Asylum Journal and from 1858 to 1863 it took
the name of Journal of Mental Science.
8DSM-I was published in 1952; DSM-II appeared in 1968, but it underwent some important
changes in the seventh printing of 1974; DSM-III was published in 1980 but in 1987 a revisited
version (DSM-III-R) came out; DSM-IV appeared in 1994; a revisited version was then published
in 2000. The fifth and last version of DSM was published in 2013.
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experience his/her homosexuality as ego-dystonic could be traced back to the
widespread cultural homophobia, this classification was canceled in the revision of
DSM-III-R published in 1987. DSM-III-R only mentions “sexual disorders not
otherwise specified”, without considering homosexuality as a particular category.
As specified by DSM-IV (1994) the diagnosis of “not otherwise specified disor-
ders” had to rely on symptoms that “cause(s) clinically significant distress or
impairment in social, occupational, or other important areas of functioning”
(DSM-IV 1994: 7). Since DSM-IV homosexuality has definitively been depathol-
ogized and in the revision of 2000 “reparative”, “conversion”, and/or “aversion”
therapies were condemned.

115 articles considering (more or less specifically) homosexuality (till the
beginning of the 20th century also called “inversion”) have been published in JBP
since its foundation in 1853 up until today. 26 of them are research articles; the
others are brief articles (mainly, medical notes or literature reviews). We focused on
the research articles which were published in 1921, 1957, 1962, 1964 (one article
for each year), 1965 (two articles), 1968 (one article), 1969 (3 articles), 1970, 1971,
1972 (one article for each year), 1973 (3 articles), 1974 (3 articles), 1980 (2 arti-
cles), 1981, 1983, 1986, 1999, 2001 (one article for each year).9 We carried out
(manually) two separate analyses on this data. (a) For the first analysis, we

9Here we report the complete list of the titles and authors making up the sample.
1921 (Homosexuality, by C.S. Read); 1957 (Psychometric Aspects of Homosexuality, by T.G.
Grygier); 1962 (Homosexuality and Genetic Sex by M. Pritchard); 1964 (Homosexuality in Twins:
A Report on Three Discordant Pairs by N. Parker); 1965 (2 articles of the same author, On the
Genesis of Female Homosexuality and On the Genesis of Male Homosexuality: An Attempt at
Clarifying the Role of the Parents by E. Bene); 1968 (Studies in Female Homosexuality IV. Social
and Psychiatric Aspects by F.E. Kenyon); 1969 (Parental Age of Homosexuals by K. Abe and P.
A.P. Moran); 1969 (Aversion Therapy of Homosexuality. A pilot study of 10 cases by J. Bancroft);
1969 (Homosexuality, Exhibitionism and Fetishism-Transvestism. Some Experiences in the Use of
Aversion Therapy in Male by B.H. Fookes); 1970 (Subjective and Penile Plethysmograph
Responses to Aversion Therapy for Homosexuality: A Follow-up Study by N. McConaghy); 1971
(A Male Monozygotic Twinship Discordant for Homosexuality. A Repertory Grid Study by K.
Davidson, H. Brierley and C. Smith); 1972 (Parent-Child Relationships and Homosexuality by G.
Robertson); 1973 (Heterosexual Aversion in Homosexual Males) by K. Freund, R. Langevin, S.
Cibiri and Y. Zajac; 1973 (Classical, Avoidance and Backward Conditioning Treatments of
Homosexuality by N. McConaghy and R.F. Barr); 1973 (Doctors’ Attitudes to Homosexuality by
P.A. Morris); 1974 (Sex Chromosome Abnormalities, Homosexuality and Psychological
Treatment by A. Orwin, S.R.N. James and R.K. Turner); 1974 (Parental Background of
Homosexual and Heterosexual Women by M. Siegelman); 1974 (Personality Characteristics of
Male Homosexuals Referred for Aversion Therapy: A Comparative Study by R.K. Turner, H.
Pielmaier, S. James and A. Orwin; 1980 (Social and Psychological Functioning of the Ageing
Male Homosexual by K.C. Bennett and N.L. Thompson); 1980 (Homosexuality and Parental Guilt
by B. Zuger); 1981 (Neuroendocrine Mechanisms and the Aetiology of Male and Female
Homosexuality by M.J. MacCulloch and J.L. Waddington; 1983 (Homosexuality and Lesbianism
by D.J.West); 1986 (Homosexuality in Monozygotic Twins Reared Apart by E.D. Eckert, T.
J. Bouchard, J. Bohlen and L. Heston); 1999 (British psychiatry and homosexuality by M. King
and A. Bartlett); 2001 (Straight talking: an investigation of the attitudes and practice of psy-
choanalysts and psychotherapists in relation to gays and lesbians by A. Bartlett, M. King and
P. Phillips).
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identified the linguistic lexical or morphosyntactical markers that are commonly
used to assess the certainty/uncertainty of texts and speeches (Hyland 1996b, 2004:
188–189). (b) For the second analysis, we used basic tools from informal logic to
reconstruct the structure of the argument in each article. Specifically, we identify
the basic and the non-basic premises as well as the intermediate and the final
conclusions, rewriting the extended argument presented in each paper in standard
form and diagramming it in order to make its structure clearly visible. These two
methods of analysis were then compared in order to show that they produce
diverging results.

(Thesis2) The result we obtained from this comparison was fairly homogeneous
for all the articles we considered and it univocally suggests that the use of hedging
and boosting devices is not consistent with respect to the degree of certainty that
emerges from the overall argument presented by the papers and that hedges and
boosters are not used only or primarily to indicate certainty/uncertainty but fulfill
different rhetorical aims. Thus, it would be a mistake to trust the linguistic markers
of certainty and uncertainty to distinguish factual from speculative knowledge.

For reasons of space it would be impossible to illustrate this comparison for all
the articles we considered. However, it is important to give a precise idea of how
hedging and boosting strategies are used in research articles as well as to specify
how argument analysis can be concretely applied with the aim of determining how
certain/uncertain (i.e. strong/weak) arguments presented by authors in scientific
articles may be. Thus, in the following section of this work we will first focus on
three of the articles we selected which were published in critical years for psy-
chiatric research on homosexuality (1957, 1962, 1974).

We should point out that this selection of articles is not meant to be an actual
‘corpus’ since the set of articles we analyzed (26 research papers) is much too small
for this aim. This selection is intended to give some significant or prototypical
examples of research writings in which the degree of certainty/uncertainty signaled
by lexical markers do not correspond to the degree of certainty with which an
author asserted a position as assessed on the basis of an independent evaluation of
the strength of the arguments and sub-arguments developed in the article. In this
sense, the selected papers should be considered more as a list of meaningful
counterexamples which challenge (falsify) the claim that linguistic markers can be
used as an automatic means to determine the degree of certainty attributed by
authors to a certain thesis in corpora of scientific research papers.

4 Certainty Identification—Arguments Versus
Un/Certainty Markers: Some Psychiatry Research
Papers

The first article we analyzed, written by T.G. Grygier, is dated 1957, and is on the
Psychometric Aspects of Homosexuality. Its aim is “to discuss some attempts at
measuring the psychological characteristics of the homosexual, and the direction
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and intensity of his impulses.” (Grygier 1957: 514). The article addresses several
psychological tests that “have been used in the diagnosis of homosexuality and in
research concerned with this problem” (Grygier 1957: 514) and must be considered
as extremely revolutionary for its time because the underlying position that moti-
vates it is that homosexuality is not an illness for which we can find an etiology, but
it is a personality trait and it has to do with personal history and personal rela-
tionships (Grygier 1957: 522). This is the reason why psychometric tests alone are
considered an inadequate means for its assessment.

Here we address in particular two parts of this article. (A) First of all, we analyze
the first argument presented by the author which concerns one of the most fre-
quently used tests in clinical practice, i.e. the Minnesota Multiphasic Personality
Inventory. (B) Secondly, we consider the conclusions of the paper, in which the
author summarizes his criticisms of the various tests he considers and the conclu-
sions that can be drawn from them with respect to psychometric measures of
homosexuality.

(A) The first argument reads as follows (hedges are in bold, there are no boosters):

Among the inventories now used in clinical practice the most popular is most probably the
Minnesota Multiphasic Personality Inventory […]. There is a vast literature on its uses and
abuses, and conflicting results about its factorial composition and validity have been
reported […]. The masculinity-femininity scale of the M.M.P.I. gives a particular picture of
supposedly masculine characteristics.
A ‘typical’ male comes out as a cynical opportunist, prejudiced and superstitious, spiteful
and revengeful, tough and cruel to animals, a slow thinker but quick to start a fight,
enjoying primitive pleasures and having no manners.
By contrast, an effeminate man (or a woman) is sentimental, has aesthetic, artistic and
cultural interests, is concerned with feelings and has insight into them, but also suffers from
phobias, anxieties and worries.
In spite of the empirical basis of the test one cannot escape a suspicion that the above
pictures represent stereotypes rather than reality. They are, moreover, Mid-Western
American stereotypes which follow the familiar pattern of cultural superiority of the female
sex. It seems that the masculinity-femininity scale has been so loaded with cultural factors
that people with high intelligence and good education are bound to appear rather effeminate
in the test profiles (Grygier 1957: 515–516).10

This argument is a mode of refutation in which the author shows that the scale he
addresses has absurd implications (because it depicts all people with high intelli-
gence and good education as effeminate) and is therefore not reliable for clinical
practice. The premises provide very strong evidence for the conclusion and the
conclusion comes out as very certain. However, from the point of view of the style
and especially the hedges used this argument it is nearly impossible to appreciate
the strength and indisputability of its conclusion. Uncertainty markers only suggest
that the masculine characteristics implied by the test might be disputable; that they
might be due to prejudices; and that probably the masculinity-femininity scale is

10The square brackets do not indicate omitted text, we left out only supporting literature; bold
indicates the hedges.
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loaded with cultural factors. All the main points addressed are associated with
uncertainty markers (we have seven claims, four uncertainty marker, no boosters).
However, the analysis of the argument makes it clear that the author is very certain
of all the points he makes and of his conclusion which is asserted without reserve or
doubts. The reason why the author might have hedged claims that he considered to
be perfectly certain can be traced back to irony. The absurd implications of the scale
are ironically stressed using uncertainty markers.

(B) The analysis of this individual argument also provides us with a basis for
addressing the overall argument presented in the paper which is summarized
by the author in the concluding part and is quoted in full below (hedges are in
bold, boosters are underlined; the numbers indicate the parts of the arguments:
they are put in standard form and are diagrammed below).

(i) It appears that no exact measures of the direction of sexual attraction are available
at present [1]. Some indications of homosexual attraction or heterosexual revulsion
may be obtained by means of projective tests, especially the Draw-a-Person Test,
the Rorschach and the thematic tests [2], but the validity of the indicators is very
uncertain [3].

(ii) With regard to the peculiarities of the homosexual’s attitudes, behavior and per-
sonality traits more precise data are available [4]. It must be remembered, however,
that the homosexual is not simply a man behaving like a woman [5], and for this
reason tests of masculinity and femininity are not always very enlightening in the
understanding of homosexual behavior [6]. As Terman and Miles (1936b) say, a
‘most emphatic warning is necessary against the assumption that an extremely
feminine score for males or an extremely masculine score for female can serve as an
adequate basis for the diagnosis of homosexuality, either overt or latent’. This is
particularly true of high masculinity scores in women [7].

(iii) The concepts of masculinity and femininity are not always clearly understood [8].
Psychological masculinity is a more complex concept than the difference between
the male and the female sexes [9]. The usual technique in measuring masculinity
and femininity is a questionnaire, but more comprehensive tests, such as the
Terman-Miles (Terman and Miles 1936a), or those measuring personality in
developmental terms may be more promising [10].

(iv) All the projective and developmental tests lay claim to their ability to detect the
dynamic aspects of homosexuality [11] and therefore to help in the understanding of
the origin of sexual inversion in individual cases and possibly in more general terms
[12]. In our present state of knowledge, it is difficult to validate these claims [13],
as understanding extends beyond measurement [14], and therefore beyond the usual
sphere of experimentation and validation [15]. Precision of measurement is an
important asset in this field, but the clinical psychologist must be more than a mere
psychometrician [16]. (Grygier 1957: 523–524).11

11In the original article the author uses Arabic numerals (1)–(4) instead of Roman ones (i)–(iv). We
changed this in order to distinguish more clearly between the points made by the authors and the
numbers used to diagram the argument.
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This argument can be diagrammed as follows:
14

↓

2 +3 4 +5 +7 8 +9 +10 15

↓ ↘ ↙ ↓

1 + 6 +11+12+ 13

↓

16

Point (i) presents a linked argument in which the conclusion [1] is derived by the
combination of two premises [2] and [3]. Both premises and the conclusion are
hedged using corresponding markers, even though the conclusion [1] (i.e. no exact
measures of the direction of sexual attraction is available at present) is quite
strongly supported by the arguments given in the previous part of the paper. Points
(ii) and (iii) offer a converging argument which, starting from the linked premises
[4]–[5]–[7] and [8]–[9]–[10]—lead to the conclusion [6] (i.e. tests of masculinity
and femininity are not enlightening in the understanding of homosexual behavior).
This conclusion is hedged even though it is derived from a number of premises that
are mostly presented as certain (six premises/three hedges/one booster—if we
consider the arguments presented previously in the paper, the hedged conclusion
appears to be considered as very certain by the author). Point (iv) is more com-
plicated and it offers both a chain argument (leading from [14] to [15] and then to
[13]) and two additional premises [11]–[12] which—in combination with the
conclusion of the other lines of reasoning—allow us to infer the final conclusion
[16]. The intermediate conclusion [13] is hedged as it is part of the premise [12].
Only the final conclusion is boosted, even though the marker is not referred directly
to a theoretical claim, but concerns the role clinical psychologists should take
considering all the conclusions reached in the previous part of the text.

This final part of the paper could be discussed starting from several points of
view. We will examine the most important ones. In general, the claims made in the
premises and in the intermediate conclusions of the argument are expressed in a
cautious manner. However, this does not mean that the author considers his position
to be speculative rather than factual. On the contrary, his argument is extremely
strong and his conclusion is asserted with absolute certainty. Since the final con-
clusion is reached through converging and linked arguments, in line with the thesis
we presented in Sect. 3 we could say that the conclusion is asserted with a high
degree of certainty in spite of the fact that the individual premises are hedged
because the conclusion is supported by all of them jointly. However, in this case
this explanation seems not to be appropriate and the hedging devices used in the
premises seem mainly to express the style of the author. As a matter of fact, he puts
forward very strong arguments (analogous to the one illustrated before in A) to
argue for the limitations of the various psychometric tests; thus, the sub-conclusion
of the first arguments that are then used as a premise for this final conclusion are
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considered by the author to be very certain. In spite of this, he makes use of hedges
to summarize them in the final part of the paper. The point here is that the use of
hedging and boosting devices in the text seems to be incoherent and does not
correspond with the degree of certainty that can be inferred from the author’s
arguments. The factual knowledge expressed by the premises of this final conclu-
sion is hedged. If these premises were uncertain, the final conclusion should be
uncertain too. But the conclusion is asserted with certainty, confirming that the
hedges in the premises de facto do not indicate uncertainty. The point that can be
drawn from these observations is that markers are not reliable indicators of the
degree of un/certainty attributed by the author to the various parts of his argument.

A possible reason why the author uses hedging devices in this unusual way can
be inferred from the overall discussion in the article. Indeed, the author does not
oppose the idea that psychometric tests can offer “clinically useful quantitative data
for individual use” (p. 522) He rather insists that it would require more than this
quantitative data for clinical psychologists to arrive at a meaningful qualitative
interpretation. Thus, the uncertainty markers used in this final part of the article to
describe the potential of psychometric tests do not indicate that the author is
actually uncertain about whether they can or cannot give useful results. On the
contrary, the author is quite certain that they can give useful results when adopted in
combination with a qualitative analysis, while they give absurd outcomes when
they are used alone, without the support of qualitative diagnostic means.

The second article we would like to discuss, written by M. Pritchard, is dated
1962 and is on Homosexuality and Genetic Sex. The aim of the paper is to challenge
the theory of the genetic determination of homosexuality advanced by Theo Lang in
1940 which was still widely accepted in the early sixties. According to Lang, some
male homosexuals have male morphological sex characteristics but a female
chromosomal pattern. The evidence for Lang’s view was taken from observations
made in the 30s on certain species of insects and on statistical studies on the
abnormal sex ratio in the siblings of male homosexuals. In those years, researchers
could not rely on tests to directly determine the genetic sex of an individual.
However, Pritchard refers to a 1961 study that validates a method to establish
genetic sex in a direct way. Pritchard’s arguments appeal to data produced by this
new test as well as to other evidence deriving from studies on people born with an
anomalous sexual anatomy (neither female nor male, the word he uses is ‘inter-
sexes’) and on syndromes describing intersexes chromosomal conditions (like
Klinefelter’s and Turner’s syndromes) to argue that “Lang’s hypothesis can no
longer be regarded as tenable.” (Pritchard 1962: 623) Sexual conditions of chro-
mosomal origin are discussed in the article because homosexuality was considered
a genetic condition and Pritchard’s goal is to show that—since chromosomal
alterations do not necessarily lead to homosexuality—homosexuality must have a
different origin.

Pritchard’s article assumes the form of a classical convergent argument in which
all sections are meant to assert intermediate conclusions that are than used as
independent reasons in support of the final conclusion—i.e. the refutation of Lang’s
view. For reasons of space, it is not possible to quote the full article; we will analyze
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in detail only the ‘Summary and conclusions’ (hedges are in bold, boosters are
underlined; the numbers indicate the parts of the arguments: they are put in standard
form and are diagrammed below):

The evidence for and against Lang’s hypothesis that some male homosexuals are geneti-
cally female has been reviewed. Studies of the sibling sex ratio of homosexuals have
generally supported the hypothesis but provide only indirect evidence [1]. Investigation of
the intersexes, Klinefelter’s and Turner’s syndromes, has been shown to be irrelevant to
this problem, but evidence from studies of other developmental sex anomalies does not
support the hypothesis [2]. The nuclear sex12 of homosexuals has always proved to be
consistent with the phenotypic sex and this is convincing evidence against Lang’s
hypothesis [3]. An investigation of the somatic chromosomes in a small group of six male
homosexuals is described. The results confirmed the sex chromosome constitution as male
in each case, providing further direct evidence in line with the findings of nuclear sex [4]. It
is therefore concluded that Lang’s hypothesis can no longer be regarded as tenable. [5]
(Pritchard 1962: 622–623)

[1]–[4] are the preliminary conclusions reached in the initial parts of the paper.
This final part presents a convergent argument in which these are used as inde-
pendent premises to argue for a further conclusion [5].

If we consider the number of hedges and boosters used in the parts of the article
that we could not report in full—i.e. the parts in which the preliminary conclusions
have been reached—we notice that globally the balance is slightly in favor of
hedges H over boosters B (2H vs. 7B for [1]; 7H vs. 3B for [2]; 8H vs. 2B for [3];
9H vs. 7B for [4]) even though all the arguments that lead to these preliminary
conclusions are quite strong. In fact, hedges are particularly high in the argument
that leads to the conclusions [3] and [4] in which empirical data resulting from the
application of the test are reported. This is very surprising because these data should
univocally express factual knowledge and therefore be presented using certainty
markers. On the contrary, they are presented in a hedged form as tendencies, while
only the very final sentence which summarizes their meaning is expressed with a
high degree of certainty: “these results do confirm the findings of nuclear sexing
and afford further direct evidence against Lang’s hypothesis.” (Pritchard 1962:
622).

As for the final part of the article reported in full above, the premises of the
argument—which are the sub-conclusions reached in the previous sections—con-
stitute a crescendo of boosting strategies. The first premise is mildly hedged, but
refers to the evidence which supports Lang’s theory indicating that it is weak.
Premise [2] includes one booster in the first part of the claim, but the positive

12By “nuclear sex” the author means the sex as determined by using the presence or absence of sex
chromatin in somatic cells. Its presence usually indicates the female genotype XX; while its
absence indicates the male genotype XY.
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statement made in the second part using the indicative mood is also presented as
factual. Premise [3] is boosted with two markers while premise [3] includes one
booster only, even though it is presented univocally as factual through the speci-
fication that there is direct evidence for it. In sum, the premises give very strong
support for the conclusion, which is asserted with a high degree of certainty.

The problem with the use of these hedging strategies is that they are used
incoherently in the paper in at least two different ways. Factual knowledge (em-
pirical data) is presented as uncertain. Moreover, the very same claims are presented
as uncertain in the body text where they constitute the intermediate conclusion
reached in the various sections, while they are presented as certain when they are
used as premises to draw the final conclusion in the ‘Summary and conclusions’
section. A possible explanation of this inconsistent use of hedging strategies might
be that the author wanted to be careful and cautious in criticizing Lang’s view
which in 1962 was still a well-established and widely accepted position. Since the
empirical data were the strongest and most factual element against this view, he is
most careful when he is presenting them. Whatever the reasons which motivated the
author, what we have in this article is an incoherent use of hedging strategies which
would be completely misleading if we tried to rely on it to assess what knowledge
the author considers to be factual or instead speculative.

The third article we would like to directly address here was written by Orwin
et al. in 1974 and is on Sex Chromosome Abnormalities, Homosexuality and
Psychological Treatment. The article discusses one single case of sexual reorien-
tation of a male homosexual with Klinefelter’s syndrome using electric aversion
therapy.13 Klinefelter’s syndrome is a chromosomal condition that leads to
hypogonadism and other analogous dysfunctions. Most patients have less sexual
interest; when they do, they are usually heterosexuals, confirming that homosex-
uality is not due to a chromosomal condition. The reason why the authors consider
the case of their homosexual patients with Klinefelter’s syndrome to be particularly
interesting is that the psychological treatment (i.e. aversion therapy) was successful
in spite of the patient’s condition confirming that “abnormal sex chromosomes are
relatively unimportant as determinants of psychosexual disorders.” (Orwin et al.
1974: 295).

The article cannot be reported in full. For this reason, we will focus on the final
part of the Discussion in which the authors summarize the core of their argument
(hedges are in bold, boosters are underlined; the numbers indicate the parts of the
arguments: they are put in standard form and are diagrammed below):

13While this was considered a pathology, a wide variety of techniques had been used in the
treatment of homosexuality. Among them there were several types of “aversion therapies” which
made use of various kinds of aversive stimuli to change the preference of so-called inverts towards
heterosexuality. In this paper, the authors used an ‘anticipatory avoidance therapy’ analogous to
that described by MacCulloch and Feldman (1967: 594). Basically, this is a technique similar to
classical conditioning: the patient receives an electric shock when he is watching at pictures of
attractive males.
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The picture from these descriptive papers is of considerable variation but of no definite
correlation between Klinefelter’s syndrome and specific psychosexual disorders [1]. […]14

In this case of Klinefelter’s syndrome there was in fact ample evidence to suggest that
the homosexuality was psychogenic in origin (e.g. early absence of father figure; maternal
dominance causing repression of masculine assertiveness; seduction by stepfather; and
small testes leading to feelings of sexual inadequacy with consequent avoidance of women)
[2]. It could therefore be hoped that the sexual orientation would be altered by psycho-
logical treatment despite the presence of the sex chromosome abnormality, and there was a
successful outcome [3]. This tends to confirm the relative unimportance of this abnor-
mality, at least in the development of sexual preferences [4], and may indicate more
generally that such abnormalities present no bar to the psychological treatment of psy-
chosexual disorders [5]. (Orwin et al. 1974: 294)

The authors propose essentially a chain argument of the form:

Each step of the argument consists of views which are well-established in the
literature and depend more or less directly on the refutation of Lang’s argument
which was already discussed on the basis of the 1962 article. As Orwin and col-
leagues acknowledge already in the very first sentence of their article: “The theory
that some male homosexuals might have female chromosomal constitution (Lang
1940) became untenable when techniques for studying sex chromosomes were
developed.” If this position is untenable, then it must be certain that sex chromo-
some abnormality and homosexuality are not related and that homosexuality has a
psychogenic origin. In spite of the fact that at the time in which the authors write
this appears to have been factual knowledge, their argument is studded with hedges.
All steps of the argument present one uncertainty marker, including the last con-
clusion. This is very surprising since, in the light of the other positions discussed in
the paper and of the references quoted in it, all the sub-conclusions of this argument
as well as the final conclusion are considered as factual knowledge and should be
asserted with a high degree of confidence.

The reason why they are hedged can probably be traced back to the authors’
intent to make their hypothesis more appealing. Indeed, the point the authors want
to make in their paper is quite predictable and unsurprising considering the
knowledge available at that time; however, hedging strategies are used to artificially
create some ‘suspense’. Thus, the authors seem to use hedges as a rhetorical
strategy to make normal science and its activities of puzzle-solving (in Kuhn’s
sense) appear more extraordinary. Also in this case, it would be a mistake to trust
the linguistic markers of certainty and uncertainty to distinguish factual from
speculative knowledge (Thesis2).

14In the text we left out the authors merely present further literature which confirms the point.
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In general, our analysis on the whole sample shows that, when research chal-
lenges a well-established position, hedges are used primarily with the aim of being
cautious, to avoid personal commitment or analogous (in our sample this seems to
be the case for Bancroft 1969; Fookes 1969; McConaghy 1970; McConaghy and
Barr 1973; Freund et al. 1973). On the contrary, when a paper discusses a view that
can be considered as mainstream, hedges are mainly used in order to increase the
interest of the reader and to make the results more appealing (in our sample this is
the case for Davidson et al. 1971; Orwin et al. 1974).

Furthermore, there is another element that stands out in the analysis we carried
out on our sample. Indeed, this element shows that the so-called paratext—e.g.
tables, diagrams, figures etc.—is essential for understanding the authors’ hedging
and boosting strategies (Lemke 1998; da Graça Pinto et al., 2014). Our analysis
reveals that the use of non-linguistic devices in papers became increasingly frequent
in more recent times confirming that paratextual (non-linguistic) structures gained
importance in psychiatric articles when data and empirical proof started to be con-
sidered as central also for this discipline, to the detriment of its connection with the
human sciences. Initially used as a support for the text, with time they become part of
the text and of its argumentative structure. In the sample we considered (which
includes articles largely written during a period of time from the end of the 60 s to
the beginning of the 80 s) the function of paratextual elements (above all tables) is to
present the available data as evidence that speaks for itself. Unexpectedly, the
increase in the use of these means is accompanied by an increase in the use of
hedging strategies and especially of lexical uncertainty markers. In this way, the
style becomes more impersonal, the authors do not take a binding position and their
participation in what they report is neutralized. Thus, the hedging strategies became
a ‘distinctive mark’ of scientific writings, in line with a Weberian view of science
and of scientific communication, according to which scientific description should be
as objective as possible and therefore should not depend on some preconception or
theoretical conviction of the researchers (Crismore and Farnsworth 1990: 135).

In the articles we analyzed, the increased use of both hedging devices and tables
is not aimed at indicating that the authors do not consider their results to be factual
or certain (Bene 1965a; 1965b; Kenyon 1968; Freund et al. 1973; McConaghy and
Barr 1973; Siegelman 1974). It is rather meant to minimize their responsibility for
what they report, making the scientific results appear to be independent of the views
of the persons who report them. This use of hedging devices in research which
relies on empirical results presented through the paratext shows once more that
hedging (and boosting) devices cannot be considered as reliable indicators of the
degree of certainty/uncertainty attributed by the authors to the hypotheses they
consider. Indeed, this confirms that they perform a primarily rhetorical function. In
this sense, an actual evaluation of the argument is the only means we have to
determine whether the knowledge conveyed in a scientific paper is meant by the
authors to be factual or speculative.
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5 Concluding Remarks

The issue we address in this work is whether the analysis of linguistic markers is a
suitable method to assess the degree of certainty/uncertainty attributed by authors to
the scientific hypotheses they discuss. We focus on scientific research articles only,
which we consider to be both more difficult and more interesting to work with than
other kinds of texts such as popular science texts or short research reports. The
reason for this is that they do not merely illustrate specific scientific conclusions,
but rather present complex arguments in which the final position is supported on the
basis of many kinds of elements: positive evidence as well as refutations of
conflicting, alternative views.

The hypothesis we started with in this paper is that the number (the frequency of
use) and the type of the markers occurring in a paper (hedges vs. boosters) does not
offer any reliable index to assess whether the arguments put forward by authors in
their papers are more or less strong (i.e. whether the authors are more or less certain
of the hypotheses they discuss in their scientific articles). The analysis we carried
out on the sample of 26 articles on homosexuality taken from the British Journal of
Psychiatry and exemplified by the three papers discussed in the previous section
fully confirm this hypothesis. In fact, we showed that there is no relationship
between the linguistic markers used in the various steps of an argument and its
strength or the actual certainty of the premises and conclusions presented in it.

Hedges are considered to be more important than boosters in scientific literature
because often to express factual knowledge in science we simply make claims in the
indicative mood (see above Sect. 2). However, it is exactly these hedging kinds of
markers which appear to be most problematic. In fact, our analysis confirms that an
extensive use of hedges does not necessarily or even usually indicate uncertainty
towards a position or a cautious commitment to its truth. Hedges are used for a number
of other rhetorical reasons. Beyond the reasons that are most often pointed out in the
literature (see above Sect. 2), the examples we discussed show that hedging strategies
might also be used to make an argument more interesting (less routine and/or more
extraordinary) or to be ironical and to show e.g. how absurd the implications of a
certain viewpoint may be (on this aspect of scientific communication see also
Knorr-Cetina 1981; Gilbert and Mulkay 1984; Latour and Woolgar 1979; Myers
1989; Liddicoat 2005; Thompson 2001) or to make scientific results appear to be
neutral, objective and independent of the opinions/preconceptions of the authors.

As for the project of developing an automatic method based on the search for
hedges/boosters which could assess the commitment of authors to the truth of the
theses they discuss, our analysis indicates that this is doomed to fail at least if the
idea is to use such a method with scientific research articles, which are arguably the
most interesting target for such an application. Since scientific research involves
complex arguments devised to support specific conclusions, the automatic analysis
of lexical and morphosyntactical markers is of no help in assessing the degree of
certainty with which specific positions are affirmed, because there is no corre-
spondence between the number and kinds of markers used and the strength of the
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argument. This has various implications for various relevant issues. First of all,
linguistic markers alone are not an adequate way to distinguish factual and spec-
ulative information in a text. Secondly, an approach based on these markers is
inadequate to track down the thinking processes underlying scientific reasoning.
Finally, assessing the degree of certainty/uncertainty with which a hypothesis is put
forward in a scientific paper can only be done on the basis of the (manual)
reconstruction of the arguments it presents. Moreover, using this method it is also
possible to establish the basis for this certainty/uncertainty and this is an essential
piece of information in the dialectic and cooperative dynamic of science.
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Extending Cognition Through
Superstition: A Niche-Construction
Theory Approach

Tommaso Bertolotti

Abstract Superstitious practices have been considered since the ancient times as
signs of deviating cognitive forms (such as the elders’), concerned with irrelevant
causal relationships, and/or reducible to religious beliefs (and hence explained away).
Recent theories such as the extended mind and cognitive niche construction, though,
can shed new light on superstition and its apparently unreasonable success. The trigger
is to observe how most superstitions are not mere “beliefs” (such as religious beliefs
could be) hosted in a naked mind, but rather involve a strong coupling between the
mind and some external props allowing its extensions away from the skull: from
bodily gestures, to artifacts and other agents (human and animal). The mind’s capa-
bility to extend into the environment supports the related theory of cognitive niche
construction, suggesting that human agents achieved better and better performances by
creating external structures (cognitive niches) able to provide better and persistent
scaffoldings for their cognitive performances. When it is not possible to detect and
exploit the presence of a cognitive niche in the environment, superstitious practices
can be identified as the possibility to deploy an emergency-cognitive niche projected
by the superstitious agent into the world by means of a superstitious prop (item, ritual,
gesture). It is poorer and less reliable but preferable to utter blank (and the consequent
inaction), and most important it is still coupled with the external world (be it the body
or its ecology in forms of artifacts and other agents), thus maintaining the fundamental
characteristic of cognitive niches, that is distribution.

1 Introduction

Since the ancient times, a clear demarcation between religion and superstition has
been enforced. Christian philosopher Isidore of Seville composed in the 7th century
the Etymologies (or Origins), an encyclopedic treatise summarizing hundreds of
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sources that maintained a referential status until the publication of Diderot and
D’Alembert’s Encyclopédie. As the title suggests, Isidore professed that the
knowledge concerning a concept could be drawn from and coincided with the
etymology of the word standing for a concept.1 The entry concerning superstition is
revealing:

Superstition (superstitio) is so called because it is a superfluous or superimposed (su-
perinstituere) observance. Others say it is from the aged, because those who have lived
(superstites) for many years are senile with age and go astray in some superstition through
not being aware of which ancient practices they are observing or which they are adding in
through ignorance of the old ones. And Lucretius says superstition concerns things ‘s-
tanding above’ (superstare), that is, the heavens and divinities that stand over us, but he is
speaking wrongly (Barney et al. 2006, VIII.iii.6–iii.7, p. 174).

Three things are to be retained from Isidore’s (etymological) understanding,
inasmuch as they still resonate in the contemporary theoretical understanding of
superstition:

1. Superstition is superfluous. It is a lesser accident of human cognitive perfor-
mances and it is superimposed, in the sense that it is not a true manifestation of
human cognition.

2. Superstition is a form of deviated cognition, such as the elders’ according to
Isidore.

3. Superstition should absolutely not be confused with religion.

These biases still affect the will to achieve a cognitive understanding of super-
stition, but recent theories such as the extended mind and cognitive niche con-
struction can shed new light on superstition and its apparently unreasonable
success. The trigger is to observe how most superstitions are not mere “beliefs”
(such as religious beliefs could be) hosted in a naked mind, but rather involve a
strong coupling between the mind and some external props allowing its extensions
away from the skull: from bodily gestures, to artifacts and other agents (human and
animal).

The mind’s capability to extend into the environment supports the related theory
of cognitive niche construction, suggesting that human agents achieved better and
better performances by creating external structures (cognitive niches) able to pro-
vide ever-improving and persistent scaffoldings for their cognitive performances.
My contention will be that when an environment does not offer the possibility to
individuate a proper, reliable cognitive niche, individuals may still extend their
cognitive systems in unwarranted ways via superstitious props, creating
individually-projected cognitive niches that reduce anguish from cluelessness and
the related impaired performances or impossibility to initiate a course of action.

1Many entries are quite accurate, and their etymology is indeed illuminating as for the knowledge
of the concept, while some other entries are outright hilarious.
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2 Superstition as Extended Cognition

Cognitive science has been dealing with superstition as if it was a minor sister of
religion, or a mere subpart of the latter. Most milestones in cognitive studies of
religion (Boyer 2001; Atran 2002; Dennett 2006) either mention superstition only
incidentally or they reduce it to religion itself. As pointed out by Willem B. Drees,
“academic definitions of superstition as distinct from genuine religion are hard to
come by; the point of the label ‘superstition’ is dismissive” (Drees 2010, p. 70).
This is not to say that cognitive science has totally overlooked superstition, but it
attracted far less interest than religion, notwithstanding the fact that in our life we
are most likely to engage in much more superstitious behavior than actually reli-
gious one.

The origin of superstition has been usually drawn back to associative learning,
namely from the observation of coincidences that provoked a wrong idea about
external reality (Beck and Forstmeier 2007). Although religion and superstition are
surely related inasmuch as they testify the universal appeal of magical thought on
the human mind, they can be told one from the other quite significantly. As
meaningful as this may appear in the extended cognitive framework (Menary 2010)
I will adopt in this paper, religion concerns primarily (celestial) beliefs while
superstition is mostly about (local) practices. In the second edition of his mono-
graph about superstition, Vyse (2014) elaborates on Judd Marmor’s definition of
superstition as “beliefs or practices groundless in themselves and inconsistent with
the degree of enlightenment reached by the community to which one belongs”
(Marmor 1956, p. 119). Vyse suggests that “beliefs or practices that are inconsistent
with our common scientific understanding would apply to both believing in ghosts
and wearing a lucky bracelet to a job interview, but most people would sat that only
the lucky bracelet is a superstition:” this leads to his defining superstition as “the
subset of paranormal beliefs that are pragmatic: used to bring about good luck or
avoid bad” (Vyse 2014, p. 24).

The pragmatic relevance of superstition is sometimes shared by religion: we
often interact with religious artifacts and rituals in ways that do not concern eternal
salvation but rather mundane issues. At the same time, one needs not be religious at
all to entertain (and enact) superstitious beliefs.2 The epitome of superstitious belief
is exemplified by Skinner’s famous “superstitious pigeon”, an animal with no
existential anxiety nor will for salvation (that we know of), supposing that a
behavior it enacts is somehow connected to the good outcome of a free meal
(Skinner 1948). Interestingly, Donald Norman refers to this conception of super-
stition when dealing with the coping between one’s mental models and the target of
those models:

2Religious authorities and scholars have always fought a theological and intellectual battle against
superstition, as interestingly shown by the dedicated entry in the Routledge Dictionary of Religious
and Spiritual Quotations (Parrinder 2000, p. 24).
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When people attribute their actions to superstition they appear to be making direct state-
ments about limitations in their own mental models. The statement implies uncertainty as to
mechanism, but experience with the actions and outcomes. Thus, in this context, super-
stitious behavior indicates that the person has encountered difficulties and believes that a
particular sequence of actions will reduce or eliminate the difficulty (Norman 1983, pp. 10–
11).

While religion coopts natural routines for magical thinking to cope with exis-
tential issues, superstition routes them for coping with local difficulties and
uncertainties. Malinowski’s anthropological findings were clear with this respect:
superstition is a way of managing uncertainty and the connected anxiety. Seeing the
relationship between sailors and the sea as the archetype of uncertainty, he argued
as follows:

But even with all their systematic knowledge, methodically applied, they are still at the
mercy of powerful and incalculable tides, sudden gales during the monsoon season and
unknown reefs. And here comes in their magic, performed over the canoe during its
construction, carried out at the beginning and in the course of expeditions and resorted to in
moments of real danger. If the modern seaman, entrenched in science and reason, provided
with all sorts of safety appliances, sailing on steel-built steamers, if even he has a singular
tendency to superstition –which does not rob him of his knowledge or reason, nor make
him altogether pre-logical– can we wonder that his savage colleague, under much more
precarious conditions, holds fast to the safety and comfort of magic?

An interesting and crucial test is provided by fishing in the Trobriand Islands and its
magic. While in the villages on the inner lagoon fishing is done in an easy and absolutely
reliable manner by the method of poisoning, yielding abundant results without danger and
uncertainty, there are on the shores of the open sea dangerous modes of fishing and also
certain types in which the yield greatly varies according to whether shoals of fish appear
beforehand or not. It is most significant that in the Lagoon fishing, where man can rely
completely upon his knowledge and skill, magic does not exist, while in the open-sea
fishing, full of danger and uncertainty, there is extensive magical ritual to secure safety and
good results. (Malinowski 1948, pp. 13–14, emphasis added)

Malinowski further corroborates his contention by stating how, in the Trobriand
Islands, lagoon fishing (yielding abundant results without danger and uncertainty)
did not involve superstitious practices, while uncertain and risky open-sea fishing
did. Seafaring has already been explored as paradigmatic for distributed cognition
(Hutchins 1995), as the extreme uncertainty requires the distribution of complex
cognitive tasks between several cognizants and their artifacts. Open-sea fishing
exponentially increases the uncertainty, adding to that of sea-faring the search for
catch and its abundance.

As stated by Malinowski, the superstitious magic is not only performed during
the fishing expedition, but also constructed into the fishing artifacts that are at the
same time an extension of the fishers embodied cognitive systems.

Most forms of everyday superstition, Vyse’s extensive review shows, are to
some extent distributed into the environment by some kind of props. Sportsmen
have lucky items and complex rituals they enact before every game, just as gam-
blers; furthermore, students facing exams display a bewildering array of lucky
garments (sweatshirts, scarves, etc.), objects (namely pens), and practices (finding a
coin before the exam) that either indicate or foster a positive outcome (Vyse 2014,
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Chap. 2). Also, if we consider well-known forms of superstition such as tossing
spilled salt beyond one’s back, reacting to black cats and broken mirrors, jinxing,
crossing fingers or other gestures, spitting, carrying lucky amulets such as a rabbit
paw and so on, we can see that all of those instances share a distributed nature.

Let’s recall Norman’s vision of superstition as the acknowledgement of a mis-
match between one’s mental model and its target: this mismatch is uncertainty. You
don’t need to be lucky to find your way from work to home, you have experience
with action, outcomes and mechanisms, so your mental model perfectly matches its
target. Conversely, if you are for instance a gambler, a fisherman, or a student
undergoing an examination you have some experience in the domain, you know the
actions and the desired outcome, but your mental model cannot fully account for the
mechanism, which is dominated by uncertainty. Here is where superstition comes
in: it compensates a mismatch between the cognizant and its target by a “magical”
distribution of cognition into the environment.

This distribution has two main effects: first, “a causal effect of an activated
good-luck-associated superstition on subsequent performance […] mediated by an
increase in perceived level of self-efficacy” (Damisch et al. 2010, p. 1018) and
second, in cases of utter uncertainty it averts the risk of paralysis and fosters the
possibility to discover unseen chances for action (Bardone 2011). Last, but not
least, the distribution of a practice (as an object, or a gesture, or a phrase) into the
external world allows that it is socially learnt and repeated. In order to better frame
the action of superstition as a distributed cognitive practice to cope with uncer-
tainty, I will introduce a broader theory concerning the relationship between cog-
nition and the environment.

3 Cognitive Niche Construction: A Wider Frame
for Extended Cognition

We can wonder: what is, pragmatically speaking, the ultimate goal of cognition? a
stimulating way to answer might be the following: cognition aims at predicting
what is predictable, and making predictable what is uncertain. The relationship
between an organism and its environment is indeed one of coping with the
uncertainty of its system, and that is what sparked the origin of the multifaceted
phenomenon known as cognition. An interestingly essential definition of cognition
as the one offered by the Stanford Philosophy Encyclopedia is a good starting point:
“Cognition is constituted by the processes used to generate adaptive or flexible
behavior.”

The adaptive behavior implied by cognitive capabilities is a response to the
uncertainty of the environment. The uncertainty one has to cope with can be bio-
logically translated as the environment’s selective pressure. According to a cluster
of theories describing ecological and cognitive niche construction, organisms have
always attempted to reduce the selective pressure (and so the uncertainty) by
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modifying their environments into better-suited niches (Tooby and DeVore 1987;
Odling-Smee et al. 2003; Day et al. 2003; Pinker 2003; Clark 2005; Magnani 2007,
2009).

Niche theories consist of a theoretical framework that is proving extremely
profitable in bridging evolutionary biology, philosophy, cognitive science, and
anthropology by offering an inter-disciplinary ground causing novel approaches and
debates to crucial issues in all of the aforementioned fields (Clark 2006; Iriki and
Taoka 2012; Sinha 2015; Bertolotti and Magnani 2015).

As far as human beings are concerned, niche construction goes beyond modifi-
cations aimed at reducing environmental pressure (i.e. shelters, dams, nests etc.) even
though they are of course still present. Human niche construction is characterized by a
pervasive presence of models, representations, and other various mediating structures
between one’s cognition and the environment, all of which are massively distributed
into the environment in a cognitive niche construction activity (Clark 2005; Iriki and
Taoka 2012; Bertolotti and Magnani 2015). This can be seen as a comprehensive
frame to individual instances of extended cognition (Clark and Chalmers 1998).
Consider writing: writing is an example of how we extend our mind beyond our brains
in order to achieve cognitive tasks that would not be possible otherwise, or much more
difficult. At the same time, more or less ample sets of written material consist in
cognitive niches with the aforementioned goal of deflecting environmental uncertainty.
For instance, a code of laws perfectly reflects this dual nature: in being written, it can
couple with individual cognitions offering an archival support unmatched by “naked
minds,” but in its being accessible it offers a series of guidelines and prescriptions that
can be used as heuristics to navigate our social settings and dramatically reduce the
uncertainty about what to expect from others.

The point this reflection starts from is the acknowledgment that one of the key
factors that produced this is human beings’ ability to continuously delegate and
distribute cognitive functions to the environment to lessen their bio-cognitive limits.
One of the explanations is that human beings create models, representations and
other various mediating structures, that are thought to be of aid for thinking: such
intense activity of distributing cognition into the environment is described as
cognitive niche construction (Magnani 2009; Clark 2005, 2006; Iriki and Taoka
2012; Magnani and Bertolotti 2013; Bertolotti and Magnani 2015).

In order to further clarify what “cognitive niche construction” means, it will be
necessary to briefly review and critically combine the various notions contributing
to its definition. Cognitive niche construction is an extremely rich theory advocated
by distributed cognition supporters such as Clark (2005, 2006) and Magnani (2009,
Chap. 6). Prima facie, cognitive niche construction lays at the intersection of two
larger theories: (ecological) niche construction (Odling-Smee et al. 2003) and
cognitive niche theories (Tooby and DeVore 1987; Pinker 2003). Albeit both
Magnani and Clark refer to Tooby and DeVore and to Pinker as initiators of
cognitive niche theories, it should be observed that the meaning of cognitive niche
in the latter and in the former views is quite different: whereas Clark and Magnani
emphasize a local (or even better ecological) view of cognitive niches—true to the
tenets of distributed cognition theories—, Tooby and De Vore and Pinker present a
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rather temporal-anthropological view of the cognitive niche, to the point that their
description is more similar to an era of cognition. Indeed, they describe the cog-
nitive niche as something that has been “entered” by human beings at some point of
their evolutionary history. Tooby and DeVore (1987) and Pinker (2003) suggest
that this jump in human cognitive history can be said, in other words, to coincide
with human beings becoming “informavore.”

Gathering and exchanging information is, in turn, integral to the larger niche that modern
Homo sapiens has filled, which Tooby and DeVore (1987) have called ‘the cognitive niche’ (it
may also be called the ‘informavore’ niche, following a coinage by George Miller). Tooby and
DeVore developed a unified explanation of the many human traits that are unusual in the rest of
the living world. They include our extensive manufacture of and dependence on complex tools,
our wide range of habitats and diets, our extended childhoods and long lives, our hyperso-
ciality, our complex patterns of mating and sexuality, and our division into groups or cultures
with distinctive patterns of behaviour. Tooby and DeVore proposed that the human lifestyle is
a consequence of a specialization for overcoming the evolutionary fixed defences of plants and
animals (poisons, coverings, stealth, speed, and so on) by cause-and-effect reasoning. Such
reasoning enables humans to invent and use new technologies (such as weapons, traps,
coordinated driving of game, and ways of detoxifying plants) that exploit other living things
before they can develop defensive countermeasures m evolutionary time. This cause-and-effect
reasoning depends on intuitive theories about various domains of the world, such as objects,
forces, paths, places, manners, states, substances, hidden biochemical essences, and other
people’s beliefs and desires (Pinker 2003, p. 27).

Pinker, elaborating on Tooby and DeVore’s analysis, suggests that humans filled
the cognitive niche as a “consequence of a specialization for overcoming the
evolutionary fixed defences of plants and animals by cause-and-effect reasoning,”
(p. 27) which enabled the invention of new technologies and a whole series of
enhancements that were quicker than evolutionarily-evolved countermeasures.

The element of construction I highlighted earlier is what, notwithstanding obvious
commonalities, discriminates between “cognitive niche” theories and “cognitive niche
construction” theories. The latter, in fact, stress how any particular cognitive niche is
constructed by an active modification of the environment by a cognizant:

[…] “cognitive niche construction” [is] hereby defined as the process by which animals
build physical structures that transform problem spaces in ways that aid (or sometimes
impede) thinking and reasoning about some target domain or domains. These physical
structures combine with appropriate culturally transmitted practices to enhance
problem-solving, and (in the most dramatic cases) to make possible whole new forms of
thought and reason (Clark 2005, pp. 256–257).

This definition, offered by Clark, can still work accepting Tooby and DeVore’s
seminal contention that entering the cognitive niche is ultimately about uncovering
and exploiting, in a persistent way, cause-effect models of the external world:

At the core of this lies a causal or instrumental intelligence: the ability to create and
maintain cause-effect models of the world as guides for prejudging which courses of action
will lead to which results. […] Our cognitive system is knowledge or information driven,
and its models filter potential responses so that newly generated behavioral sequences are
appropriate to bring about the desired end. (Tooby and DeVore 1987, p. 210, added
emphasis).
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I agree with Laland and his colleagues in their contention that “while the
capacity for [ecological] niche construction is universal to living creatures, human
niche construction is extraordinarily powerful” (Laland and Hoppitt 2003, p. 158):
the reason for this success must rely in some peculiarity of niche construction
activities, and not in the definition of cognition that we could use to determine the
cognitive niche construction in favor of human animals. Referring to Tooby and
DeVore’s description of the cognitive niche (as a stage, entered according to them
by human beings alone), the following triple identity can be proposed: if cognition
amounts to the processes used to generate adaptive or flexible behavior, then it also
supports the flexible capability to detect and exploit, at least in an occasional and
embodied/tacit way, cause-effect relationships in one’s environment.

Summing this up, it seems that cognitive niche construction is the process by
which organisms modify their environment to affect their evolutionary fitness3 by
introducing structures that facilitate (or sometimes impede) the persistent individ-
uation, the modeling, and the creation of cause-effect relationships within some
target domain or domains. These structures may combine with appropriate cultur-
ally transmitted practices to enhance problem-solving, and (in the most dramatic
cases) they afford potential whole new forms of thought and reason.

4 Superstition as Special Niche Construction

A reflection has to be made explicit before tackling the relationship between cog-
nitive niche construction, uncertainty and superstition: both in our reworked defi-
nition of cognition, and in Tooby and De Vore’s considerations about the cognitive
niche, the ability to model cause-effect relationships must not be assumed as the
ability to model true (in a correspondence sense) cause-effect relationships. It
suffices that the cognizant candidate is able to apprehend such relationships and
consequently modify the behavioral response: in this sense also a superstitious
association is a rightful instance of one’s cognitive capacities. As far as the bio-
logical and pre-linguistic levels are concerned, it can be argued that the detected
cause-effect relationships do not matter for their truth-reliability but rather for their
fitness-reliability (Sage 2004)—understanding “fitness” as comprehending the less
rigorous notion of “welfare.”While our human language-dominated world accounts
for the fact that we consider the notion of truth, naïvely, as correspondence, from a
biological perspective (often enacted by human beings as well) the favored detected
relationship is the most successful, the one leading to survival.

It is the same kind of argument underlying evolutionarily positive appreciations
of religion. At the lowest level, our cognitive systems are biased in favor of false

3In agreement with (Odling-Smee et al. 2003, pp. 256–257), the concept of fitness here has to be
intended as loosely Darwinian because of the following reasons: extragenetically informed
behavior patterns are broadly adaptive and maladaptive; variants occurring during genetic evo-
lution are random, whereas those of extra-genetic information are not.
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positives rather than false negatives: it is better to see a snake when it is just a
branch than taking a branch for a snake (Barrett 2009). In the bigger picture, wrong
or unwarranted (correspondence-wise) beliefs concerning the existence of super-
natural beings may have a positive impact on the welfare of individuals and
societies (Wilson 2002; Johnson and Bering 2006; Bulbulia 2009). In this sense,
religion can be easily seen as a complex, multi-leveled cognitive niche distributing
beliefs about supernatural agents in words, rituals and artifacts (Mithen 1999;
Bertolotti and Magnani 2010) that foster positive outcomes (namely cooperation)
and so reduce environmental uncertainty. What about superstition?

We can start by remembering the difference between religion and superstition, a
distinction that religion has always enforced—one-sidedly if necessary. Superstition
occurs when there is a mismatch between our mental models and their targets:
paradoxically, religions are not affected by such mismatch. As they encode strict
moral guidelines, religious practices preach a perfect correspondence between what
happens in our mental models and Norman’s aforementioned triad of outcome,
experience and mechanism (Magnani 2011). Even if the relevant mechanism (e.g.
God’s will) is unknowable, many religions are understood as a list of prescriptions
that, if correctly followed, will grant bliss, success, eternal life and so on.4 No one
goes to heaven because of a lucky charm. But as I said since the beginning, the
proper domain of superstition are terrestrial issues, and not celestial ones.

A mismatch between how well our mental models represent the desired outcome
and the mechanism to obtain it signifies a failure or the impossibility to individuate
persistent cause-effect relationships to be exploited in the external world.
Connecting this to the definition of cognitive niche I worked out in the previous
section, superstition is individuated in those “environments” (broadly conceived)
over which it is not possible to structure a cognitive niche, or at least not a satis-
factory one. Consider fishing, or gambling, or anything that significantly depends
on hazard such as lotteries or sports. These are clearly cognitive niches. Games and
lotteries have rules, just as fishing has strategies and equipments: in all of these
cases there are distributions of knowledge that exploit the affordances of what is at
stake, or create new ones (Gibson 1977). Still, at the chore of what determines the
outcome, utter uncertainty rules: I can have the best boat, the best fishing lines and
the strongest fishermen, but none of this will grant that there will be fish where I
drop the anchor. The same goes for gamblers: players can be as good as it gets, but
this will not affect the shuffling of the cards.

Optimism is not enough to make up for the fact that one is in uncharted (or un-
niched) waters. Optimism has to be distributed into the word just as knowledge is
distributed in the cognitive niche in order to be picked up and create a bond
between the mind and its possibility to extend into the environment.

4I explicitly refer to how religion is received: this is not the lieu for an analysis of theological
debates such as those relating to God’s grace, the relationship between faith and works, and
obviously predestination. It is worth noticing, though, that also in theologies preaching predesti-
nation the fact that salvation is pre-established automatically excludes it from the kind of luck that
can be affected by superstitious practices.
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Even if superstition can consist of shared practices, either identical in culturally
transmitted form (think of rabbit paws, not chicken feet) or in nature (having a lucky
something), they are enacted individually. A cognitive niche is exploitable to the
maximum because it is persistent and ecologically available: it is a constant repair
against uncertainty. Superstition only “works” when it is deployed by the super-
stitious agent: it can be seen as fleeting and agent-projected. By activating a
superstitious belief through a practice that connects to the world, the agent projects
a kind of cognitive niche onto the immediate surroundings. Cognitive niches can be
seen and learnt as repositories of environmental chances and guidelines on how to
use them. The individually-projected cognitive niche that emanates from the cou-
pling between the mind and the superstitious props is mostly about guidelines for
actions. The environmental chances are created by superstition as a one-way pro-
jection: sometimes they are really there, sometimes they are not, but that is pre-
ferred to the inaction caused by total cluelessness.

5 Conclusion

Superstition is a framework of magical thinking that cognitive science explored far
less than religion. Psychological literature is used to the observation that super-
stition actually increases performances: I suggest that the reason is indeed the
reduced anxiety and the increased perception of self-efficacy. Superstition is a form
of self-delusion into believing one is within the safe behavioral pattern constituted
by an established and maintained cognitive niche (which indeed reduces anxiety),
when one is actually relying on a self-projected cognitive niche instantiated just by
the presence of the superstitious prop.

Framing the analysis of superstition within cognitive niche construction theory
affords a unified toolbox explaining its connection with the (apparent) reduction of
uncertainty allowing agents to enact a pragmatical course of action as if they were
in the presence of an actual cognitive niche. Further developments of this analysis
should concern the relationship between distribution of superstitious practices as
cognitive niche projection and their cultural sharing. Finally, from this analysis it
seems to follow that an individually-projected superstitious cognitive niche and a
well-established, shared one may coexists in those cases where the agent is unable
to detect the latter, or is unwilling to accept its guidelines and its resources: in these
cases, refusing the existing cognitive niche opens up a space of uncertainty where
the individual niche can be projected. An example could be a terminal patient who,
unhappy with the results provided by the medical cognitive niche, denies them and
vows herself to superstition practices hoping to repel her sickness.

This final observation opens up an interesting space for further reflection about
the possibility of adopting alternative behaviors with respect to those belonging to
the orthodoxy of the niche. In this sense, the superstitious agent and the cheater
interact with the niche in different ways, though both embedding an element of
rejection and messing-with. As I suggested, the superstitious agent may suspend an
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established cognitive niche in order to project her own (through an ideal super-
stitious prop), in order to reduce the anxiety caused by her impossibility (or
unwillingness) to cope with the established niche.5 Conversely, the cheater per-
forms an aware deactivation of the orthodoxy of the cognitive niche, but only as far
as she is concerned. In order to perform her goals, indeed, the cheater must rest
assured that her partners (or opponents, as in a card game) are sticking to the
orthodoxy of the niche:6 this is in line with the everyday observation that super-
stitious people usually encourage the diffusion of their practices, whereas cheaters
do not aim at making adepts in their attack against the cognitive niche.
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Neurophysiological States and Perceptual
Representations: The Case of Action
Properties Detected by the Ventro-Dorsal
Visual Stream

Gabriele Ferretti

Abstract Philosophers and neuroscientists often suggest that we perceptually
represent objects and their properties. However, they start from very different
background assumptions when they use the term “perceptual representation”. On
the one hand, sometimes philosophers do not need to properly take into consid-
eration the empirical evidence concerning the neural states subserving the repre-
sentational perceptual processes they are talking about. On the other hand,
neuroscientists do not rely on a meticulous definition of “perceptual representation”
when they talk about this empirical evidence that is supposed to show that we
perceptually represent such and such properties. It seems that, on both sides,
something is missed. My aim is to show that, in the light of empirical evidence from
neuroscience, the case of action properties is a good candidate in order to properly
talk of perceptually represented properties. My claim is that the neurophysiological
states encoding action properties are perceptual processes and that these perceptual
processes are representational processes. That is, in the case of those neurophysi-
ological states involved in the detection of action properties, it is correct to speak of
perceptual representational states, and hence, ipso facto, of perceptually represented
properties. First, I describe a reasonable and widely agreed upon conception of
perceptual representation in the philosophical literature. Then, I report evidence
from vision and motor neuroscience concerning the perception of action properties,
which is subserved by the ventro-dorsal stream, a portion of the dorsal visual
system. Finally, I show that a strong connection can be found between the philo-
sophical idea of perceptual representation I have reported before and the neuro-
scientific evidence concerning the activity of the ventro-dorsal stream, whose job is,
as said, to detect action properties.
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1 Introduction

It is widely agreed in the philosophical literature, that we perceptually represent
objects as having a lot of properties (Siegel 2006; Nanay 2010, 2013b: 3.2; Jacob
and Jeannerod 2003; Peacocke 1992; Siewert 1998; Clark 2000; Crane 1992). For
instance, we can perceive objects as being pencils and cups (Siegel 2006), as being
present (Matthen 2005) and familiar (Dokic 2010), or absent (Farennikova 2012),
as sounds (O’Callaghan 2014), or colors (Campbell 1993), as having spatial
properties (Tye 2005; Peacocke 1992, 2001), or dispositional properties (Nanay
2011b), or as being tropes (Nanay 2012). Moreover, someone has claimed that we
perceive objects as affording us the possibility of performing specific actions
(Gibson 1979; Jacob and Jeannerod 2003; Zipoli Caiani 2013; Pacherie 2000, 2002,
2011; Jeannerod 1997, 2006; Siegel 2014; Jacob 2005; Prosser 2011), i.e. as being
edible, climbable, or Q-able in general (the expression “Q-able” is by Nanay
2011a), etc. (for a review see Nanay 2013b).

The issue at stake here is twofold. On the one hand, sometimes philosophical
accounts about perceptually represented properties do not need to properly take into
consideration the technical empirical evidence concerning the neural states sub-
serving the representational perceptual processes they are talking about. On the
other hand, those who offer a more empirically-informed account do not rely on a
meticulous definition of “perceptual representation” when they talk about this
empirical evidence that is supposed to show that we perceptually represent such and
such properties. It seems that, on both sides, something is missed.

My aim is to show that, in the light of empirical evidence from neuroscience, the
case of action properties is a good candidate in order to properly talk of perceptually
represented properties. My claim is that the neurophysiological states1 encoding
action properties are perceptual processes and that these perceptual processes are
representational processes. That is, in the case of those neurophysiological states
involved in the detection of action properties, it is correct to speak of perceptual
representational states, and hence, ipso facto, of perceptually represented properties.
In what follows, I develop this idea.

Important specification: although considering perceptual states as representations
has been considered the most reliable way of describing our perceptual system, this
framework has recently been criticized (Hutto and Myin 2013; Chemero 2009; Noë
2004). I will not take part to the contemporary divide in the literature between those
who believe that perception is the construction of internal representations and those
who reject this idea (for a review see Nanay 2012, 2013b, 2014b; Jacob and
Jeannerod 2003). Apparently, the balance is effectively in favor of representation-
alism (Pautz 2010; Nanay 2013a, 2014b) but I will not survey the literature reporting
these advantages here. However, my paper implicitly suggests a good example of a

1I am using the word “mental” and I will use the expression “cortical” or “mental” or neuro-
physiological state/representation as synonyms, leaving aside the issues concerning the mind-body
problem.
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rigorous representational interpretation of empirical evidence with respect to the case
of the perception of action properties.

Furthermore, note that I cannot develop the proposal in full detail here and that
my account only gestures towards such an argument. A fully fledged argument will
have to wait for another occasion.

2 Representing Action Properties Between Philosophy
and Neuroscience

Action properties are those object properties the representation of which is neces-
sary for the performance of the subject’s motor act2 (this definition is by Nanay
2013b: 39; see also Ferretti 2016). Everyday objects exhibit geometrical properties
such as size, shape, and spatial location. These geometrical properties are, from the
motor point of view of the subject, action/motor properties, in that they afford to the
subject a precise action possibility satisfiable with a precise motor act. For example,
the geometrical features of a mug can be seen as action properties which open an
action possibility (grasping) and which can be satisfied by a proper motor act: a
power grip. The concept of action possibility has been in the spotlight of both
neuroscience (see Borghi and Riggio 2015) and philosophy (see Jacob and
Jeannerod 2003; Nanay 2013b) in the last twenty-five years.

On the one hand, as said at the beginning, some philosophers have claimed that we
perceptually represent action possibilities (for a review see Siegel 2014; Jacob 2005;
Pacherie 2002; Nanay 2013b; Jacob and Jeannerod 2003). For example, according to
Nanay (2011a), it is not the case that we first represent some object property, say size
and shape, perceptually, and then we infer, from the deliverances of our perception,
that the object is Q-able. In other words, we perceptually represent Q-ability. On the
other hand, a massive amount of evidence from visual and motor neuroscience has
shown which processes are performed by our visual system in order to perceive the
action possibilities offered by the objects in the environment (a mug as graspable, an
apple as touchable, etc.). Neuroscientists usually talk about this detection performed
by perception using the word “representation” (Borghi and Riggio 2015).

However, philosophers and neuroscientists start from very different background
assumptions when they use the term “representation”. On the one hand, neurosci-
entists seem to use the verb “representing” as a near synonym of “encoding”.3 So,

2Representations of these properties are usually called in literature “pragmatic/motor representa-
tions” (see Nanay 2013b, 2014a; Jacob and Jeannerod 2003; Jeannerod 2006; Pacherie 2000;
Butterfill and Sinigaglia 2014). So, one might think that another way of formulating my claim
would be to say that motor representations really are perceptual representations. However, in order
to avoid problems with the different interpretations of the expression “motor representation” within
the general literature, I am not committed to this reformulation here, see (Sect. 5).
3The famous “Principles of Neural Science” by Kandel et al. (2013) mentions the different
expressions “to represent” and “representation” more than 200 times in the book. Concerning the
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they talk about portions of the brain, especially of the cortical mantle, as repre-
senting something in the external world. The problem with this usage is that it
seems to ignore the importance of the philosophical implications of the word
“representation”. Too often, they talk about a simple detection based on a causal
covariation/co-occurrence between the neural firing of a brain area and an object
being presented in the external environment at the same time. In the words of
Pacherie (2002: footnote 12, pp. 66–67), “Neuroscientists often make a more liberal
use of the term ‘representation’ than philosophers are wont to do, thus making the
philosophers wary that what the neuroscientists call “representations” really qualify
as “mental representations”. (…) One may wonder whether these so-called repre-
sentations are really representations, where for something to qualify as a repre-
sentation it must have correctness conditions, be capable of misrepresenting, and
exhibit some degree of intentionality”.

On the other hand, even those philosophers who are more careful when they talk
about perceptual representations when describing some mental process are usually
guided by philosophical arguments that do not need to take into account the specific
empirical brain-based counterpart of the mental processes they are talking about. At
best, they need to take into account the bare minimum empirical evidence in order
to argue that a minimal confirmation for their claim is held from neuroscience. This
is reasonable insofar as some philosophical claims in the literature—I have men-
tioned in (Sect. 1)—do not need a precise empirical model, but just some empirical
sketch, in order to be defended. However, the result is that it is hard to find a
rigorous philosophical representational interpretation of the technical empirical data
from neuroscience, concerning such and such mental phenomenon. Yet, it would be
desirable, for several mental phenomena, to have an account that is, at the same
time, empirically well-founded and philosophically rigorous. The aim of the present
paper is exactly to provide this account, in particular with respect to the claim that
action properties are perceptually represented.

It is important to underline that motor and vision neuroscientists regularly follow
Gibson (1979) when, speaking of action properties/possibilities, they use the term
“affordance” as a near synonym. However, the latter term is philosophically
demanding. Indeed, it implies a precise conception of how the visual system works.
I cannot survey the debate here, but several important arguments have suggested
that we should not talk about affordances both in vision and motor neuroscience
(Jacob and Jeannerod 2003) and in philosophy (Nanay 2013b)—see footnote 12.
This is a further symptom of how neuroscientists usually do not care about the
epistemological implications of their interpretation of the empirical results and the
debate on action properties is the badge (see footnote 12). Hence I prefer to avoid
the word “affordance” and simply use the term action property, or action possibility.

(Footnote 3 continued)

presence of representational terminology in neuroscience, see also (Brooks and Akins 2005;
Bennett and Hacker 2003, 2012; Bennett et al. 2007; Bickle 2013; Jacob 2005; Mandik 2005).
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So, the paper proceeds as follows. I describe a reasonable and widely agreed
upon conception of perceptual representation in the philosophical literature
(Sect. 3). I report evidence from vision and motor neuroscience concerning the
perception of action properties, which is subserved by the ventro-dorsal stream
(henceforth V-D), a portion of the dorsal visual system (Sect. 4). Then, I show that a
strong connection can be found between the philosophical idea of perceptual rep-
resentation I have reported before and the neuroscientific evidence concerning the
activity of V-D, whose job is, as said, to detect action properties (Sect. 5).

The argument is the following: first, V-D is involved in the detection of action
properties; second, V-D turns out to operate through perceptual representations;
therefore, action properties are not simply detected, but perceptually represented.
That is, V-D is a neurophysiological state that is both a perceptual state and a
representational state; it is a perceptual representational state.

3 Perception as Representation in the Philosophical
Domain: Perceptually Represented Properties

In this section I state the constraints that a mental state has to satisfy in order to be
considered a perceptual representation.

Usually, perceptual states are considered representations because they have content.
When I see a pumpkin, my perceptual state is about this pumpkin, it refers to this
pumpkin. As suggested byNanay (2012: 2), in general, a perceptual state “represents this
particular thing as having a (limited) number of properties and the content of the per-
ceptual state is the sum total of these properties” ( I slightly reworded Nanay 2012: 2).4

When it comes to neuroscience, we can talk about neurophysiological states with
a content (Jacob and Jeannerod 2003) following the common idea that represen-
tations are (bio)physical structures with the function of carrying information about
something in the environment (Jacob and Jeannerod 2003; Dretske 1988, 1995).
Often, these neurophysiological representational states pertain to cortical structures
linked to perceptual systems; this is the reason why we can talk about them as
performing perceptual representations. Moreover, representations are useful in
order to explain behaviors that otherwise would be difficult to explain (Orlandi
2011: Sect. 1): “we tend to ascribe representational states to a system when the
system’s behavior and capacities cannot be easily (or at all) understood by making
reference solely to environmental or organic conditions” (Orlandi 2011: 3; see also
Brooks 1991; Fodor and Pylyshyn 1988, quoted by Orlandi). Finally, in order to be
considered as such, representations have to have the possibility to fail, leading to
misrepresentation (Jacob and Jeannerod 2003).

4Of course here we are talking of a perceptual state in general, as the whole outcome of our
perceptual systems: the representation of colors, shapes, smells by different representational states
etc. When talking of a particular representational state, it is not problematic to argue that the
content of the representational state is the property it represents.
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Following other analyses of the case, we can take stock of the philosophical
constraints that a mental state has to satisfy in order to be a perceptual represen-
tation (I follow, in particular, the interesting review by Orlandi 2011: Sect. 1; but
see also Dretske 2006; Wilson 2010; Burge 2010; Jacob and Jeannerod 2003).
A subject is perceptually representing something if and only if he is in a state that:

(a) is derived from an accredited perceptual system;
(b) carries information about an object or state of affairs being a certain way (the

state has content/accuracy conditions).
(c) given (b), can misrepresent by occurring in the absence of what it carries

information about.
(d) gives us a description of the performance, e.g. planning to act.

In particular, philosophers have taken (b) and (c) to be crucial for the definition of a
perceptual representational state: perceptual representations have to have content and
have to be able to misrepresent (Burge 2010; Fodor 1987: 131, 2; Millikan 1984,
1993; Jacob and Jeannerod 2003). In what follows, I examine these four points.

3.1 (a) Derivation from a Perceptual System

Following (a) the fact that a subject represents what he/she represents perceptually,
rather than in other ways, e.g. conceptually, means that the state is derived from an
accredited receptor system (for a review see Orlandi 2011: 2).

As said, that means that it is not the case that we do represent some object
property, say, size and shape perceptually, and then we infer, from the deliverances
of our perception, that the object offers such and such action possibilities. We
perceptually represent action possibilities (Nanay 2011a).

Moreover, as Nanay specifies, while describing a perceptual state is to describe
the properties it attributes, not all properties that we represent objects as having are
perceptually attributed/represented. I perceive a cup of coffee as black, as spatially
located and as big. I can represent this as having the property of being the same cup
of coffee I have used yesterday to drink water (for a complete review see Nanay
2011b; see also Ferretti 2016). Then, (a) does not deal with these cases of
non-perceptual attribution/representation of properties.

3.2 (b) Carried Information, Content and Accuracy
Conditions

The second constraint imposes to have a perceptual state with a content. But things
are not so easy here. “If a state (S) carries information about property F and F is
correlated with property G, then S carries information about G. The informational
relation is transitive, information is ubiquitous and, unlike semantic content,
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informational content is indeterminate (e.g. metal bar carries information about the
temperature, variations in temperature correlated with variations in atmospheric
pressure, metal bar carries information about atmospheric pressure: representing the
temperature, however, is not representing atmospheric pressure)” (Jacob and
Jeannerod 2003: 5). As Jacob and Jeannerod note, “the length of the metal bar
carries information about both the temperature and atmospheric pressure, so it
cannot represent the temperature at all because it cannot misrepresent” (2003: 5).
We have a similar neuroscientific case when we talk about several “stages on the
way from the retina through the optic nerve to the higher levels of
information-processing in the visual cortex, which carries information about the
distal stimulus and about everything the distal stimulus stands in some
non-accidental correlation with. Here, neither the retina nor the optic nerve repre-
sent everything they carry information about” (2003: 5).

An important specification is needed here. One thing is to ask:

(1) Which properties are represented in (visual) perception?

Another thing is to ask:

(2) What properties does our visual perceptual system respond to/covary with
respect to the perception of objects?

(1) is about what properties are attributed by the perceptual system (or what it
represents entities as having) and not about what properties are out there (pre-
sumably in a causal relation with our perceptual system), as in the case of (2). The
properties our perceptual system responds to or tracks may not be the same as the
ones it represents objects as having (see Nanay 2011b; see also Ferretti 2016). The
answer to (2) is fundamental to get the answer to (1).

Note that, informational semantics, i.e. semantics based on non-coincidental
correlations/co-occurrence, is an important tool of neuroscience. Neuroscientists
map the electrophysiological activity of specific brain areas looking for cortical
activations and neural discharges carrying the information about such and such
properties in the environment. However, correlational relation is not shellproof.
Reliability does not mean infallibility: misfiring may occur at some stage in the
system (Jacob and Jeannerod 2003: 8). But crucially, in order to obtain the con-
straint (b), we need that constraint (c) is satisfied.

3.3 (c) Misrepresentation

Following (c) it is not possible to have a representation without the possibility of
having a misrepresentation. Unless a signal could misrepresent what it indicates, it
cannot represent it. Mental and non-mental representations must be able to go
wrong (Dretske 1988; Jacob and Jeannerod 2003: 5, 6; Burge 2010). But we have
two different kinds of misrepresentation in literature.
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The first one is very simple. There could be cases in which a device is damaged,
so it cannot represent what it is supposed to represent normally, on the basis of its
proper function.5

The second case is more complicated. As Jacob and Jeannerod suggest, usually,
in an ecological situation, property G matters to the survival of the animal.
However, the animal’s sensory mechanism, responds to instantiations of property F,
not property G. Often enough in the animal’s ecology, instantiations of F coincide
with instantiations of G. So detecting an F is a good cue if what enhances the
animal’s fitness is to produce a behavioral response in the presence of a G. But the
animal does not represent G as such. This device has the proper function of rep-
resenting instantiations of property F, not property G as such, to the extent that
instantiations of F coincide with instantiations of G: detecting an F is a good cue in
order to perform a behavioral response in the presence of a G. The misrepresen-
tation here occurs when the device is representing F (often coinciding with
instantiations of G), but in this precise case the instantiation of F does not coincide
with the instantiation of G (I slightly rephrased the idea proposed by Jacob and
Jeannerod 2003: 5–8, but see all the section 1; see also Fodor 1987; Schulte 2012).

In other words, in relation to (b), sometimes our perceptual system covaries with
some property in the environment, but it might happen that the instantiation of those
properties does not always coincide with the instantiations of the properties we can
usually represent on the basis of this covariation.

3.4 (d) Usefulness in Performance Description-Explanation

Finally, “we tend to ascribe representational states to a system when the system’s
behavior and capacities cannot be easily (or at all) understood by making reference
solely to environmental or organic conditions” (Orlandi 2011: 3; see also Brooks
1991; Fodor and Pylyshyn 1988). In other words, we say that “a system represents
something when the system’s behavior and capacities result at least in part, from the
manipulation of an internal model of the situation, rather than from the situation
itself” (see Orlandi 2011: 3, see also p. 14). “If, by contrast, we could explain
everything that the system does without appeal to contentful representational states
we might avoid invoking the presence of perceptual representations for reasons of
parsimony” (Orlandi 2011: 3; see also Brooks 1991; Burge 2010; Segal 1989; Van
Gelder 1995, quoted by Orlandi). That is, “we should think of perceptual states as
representations, only if such states are available to figure in some otherwise
unexplainable cognitive activity”, as for example beliefs, learning, reasoning,
planning to act etc. (Orlandi 2011: 3).

Now we have a philosophical definition of perceptual representation. The next
step is a look to empirical evidence about the detection of action properties.

5“Arguably, unless a device has a function to carry information about some property, it makes no
sense to say that it is misfunctioning`̀ (Jacob and Jeannerod 2003: 6; see also Millikan 1984).
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4 The Detection of Action Properties Subserved
by the Ventro-Dorsal Stream. A Look at Motor
Neuroscience

Following the two visual systems model, the visual system of humans and other
mammals can be divided in two main visual pathways, grounded on distinct
anatomical structures (Milner and Goodale 1995): the ventral stream for visual object
recognition, and the dorsal stream for visually guided action. These pathways can be
dissociated due to cortical lesions. Lesions in the dorsal stream (the occipito-parietal
network from the primary visual cortex to the posterior parietal cortex) impair one’s
ability to use what one sees to guide action (optic ataxia), but not object recognition;
lesions in the ventral stream (the occipito-temporal network from the primary visual
cortex to the inferotemporal cortex) impair one’s ability to recognize things in the
visual world (visual agnosia), but not action guiding vision (see Jacob and Jeannerod
2003). Accordingly, the dissociation is also suggested from the results of behavioral
studies, in normal subjects, involving visual illusions that can deceive the ventral
stream but not the dorsal one (Bruno and Battaglini 2008).

While this division has been deeply challenged (see Briscoe 2009; Bruno and
Battaglini 2008; McIntosh and Schenk 2009; Clark 2009), mentioning the distinction
is important to start my discussion. Indeed, it has been famously shown that the dorsal
stream is further divided into two: the dorso-dorsal stream, (D-D, following the
division of the intraparietal sulcus, which subdivides the posterior parietal lobe, it is
related to the superior parietal lobule (SPL)—also known as the dorso-medial circuit,
which projects to the dorsal premotor cortex) and the ventro-dorsal stream (V-D,
related to the inferior parietal lobule, (IPL)—also known as the dorso-lateral circuit,
which projects to the ventral premotor cortex) (Gallese 2007; Turella and Lignau
2014; Rizzolatti and Matelli 2003). Though—both for human and non-human pri-
mates—the dorsal visual stream is crucial for the visual guidance of actions, the
transformation of intrinsic object properties into action properties, and then in motor
acts relies on a well defined cortical network lying between the parietal and the
ventral premotor cortex (Gallese et al. 1994; Fogassi et al. 2001; Rizzolatti and
Luppino 2001), that is, V-D, whose main components for this task are the anterior
intraparietal (AIP) area and F5 (in the most rostral part of the ventral premotor
cortex): that is, the parieto-premotor network AIP-F5 (Gallese 2007).

Empirical data (Baumann et al. 2009; Srivastava et al. 2009; Theys et al. 2012a,
b, 2013; for a review see Romero et al. 2014; Chinellato and del Pobil 2016;
Graziano 2009; Castiello 2005; Castiello and Begliomini 2008; Kandel 2013:
Chap. 19; concerning the lesion studies, see Andersen et al. 2014) suggest that,
since many AIP neurons respond selectively to objects during both passive fixation
and grasping,6 it is AIP that extracts visual object information concerning action

6A large part of neurons in this area discharges during object fixation and is selective for object
properties, such as shape, size, and orientation (Verhoef et al. 2010).

Neurophysiological States and Perceptual Representations … 187



properties—that is, it is AIP that translates/reads geometrical properties in/as action
properties for grasping purposes and sends this information to neurons in the area
F5, with which it is directly connected (Borra et al. 2008)—which then activate the
primary motor cortex.

Accordingly, visuomotor7 canonical neurons in F5 encode the information about—
object geometrical attributes read as—action properties received by AIP and use this
information in order to compute the appropriatemotor commands for motor interaction
with the object. Also, canonical neurons respond during object fixation, regardless of
the actual execution of an action (Murata et al. 1997, 2000; Sakata et al. 1995; Raos
et al. 2006). In experiments with monkeys, just as the subject looks at the object its
neurons fire, activating the motor program that would be involved were the observer
actively interacting with the object. The evoked (visuo)motor response is just a
potential act (for a review Castiello 2005; Turella and Lignau 2014).

Moreover, this evidence seems to show that seeing an object is getting at the
same time its visuomotor priming (i.e. the visuomotor representation of its “action
property”), and the internal simulation8 of one of the actions we could perform
upon it (i.e. the most suitable motor program required to interact with it in the light
of the action possibility offered in a given context), regardless actual action exe-
cution (Gallese 2000; Jeannerod 2006; Jacob and Jeannerod 2003).

In other words, when I am looking at the cup of coffee on my desk, the V-D
circuit is crucial for my purpose of catching the handle of the cup9: V-D extracts,
from layout objects’ properties, those action properties necessary to grasp an object,
responding to those 3D geometrical properties of objects that serve such visuomotor
tasks as grasping them (Shikata et al. 2003). In the next section I will show that the
activity of V-D with respect to this detection of action properties can be modeled in
the representational terms expressed in (Sect. 3).

Important specification: for the sake of coherence toward neuroscience, I should
specify that, of course, whereas my analysis is accurate for the point I am defending
here, this is not a neuroscientific review of the neural underpinnings of
action-guiding vision (Chinellato and del Pobil 2016). Accordingly, though both
the V-D and the D-D and the ventral pathways are strictly interconnected and are
involved in different stages of action computation concerning object properties

7Those “visuomotor” neurons showed a specific selectivity, discharging more strongly during the
fixation of certain solids as opposed to others, the difference between them depending on the kind
of grip afforded by those objects (e.g. precision grip, finger prehension, etc.).
8There are different notions of simulation: here I mean an automatic mechanism with perceptual
function to facilitate the motor preparation (Gallese 2000, 2009; Gallese and Sinigaglia 2011;
Jeannerod 2006; Borghi and Cimatti 2010; Decety and Grèzes 2006; Borghi et al. 2010; Ferretti
2016). The fact that simulation involves several bodily changes (Jeannerod 2006) is another reason
for talking not about neural states but neurophysiological states.
9First, AIP detects the geometrical features of the handle that exhibit precise motor characteristics
with respect to my motor repertoire. This means that shape, texture, size are encoded as action
properties. Thus, this information is sent to F5, which computes the most suitable motor act (say, a
power grip) in order to catch the handle of the cup. Though, things may be fuzzier then this, see
footnotes 15–19.
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(Borghi and Riggio 2015: 351; Turella and Lignau 2014), data—that I cannot
review here—suggest the leading role of the AIP-F5 circuit in the V-D stream for
what concerns the visuomotor transformation (for a critical review see Turella and
Lignau 2014; Kandel et al. 2013: 871).

Also, the experimental evidence I report is based on studies concerning both
human and non-human primates (for a review see Orban and Caruana 2014; Borghi
and Riggio 2015; Shikata et al. 2003; Martin 2007; Chinellato and del Pobil 2016).

5 V-D Perceptually Represents Action Properties

I have listed the constraints that a mental state has to satisfy in order to be a
perceptual representation (Sect. 3) and reported evidence concerning the detection
of action properties subserved by V-D (Sect. 4). Here I will show that the four
representational constraints listed in (Sect. 3) are satisfied by the activity of V-D
reported in (Sect. 4). Following (Sect. 3), a V-D state is a perceptual representa-
tional state if:

(a) it is derived from an accredited perceptual system;
(b) it carries information about an object or state of affairs being a certain way (the

state has content/accuracy conditions).
(c) given (b), the state can misrepresent by occurring in the absence of what it

carries information about.
(d) it gives us a description of the performance, e.g. planning to act.

Important clarification: there is a huge debate on whether dorsal vision—and its
V-D portion—is normally taken as being unconscious. I cannot focus on this debate
(see Brogaard 2011; Briscoe 2009; Kravitz et al. 2011, 2013; Bruno and Battaglini
2008; McIntosh and Schenk 2009). Accordingly, someone has argued that action
guiding-vision is not necessarily unconscious (Nanay 2013a, b; Briscoe 2009) and
that the representation of action properties may underlie visual awareness. This is
because, as a matter of fact, no crucial evidence that dorsal processing can-
not underlie visual awareness (Wallhagen 2007; Jacob and de Vignemont 2010)
and that V-D is completely unconscious (Rizzolatti and Matelli 2003; Gallese 2007)
has been addressed. Moreover, the contribution of ventral vision to dorsal vision
might give awareness to action-guiding vision (Briscoe 2009) and thus to our motor
representations (Nanay 2013a, b). I have no problem here insofar: (a) I am con-
sidering the V-D stream—and not motor representations in general (footnote 2)—as
the neurophysiological state which can be defined as a perceptual representational
state10; (b) my argument is about the subpersonal level of perceptual representations
concerning the visuomotor transformation; (c) the debate on the possibility for a

10Of course, it is difficult in a neural geography to isolate portions of our cortical systems. This is a
crucial practice in the neuroscientific analysis, though.
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conscious action-guiding vision is still open. However, there are good arguments to
show that the same holds for the personal level of the perception of action prop-
erties (see my Sect. 5.3: V-D and (c); see also Siegel 2014; Prosser 2011).

5.1 V-D and (a): Derivation from a Perceptual System

In order to show that V-D’s activity respects (a), it would be sufficient to argue that
V-D is deeply involved in the activity of the perceptual visual system insofar it
manipulates visual information which starts from the retinotopic map and, through
different cortical stages, arrives at the motor cortex.

But we have other reasons for arguing that this is a perceptual state. Data from
motor neuroscience are compatible with the idea that we perceptually represent
action properties. First, it has been recently suggested by Zipoli Caiani (2013) that
the V-D activity does not require inferential processes because the detection of
patterns for motor-related possibilities of action in the perceptual stimulus can be
effective even if brain lesions limit the use of other abilities in categorizing and
locating objects (for example Humphreys and Riddoch 2001a, b; see Zipoli Caiani
2013 for a discussion of this empirical evidence). This gives empirical support to
the idea that the perception of action possibilities is a process that makes no use of
inferences based on action-independent forms of categorization. Moreover, it has
been suggested, and it is widely agreed, that the visuomotor phenomena described
in (Sect. 4) are an interesting case of motor perception11 (Fadiga et al. 2000).12 The
information is transformed at cortical level, and does not depend on higher

11Perceptual features of objects are read as contents of a (sensori) motor nature and visual stimuli
are ‘motorically’ encapsulated (Jacob and Jeannerod 2003: 177). This is an internal state in which
perception and action are not precisely delimited (Jeannerod 2006): for example, the discharge of
visuomotor neurons is neither purely visual nor purely motor, codifying a potential motor action
(Fadiga et al. 2000: 176).
12Zipoli Caiani (2013) has defended the idea that V-D detects affordances—that, in gibsonian
terms, means that V-D does not use representations in the detection of action possibilities—insofar
this perceptual process does not involve any detached representation of the target, being involved
in the direct detection of sensorimotor patterns in the stimulus. This is because it automatically
maps the information contained in the perceptual stimulus on a specific motor plan for action,
insofar the perceptual stimulation conveys enough information to somatotopically activate the
sensorimotor system. However, it should be noted that what Zipoli Caiani has in mind are
inferential representations a là computationalism and following his interpretation, Gibsonian
anti-representationalism only rejects this kind of representations. The rejection of this particular
kind of representations is not difficult to agree with (Nanay 2013a: 1056, 2013b: 3.1; Jacob and
Jeannerod 2003: Chap. 6) and the same holds for me. The problem is that usually the interpretation
of gibsonian anti-representationalism is not this and the term affordance is used in order to avoid
every kind of representation (Orlandi 2011: 20; Pacherie 2002: 69). I do not care about this point
here. However, several arguments suggest that, in describing the complexity of our motor inter-
actions, we should not talk about affordances, insofar we do not visually perceive affordances in
the gibsonian sense, if they are used to avoid every kind of representation (Jacob and Jeannerod
2003: Chap. 6).
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cognitive processes. Once again, the visuomotor transformation is a subpersonal,
automatic phenomenon. Accordingly, it’s not by chance that my account focuses on
the subpersonal level of analysis.

5.2 V-D and (b): Carried Information, Content
and Accuracy Conditions

I said above that, concerning (b), it is important to distinguish

(1) What kinds of properties does our visual system attribute to objects?

from a very different question, namely:

(2) What properties does our perceptual system respond to/covary with during
object perception?

(1) is about what properties are attributed by the perceptual system (or what it
represents entities as having) and not about what properties are out there (pre-
sumably in a causal relation with our perceptual system), as in the case of (2). The
properties our perceptual system responds to or tracks may not be the same as the
ones it represents objects as having (Nanay 2011b; Ferretti 2016; Burge 2010).
I also said that the answer to (2) is fundamental to get an answer to (1). The neural
phenomena described in (Sect. 4) translate object attributes into motor commands:
they represent S (geometrical objects features) as being F (action properties) and F
(action properties) as Q (motor acts) resonating with the simulation of the per-
formable motor act. But I have said that the properties our perceptual system
responds to or tracks may not be the same as the ones it represents objects as having
(Nanay 2011b; Ferretti 2016). Thanks to the visuomotor transformation process,
our perceptual system responds to/covaries with particular “object geometrical
features”. Accordingly, thanks to the visuomotor transformation, our visual system
attributes “action properties” to the object. Thus, the properties our perceptual
system responds to or tracks (geometrical properties) are not the same as the ones it
represents objects as having (action properties). Yet, the detection of particular
geometrical features permits to transform (or say, read) these geometrical features in
action properties, or, in other words, to attribute action properties to the object.

As suggested in (Sect. 3), a good way of arguing that (b) is the case is to show
that (c) is the case.

5.3 V-D and (c): Misrepresentation

Following (c) it is not possible to have representation without misrepresentation.
Unless a signal could misrepresent what it indicates, it cannot represent it. Mental
and non-mental representations must be able to go wrong (Dretske 1988; Jacob and
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Jeannerod: 2003: 5, 6). V-D can undergo both cases of misrepresentations reported
in (Sect. 3.3).

Recall the first: cases in which a device is damaged, so it cannot represent what it
is supposed to represent normally. Neural phenomena in (Sect. 4) can be victim of
misrepresentations in this sense, due to cortical diseases such as optica ataxia,
ideomotor apraxia and visual agnosia (see Jacob and Jeannerod 2003; Milner and
Goodale 1995).

Now, let’s recall the second case carefully: usually, in an ecological situation,
property G matters to the survival of the animal. However, the animal’s sensory
mechanism responds to instantiations of property F, not property G. Often enough,
in the animal’s ecology, instantiations of F coincide with instantiations of G. So
detecting an F is a good cue if what enhances the animal’s fitness is to produce a
behavioral response in the presence of a G. But the animal does not represent G as
such. This device has the proper function of representing instantiations of property
F, not property G as such, to the extent that instantiations of F coincide with
instantiations of G: detecting an F is a good cue in order to perform a behavioral
response in the presence of a G. The misrepresentation here occurs when the device
is representing F (often coinciding with instantiations of G), but in this precise case
the instantiation of F does not coincide with the instantiation of G (for examples see
Jacob and Jeannerod 2003; Fodor 1987; Schulte 2012).

In other words, in relation to (b), sometimes our perceptual system covaries with
some property in the environment, but the instantiation of those properties does not
coincide with the specific property we can usually represent on the basis of this
covariation. I would like to suggest that this second case of misrepresentation is
possible concerning the evidence in (4). Consider that, concerning this second case
of misrepresentation, a good observation is that a geometrical property can be
perceptually represented as an action property, while it is not the case that the object
is offering an action possibility, insofar the geometrical arrangement pertains to a
2-D figure and not a real 3-D solid object. Let’s go more slowly on this.

We have evidence that the V-D functions in a somewhat similar manner when we
are perceiving depicted objects (for a complete review see Ferretti 2016). Both its
components F5 (Chao and Martin 2000; see also Buccino et al. 2009; Costantini et al.
2010; Tucker and Ellis 2004; Proverbio et al. 2011; Grèzes and Decety 2002; Zipoli
Caiani 2013) and AIP (Romero et al. 2012, 2014)13 are activated during fixation of

13One might argue that this evidence shows only that the dorsal stream responds to pictures
because it is involved in the perception of the surface of the pictures. However, evidence shows
that motor related effects registered are deep related with the kind of motor act (e.g. power grip)
one can perform on the depicted object (e.g. the handle of a mug), which is, in these cases,
different from the act one can perform on the picture surface (precision grip). In many of the
experimental settings, pictures are presented on a monitor, which, of course, cannot afford the
same action afforded by the depicted object. However, looking at an image of an object triggers the
activation of a suitable motor pattern for the execution of a motor act and the motor activation is
highly specific to the action that is represented (see Jeannerod 2006 about this specificity). For
example, in the case of Buccino et al. (2009) subjects observe virtual images of objects, in this case
of handles. Here the motor-evoked potentials (MEPs) are from the right opponent pollicis and from
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depicted objects. This visuomotor resonance seems to be a general feature of the
dorsal stream processing. For example, neurons in dorsal intraparietal sulcus selec-
tively respond to depicted objects exhibiting different texture gradient and linear
perspective due to particular 3D shapes and precise orientations (Nelissen et al. 2009;
Taira et al. 2001; James et al. 2002; Tsutsui et al. 2002, 2005,14 Sakata et al. 2003).
And this is in line with the evidence that F5 decodes grip type, while AIP encodes
object orientation (Baumann et al. 2009; Gallivan and Wood 2009; Fluet et al. 2010).

So, V-D is selective for shared sensorimotor patterns based on geometrical
properties, pertaining both to real and depicted targets.15 There is no distinction
concerning the distal source. So, concerning (1)/(2), we have the same answer in
relation to V-D’s processing for both real and depicted objects. The same covari-
ation with depicted objects’ geometrical properties is activated. The same visuo-
motor transformation is performed, due to the apparent possibility of motor
interaction. So, we can perceptually attribute action properties also to depicted
objects. Indeed, the same motor response can be fostered either by a real object (the
handle of a real cup), or by the picture of an object of the same kind (the depicted
handle), due to the activation of the same visuomotor processing involved in the
encoding of action properties (for a complete review see Ferretti 2016).

This is a clear example of misrepresentation in the second sense: the definition
given above fits this case. Indeed, sometimes, instantiations of S (geometrical
pattern) correspond to instantiations of F (action property) and thus instantiations of
F (action property) correspond to possibility of Q (motor act). But with picture

(Footnote 13 continued)

the first dorsal interosseous muscle. These anatomical components are crucial in grasping, and the
presence of this kind of motor response shows us that the motor act encoded pertains to the handle
and not, of course, to the surface of the image, since in this case the image is not a normal picture,
but an image on a monitor, which cannot require grasping (for a very interesting review see Zipoli
Caiani 2013). Accordingly, in the case of Chao and Martin (2000) motor response is dependent on
particular pragmatic features of depicted objects (the depicted handle) (see also Grazes and Decety
2002). That is, motor responses are deep related with the kind of motor act (e.g. power grip) one
can perform on the depicted object (e.g. the handle of a mug), which is, in these cases, different
from the act one can perform on the picture surface (precision grip)—for a philosophical review of
this empirical evidence with respect to this specific point see (Ferretti 2016).
14Tsutsui et al. (2002) explored the sensitivity of caudal intraparietal (CIP) neurons in the dorsal
stream to texture-defined 3D surface orientation. CIP neurons are involved in high-level disparity
processing (the reconstruction of 3D surface orientation through the computation of disparity
gradients). Some of CIP neurons are sensitive to texture gradients, which is one of the major
monocular cues. Some of them are sensitive to disparity gradients, suggesting their involvement in
the computation of 3D surface orientation. Moreover, those sensitive to multiple depth cues were
widely distributed together with those sensitive to a specific depth cue, suggesting CIP’s
involvement in the integration of depth information from different sources. The convergence of
multiple depth cues in CIP seems plays a critical role in 3D vision by constructing a generalized
representation of the 3D surface geometry of objects (Tsutsui et al. 2005).
15Arguably, this is possible because AIP, which is the stage from the visuomotor transformation
starts, responds to small 2-D fragments. Since it is AIP to send the information for encoding the
motor acts to F5 it is possible that thanks to this encoding, the action property, and then the
potential motor act, are computed despite the distal cause of stimulus (see Romero et al. 2014).
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perception this is not the case. Often, in our everyday life, the 2D structures per-
ceived pertain not to a real object, but to a picture of that. This is the case in which
two instantiations fail to co-occur. In this case, however, the visuomotor system
seems to respond, misrepresenting.

An important clarification is that the activation of the motor system is not the
same during simulation (in its various forms) as during execution. However, sim-
ulating is not doing, and substantial differences are observed between simulation
and execution. The activation of most of the areas of the motor system during action
representation is consistently weaker than during execution. This partly due to the
fact that it is coupled with an additional mechanism for suppressing motor output
(motor inhibition), a prerequisite for the off-line functioning of the representation.
As a consequence, the muscles do not contract and the limbs do not move—in that
the sensory reafferences normally produced by a movement are lacking; thus,
simulating is not doing (see Jeannerod 2006: 2.3.3), insofar neural commands for
muscular contractions are effectively present, but simultaneously blocked by inhi-
bitory mechanisms.

Yet the important thing to note here is that, although during simulation we are
not acting [think about the case of the frog that tries to nab, with its tongue, the
small lead pellet in the example by made by Fodor 1987: (131–29)], the misrep-
resentation remains. Indeed, remaining at the subpersonal level of analysis, the job
of our visuomotor system is not to make us act. It is rather to transform visual
attributes—which reliably pertain to objects we can act upon—in motor acts for
suitable action performance; that is, to translate the geometrical patterns in action
properties, and then, on the basis of these action properties, in motor acts. Even in
the case of depicted objects, the visuomotor transformation succeeds. Our brain
translates object geometrical (layout) attributes into action properties, and then into
motor commands, even when they pertain to 2D objects and even there is no overt
motor response, but only covert motor simulation. It is as if the brain was encoding
that a performable motor act is “in the quiver”, even in those cases in which action
is not possible. Our visuomotor system is calling our motor system saying: “you’re
ready for a suitable motor act”, even in those situations in which it’s not the
case (for a complete review see Ferretti 2016).

One might object that this misrepresentation is systematic, while misrepresen-
tations should occur sporadically. However, this is not a solid argument. Indeed, a
lot of representations can often be turned in misrepresentations in particular envi-
ronmental situations. Once again, think about the case of the frog quoted above.

The explanation of this relies on the fact that the dorsal stream distinguishes
between images of graspable and non-graspable objects (Rice et al. 2007: 36)16, but
does not discriminate in a precise manner between objects seen face-to-face and

16The practice of using pictures in neuroscience to study how seeing tools automatically activates
motor information is very widespread. I cannot offer a survey here (see Craighero et al. 2002;
Ranzini et al. 2011; Borghi et al. 2012; Borghi and Riggio 2015; Ferretti 2016).
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depicted objects, because this capacity is subserved by the ventral stream
(Westwood et al. 2002).17

Moreover, coming back to the general point expressed above at the beginning of
(Sect. 5), even though here my point concerns the subpersonal level of description,
a similar misrepresentation might occur at the personal level as well. This is pos-
sible mentioning the case of trompe l’oeil paintings, which seems to deceive also
the conscious dimension of our vision for action (Nanay 2015), leading our visual
system to the illusion of being faced with something we are able to act upon.18

5.4 V-D and (d): Usefulness in Performance
Description-Explanation

The last constraint we face imposes that the state has to give us a description of the
examined performance.

In general, a state is a representation only if it carries out some cognitive function
that is otherwise unexplainable. But we saw that carrying information about features
of the environment, in the sense of, say, co-varying with some environmental
quantity is not enough, by itself, for a state to be a representation: neurons that fire in
the presence of a certain physical property may, in this sense, carry information
about it, but they do not, ipso facto, represent the property. However, the neural
phenomena described above not only covary with a (geometrical) property in the
environment, but represent, through the visuomotor transformation, the property it
covaries with in an another property, an action property.

We saw that a cortical process can be said to perceptually represent something,
only if this representation is available for the production of a given behavior. (Sect
4) has shown that this cortical state perceptually represents the possibility of action.
AIP translates layout properties in action properties and F5 uses this information to

17Also, prior to discriminating depicted objects as such, infants seem to perceive depicted objects as
real objects affording action and they even grasp at the pictures as if trying to pick up the depicted
objects (Deloache 2004: 68; see also Pierroutsakos and DeLoache 2003; Deloache et al. 1998).
Accordingly, Westwood et al. (2002) asked a neurological patient with visual-form agnosia—a
ventral impairment leaving the subject with visual dorsal encoding only—(patient D.F.) to grasp 3D
objects and 2D images of the same objects and to estimate their sizes manually. D.F.’s grip aperture
was scaled to the sizes of the 2D and 3D target stimuli, but her manual estimates were poorly
correlated with object size. The interpretation of this evidence suggests—Westwood et al. conclude
—that dorsal perception cannot discriminate between 2D and 3D objects, responding in a similar way
to a 3D object and a 2D image of the same object (see Ferretti 2016).
18There is also a definition of misrepresentation according to which the perceptual representational
state can occur even in the absence of the property which the state carries information about. The
case of encoding of an action possibility when we are facing with a picture is an example of this
kind of misrepresentation.
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generate potential motor acts.19 Given that this process permits to represent action
properties and the “potential” motor acts to perform upon them, the following
points provide an argument for the constraint (d).

First, in order to understand the attribution of those relational properties such
action properties we need to posit perceptual representations. Action properties are
not in the environment as trees and tables (see the (1)/(2) distinction): they depend
on the representation of an action possibility given by relationship between the
motor skills we have with respect to our body and in relation to what an object
affords to us when coupling with it.

Second, in order to encode a suitable potential motor act which is maintained “in
our motor quiver”, the brain has not only to represent something which is not
actually in the environment (action properties) as trees and tables, but it also has to
represent (and simulate) something which might be useful: the potential motor act.
This is possible because the visuomotor system not only executes actions but also
internally represents them in terms of ‘motor ideas’ (Fadiga et al. 2000: 165; see
also Gallese 2000, 2009; Gallese and Metzinger 2003). Note also that, during the
representation of potential action given by the interplay between AIP and F5,
different informations about action properties are encoded and different motor acts
are inhibited at the expense of others, in relation to the action possibilities we are
facing with. This selection suggests the potential dimension of our visuomotor
perception (for technical neurophysiological details see Rizzolatti and Sinigaglia
2008; Cisek 2007; Borghi and Riggio 2015; Sakreida et al. 2013). Accordingly,
following the idea of motor simulation expressed in (Sect. 3), “the (overt) execution
of an action is necessarily preceded by its (covert) representation (which is its frame
is a simulation), while a (covert) representation is not necessarily followed by an
(overt) execution of that action, insofar representation can be detached from exe-
cution, existing on its own” (Jeannerod 2006: p. 2; but see also Chap. 2). All this
is in line with the idea that those representations are the immediate mental ante-
cedent of actions (Nanay 2013b, 2014a).

19It has been argued that AIP might need the help of F5—which encodes motor acts—for the
encoding action properties: it is difficult to properly discern how the representation of action
properties is detached from the representation of the related motor acts and whether those two
encodings are properly divided (Romero et al. 2014; Nowak and Hermsdörfer 2009; Theys et al.
2015; Janssen and Scherberger 2015; Chinellato and del Pobil 2016). Recent evidence has been
offered about the complex interplay between AIP and F5, confirming the AIP/F5 union in forming
a fronto-parietal network for transforming visual signals into grasping instructions (Brochier and
Umilta 2007; Brochier et al. 2004). For my point, this is not relevant.
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6 Conclusion

The arguments I have reported suggest that V-D works through perceptual repre-
sentations. Yet V-D is the main cortical circuit involved in the detection of action
properties. It follows that V-D is a clear example of a neurophysiological repre-
sentational perceptual state. Accordingly, action properties are perceptually repre-
sented properties.

So my account has a twofold utility. On the one hand, whereas philosophers and
neuroscientists start from very different background assumptions when they use the
term “representation”, my account shows that, at least concerning action properties,
we can talk about perceptually represented properties. On the other hand, while I do
not push the line against anti-representationalism, those who look for arguments
against this view can find in my account a reason for talking about perceptual
representations, at least about action properties.

Once again, my account only gestures towards such an argument, hunting for-
ward the possible way in which we can defend this thesis. A fully fledged argument
will have to wait for another occasion.20
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Ideality, Symbolic Mediation and Scientific
Cognition: The Tool-Like Function
of Scientific Representations

Dimitris Kilakos

Abstract In this paper, I attempt to sketch a dialectical approach on scientific
representations and their role in scientific cognition. In my understanding, scientific
representations can be construed as ‘tools’ mediating scientific cognition. These
‘tools’ are products of our cognitive activity, by which we signify which features of
certain objects or states of affairs should be embodied in abstractive representations
of them. In such a context, I explore the merits of bringing some ideas of thinkers
whose work is underestimated in the relevant discussion nowadays (such as K.
Marx, E.V. Ilyenkov, L.S. Vygotsky, M. Wartofsky) in dialogue with currently
discussed approaches.

Keywords Scientific representation � Models � Ideality � Symbolic mediation

1 Introduction

I maintain that any comprehensive approach to scientific representations should
address at least the following two questions:

(a) which is the role of scientific representations in scientific cognition?
(b) what is the nature of scientific representations?

En route to such a comprehensive approach, I attempt to sketch an artifactual
account on a representational basis, in which the epistemic function of scientific
representations is attributed to their role as mediators in scientific cognition.

I would like to thank Paul Teller, Theodore Arabatzis, Stathis Psillos and two anonymous
referees for their useful comments on an earlier version of this paper.

The original version of this chapter was revised: For detailed information please see Erratum.
The erratum to this chapter is available at https://doi.org/10.1007/978-3-319-38983-7_38

D. Kilakos (&)
Department of Philosophy and History of Science, University of Athens,
Panepistimioupoli, 157 71 Zografou, Greece
e-mail: dimkilakos@hotmail.com

© Springer International Publishing Switzerland 2016
L. Magnani and C. Casadio (eds.), Model-Based Reasoning in Science
and Technology, Studies in Applied Philosophy, Epistemology
and Rational Ethics 27, DOI 10.1007/978-3-319-38983-7_11

205



The first part of this paper (Sects. 2 and 3), deals with the first of the afore-
mentioned questions. Specifically, in Sect. 2, I discuss the possible merits of an
artifactual approach to scientific representations and look for insights in M.
Wartofsky’s work on models and representation. In Sect. 3, I discuss the
models-as-mediators view and I invoke the Vygotskian understanding of mediation,
in an attempt to adjust my understanding of scientific representations as artifacts
(which is discussed in Sect. 2) with their function as epistemic mediators. The
second part of the paper (Sects. 4 and 5) deals with the second of the aforemen-
tioned questions. Specifically, in Sect. 4 I roughly review the current discussion
about the ontology of abstract models. In Sect. 5 I discuss E.V. Ilyenkov’s
approach to ideality and symbolic mediation which I maintain that could contribute
in the attempted venture. In the concluding section, I summarize how the foregoing
discussion informs my answer to the aforementioned questions.

2 Scientific Representations as Artifacts

One of the disputes among philosophers who are engaged in the relevant discussion
is about the representational status of scientific models. In the last two decades, there
is a growing number of philosophers who argue that models do not (or need not)
represent and/or contest the view that representation presupposes (or is reduced to) a
structural relation between the model and its target. Some of them find representation
not only dubious or ambiguous, but also even unnecessary for the actual role that
models play in scientific practice (i.e. Knuuttila 2005; Boon and Knuuttila 2009).

For example, Knuuttila argues that the emphasis on representation does not do
justice to the various roles of models in science. She claims that treating models as
predominantly representative entities ignores their material and interactive side,
from which their heuristic, mediating and many other epistemic capabilities arise
(Knuuttila 2005, p. 23). Knuuttila (2011) thinks of models as ‘epistemic tools’,
which are built by specific representational means. Models are designed and
employed in order to facilitate the scientific inquiries, and scientists learn from them
by means of construction and manipulation. Knuuttila mainly contests the view that
scientific models give us knowledge because they succeed in representing some-
thing external to themselves.

Although I share with Knuuttila the inclination to overcome the semantic tradi-
tion and despite the fact that I am fairly sympathetic to the prospects of an artifactual
view, I disagree with her at this point. I argue that it is exactly their representational
status, properly construed, that allows us to account for the role of models in sci-
entific practice. In such an artifactual approach on a representational basis, it could
be the case that the representational status of any given model which is employed in
a scientific inquiry could be judged in the context of the specific inquiry.

I deem that a reassessment of M. Wartofsky’s nowadays nearly neglected nowa-
days work on representation and models could be advantageous for my purposes.

Wartofsky contends that cognitive acquisition is necessarily mediated by rep-
resentation (Wartofsky 1979, p. xix). Representations are the artifacts that accrue
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from our ability to represent an action by symbolic means. When producing an
artifact, we are at the same time producing a representation, since these artifacts do
not only have a use, but also represent the mode of action in which they are used or
have been produced (Wartofsky 1979, p. xiii). Hence, representations are approa-
ched as symbolic externalizations of objectifications of possible modes of action,
according to some convention (Wartofsky 1973/1979, p. 200) and models and
theories turn to be representational cognitive artifacts. The detachment of the rep-
resentational sign from an artifact exceeds the original interpretation of the tool as
itself the symbol of the mode of action by which it is made, or in which it is used
(Wartofsky 1979, p. xvii).

Therefore, our cognitive confrontation with reality is not subservient to
sense-data but a tendency to interact, to actively participate in its phenomena. In such
a context, cognition is construed as an active process. To know means to manipulate
the object of knowledge, to transform it into a tool of action; it is active interference
in objective reality by means of our cognitive artifacts, sign-systems and conceptual
frameworks. Ergo, a scientific representation is an active representation of objective
reality, functioning as a tool for scientific cognition (Azeri 2013).

Wartofsky persists (and I agree) that the emphasis should be shifted from what
representation is to the activity of representing. A model is chosen to represent
abstractly only the features of its target that we consider to be significant or
valuable. Therefore, models are telic (Wartofsky 1968/1979, p. 142). Wartofsky’s
approach can offer an alternative to the views of Van Fraassen (2008), Suárez
(2003, 2004, 2009) and others, who propose that our attention should be shifted
from the semantics to the pragmatics of scientific representation. He is distinct from
them in that he considers agency as a crucial aspect of the truth-hunting activity of
modeling in science, which aims to conform our modes of inquiry to the real state
of affairs to be actively represented via them. Thus, intentionality in modeling turns
to be a guide to the objectivity of representation.

Wartofsky underlines that the discussion about models and representation
imputes an epistemology in which the knowing subject confronts a surrogate object
of knowledge—the model—as a representation of the external world, which is the
target of our inquiries. This point is consonant with the views of several philoso-
phers (e.g. Swoyer 1991; Suárez 2004; Contessa 2007) who appeal to surrogative
reasoning in order to argue about how multiple functions of models stem from their
representational function.

Let me sum up some conclusions drawn from the discussion in this section.
I maintain that a model represents its target system, because and as long as it
successfully conveys and/or explains (some of) its features, regardless of any
previously established or acknowledged by an agent structural relation between
them. Even if such a relation occurs, it should not be considered as the reason why a
scientist is allowed to draw eligible inferences for the modeled system via the use of
the model.

For example, when working on introducing the double-helix model, Watson and
Crick were striving to make their model comply with experimental data, to embody
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previously acquainted knowledge in it, to increase its explanatory capacity. In this
sense, they were building their model as an investigative instrument, as a workable
representation of the actual structure of DNA molecules. It was not the need to
establish a structural relation between the model and its target that guided them in
their efforts. The representational status of the model was judged and determined in
the context of the specific inquiry, since it was proved that it successfully conveys
and explains (some of) the features of the target system.

3 The Mediating Role of Scientific Representations

Let me now discuss the models-as-mediators view, which is an influential approach
on the role of models in scientific practice. My goal in this section is to complete
my discussion on the epistemic function of scientific representations, on the basis of
my understanding of their artifactual character, which I presented in Sect. 2.

In their (1999), Morrison and Morgan emphasize the epistemic importance of
models’ function as mediators, which stems from their partial independence from
both theory and data. Due to their independence, models mediate in several ways
and they function as tools for knowledge exactly because of their autonomous
nature. Morrison and Morgan attribute much of models’ epistemic significance to
the processes of their construction and manipulation instead of focusing only on
their purported representational status. It should be noted that Morrison and Morgan
do not go all the way down in rejecting representation, since they claim that
learning from models actually depends on representation: we can learn from models
because they represent. They conceive of representation as a kind of rendering, in
the sense of a partial representation that either abstracts from a system, or translates
it into another form, which is capable of embodying only a portion of the system
(Morrison and Morgan 1999, p. 27).

Nancy Cartwright argues for a similar view. According to her, models bridge the
gap between the general theoretical principles and the complexity of data which
phenomenological laws strive to capture: “The route from the theory to reality is
from theory to model, and then from model to the phenomenological law. The
phenomenological laws are indeed true of the objects of reality—or might be; but
the fundamental laws are true only of objects in the model” (Cartwright 1983, p. 4).
A model includes some genuine properties of the target object(s). However, it also
contains properties of convenience and fiction (Cartwright 1983, p. 15), which are
necessary to bring the target object(s) into the confines of the theory. Thus,
model-building is a pragmatic activity, since “adjustments are made where literal
correctness does not matter very much in order to get correct effects where we want
to get them; and very often … one distortion is put right by another” (Cartwright
1983, p. 140).

In Morgan and Morrison’s account, the logical link between theory and models
is broken down by taking into consideration external elements which depend on
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various and diverse (mathematical, technological, economical etc.) constraints,
which render models partially independent from both theory and data. In this
context, the notion of “theory” is understood primarily in its opposition to obser-
vations, and hence encompasses also laws, theoretical notions and concepts. In this
sense, the mediating function of models enables us to use them as instruments of
inquiry about both theory and the world. This is the reason why philosophers who
appeal to an artifactual approach (i.e. Knuuttila) take the models-as-mediators view
into serious consideration.

Since I also attempt to articulate an artifactual account, in the rest of this section I
discuss some aspects of my understanding of the mediating role of scientific rep-
resentations in comparison with some features of the models-as-mediators view.

Cartwright and Morrison and Morgan argue—and I agree—that since the theory
is incapable of providing everything that is required for both the construction of the
model and the choice of the appropriate correcting interventions (which are nec-
essary in order a model to accomplish the role that is reserved for it within the
context of the specific scientific inquiry), models are not fully suggested by the
theory. However, an important difference of my understanding of the mediating role
of scientific representation from theirs stems from the place they reserve for models
due to this argumentation. According to them, models populate the middle ground
between theory and the world (or data). On the contrary, as I have discussed in the
previous section, I agree with Wartofsky on that both models and theories are
representational artifacts, which are jointly employed in our cognitive efforts to
grasp features of the real world.

Previously acquired knowledge, experience, objectives, technical resources, etc.
are inherent parts of the construction of a specific model and its employment in the
course of scientific inquiry. These features of the modeling process are important
for various aspects of the scientific endeavor, such as hypothesis testing, theory
development, etc. According to the models-as-mediators view, these features
highlight models’ partial independency from both theory and data, due to which
scientific models function as instruments. In my understanding, the artifactual
character of scientific representations accounts for these features, which are inherent
parts of the developing representational activity by which epistemically useful
outcomes are being produced.

According to the models-as-mediators view, the mediation between theory and
the world is rendered possible through the instrumental use of models, in course of
which we learn about both these domains through the manipulation and/or appli-
cation of models. In this sense, models convey the role of mediators for enabling
the communication between these two domains, by which the inquiry advances.
Given my understanding of representations in science as active representations,

Ideality, Symbolic Mediation and Scientific Cognition … 209



I maintain that scientific representations mediate scientific cognition in a way
similar to that in which tools mediate the work of technicians.1

My understanding of the mediating role of models as representing artifacts may
be elucidated by invoking some ideas of L.S. Vygotsky. Mediation is a central
concept in Vygotsky’s view of cognitive development. It roughly means that human
beings interpose tools between them and their environment, in order to modify it for
the sake of obtaining certain benefits. It is via mediation that we learn to ascribe
meaning and to internalize areas of life that are not instantly relevant to our
immediate existence (for further discussion, see Vygotsky 1987; Wertsch 2007;
Karpov and Haywood 1998).

According to Vygotsky, all higher mental functions are products of mediated
activity. By issuing activity mediators, humans are able to modify the environment
and this is exactly what is characteristic about humans’way of interacting with nature.
There are various kinds of psychological tools, which enable us to perform higher
mental functions. Among them, one could find physical tools, counting-systems,
algebraic symbol systems, artwork, writing, schemes, diagrams, all sorts of con-
ventional signs, etc. The common feature of these forms of mediation is that they are
acquired through culture, aggregation of prior generations’ acquired knowledge; they
are themselves products of the socio-historical context (Azeri 2013).

Vygotskian mediation radically differs from any empiricist or positivist under-
standing of mental representation, since it does not contradict the idea that thought
can embrace an independent world: mediators are not placed in a metaphysically
peculiar layer between reality and us. This is one more reason why I favor this
alternative to Morrison and Morgan’s or Cartwright’s conception of the mediating
role of models (Azeri 2013).

Following Vygotsky’s understanding of mediation, I maintain that scientific
representations mediate scientific cognition in a tool-like fashion (like Vygotsky’s
signs). They do not intervene between the human agent and the object of cognition
which they are meant to represent, as if the human agent does not access or act upon
the object of cognition itself; rather, they pilot and enact this cognitive activity
(Azeri 2013).

Therefore, I contend that scientific representations are mediating cognitive tools,
which compass scientific cognition, operating as a grapnel in our inquiries for the
essence of reality. In this sense, scientific representations are introduced in scientific

1Nersessian (1999) suggests that the term “model-based reasoning” (MBR) indicates the con-
struction and manipulation of various kinds of representations. Magnani (2004) argues that “many
model-based ways of reasoning are performed in a manipulative way by using external tools and
mediators”. An interesting aspect of the discussion about manipulative abduction regards “the
relationship between unexpressed knowledge and external representations”. He further states that,
in any case, much of MBR and abduction (both theoretical and manipulative) is about “their ability
to extract and render explicit a certain amount of important information, unexpressed at the level of
available data”. Bringing my understanding of scientific representations as artifacts mediating
scientific cognition in discussion with Magnani’s understanding of epistemic mediators is an
interesting topic for further research.
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inquiries when our existing cognitive tools are unable to provide answers to
questions which are raised in the course of our scientific inquiries.

Furthermore, I contend that scientific representations yield novel ways of
thinking and acting, which were unavailable to us prior to their introduction. Hence,
scientific representations not only facilitate our engagement in certain, already
emerged problems, but they also contribute formulating new questions that may
guide new forms of practical activity or enable us to unveil new phenomena as
objects of cognition.

Let me attempt to elucidate the epistemic function of models in these terms,
using once again the example of the double-helix model of DNA structure.
Scientists use it to draw inferences about the real system, i.e. about the mechanism
of replication. In their inquiries, scientists’ reasoning is directed upon the repli-
cating DNA molecules via the model; in that sense, the model serves as a surrogate
for the real system. Furthermore, the model obviously mediates between scientists’
theoretical work on the replication and the experimental data at their disposal. For
example, without using the model as vehicle for inferences, scientists could not
explain the accuracy of replication. In this sense, scientists draw inferences about
the process of replication due to the mediation of the surrogate.

4 The Ontology of Models: Fictionalism, Realism
and Counter Arguments

In the first part of this paper, I have discussed the epistemic function of scientific
representations. In the following sections, I will deal with issues regarding onto-
logical aspects and their intertwining with epistemological concerns.

Scientific knowledge is arguably a domain of abstractive inquiries. It is an
essential aspect of scientists’ theoretical work to abstract the problem they are
dealing with by leaving out certain features of the real situation, or approximating it
by consciously forging the values of several variables for practical purposes and/or
using approximating mathematical techniques. Thus, in the course of our scientific
inquiries, we reconstruct reality in an ideal form by means of exemplification.

Insofar as abstraction (and/or idealization—I will not discuss whether or how
these processes differ in this paper) is multifariously involved in model building,
there is no surprise that there is a vivid debate about the ontology of models. On the
one hand, there are philosophers who argue that abstract models are fictions and on
the other hand there are other philosophers who argue for a realistic understanding
of models as abstract objects. My intention here is not to give a detailed account of
the several views which have been proposed on the issue; a pretty rough sketch
suffices for my purposes.

The attitude to regard models to be fictional entities could be traced back to the
German neo-Kantian Vaihinger (1911), who emphasized the importance of fictions
for scientific reasoning (Fine 1993). In the recent literature, there are accounts that
deal with models as works of fiction or intellectual constructions (i.e. Cartwright
1983), views that consider scientific models as being analogous to fictional entities
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in literature (i.e. Frigg 2010) and approaches, according to which models are
hypothetical entities that do not exist spatiotemporally, but are not pure mathe-
matical or structural entities in the sense that they would be natural objects if they
were real (i.e. Godfrey-Smith 2006), among many others. Fictionalist accounts of
scientific models, in contradistinction with realistic ones, typically explain the value
of engaging them in scientific inquiry without assuming the literal truth of the
posited entities (in the broadest sense of the term).

Although fictionalism about models may look an attractive choice, important
counter arguments have been elaborated by several philosophers. For example,
Giere argues that if abstract models are considered to be fictions, then the dis-
tinction between science and science fiction is destroyed (Giere 2009, p. 251).
Furthermore, Magnani claims that fictionalism about models seems to enforce a
kind of “epistemic concealment”, which may obliterate the actual gnoseological
finalities of science (Magnani 2012, p. 7). Moreover, it is not clear what the rep-
resentational function of a fictional object is and how it is sustained, given that, in
my understanding, scientific models represent aspects and features of the world
insofar as they are successfully employed in scientific inquiries. I find these
arguments effective. After all, if models were fictions, then it could not be explained
how our truth-hunting inquiries upon reality, in which models play a crucial role,
could be successful if not by chance.

Invoking fictionalism is not the only option available for anyone who wants to
discuss about the ontological status of scientific representations. Several philoso-
phers argue for a realistic understanding realism, by claiming that they postulate
abstract entities. The bottom line of these approaches is that they urge us to take our
theoretical scientific descriptions at face-value. An insightful approach on these
grounds is offered by Psillos (2011).

One of the traditional arguments against postulating abstract objects is based on
Ockham’s razor: if it can be proved that certain concrete objects can perform the
theoretical roles usually associated with abstract objects, one should refrain from
postulating abstract objects. Another classical counterargument is that we cannot
have knowledge (or reliable belief) about abstract objects, because they are causally
inert.

In my opinion, what is primarily at stake in this discussion is not if one is able to
think of an abstract object, but how could s/he be aware of such an object.
According to the view I endorse, scientific representations are employed in our
attempts to grasp aspects of the real world in a manner that allows us to interfere
and interact with it. If this is the case, in order to join realists, I would like to be able
to explain how one can become aware of their existence in order to actively employ
them in scientific inquiries.

This question about awareness points to the fact that any ontological commit-
ment has important epistemological consequences (this could equally be reversed).
Thus, ontological and epistemological concerns merge in one and the same mag-
nifying lens which is employed in our inquiries. I maintain that E.V. Ilyenkov’s
approach on the problem of the ideal may offer interesting insights to address this
issue.
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5 Ilyenkov’s Approach to Ideality and Symbolic
Mediation

Ilyenkov discusses the problem of the ideal as an inquiry about the relation of the
internal world of thoughts and experiences and the external world of objects. In
brief, for Ilyenkov the ideal is the reflection of things emerging in objective,
reality-transforming activity, existing in ‘patterns and images’ of object-oriented
activity of man as the active agent of social production (Ilyenkov 1977a, p. 261),
supervening above individuals as accumulated signs, remnants and reflections of
their past practice.

According to Ilyenkov, Marx’s deployment of value form is a typical and
characteristic case of ideality in general (Ilyenkov 1977b, pp. 90–91), the most
typical case of the idealization of actuality (Ilyenkov 1977a, p. 267). Marx dis-
tinguishes between the natural form of the commodity, which is expressed in its
use-value, and its value form, which is expressed in its exchange-value (Marx 1976,
p. 138). Thus, use-value and exchange-value are two distinct aspects of a single
motion existing simultaneously and expressing themselves sequentially in social
interactions. Exchange-value is an ideal value form and, as such, it can only exist
symbolically (Marx 1973, p. 154).

An interesting implication for my purposes appears in the case of the money
form of value. The commodity (i.e. gold), which plays the role of the general
equivalent, and thus becomes money, also becomes the symbol of the commodity
as such; of its exchange value itself. It can only be a social symbol, as it expresses
nothing more than a social relation. This material sign of exchange value is a
product of exchange itself, and by no means the execution of an idea which has
been conceived a priori (Marx 1973, p. 144). In this case, as Ilyenkov notes, it
becomes apparent that the ideal is not (and it should not be treated as) a symbol or
sign of immaterial relations or connections without a material substratum; it is (and
should be treated as) a symbol of the social relations between people (Ilyenkov
1977a, p. 270).

The pattern of commodity-money circulation is expressed by the formula
C-M-C. In commodity-money circulation, the commodity (C) appears in it as both
the beginning and the end of the cycle, and money (M) as its mediating link, as the
“metamorphosis of the commodity”. However, at a certain point in the cyclical
movement C–M–C–M–C–M… and so on, money is no longer a simple interme-
diary; it “self-expands” by deploying a seemingly autonomous function within the
process. This phenomenon is expressed in the formula M–C–M (Ilyenkov 1977a,
pp. 244–245).

Such a symbol is the objective form of existence of an ideal form. It is ideal
because, within the dynamic of the system, it acts not as the form of itself but of
something else which it represents (reflects, surrogates). It represents not the sen-
suously perceived image of the commodity, but its very existence within the system
which creates the situation being analyzed. The key to understand this symbolic
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process lies in the contradictory nature of the commodity as a doublet of use-value
and exchange-value.

Let me now turn to some conclusions, which are relevant to my purpose.
1. In Ilyenkov’s materialistic understanding of the conception, ideality is not the

relation between a symbol or sign and an idea, but a specific correlation between
two or more material systems (objects or processes) within which one of them,
while remaining itself, becomes a representative of the other. This symbolic
function does not derive from the material properties of the artifact used as a
symbol, but is a social product.

Therefore, ideality is a feature of reified, objectified images of historically
formed modes of human social life, which confront the conscious agent as a special
kind of objective reality, as special objects comparable with material reality and
situated on one and the same spatial line (Ilyenkov 1977a, p. 262). Thus, the
physical (natural, material) properties of the forms of symbolic mediation should
not make us defy their ideal function. Moreover, the material body of the thing is
brought into conformity with its function (Ilyenkov 1977a, p. 273). The symbol is,
as Marx says of money, a means to accomplish this abstraction (Marx 1973,
p. 142).

In an analogous manner, as a scientific inquiry advances, the representation of
the features of the real systems fulfills its role in the symbolically mediated sci-
entific activity (which is part of social activity). In any given moment of the
development of both the represented system and the representation itself (as the
scientific inquiry advances), this function is being approximated. This representa-
tion is an objectified image of the current stage of our understanding of the
development of the represented system. Therefore, scientists are justified to cor-
relate, compare etc. abstract models to the specific systems (objects, processes)
which are represented by them, because there are certain degrees of reality in them.
This is possible only insofar as models prove to actually be representations of their
targets, which is ultimately judged in terms of social practice in the forms it is
expressed with regard to scientific cognition.

2. The symbolic function emerges when a thing becomes the material for the
expression of features (which are highlighted via abstraction) of some other thing.
A thing is converted into a symbol due to its specific emergent role as mediator
within an already formed system of relations between people mediated by things
(Ilyenkov 1977a, p. 272). Like in the case of money, while the symbol does not
create what is represented by it, its generation and incorporation into the process
which it mediates produces a new form of appearance to the objects involved in this
process.

As Maidansky (2014, p. 130) notes, the logical structure of ideal representation
according to Ilyenkov is this: the essence of A is mirrored in the form of B, in a way
that the nature of B does not mingle with the nature of A which it represents. By
themselves, these objects (systems, processes) are material, since in the world there
is nothing but matter in motion. The ideal is only the special form of their motion in
the course of social human practice. In other words, the ideal is the mode of the
active representation of the nature of things by means of other things in the course
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of social human practice. Outside the activity process, the ideal form of the object is
not manifested as such; it has been materialized in various objective forms. There is
nothing ideal beyond human activity.

In this sense, Ilyenkov’s ideal is the subjective being of an object, which
emerges when its essence receives such a peculiar other-being within the field of
activity. Thus, Ilyenkov’s ideal turns to be a subjective image of objective reality.
The mechanism of the mutual conversion of object to subject, which expresses the
dialectical transition of the form of activity into the form of thing, is human labour.

These two conclusions taken together seem to point to an alternative answer to
the problem of the metaphysical status of abstract models. According to it, they
could be construed neither as fictions nor as abstract entities. Rather, if we read
Ilyenkov’s conception of ideality in terms of scientific cognition we get an account
that pays equal justice to both epistemological and ontological concerns. How this
is done, may be elucidated by the third conclusion.

3. Ilyenkov maintains that ideal phenomena exist objectively as aspects of the
mind-independent world. Although it is sensuously imperceptible, ideal is objec-
tive, part of objective reality, since it is being objectified in human activity.2

Perhaps the best way to clarify the notion of ‘objectification’ is in the case of
artifacts, which is of primary interest for me, since artifactuality is an important
feature of my approach on scientific representations. An artifact (i.e. a table) is
distinguished from other physical objects (i.e. wooden raw materials) in that the
artifact bears a certain significance which is acquired not by virtue of its physical
nature, but because it has been produced within certain social relations, for a certain
use and incorporated into a system of human ends and purposes. Hence, the artifact
confronts us as an embodiment of meaning, placed and sustained in it by
aim-oriented human activity; it functions representatively and expresses its essence
in the symbolic mediation of activity. By analogy to Ilyenkov’s elaboration on the
function of money, the artifacts are the ‘money’ of Nature (Maidansky 2014, p. 132).

2An anonymous referee suggested that one could counter-argue that if something is sensuously
imperceptible then nothing can falsify the thesis for its existence. But if nothing can falsify the
existence of ideal phenomena then it turns out that the thesis that ideal phenomena exist objec-
tively is no different from religious theses. I am thankful for this comment. However, falsifiability
is not a criterion of existence. In any case, theories in which abstractions are embedded are
empirically falsifiable, hence they are not like religious theories. I would also like to take
advantage of the opportunity to countersign Ghins’ assertion that success in scientific represen-
tation relies on the supposed truth of some predicative assertions (cf. Ghins’ contribution to this
volume). I argue that Ghins’ point could also inform an answer to the worry about falsifiability. If
(a) Ilyenkov’s approach to ideality is applicable to scientific representations, (b) the success of the
inferences drawn by the scientists who employ scientific representations in their inquiries relies on
the supposed truth of the relevant predicative assertions and (c) this assertions are falsifiable, then
the worry about falsifiability is answered in an indirect way. At a more fundamental level, in
Ilyenkov’s (and mine) line of reasoning, there is nothing beyond the mind-independent world, the
objective reality of which is the domain of our subjective cognitive efforts. On this basis, ideality is
being objectified in human activity (through which our forms of thought are embedded into the
structure of the environment) and our theoretical understanding of the outcomes of this activity is
expressed in forms which are falsifiable.
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Through the objectification of activity, our forms of thought are embedded into the
structure of the environment.

Ilyenkov argues that all the things involved in the social process acquire a new
“form of existence” that is not included in their physical nature and differs from it
completely—their ideal form (Ilyenkov 1977b, p. 86). The ‘things’ Ilyenkov refers
to have a representative function and are expressing their essence in the symbolic
mediation of activity. The phenomena which have such a symbolic or ideal function
are objectified in verbal expressions, sculptural, graphic and plastic forms, in the
form of the ‘routine-ritual’ ways of dealing with things and people etc.; their
objectification is expressed in language, in drawings, models and such symbolic
objects as coats of arms, banners, or as money, including gold coins and paper
money, credit notes etc. (Ilyenkov 1977b, p. 79). Thus, ideality is the form of social
human activity represented as a thing (Ilyenkov 1977b, p. 86); it is not the whole of
culture but one of its aspects, one of its dimensions, determining factors, properties
(Ilyenkov 1977b, p. 96). The point, then, is that artifacts embody human aims
(expressed in human activity that produces them), which are nothing but the
material process and outcome of activity in ideal form.

Marx mentions that: “[e]xchange value as such can of course only exist sym-
bolically, although in order for it to be employed as a thing and not merely as a
formal notion, this symbol must possess an objective existence; it is not merely an
ideal notion, but is actually presented to the mind in an objective mode” (Marx
1973, p. 145). From this point of view, Ilyenkov makes a remark that is of great
importance for my discussion on the ontology of abstract models: “the ideal as a
form of human activity exists only in that activity and not in its results… When an
object has been created, society’s need for it is satisfied; the activity has petered out
in its product, and the ideal itself has died” (Ilyenkov 1977a, pp. 275–276). Thus, it
is not the instruments of labour which are ‘ideal’; such an understanding would
amount to an inversion of the relationship of material to ideal.

6 Envoi

Let me summarize how the foregoing discussion informs my answers to the
questions posed in the introductory section. With regard to the first question, I have
attempted to deploy an artifactual approach on a representational basis, according to
which using scientific representations to draw inferences about real systems is
equivalent to them serving as surrogates for the real systems in scientific inquiries,
which, in turn, amounts to them functioning as mediators in scientific cognition.
With regard to the second question, my argumentation was meant to show that we
can account for neither the explanatory nor the predictive success of scientific
representations if we do not indicate why and how the outcomes of abstraction
which are embodied in them can be correlated with worldly things that are real and
concrete.
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I maintain that a scientific representation embodies objective aspects and features
which are highlighted by the abstractive process through which it is constructed. It
serves as a symbolically mediating artifact. It turns to be a symbol through its
function within a specific system of relations mediated by artifacts. The repre-
senting artifact functions as a surrogate in activity performed throughout the sci-
entific inquiry. It is each specific scientific representation’s function as such that
determines the dynamics of the inquiry.
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Embodying Rationality

Antonio Mastrogiorgio and Enrico Petracca

The world and reason are not problematical
M. Merleau-Ponty

Abstract The current notions of bounded rationality in economics share distinctive
features with Simon’s original notion of bounded rationality, which still influences
the theoretical and experimental research in the fields of choice, judgment, decision
making, problem solving, and social cognition. All these notions of bounded
rationality are in fact equally rooted in the information-processing approach to
human cognition, expressing the view that reasoning is disembodied and that it can
be reduced to the processing of abstract symbolic representations of the environ-
ment. This is in contrast with the last three-decade advancements in cognitive
psychology, where a new view on human cognition has emerged under the general
label of ‘embodied cognition’, demonstrating that cognition and reasoning are
grounded in the morphological traits of the human body and the sensory-motor
system. In this paper we argue that embodied cognition might reform the current
notions of bounded rationality and we propose a number of arguments devoted to
outline a novel program of research under the label of ‘embodied rationality’:
(1) reasoning is situated as it arises from the ongoing interaction between the
subject and the environment; (2) reasoning, not being exclusively a mental phe-
nomenon, constitutively relies on the physical resources provided by the environ-
ment; (3) the sensory-motor system provides the building blocks for abstract
reasoning, (4) automatic thinking is rooted in the evolutionary coupling between the
morphological traits of the human body and the environment.
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1 Introduction1

In 1976, the still-to-become Nobel laureate in economics and cognitive psycholo-
gist Herbert A. Simon wrote these important words: “a person unfamiliar with the
histories and contemporary research preoccupations of these two disciplines [eco-
nomics and cognitive psychology] might imagine that there were close relations
between them—a constant flow of theoretical and empirical findings from the one
to the other and back. In actual fact communication has been quite infrequent
[entailing a] state of mutual ignorance” (Simon 1976, p. 65). It is with a certain
embarrassment that after 40 years, notwithstanding a remarkable lip service to the
necessity of integrating psychology into economics, and some not negligible effort
in that direction, these words have still a quantum of truth.

Scientific exchange between economics and psychology—or, better, between
economic psychology2 and cognitive psychology—still occurs today in a frag-
mentary, instrumental and fundamentally time-lagged way, mostly inattentive to the
current foundational debates on how human cognition actually works (see, e.g.,
Rabin 1998). Among economic psychologists, there seems to be no real
acknowledgment that in the last 30 years cognitive psychology has been under-
going a true paradigm shift, hinging upon the hypothesis of the constitutive
dependence of human cognition from the morphological traits of the human body
and its sensory-motor system. A huge amount of theoretical and empirical research
has supported this new hypothesis (without any pretension to be exhaustive, among
the major works are Varela et al. 1991; Clark 1997; Clancey 1997; Clark and
Chalmers 1998; Rowlands 1999; Lakoff and Johnson 1999; Wilson 2002; Shapiro
2004; Noë 2004; Gallagher 2005; Pfeifer and Bongard 2006; Barrett 2011).3 This
rich corpus of research is today identified through the label embodied cognition,
which encompasses slightly different approaches such as embodied (strictly
speaking) cognition, distributed cognition, situated cognition, embedded cognition
and enacted cognition.4

In this essay we argue that the theoretical and empirical relationship between
economic psychology and cognitive psychology deserves to move beyond such
instrumental and time-lagged approach. If this relationship has to be established, as

1This contribution is a modified version of an essay published in Italian in the journal Sistemi
Intelligenti (Mastrogiorgio and Petracca 2015). We would like to thank Professor Lorenzo
Magnani for the invaluable encouragement and support. A particularly grateful thought goes
to the memory of Werner Callebaut, who first supported us on the way to embodied rationality.
2With the term ‘economic psychology’ we mean that domain of inquiry oriented to study phe-
nomena such as choice, judgment, decision making, problem solving and social cognition. In this
broad definition we include also the so-called behavioral economics. However, we remark that there
is a significant disciplinary divide between ‘psychological’ and ‘economic’ approaches to the topics
above, characterized for instance by different experimental practices (Hertwig and Ortmann 2001).
3Research in AI also supported this point of view on cognition (see, e.g., Brooks 1990).
4For a panorama on these different labels and their theoretical interconnections see Goldman and
de Vignemont (2009), Kiverstein and Clark (2009), Fischer (2012).
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we argue, at the foundational level, it has to unavoidably take into consideration the
implications of embodied cognition for economic psychology. The notion that has
historically represented the privileged interface for exchanges between economics
and psychology is the notion of economic rationality. Thus, rationality shall be our
focus domain in order to inquire into a new foundational debate in economic
psychology. In particular, within rationality studies in economics, our focus will be
on the notion of bounded rationality. This choice is founded on specific and fun-
damental reasons. First, Herbert A. Simon, who first introduced the notion of
bounded rationality in economics, was both an economist and a cognitive psy-
chologist, founding father of the approach to cognitive psychology called cogni-
tivism, object of serious critiques from embodied cognition. Furthermore, far from
being a piece of archaeology, bounded rationality still constitutes the bulk of the
most important developments in economic rationality. The recent notions of eco-
nomic rationality stem from, as we shall see, Simon’s original notion of bounded
rationality, which still influences, both directly and indirectly, knowingly and more
often than not unknowingly, the theoretical and experimental research in the fields
of choice, judgment, decision making, problem solving, and social cognition in
economics.

To the objective of setting the ground for a new foundational dialogue between
economic psychology and cognitive psychology this essay is structured as follows.
Section 2 offers a panorama of the main contemporary threads of inquiry into
economic rationality, particularly emphasizing their Simonian roots. Section 3 is
devoted to review the main (and various) conceptual pillars of embodied cognition,
assessing their potential influence on economic rationality. In this essay, we use the
label embodied rationality to convey the view of economic rationality as reformed
in the light of embodied cognition.

2 State of the Art in Economic Rationality

The notion of rationality in economics has gone through a quite stylized historical
development, originating from the concept of ‘classical’ rationality seen as the
individual’s ability to make optimizing choices (i.e., choices that maximize a
function of interest, typically what is called ‘utility’, given the satisfaction of
consistency criteria in individual preferences) subject to exogenous constraints (see
Blume and Easley 2008). Against this background, Simon introduced the notion of
bounded rationality as a radical conceptual shift, meant to provide an altogether
new framework for economic rationality (Callebaut 2007). By using the
well-known metaphor of ‘scissors’ is probably the most suitable way to convey the
nucleus of novelty of bounded rationality. As Allen Newell and Simon himself
claimed (Newell and Simon 1972, p. 55): “[j]ust as a scissors cannot cut a paper
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without two blades a theory of thinking and problem solving [i.e., a theory of
rationality] cannot predict behavior unless it encompasses both an analysis of the
structure of task and an analysis of the limits of rational adaptation to task envi-
ronment”. According to this definition, the psychology of the individual on the one
hand, and the environment in which the individual is embedded on the other hand,
represent two necessary theoretical requirements—two blades of scissors—to
develop a theory of rationality. In this way, continuing with the metaphor, the
scissors “have cutting power […] only when both blades operate” (Bendor as
quoted in Callebaut 2007, p. 78), that is to say, the two cores of rationality must be
studied in conjunction. Alternatively, one can say that individuals and environments
represent a single analytical unit.

This notion of bounded rationality has typically suffered from distorted, mostly
diminutive and instrumental interpretations, forcing Simon himself, from time to
time over the decades, to reaffirm the true revolutionary intentions behind the
notion. In particular, the greatest misunderstanding over bounded rationality is
related, as Gigerenzer and Goldstein (1996) point out, to a partial view of the
scissors argument; indeed, many economists have equated, mistakenly, bounded
rationality with the view of humans as ‘limited’ information processors. In this
view, bounded rationality is reduced to just one blade of Simon’s scissors. The lack
of environment as key variable in the rationality framework has entirely expunged
the adaptive dimension of rationality, which has thus been reduced to a static
notion. Not by chance, it has been economists’ reductionism to bring the revolu-
tionary nucleus of bounded rationality into line with the framework of classical
rationality, seen as optimization under constraints (see, e.g., Conslik 1996;
Rubinstein 1998). But the environment is a necessary requirement for bounded
rationality because, as Gigerenzer and Gaissmaier (2011, p. 457) point out, if one
looks only at cognition, one is not able to understand when and why reasoning
works or, alternatively, fails. In this regard, Callebaut (2007, p. 81) emphasizes that
“[bounded rationality’s] significance turns not on absolute cognitive levels, but on
the difference between cognitive resources and task demands”, that is, it turns on in
terms of difference between cognitive abilities and environmental issues. This
‘difference’ engenders the adaptation process that is mostly visible when individ-
uals use ‘satisficing’,5 rather than ‘optimizing’, criteria for making decisions. This
focus on heuristic rules for judgment is probably the most significant and revolu-
tionary aspect of Simon’s new paradigm. In accordance with this revolutionary
nucleus, the emphasis on heuristics has been the hallmark of the most recent notions
of rationality, as we are going to discuss in what follows.

5Satisficing is a neologism coined by Simon (1956), standing for the synthesis of the words
satisfying and sufficing.
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2.1 Heuristics and Biases Approach

The research program in heuristics and biases, founded by Daniel Kahneman and
Amos Tversky in the 1970s, has today gained such wide consensus in economics,6

so as to earn Kahneman the Nobel Prize in 2002. This research program builds on
the possibility of experimentally identifying a positive model of human behavior
that violates some normative requirements of rationality; in particular, these nor-
mative requirements are based on the assumption that individuals are able to
properly use formal logic and probability calculus (in particular Bayesian proba-
bility, see Oaksford and Chater 2007) in order to formulate correct judgments. In
the heuristics and biases program, heuristics play a central role, in so far as people’s
reliance on them for judgment is at the root of systematic and factual violations of
rationality canons. Heuristics are therefore the main source of systematic errors
(biases) in judgment formulation (Kahneman et al. 1982; Gilovich et al. 2002).
Over the decades, a large number of heuristics and cognitive biases has been
experimentally identified (Kahneman 2003). In order to explain the cognitive
dynamics behind the use of heuristics, Kahneman identifies two types of cognitive
process (dual-system hypothesis): on the one hand, the so-called System 1 is fast,
automatic, emotional and involves unconscious aspects; on the other hand, System
2 is slower, deliberate, analytical and relies on conscious evaluations. System 1’s
imprinting over heuristics would explain in the end why humans make systematic
errors in judgment (Evans and Frankish 2009; Kahneman 2011). The ability to use
intentional reasoning (based on System 2) in order to formulate correct judgments
would emerge only after the automatic responses (System 1-based) are suppressed.
The Cognitive Reflection Test (CRT) (Frederick 2005) has been accordingly
developed as a measure of humans’ ability to suppress automatic responses in favor
of intentional and conscious reasoning. In this perspective, the very nucleus of
intelligence (conducive to rationality) would consist in the ability to control the
dual-system dynamics.

2.2 Ecological Rationality

An alternative research program in economic rationality, definitely critical of
Kahneman and Tversky’s heuristics and biases, is ecological rationality, developed
by Gerd Gigerenzer and his research group. Gigerenzer explicitly claims that
Kahneman’s view stems from an incautious exegesis of Simon’s work. In

6This is mainly because the heuristic and biases approach is the theoretical foundation to
behavioral economics (see Heukelom 2014).
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particular, Gigerenzer criticizes Kahneman for having embraced the wrong pre-
vailing interpretation of bounded rationality as cognitive limitations in information
processing (just one blade of the scissors), thus not paying any attention to the role
of the environment. The ecological rationality research program is thus intended to
restore Simon’s original idea that cognitive resources and environmental demands
form an analytical unit.

Heuristics are, once again, the core of the analysis. Challenging the heuristics
and biases approach, according to which heuristics are the source of judgment
errors, ecological rationality looks at heuristics as fast and frugal rules able to
reliably provide choice criteria in different situations. The main hypothesis of
ecological rationality is in fact that each heuristic stems from an adaptive process to
a specific environment (Gigerenzer and Gaissmaier 2011, p 456), and thus,
accordingly, that heuristics allow comparatively better judgments (even with
respect to the ‘rational’ rules of logic and probability calculus) when they are used
in their own specific original environment (Gigerenzer and Brighton 2009).
Heuristics under this point of view compose an adaptive toolbox (Gigerenzer and
Selten 2002), which is the resultant of evolutionary processes (Barkow et al. 1992)
and provides humans with adequate tools for accomplishing specific tasks.

Ecological rationality rejects the assumption that humans are ‘Bayesian statis-
ticians’—an assumption that would justify the use of normative standard of logic
and probability for judgment assessment (as in Kahneman’s view)—and posits that
judgment’s rationality can only be evaluated on the basis of which specific
heuristics are chosen to accomplish specific tasks. Notice that ecological rationality
does not reject the existence of errors in judgment: it simply posits that the source of
errors does not lie in the cognitive limits of the subjects, but stems from the
mismatch between heuristics and the environment in which they are used.

The panorama described in the two sections above is that of ‘rationality wars’
between Kahneman and Gigerenzer (Samuels et al. 2004), whose intensity shows
no sign of abating. The research program in embodied rationality that we introduce
in what follows, is sympathetic with ecological rationality regarding the necessity
of following Simon’s authentic view but, as we are going to discuss, it shall point
out that ecological rationality is still decisively tied to a limit (if considered from
today’s standpoint) of Simon’s framework: the ‘cognitivist’ view of cognition.
Thus, embodied cognition is meant to amend what unsatisfactory is still in the
cognitive psychology foundations of ecological rationality.7

7A further and recent thread of research in rationality is that of grounded rationality (Elqayam and
Evans 2011). Grounded rationality conceives rationality as a set of rules embedded in specific
epistemic communities. In this perspective, rationality is at first a relative and descriptive notion
that, once institutionalized in a community, acquires a normative status.
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3 Toward a Theory of Embodied Rationality

3.1 Cognitivism and Rationality

Technically, the ‘cognitivist heaven’ in which Simon placed bounded rationality is
founded on the physical symbol system hypothesis, namely the idea that human
cognition works through internal (i.e., mental) symbolic representations of the
external environment processed by a centralized (i.e. in-line8) analytical system
(Newell and Simon 1976). Residua of these cognitivist foundations are usually
taken for granted—when acknowledged—by the economic rationality threads of
research; in this regard, we maintain that a significant shift in economic rationality
can originate only from the explicit acknowledgment, questioning and overcoming
of the residual cognitivist stances; in other words, this means following in
rationality studies the same path followed by cognitive psychology in its progres-
sive detachment from cognitivism (Haugeland 1978; Johnson 1997). Erkki
Patokorpi (2008) has inaugurated this path, by acknowledging the so-called
‘Simon’s paradox’, that is, the fact that the ‘bounds’ of human reason are repre-
sented through an ‘unbounded’ tool (i.e. the digital computer), and by identifying
this heritage into contemporary rationality theories.

The residual cognitivist foundations of current theories of rationality are evident
in both the heuristics and biases and the ecological rationality research programs.
As already mentioned, in the heuristics and biases approach heuristics are just
mental phenomena, lacking any coupling with the environment; using the computer
metaphor, somewhat foundational to the cognitivist paradigm, heuristics would be
like bugged computer programs.9 On the other hand, despite ecological rationality
puts a decisive emphasis on the cognition-environment coupling, heuristics, con-
ceived as formal rules for information processing, are implemented through
‘computer programs’, explicitly in the footsteps of Simon’s tradition (Gigerenzer
et al. 1999).

In the following sections, we shall discuss the ways in which the new point of
view of embodied cognition can provide alternative foundations to the notion of
bounded rationality. Two caveats are however in order here. Firstly, as we men-
tioned in the Introduction, embodied cognition is far from being a stable corpus of
theories (see, e.g., Wilson 2002 that identifies ‘six views’ of embodied cognition).
Due to this theoretical plurality, this essay does not focus on or embrace a specific
view of embodied cognition, but rather brings out a number of new foundational
possibilities. The second caveat is related to the fact that many topics that we
discuss here may sound not so new to scholars accustomed to cognitive

8This assumption has later been relaxed, for instance by models of parallel processing.
9Fiori (2011) states that the ‘dual-system’ foundation of heuristics and biases (see Sect. 12.2.1)
represents a break with respect to Simon’s cognitivism. This interpretation is—according to us—
not conclusive because Simon himself saw cognitivism as perfectly compatible with dual-system
theories (see, e.g., Vera and Simon 1993).
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psychology. However, our assumption here is that there are good reasons to think
that these topics might sound interesting to many scholars involved in economic
psychology, making them worthy of being discussed here.

3.2 An Enriched Environment

In the next two subsections, we discuss two approaches within embodied cognition,
respectively situated cognition and distributed cognition, considered here because
they provide a new point of view on the role of environment in cognitive psy-
chology. Our specific contribution here shall be to identify how these two points of
view can help to rethink the notion of ‘decision-making environment’, so central in
economic psychology.

3.2.1 The Limits of Syntactic Representationalism
and the First/Third-Person Distinction

Distinctive evidence of the cognitivist heritage in contemporary investigations on
rationality—as shown in particular by ecological rationality—lies in the notion of
decision-making environment as expressed through the notion of structure of the
task environment (see Simon 1956; Bullock and Todd 1999). In particular, eco-
logical rationality categorizes environments according to syntactic ‘structural’ traits
such as information redundancy, rarity, etc. (see Rieskamp and Dieckmann 2012;
McKenzie and Chase 2012). This characterization tends to underestimate the role of
the environments’ semantics: a playground or a battlefield might result in fact in the
same syntactic representation. In this framework then, the adequacy of heuristics to
a particular environment is measured by the ecological correlations of syntactic
structures between heuristics and environments (e.g. McKenzie and Chase 2012).10

A perspective that goes beyond the syntactic view of environments replaces, at a
first level of approximation, the structure of the task environment—in Simon’s or
Gigerenzer’s understanding—with that of context, according to which the envi-
ronment presents a markedly semantic dimension. This shift has already been
accomplished by economists, especially behavioral economists, who claim the

10We have to remark an important incongruence between the theoretical assumptions of ecological
rationality and the actual framework through which these assumptions are implemented.
A fundamental assumption of ecological rationality is that heuristics and environments are
‘content-specific’ and, as such, semantically characterized. But, this semantic dimension is prac-
tically lost when heuristics and environments are respectively characterized as rules and stylized
structures.
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necessity of running experiments in semantic environments, very similar to real-life
contexts (Loewenstein 1999).

However, recent cognitive psychology claims that this ‘contextual turn’ is not
enough. Situated cognition denies that the notion of ‘context’ is adequate to account
for the phenomena of human cognition, and claims that it should be replaced by the
more radical notion of ‘situation’ (see e.g. Rohlfing et al. 2003). In particular, while
contexts are founded on the conflation between ‘first-person’ and ‘third-person’
representations, that is, between subjective and objective descriptions of environ-
ments, situated cognition refuses this unwarranted conflation (Clancey 1993).11 The
notion of situation builds on the centrality of action: action, and in particular
inter-action between subjects and environments, makes first-person representations
irreducible (basically because the outcome of a process of interaction is not
pre-specifiable) (Greenberg 2001). The emphasis on the notion of interaction leads
some researchers even to reject the ontological distinction between first and third
person, and to propose a completely new ontological view in which the notion of
interaction is autonomous12 (Agre 1993).

The distinction between first and third person has major implications for the
conceptualization of the decision-making environment: there is no way to a priori
determine which specific trait of the environment will be ‘salient’ for decisions. The
attempt of amending the syntactic view of decision-making environments just by
adding more semantic content is therefore inadequate because it would lack the
essential interactionist perspective. Real-world interactions cannot even be substi-
tuted by surrogate interactions, as conceived for instance in game theory and
experimental economics, where interactions lack any material and ostensive
dimension. Consider, for instance, how the notion of ‘learning’ is framed in game
theory (see, e.g., Fudenberg 1998).

A radical alternative to the poorly-semanticized and non-interactive rationality
frameworks has been proposed by the research program in naturalistic decision
making (Klein 2008). Naturalistic decision making rejects the idea that decision
making can be ‘simulated’ at all: real-life decisions are therefore considered the
only legitimate place to investigate into human rationality.13

11This point was at the center of a debate in 1993 between Simon (with his colleague Alonso Vera)
and situated cognition scholars. Vera and Simon argued that situated cognition’s arguments were
not sufficient to legitimately claim for a re-foundation of cognitive psychology (see Petracca 2015).
12A perspective in which the ontology of relations outranks the one of subjects/environments can
be found, for instance, in the ‘dynamic systems’ approach to cognition.
13Ecological rationality has tried to integrate naturalistic decision making within its own theo-
retical framework. In fact, Todd and Gigerenzer (2001, p. 382) state that their objective is that of
providing a ‘content-dependent’ framework to naturalistic decision making. In spite of their
attempt, it seems that they have not fully acknowledged the first- and third- person distinction,
implicit in naturalistic decision making.
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3.2.2 A ‘Distributed’ and ‘Extended’ Reasoning

The cognitivist imprint on current economic rationality is also visible in the per-
sistent interpretation of the task environment as a set of constraints. In the eco-
logical rationality interpretation, for instance, these constraints exert a selective
pressure on heuristics, which in response adapt to them (Bullock and Todd 1999).
The cognitive psychology approach called distributed cognition rejects the idea of
the environment as a mere set of constraints and proposes a radically different
perspective, summarized by the words of Suchman that the “world’s independence
of [our] control is not an obstacle to be overcome but a resource to be made use of”
(Suchman 1986, p. 13). In order to re-define the role of the environment in cog-
nition, cognitive psychology has had to contend, even linguistically, with the the-
oretical limits imposed by the dualism cognition/environment. An attempt to amend
such limits lies in the notion of ‘extended mind’ (Clark and Chalmers 1998), which
represents an attempt to blur the boundaries between what is cognition and what is
environment. Both ‘distributed cognition’ and ‘extended mind’, challenging the
traditional understanding of environments, are meant to cast new light also on the
reasoning process.

The central idea is that environments in which humans act systematically pro-
vide the resources that can be employed in reasoning processes. Consider the
so-called cognitive artifacts, that is, physical objects such as a calendar, a shopping
list, a computer or even fingers, which are used to support and improve reasoning
(Hutchins 1999, p. 126). Cognitive artifacts are mainly used to off-load the cog-
nitive load on the environment, thereby making cognitive resources available for
other purposes. But the environment is also used for cognitive purposes less trivial
than mere off-loading, which involve the very act of ‘reasoning’. In this spirit, for
instance, Kirsh and Maglio (1994) distinguish between pragmatic action and
epistemic action: the former is devoted to a pragmatic purpose, i.e. to change the
environment according to definite objectives, while the latter uses the environment
for reasoning. Consider the game of Tetris, specifically studied by Kirsh and
Maglio: to rotate figures is an action that players perform in order to facilitate the
decision process of where to place figures. The rotation action—conceptually
unnecessary for the purpose of the game—is an epistemic action that exploits the
environment in order to make the decision process faster and more effective.
Another way in which the environment can support reasoning is when material
interactions provide otherwise unattainable insights. The value of this kind of
environmental interaction was suggested, for instance, by the mathematician Pólya
(1957), who recommended the heuristic use of pen and paper to facilitate mathe-
matical reasoning (see also Zhang 1997). With explicit reference to inferential
processes, Lorenzo Magnani introduces the notion of manipulative abduction
(Magnani 2001). A fundamental role in abductive reasoning (i.e. that reasoning
process oriented to formulate explanatory hypotheses of observed facts) is played
by the so-called epistemic mediators (such as diagrams on sheets of paper, etc.)
used for hypotheses discovering. Magnani distinguishes between ‘thinking about
doing’ and ‘thinking through doing’: in particular, the latter characterizes reasoning
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processes in which environmental interaction serves the purpose of providing
information that would not be otherwise accessible to subjects.

These arguments can arguably have a direct impact on economic psychology.
They do not only imply conceptualizing the task environment as ‘resource’ rather
than as ‘constraint’, as it would be natural (and right) to do. Distributed cognition
would also provide an altogether new point of view on the economic agent, which
could be characterized more as a ‘chance seeker’ than as the usual ‘information
processor’ (Bardone 2011). More concrete implications of distributed cognition and
extended mind for economic psychology can be found at the methodological level.
One, for instance, concerns the current practices of experimental economics.
Excessive rigidity and standardization of experiments—claimed to be distinctive
traits of experimental economics’ investigations (see Hertwig and Ortmann 2001)—
triggers a sort of ‘illusion of control’ with respect to actual human behavior.14

Further, the pervasive mediation of computer screens in experimental economics
laboratories, in particular when used to study human interactions, leads us to
another consideration. As stressed by Oullier and Basso (2010), an essential
component of the interaction among humans relies on the materiality of the inter-
action. Information conveyed through the body (i.e., through the so-called ‘body
language’) is invaluable to the extent it could not emerge saliently otherwise.

Acknowledging that human-to-human is a specific form of human-to-environment
interaction—in fact, as McDermott said, “we are environment to each other” (quoted
in Suchman 1987, p. 47)—implies a wider understanding of ‘distributedness’
(Hutchins 2006). The pioneer of this wider ‘distributed’ perspective in economics is
Hayek (1948). Clark and Chalmers (1998, Chap. 9) introduced the concept of
‘scaffold’ to express how distributed and interactive mechanisms lead to establish
supra-individual structures, such as routines or formal and informal rules, able to steer
individuals’ social action (see also Denzau and North 1994).

3.3 Rationality and Body Correlates

3.3.1 Reasoning as Simulation and the Role of Embodied Metaphors

The notion of ‘procedural rationality’—one of Simon’s main intellectual achieve-
ments15—is fundamentally linked to a ‘pragmatic’ interpretation of rationality

14It is interesting to recall, on this point, the anecdote reported by Daniel Dennett concerning a
child who, not allowed to use fingers for calculations, used tongue and teeth as substitutes (Dennett
1995).
15Simon (1976) distinguished between ‘substantive’ rationality, where rationality concerns the
outcome of choice, and ‘procedural’ rationality, where rationality concerns the process of choice.
Procedural rationality, in the case for instance of consumers’ choice, focuses on how consumers
choose and not on what they choose.
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(Harman 1993). In his early work on administrative behavior, Simon (1947) in fact
understood rationality as means-ends chains, where the core of rationality consisted
in evaluating means’ adequacy to reach pre-specified ends.16 The human cognitive
faculties of imagining, planning, predicting things or events that are alien to the
current situation (i.e. outside the strict phenomenological dimension of ‘here and
now’) are thus necessary cognitive requirements for the notion of
procedural/pragmatic rationality. Beyond emphasizing the importance of contingent
cognition (on-line cognition), the foundational perspective of embodied cognition is
able to shed a new light also on non-contingent cognition (off-line cognition)
(Wilson 2008).17 In what follows, we shall consider what embodied cognition is
able to say on off-line reasoning in economic rationality.

The cognitive phenomenon of simulation, which concerns the exploitation of the
sensory-motor system for understanding and reasoning (Jeannerod 2001; Hesslow
2002; Gallese and Lakoff 2005), has been identified as the main mechanism at the
root of off-line reasoning (Barsalou 2008; Goldman and de Vignemont 2009).
Simulation assumes a central role in contemporary embodied theories because it
constitutes the fundamental mechanism through which ‘mental representations’ and
their ‘manipulations’ (indeed very controversial notions in cognitive psychology)
work.18 Among the different types of emphasis on the role of modal19 encoding in
simulation (see Meteyard and Vigliocco 2008), the most radical embodied cogni-
tion approach—also known as ‘strong embodiment’—claims that anything neces-
sary to create and manipulate representations is embodied in the sensory-motor
system, and thus it can be identified in terms of body correlates. An example of
simulative approach to reasoning is Lakoff and Johnson (1999)’s attempt to explain
inferential processes through the mechanism of inference-preserving-cross-domains
mappings, according to which one projects the inferential structure of an original
domain to a target domain, usually more abstract. For example, if we say “she is a
cold person”, the concept of ‘cold’ (source domain) will be mapped into ‘lack of
affection’ (target domain) (Núñez 2008, p. 337). Therefore the notion of ‘cold’,
which evokes a body dimension, provides the foundations for creating the notion of
‘lack of affection’, instantiated through a metaphorical process.20 In this perspec-
tive, the morphological traits of the human body play the role of non-arbitrary
constraints to the human capability of making abstractions and inferences.

16Russell and Norvig (1994) import this definition of rationality in the AI framework.
17While opponents to embodied cognition typically reduce it to a theory of on-line cognition,
Wilson claims that offline cognition is embodied cognition’s true testbed (Wilson 2008, p. 330).
18Whether the supporters of situated cognition underestimate the role of mental representations (in
fact representations are almost unessential in their framework), the supporters of the ‘simulation’
view try to explain the very nature of those representations. This distinction is revealing of the
theoretical plurality underlying embodied cognition.
19Modal is a representation encoded through the sensory-motor system. Conversely, a-modality
pertains to representations’ independence from the sensory-motor system.
20Notice that the metaphor of ‘scissors’ itself, used to define bounded rationality, is based on this
logic.
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The importance of the framework of embodied cognition to economics can in
particular be appreciated when there is an overlapping of topics between disci-
plines, as is the case with the topic of ‘ownership’. Beyond the many ‘economic’
explanations, ownership has been explained in the embodied cognition framework
by emphasizing the determinants of contact and proximity to the owned object (see,
for example, Tummolini et al. 2013). By juxtaposing the studies on embodied
ownership on the one hand, and ownership-related economic phenomena—such as
the endowment effect (Kahneman et al. 1991)—on the other hand, answers to many
puzzles (Plott and Zeiler 2005) might easily be found. Further on ownership,
embodied metaphors play a crucial role. In a recent study, Florack et al. (2014)
shows that the physical act of hand washing—one of the most popular embodied
metaphors—decreases the endowment effect.

3.3.2 Body Correlates and Dual-System Dynamics

The human body as the ultimate new foundation of cognitive processes and, in turn,
of reasoning processes, can also be central in understanding dual-system dynamics
in economic judgment (see, e.g., Kahneman 2011). In a recent article,
Mastrogiorgio and Petracca (2014)21 investigate the body determinants of
automatic/deliberative reasoning in numerical tasks. They argue that the activation
of automatic responses (System 1) is closely dependent on the use of specific
numerals (and not ‘numbers’ as magnitudes). The idea is that, within a given
numeral system, such as the common 10-based Arabic system, some numerals (e.g.,
1, 2, 5, 10, 100,…) are handled in a faster and more automatic way if compared
with other numerals of the same system.22 The literature in mathematical cognition
(see Cohen Kadosh and Walsh 2009) shows that the automatic use of specific
numerals in numeral systems is dependent by the underlying counting systems. For
instance, the 10-based Arabic system relies on the computation method based on
the fingers of both hands (see Gibbs 2006). This example suggests that the iden-
tification of body correlates underlying automatic behavior in different decision
domains can be of fundamental importance to a theory of economic reasoning.

3.4 The Body as Pivot of the Scissors

If the goal that inspires modern rationality studies in economics is the identification
of “invariants of human behavior” (as suggested by Simon 1990), then one should

21See also Mastrogiorgio (2015) for further remarks.
22Wulf Albers (2001), within the ecological rationality framework, models heuristic calculation by
means of the so-called ‘prominent numbers’ (i.e., numerals 1, 2, 5, 10 …) in the decimal system.
Albers does not however explain why some numerals are processed faster and easier than others.
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suddenly acknowledge that a true invariant in human behavior is the human body.
However, Simon’s scissors metaphor constitutively rules out the human body,
considered as a sort of cumbersome presence. It is somehow ironic that the human
body is however right there, both in Kahneman’s and Gigerenzer’s theories, just
because they place so great emphasis on heuristics: a synonym for ‘heuristic’ is in
fact—and of course not by chance—‘rule of thumb’. The metaphor of the scissors
is, once more somehow ironically, perfectly suited for considering the role of body
as theoretical locus of connection between cognition and environment: as we dis-
cussed above, the two blades have cutting power only in combination, that is to say,
the two blades can cut only if there is a pivot that holds them together. This pivot is
the human body, which constitutes the material interface between cognition and
environment.

It is important to emphasize that in this new perspective the body is a necessary
theoretical locus for a theory of rationality, and so that it needs to be more than
simply ‘taken into account’. Many experimental studies already take into account
body variables (e.g. temperature, blood pressure, etc.) that affect choices, decisions
and judgments. What those experiments lack is, however, the attribution of a deeper
theoretical status to the human body for a theory of human rationality. This is,
however, a situation that is going to be amended (Spellman and Schnall 2009;
Reimann et al. 2012; Mastrogiorgio and Petracca 2015).

3.4.1 Policy Implications

Some brief consideration, as economists who want to speak mainly to other
economists, has to be proposed concerning the implications of embodied cognition
for policy making. In recent years, research has focused primarily on nudging, that
is, the idea of designing environments so as to drive individuals’ choice toward
socially desired outcomes, without modifying the structure of economic incentives
and maintaining the freedom of choice (Thaler and Sunstein 2008). The notion of
architecture of choice refers in particular to the way in which options are presented,
in order to encourage socially-desired choices. Experiments on nudging are typi-
cally run in real-world contexts, and place a decisive emphasis on the embodied
substratum of the architecture of choice. An example of typical nudging advice
would be to place healthy foods at the ‘eye level’ in a self-service restaurant, so as
to make them comparatively more chosen (Thorndike et al. 2012). In this regard, in
a domain that is already implicitly ‘embodied’, explicitly considering the point of
view of embodied cognition can be important in at least two directions: i) theo-
retically, so as to identify the body as a conceptual locus for nudging; ii) opera-
tively, shaping environments in order to enhance their ergonomics. Ergonomics is
the keyword here: all the environments of choice are ostensive at the human-body
scale. Thus, an important objective of embodied rationality is to foster a pro-
grammatic link between the disciplines of ergonomics and economics (see also
Hendricks 1996).
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4 Conclusions

This essay has focused, on the one hand, on the identification of those traits,
distinctly cognitivist, characterizing Simon’s legacy in current studies on economic
rationality; on the other hand, it has proposed new hypotheses to reform those traits
in the light of the recent advancements in cognitive psychology. The starting point
of our analysis has been the crucial notion of bounded rationality. As one of the
most influential cognitive psychologists, Andy Clark, put it: “we should however
distinguish the conception of reason as embodied and embedded from the important
but still insufficiently radical notion of ‘bounded rationality” (Clark 1997, p. 243, n.
4). This essay has accordingly attempted the ‘radicalization’ of bounded rationality
in the light of the multiple directions suggested by the fertile and varied field of
study of embodied cognition. There is much work to do but, for the moment, it has
just been important to remark the existence of a plurality of roads.

It is useful to provide a brief summary of the specific ways embodied cognition
might reform the notion of bounded rationality, as they have been discussed in this
paper. They can be condensed in a few stylized programmatic points:

– reasoning is situated, that is, interaction is the fundamental way in which rea-
soning takes place: thus, it is necessary to distinguish between first-person and
third-person representations of decision environments.

– reasoning is not exclusively a mental phenomenon as humans constitutively use
the resources provided by the environment in order to reason; this also means
that the environment should be conceptualized as a resource rather than as a
constraint;

– off-line reasoning works through simulations that exploit the resources provided
by the sensory-motor system, so that sensory-motor experience provides the
building blocks of abstraction;

– automatic thinking stems from the (evolutionary) coupling between some
morphological traits of the human body and the environment they originally
fitted to.

We hope these programmatic points to be at the center of future research under
the label of embodied rationality (see Spellman and Schnall 2009; Mastrogiorgio
and Petracca 2015).
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Analogy as Categorization: A Support
for Model-Based Reasoning

Francesco Bianchini

Abstract Generally speaking, model-based reasoning refers to every reasoning
that involves model of reality or physical world, and it is especially involved in
scientific discovery. Analogy is a cognitive process involved in scientific discovery
as well as in everyday thinking. I suggest to consider analogy as a type of
model-based reasoning and in relation with models. Analogy requires models in
order to connect a source situation and a target situation. A model in an analogy is
required to establish salient properties and, mostly, relations that allow transfer of
knowledge from the source domain to the target domain. In another sense, analogy
is the model itself, or better, analogy provides the elements of model of reality that
enable the processes of scientific discovery or knowledge increase. My suggestion
is that some insight on how an analogy is a model and is connected to model-based
reasoning is provided by recently proposed theories about analogy as a catego-
rization phenomenon. Seeing analogy as a categorization phenomenon is a fruitful
attempt to solve the problem of feature relevance in analogies, especially in the case
of conceptual innovation and knowledge increase in scientific domain.

Keywords Analogy � Model-based reasoning � Concepts � Categorization �
Models � Scientific discovery

1 Introduction

Analogy is a kind of model-based reasoning, at least in some senses. Model-based
reasoning involves models that are used in inferences, from a formal and logical
point of view (for example, the traditional expert systems of artificial intelligence1).
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But, in a wider sense, model-based reasoning refers to every reasoning that involves
models of reality or the physical world, and it is especially involved in scientific
discovery (Magnani et al. 1999). Analogy is a cognitive process involved in sci-
entific discovery as well as in everyday thinking. Analogy requires models in order
to connect a source situation and a target situation. Roughly speaking, a model is
required in an analogy to establish salient properties and relations that allow the
transfer of knowledge from the source domain to the target domain. In another
sense, analogy is the model itself, or better, analogy provides the elements of the
model of reality that allow the processes of scientific discovery or increase in
knowledge to take place. My suggestion is that some insight into how an analogy is
a model and is connected to model-based reasoning is provided by recently pro-
posed theories on analogy as a categorization phenomenon, which are consistent
with a more general cognitive thesis according to which analogy-making is cate-
gorization and categorization is analogy-making (Hofstadter and Sander 2013).

To support my claim, in the next sections I deal with the relationship between
analogy and models in general (Sect. 2); I then comment on the connection between
categorization and concept creation (Sect. 3) and I illustrate the relationship
between analogy-making and categorization, explaining how we can speak about
analogy-making as categorization (Sect. 4). Lastly, I combine analogy-making as
categorization and models to clearly describe how to consider the role played by
analogy in model-based reasoning (Sect. 5). I draw general conclusions of these
connections in the last section (Sect. 6).

2 Analogy and Models

Two preliminary questions seem to be relevant and strictly related to our discus-
sion: how is analogy connected to models? How is analogy connected to concepts?
They imply, however, a more general question: how to define analogy?

There are many answers to such a question, according to different ways to see
analogy. We may say that analogy is: a cognitive process, a transfer of (semantic)
information, an inference—actually an inductive inference—from a formal point of
view, and a type of argument—argument by analogy—from an informal viewpoint.
But, from a conceptual standpoint, analogy can also be regarded as a similarity
relation, or a structure alignment, or an abstraction process. Finally, we can also say
that analogy is a particular kind of model-based reasoning, if we consider the
known situation as the model for the analogical unknown situation; or even, an
analogy can be regarded as a model itself, insofar as it involves a model structure
rooted in the traditional, ancient meaning of analogy, that is, the meaning of pro-
portion, stemming from a mathematical view of analogy as the relationship between
ratios. All these elements concur to structure the concept of analogy, which makes it
very hard to find a single definition—we could call it the hard problem of analogy.

A main distinction is between analogy as a fact and analogy as an act. In the
former case, we may consider every analogy as an individual fact—an inference, an
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argument, an established similarity relation—that we can analyze ex post in order to
evaluate its accuracy or goodness, or likewise to justify it, especially in the scientific
context. In the latter case, we may see every analogy as an individual act (of
thought, of reasoning), whose rising and happening we have to explain, so as to
understand the ex ante aspects leading to the specific analogy. Usually, an analogy
as a fact is mostly a matter of logic and it is studied as the outcome of analogical
reasoning, in an attempt to provide a justification of it or to formalize it.2 On the
other hand, analogy as an act has been studied as a cognitive process, to model it or
to explain the creative process of analogy building.3 What’s more, these two ways
of dealing with analogy are usually rather separate, because they have distinct
methods and aims, and they seem to be two different things and not one and the
same thing. The result is that it appears unavoidable to sacrifice the understand of
analogy as a fact if we want to explain the act of analogy, and vice versa—we could
call it the entanglement of analogy.

How can we combine them? Maybe, by connecting analogy and models through
concept creation so as to encompass the process and the outcome of analogy within
a single perspective. We will see in the following sections in which sense analogy
may be a support for model-based reasoning, but we first need to consider the
relation between analogy and models.

For our purposes, a model is a simplified reproduction of a real phenomenon, in
which relevant elements are structured to study the phenomenon itself by manip-
ulating its elements and parameters. The key point is the relevance of features
constituting the model. Analogy involves relevance as well. In fact, one or more
relevant features of a known situation or domain are connected to corresponding
features of an unknown or less known situation or domain to establish new features
in it. So, the known situation or domain is modeled—i.e. becomes the model—for
the unknown one, producing new knowledge through the transfer of the old
knowledge. This is true both in logic and in the computational/cognitive approach
to analogy. So, the informal argument by analogy (Baronett 2012) is:

A is similar to B in certain respects
A also has the feature P

⟹ B has the feature P

(plausibly or with some degree of support)

where the “certain (relevant) respects” plus P of A are the model for B. In a more
formal fashion, the structure of analogy as inductive inference is:

2A recent study on such a topic is Bartha (2010).
3See for example Holyoak and Thagard (1995), Gentner et al. (2001).
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P1ðxÞ K P2ðxÞ K P3ðxÞ K. . . K PnðxÞ
P1ðyÞ K P2ðyÞ K P3ðyÞ K. . . K PnðyÞ
QðxÞ

) QðyÞ

where x and y are objects and P and Q are properties. For example, this kind of
inference is used to ascribe properties to a species, or a medical substance, starting
from the known properties. Generally speaking and with reference to a logical
standpoint, we may characterize the analogy as the use of a model to extend the
application domain of a specific property.

From another perspective, analogy itself is a model, whose structure involves
four elements. In the classical meaning of analogy as a proportion, two ratios are
compared. The typical scheme of analogy of ancient and medieval thought is: A :
B = C : D.4 In modern terms, analogical problems of this type require that D be
found. So, for instance, problems like “Book : Reader = Instrument : ?” or “Sun :
Summer = Snow : ?” most likely have solutions such as “Player” and “Winter”
respectively.5 The solution is just likely and not certain, because it depends on the
context in which the analogy problem is solved, assuming that the context of four
elements, or three plus a fourth to be found, can be indeterminately complex. The
fact that the solution is not certain is the reason why analogy has become a kind of
inductive inference in modern logic, whereas the four elements pattern underlies
contemporary computational and cognitive approaches to analogy, especially for
issues raised by the difficulty in establishing the relevance of features involved in an
analogical cognitive process.

A model of analogy based on the four elements structure is provided by Hesse
(1966) in her tabular representation. In this model, there is a distinction between a
source domain (S) and a target domain (T), which subsequently became typical of
cognitive approaches as well. S and T are in a horizontal relation, whereas the list of
traits of each domain is the vertical part of the pattern. A new correspondence can
be inferred between a feature of S and a feature of T from the known similarities
between traits. This model can be described as being tabular in shape, or as a
four-element pattern whose vertical and horizontal relations are arranged in a square
form. The corresponding elements of the two domains are objects, properties,
relations, functions, roles, etc.

Tabular representation can be regarded as a model of analogical inference, but
also of analogy as a cognitive process. For example, in French (1995) this model is
meant to capture the process of analogy building from a dynamic standpoint. So,
from S an abstract scheme is drawn and then its variables are replaced in the process
of conceptual slipping leading to a new abstract scheme, whose variables are
re-constrained to attain the situation in T. In the model, the process of abstraction

4See Prior Analytics by Aristotle 69a1 (Aristotle 1984).
5For one of the first computational approach to this kind of analogy problems see Evans (1968).
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and its opposite are vertical, the process of conceptual slipping is horizontal and
corresponds to semantic information transportation, producing new knowledge. The
process of abstraction and the relation between abstract and concrete are typical in
cognitive approaches to analogy. One of their purposes is to explain how an
analogy is created or built and how the contextual pressures cause the emerging of
analogy relevant elements.6 And all these processes involving abstraction involve
concepts as well.

Models also involve concepts, but analogy seems to involve other features
shared with models: representations, relational structures and their systematicity,
relations of different kinds within the S and T domains (logical, causal, explanatory,
functional, and/or mathematical relations), the salience of features upon which both
of them—a model and an analogy—are built. For example, the SME traditional
cognitive model of Gentner finds analogy in different domains (such as the atom
and solar system) by exploiting the abstract relations of two domains (“greater”,
“cause”, “attracts”, etc.), which are in this way modeled and aligned by the program
(Falkenhainer et al. 1989). The SME model has been criticized because it uses
pre-built (by a programmer) representations. Subsequent connectionist and hybrid
models have been designed to capture the dynamicity of analogical cognitive
process, in particular by building their representations of elements of two domains
(Chalmers et al. 1992), or by exploiting the dynamical activation of the nodes in a
semantic network, as occurs in the multiconstraints satisfaction theory of analogy of
Holyoak and Thagard (1995).7

These two main computational approaches to analogy stress different traits of the
analogy phenomenon. On the one hand, computational models based on prebuilt
representation want to capture the structured, deep-relation-rooted nature of anal-
ogy, its connection with inferential process, the justification of the analogy as the
outcome of the process itself, and the definition of relevant and essential features of
situations involved in an analogy. On the other hand, computational models based
on dynamical and autonomous—by the program—representation building try to
capture the spontaneity of analogy, the pressures of context, the abstraction pro-
cesses and the analogy creation, without considering involved domain structures
alone, but the duality of superficial and deep features involved in the analogy
building. If we consider models as being involved in analogies, we may say that
they share the same condition and that both are subjected to the same dichotomies.
So, the opposition, in different approaches, between a given analogy and analogy
building corresponds to the one between a given model and model building. In the
former case, we may have an ex post explanation of an analogy phenomenon as
well as models involved in the analogy; in the latter case, we may have an ex ante
explanation of an analogy phenomenon as well as of the building of the models

6For a list of different cognitive approaches to analogy, see Kokinov and French (2003).
7There are many computational models of analogy. A close examination is beyond the scope of
this paper. For an introduction and a discussion of the cognitive processes involved see Hall (1989)
and Kokinov and French (2003).
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involved. The latter case is more relevant to our purposes because it is connected
with concepts and concept formation, even because finding a model in an analogy
overlaps using a model to make an analogy. Below, we will see an interesting
proposal that illustrates this point.

3 Analogy, Models and Concept Formation

A noteworthy theory on analogy, model-based reasoning and concept formation (in
scientific domain) is the one formulated by Nersessian (2008). The main idea is that
the traditional S-T scheme of analogy as a cognitive process has to be supplemented
as follows: the transfer of information is not direct from source (S) to target (T), but
there is a model mediation between S and T. This model mediation is due to a
hybrid model in which connection crossing of the S and T elements takes place
(Nersessian 2008; Nersessian and Chandrasekharan 2009). In this way, the hybrid
model, comprised of constraints from the S and T domains, can be exploited for
further refining of the model itself, on the basis of the S and T constraints and the
constraints provided by the hybrid model. The process is dynamical because it is
grounded on an increase in the number of constraints that leads to a clarification of
the S-T relationship and to the solutions of the analogy problem. From this point of
view, analogy is seen and explained as a mechanism of conceptual innovation.

Nersessian and Chandrasekharan (2009) describe the process that led to con-
ceptual innovation during a research aimed at understanding undesired spontaneous
“bursts” in an in vitro model of cortical neural network activity, which are phe-
nomena that do not occur in vivo properly functioning animal brains. The in vitro
model, named “the dish”, was stimulated using different electric signals and was
connected to robot devices and visualized animats moving around in simulated
computational worlds. The aim of the experiment is to control this embodied
cortical neural network. Since the in vitro model had constraints that were relevant
features of real neurons and the neuron network, the dish was already an analogy,
but was not enough to attain the goal. Thus, an in silico model, a computational
neural network, was built by using constraints from the neuroscience domain and
from a generic dish: it was a hybrid model. Different and more refined versions of
the computational model were built until a visualized activity of a version allowed
the novel notion of “center of activity trajectory” to be developed. At that point, this
last version of the computational model was able to replicate the activity of the dish.
The greater controllability of the computational model allowed many experiments
to be conducted with the dish, thanks to the potential transfer from the in silico
model to the in vitro model. So, what was first developed for the computational
model was then developed, by analogy, for the in vitro model.

One of the most important outcomes of the whole process was the emergence of
a new concept, the “center of activity trajectory”. It was a consequence of the
mapping between the two models (an analogy of analogies, if we consider the
two models according to their analogical nature) and the visualization process.
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In particular, the hybrid models, the dynamical and incremental process of
(re)-building the computational model that integrates constraints from sources,
targets and models themselves, are what allows the emergence of new structures,
behaviors and, eventually, new concepts.

The hybrid model theory is very interesting for several reasons. First of all, it
does not reject the traditional scheme of analogy and its standard cognitive
explanation (Gentner 1983). Second, even though Gentner’s structure-mapping
model is based on the formal connection of structures of relations, which are
considered unavoidable for analogy, hybrid analogy theory also assumes that
semantic and pragmatic aspects are equally important, just as they are in the
multiconstraints satisfaction theory of analogy of Holyoak and Thagard (1995).8 In
the hybrid analogy theory, the understanding, interpretation and goals of an analogy
problem drive the selection of relevant constraints in the incremental process of
hybrid model development, thereby contributing, together with the syntactical
aspect, to the emergence of solutions as well as of new concepts. Third, the stress
on representation building (Nersessian 2008) implies that the way in which the
model representations are built is a fundamental issue that needs to be dealt with, as
the constraints of T determine which constraints of S are (potentially) relevant to
analogical comparison. This is the big issue of creative analogies: pinpointing
relevance. The incremental process of model representation building is an attempt
to deal with such a fundamental problem. As we said above, although the problem
of representation building was not central in the literature on analogy and analogical
reasoning in past decades, we should bear in mind that there are some hints of it in
computational modeling of analogy. Hofstadter and The Fluid Analogies Research
Group (1995) provide some interesting reflections on this topic in their criticism of
ready-made representations of the SME cognitive model (Falkenhainer et al. 1989)
based on the structured mapping theory by Gentner, which is nevertheless valid for
the systematicity principle of relation interconnection in analogy explanation.
Representation-building and transfer are two further processes that Kokinov and
French (2003) added to the four standard approaches to the computational mod-
elling of analogy: recognition, elaboration, evaluation, consolidation (Hall 1989).
Chalmers et al. (1992) addressed the problem from the artificial intelligence
methodology point of view, arguing that the only way to understand cognitive
process is to consider representation as the outcome of a continuous, dynamical
process of high-level perception, concerning both modal and amodal aspects in
relation with concept representation. This is especially true for analogy explanation.

To summarize the important features of the hybrid models theory, which in
Nersessian and Chandrasekharan give rise to hybrid analogies, we may say that
hybrid models (a) allow creative analogies—i.e. analogies between analogies,
which are the models used in experimental laboratory processes; (b) are used for

8See the description of the computational model based on the simultaneous satisfaction of a set of
semantic, structural and pragmatic constraints, and the description of the ARCS program, in
Thagard et al. (1990).
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reasoning purposes; (c) are only models and not real world entities; (d) allow visual,
imagistic, simulative and manipulative processes; (e) and lead to conceptual
innovation and to new concepts. For the purposes of our investigation, a final
remark by the authors is very noteworthy: “although our case might be considered
extraordinarily creative, our intuition is that if analogy use ‘in the wild’ were to be
studied systematically, the construction of such intermediary hybrid representa-
tions, making use of visualization and mental simulation, would be seen to be
significant dimensions of mundane usage as well” (Nersessian and
Chandrasekharan 2009: 187 [emphasis added]). We will now consider another
proposal that connects analogy, concepts and categorization.

4 Analogy as a Kind of Categorization

When considering the relation between analogy and categorization, two elements
from the previous sections are needed to establish to what extent hybrid models are
connected to the categorization process: (i) the idea that a dynamical and
purpose-oriented representation building process is fundamental in the model-based
reasoning involving analogy, and (ii) the fact that concept innovation is strictly
linked to concept formation, and thus to categorization as a sort of concept for-
mation. The idea of analogy as categorization is not new. For example, Glucksberg
and Keysar (1990) see metaphors as class inclusion statements and argue that
understanding metaphors means understanding such statements, which are cate-
gorizations or, rather, category attributions. Research on teaching science subjects
and the role of analogy shows that analogy creation is different from analogy
interpretation and that analogies and analogy creation can be seen as categorization
phenomena (Atkins 2004).

Starting from the psychological evidence that mechanisms underlying analogy
and conceptual processes, especially categorization, are very similar,9 Dietrich
(2010) tries to unify analogy-making and categorization by showing that
analogy-making is based on construing, which is a kind of categorization. He
claims that, besides the usual incremental representation building process, which is
typical of the reasoning phase, two further representational processes are present in
the analogy-making phase. The two steps of the analogy-making process are rapid
abstraction and construing, the latter being a type of categorization. In relevant and
insightful cases of analogy construing involves very different semantic analogs.

An example of the rapid abstraction process is modeled by STRANG, a com-
putational model that makes analogies in the letter string domain (Dietrich et al.
2003).10 The STRANG program uses a grammar to pack strings of letters so as to

9See, among others, Ramscar and Yarlett (2003).
10For a discussion on letter-string domain and COPYCAT, one of most important computational
models of analogy in this domain, see Mitchell (1993).
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find an abstract structure that is equivalent in two strings: Target (T) and Base (B).
Target is the input string and Base is the string in the long-term memory. For
example, if T is ababccc and B is mnopqrhijhijhij, the program produces the fol-
lowing outcome: (((ab)(ab))(ccc)) and (((mno)(pqr))((hij)(hij)(hij))), putting toge-
ther the two strings according to the abstract description “two same-length
sequences followed by a 3-item repeating string” (Dietrich 2010). The process
modeled by STRANG is an example of rapid abstraction, which is particularly
interesting insofar as the program associated with this process can violate the
grammar rules to create packages of letters that are not the results of a direct
application of a rule, but rather the continuous application of rules until the program
finds a general representational abstraction connecting T and B. Significantly, B is a
model in the long-term memory.

What is not modeled in this version of STRANG is the second step, based on
semantic distance. According to Liberman and Trope’s theory on the relation
between psychological and semantic distance and the abstraction process,11 psy-
chological distance induces abstraction.12 So, if we start from a point of origin, a
situation we are dealing with here and now, and we are provided with a relevant
psychological distance, we can make an analogy or, in some circumstances,
analogies may arise spontaneously. The relevant psychological distance enables the
second rapid representational abstraction, according to a dynamical process
involving a passage from concreteness to abstraction: “concrete representations are
less structured, more contextualized, and contain more information in the form of
incidental features. Higher level abstract representations are schematic, decontex-
tualized, and tend to represent the gist of an object or event by focusing on core
features and omitting incidental information” (Dietrich 2010: 338). For example, if
I am thinking of my home, an analogy may arise with my country because of the
psychological distance between them, which is nonetheless based on relevant
abstract shared features, such as organization or place-where-I-live. The analogy
stems from a representational change from concrete to abstract. In the domain of
scientific discovery, this kind of explanation should hold also as regards, for
example, an analogy between the Rutherford-atom model and solar-system model
because of their semantic and psychological distance.

There are some problems in this view. For instance, how can we explain
semantic distance without being too vague? And what makes what is relevant in an
analogy relevant? If we consider the point of origin alone, we do not obtain an
explanation for why some specific concepts are retrieved and other semantically
distant concepts are not. To solve the semantic problem, Dietrich inverts the per-
spective and considers analogy-making as categorization, stating that the construing
process is a process leading to meaningful categorization, which in two steps
produces an analogy; and this is true for every analogy. A first construal is attained

11See Liberman and Trope (2008) and Liberman and Förster (2009).
12Even though this aspect of theory is problematic and presents some weaknesses. For a discussion
see Dietrich (2010).
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through a process from an initial visual stimulus to integration, by means of a
mapping process, between perceptual elements and a retrieved category. The
construal turns out to be the meaningful categorization of a perceived object. This is
a transition from a semanticless stimulus to a semantic meaningful mental repre-
sentation (in the preceding example, my home). The first construal is the base—the
point of origin—for another (meta-)construal, attained by retrieving a semantic
distant category (in the example, my country). Only at this point is the analogy
complete and is it possible a work on its details, which, according to Dietrich, can
be properly called “analogical reasoning”.

Even if this attempt to unify analogy-making and categorization has some
problems, it is interesting because it connects analogy-making and new knowledge
production through concept exploitation. The construal is a form of categorization.
It is clear in the first step of the construing process. However, if semantic con-
nection between distant categories is also a construal, we have to conclude that this
is another case of categorization, and consequently that analogy in the proper
meaning of connection of abstract features between two distant domains—whose
gift is what is relevant—is a sort of categorization. So, categorization turns out to be
the combination of shared features within a new conceptual structure at an abstract
level. In other terms, it is a dynamical building of a representation, which is, in fact,
the analogy and eventually leads to the detailed analogical reasoning work.

5 Analogy as Categorization, and Its Consequences

Dietrich’s view is noteworthy because it is an attempt to hold together cognitive and,
at least in part, logical aspects of analogy. Another theory that goes in depth in
dealing with analogy and categorization is based on the idea that “the spotting of
analogies pervades every moment of our thought, thus constituting thought’s core”
(Hofstadter and Sander 2013: 18). In Hofstadter’s perspective, it stems from seeing
analogy as deeply intertwined with the process of high-level perception and repre-
sentation building. It is also part of a general theory according to which analogy is
the core and the essence of cognition (Hofstadter 2001). In other terms, analogy as
analogy-making is what allows the general dynamics of cognition, by being an
integral part of perceptual and representational processes, reasoning, learning,
memory and language. It also underlies what is usually and standardly considered as
analogy, the correspondence between an S and a T domain, and it is very present in
the creativity process, scientific discovery, decision making, concept formation and
categorization—in fact, it itself is categorization. This main thesis can be divided in
two sub-theses: (1) analogy (making) is categorization; (2) categorization is analogy
(making). Both of them are implied in the general idea that concepts are (formed by)
analogies. In the rest of this section, I will try to explain this claim, proposing a
theory of conceptual extension that is consistent with Hofstadter and Sander’s view.

Analogy-making implies memory retrieval as a fundamental part. Every cog-
nitive process is, at its core, due to a central cognitive loop that works this way:
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“a long-term memory node is accessed, transferred to short-term memory and there
unpacked to some degree, which yields new structures to be perceived, and the
high-level perceptual act activates yet further nodes, which are then in turn
accessed, transferred, unpacked, etc., etc.” (Hofstadter 2001: 517). Emphasis on
memory and memory retrieval is found in subcognitive models,13 and it is in line
with other general cognitive architectures. So, one root of this idea clearly lies in
cognitive modelling, especially in the traditional symbolic approach, such as the
total cognitive system scheme used by Allen Newell to explore his attempt to find
his own unified theory of cognition (Newell 1990). The main features of the total
cognitive system are a long-term memory, with different sub-processes, connected
to a working memory interacting with the external environment by means of per-
ceptual systems (i.e. the input of the systems) and motor systems (i.e. the whole
system behavioral output), which can also be part of the input.

More interestingly, a second root of Hofstadter’s theory lies in concept theories.
For example, Barsalou asserts that “Rather than being retrieved as static units from
memory to represent categories, concepts originate in a highly flexible process that
retrieves generic information and episodic information from long term memory to
construct temporary concepts in working memory […] This concept construction
process is highly constrained by goals…[and]…context…” (Barsalou 1987: 101).
There is a huge body of literature on the central role of context, similarity and
dynamical concept development dating from the 1980s and 1990s.14

Starting from subthesis 1, which asserts that analogy is categorization, and
according to Hofstadter and Sander’s arguments, I will try to show that analogies
involve conceptual extension, and two kinds of conceptual extensions in particular:
vertical extension (VE) and horizontal extension (HE). Hofstadter and Sander refer
to them as vertical category leap and horizontal categorical broadening, respec-
tively, but this distinction is not so clear-cut in their theory because in many cases
“we see that there is no sharp line of demarcation between vertical category leaps
and horizontal category extensions” (Hofstadter and Sander 2013: 468). It seems to
depend on the interpretation of analogy and on the context pressures considered in
the explanation of an analogy. So, as contextual pressures are connected to the
problem of relevance, I will propose a dynamical pattern through which analogy is
produced in human mundane and scientific thought. My argument from sub-thesis 1
will proceed in this way:

1. Categorization is concept formation
2. Concept formation is concept extension (or broadening)
3. Concept extension is on a horizontal or vertical level
4. Analogy is categorization

13Such as Copycat, Metacat, Tabletop, Letter Spirit; see Hofstadter (1995), Mitchell (1993),
French (1995), Marshall (2006).
14See, among others, Barsalou and Medin (1986) and Goldstone (1994).
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A first conclusion is that:
5. Analogy is both on a horizontal and vertical level

from which we can draw a second conclusion:
6. Analogy involving abstraction (VE move) is always analogy between analogies

(HE move).

Let’s start with an example to show how concept extension, and thus concept
formation, works. The development of concepts from childhood to adulthood is an
enrichment process that usually leads a concept from a single-member to a cloud of
concepts (Hofstadter and Sander 2013: 37).15 Consider a very common concept:
father. First a child get to know her/his Daddy—with the capital letter, as there is
just one daddy as far as that child knows. Upon finding out that other children have
their own daddy, the child develops the concept of daddy—with the small letter, as
the concept refers to many different people, i.e. daddies. Then the child can learn
that there is a more objective sense of the concept, and finds out that her/his daddy
belongs to the category “father”. Afterwards, the concept may be extended to
embrace other forms or kinds of fatherhood, which are more distant from the initial
core of the concept, such as adoptive father, father-in-law, father-to-be, father of
mathematics, Fathers of the Nation, Fathers of the Church, etc., in a hierarchical
level from the center to the periphery of the cloud.16 During life our concept of
father extends without ever reaching a final boundary, as it can always be extended
further in an increasingly metaphorical way. Indeed, we place within the same
category an increasing number of different categories and instances by analogy, that
is by exploiting similarities at levels of varying abstraction. This is why analogy
produces categorization and, in the end, analogy is categorization. Such an endless
process is the vertical extension, which enlarges a concept and gives rise to new
concepts by adding parts of its meaning.

Now, let’s consider another concept, which is related to the concept of father:
mother. We may imagine the same conceptual development and, consequently, a
similar (vertical) extension: from Mommy to mommy (because there are mom-
mies), then to mother, and afterwards to adoptive mother, nursing mother, surrogate
mother, mother-in-law, mother-to-be, mother earth, mother country, Mother Nature,
Mother Church, mother tongue, etc. If we compare these two concepts, we make
another kind of conceptual extension, which leads to conceptual innovation or
formation. For example, we can connect mother and father and discover the concept
of parent (it is very likely something that happened many years ago in our life,
when we were six or seven). And it is highly likely that we have, at a certain point
later in our life, made another horizontal extension, connecting adoptive father and
adoptive mother, discovering the concept of adoptive parent, under the pressure of

15On conceptual development, see Rakison and Oakes (2008), Carey (2009).
16Semantic and local neural networks can be used to model hierarchical and heterarchical struc-
tures of concept clouds in their dynamical activation pattern; see, among others, Mitchell (1993).
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context of our familiar and social environment, as in the first case. The extending
process has no an end point, and we may imagine that, for instance, the concepts of
Fathers of the Nation and mother country, which are a long way from the core terms
“mother” and “father” in our hierarchical cloud structure, may sooner or later be
connected, yielding the new concept of “Parents of the Land”, or rather, an unla-
beled-by-a-single-word concept that is subsequently named “Parents of the Land”.
This is how horizontal extension works, i.e. relating things that are considered at the
same level by analogy so as to produce new knowledge, new concepts, and
sometimes new words or phrases (even though concepts do not need single word
denotation to be concepts). In short, horizontal extension is a conjunction that
produces conceptual innovation by unification, and thus new concepts that may be
vertically extended.17

By combining the two kinds of extension, we have another version of the
starting analogy model, the one based on four elements. VE is analogy as cate-
gorization. In the dynamical process of analogy-building and supposing we do not
have two parallel concepts, but we have to find an analogical one, or rather, another
concept/domain/situation that is analogous to the initial one, we choose a super-
ordinate category in which we want to include something (a fact, a situation, an
element). We see it as a member of that particular category, that is, as analogous to
other members of the same category for features that are relevant in the context of
analogy we are making. After this first step, features enable other features that guide
the search for something parallel (a fact, a situation, an element) in another domain
inside the general category we have chosen. The HE give rises to concept inno-
vation or a new concept, which becomes the concrete base for other VE. This is the
sense in which HE is an analogy between analogies, an analogy between different
things that are categorized in the same way. The HE allows the emerging of a new
category core, which becomes the concrete level for new abstractions (new VEs).

So, the process of analogy-making, based on the four-element model, proceeds in
a dynamical way with an alternation of VE and HE (VE–HE–VE–HE–VE–HE …),
which mirrors the alternation between concrete and abstract elements. Both are
required to build the analogical correspondence leading to concept formation or
innovation, as every new conceptual correspondence, which is relevant to the
analogy-making process, is a new concept, in which the analogy, so to speak,
introduces “old”, known concepts by categorizing them in a new way. In the
dynamical interaction between concreteness and abstraction, abstraction lies on the
second level and requires a first level of concreteness. The four elements involved in
the process generate an overall model with all the relevant concepts involved, in
which some of them are the concrete for the others concepts involved. In the
supervised analogy-making process, as occurs in those in scientific discoveries,
establishing what is concrete and what is abstract depends on the constraints chosen

17The notion of “unification” in language and semantic context has been emphasized, among
others, by Jackendoff (1997).
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each time for the overall model building. In mundane contexts, the relative concrete
and abstract features are an outcome of perceptual and memory retrieval processes.

Although the way in which Hofstadter and Sander develop their theory is not
comparable, they provide support for the dynamical explanation of the
analogy-making process, especially in scientific discovery. They stress the promi-
nence of concrete/abstract relation and alternation in mathematical progress,
especially as regards complex and imaginary numbers: “it would be hard to
overstate the importance of geometrical visualization in mathematics in general,
which is to say of attaching geometrical interpretations to entities whose existence
would otherwise seem counterintuitive, if not self-contradictory. The acceptance of
abstract mathematical entities is always facilitated if a geometrical way of envi-
sioning them is discovered; any such mapping confers on these entities a con-
creteness that makes them seem much more plausible” (Hofstadter and Sander
2013: 443 [emphasis added]).18 They extend these remarks to mathematical dis-
covery in general: “The modus operandi of mathematical abstraction is […]: you
begin with a “familiar” idea (that is, familiar to a sophisticated mathematician but
most likely totally alien to an outsider), you try to distill its essence, and then you
try to find, in some other area of mathematics, something that shares this same
distilled essence. An alternative pathway towards abstraction involves recognizing
an analogy between two structures in different domains, which then focuses one’s
attention on the abstract structure that they share. This new abstraction then
becomes a “concrete” concept that one can study, and this goes on until someone
realizes that this is far from the end of the line, and that one can further generalize
the new concept in one of the two ways just described. And thus it goes…”
(Hofstadter and Sander 2013: 449 [emphasis added]). The “two ways just descri-
bed” can be seen as two ways of regarding the dynamical VE–HE–VE… described
above. Thus, the formation of the concrete concept appears to be closely related to a
sort of “affordance” of the abstraction process in category alignment, as if the
abstraction almost spontaneously emerges from the situation we are faced with
when we apply our four-element model of analogy.

This model also guides the choice of level structure that is relevant to the
analogical process. HE is on the same level while VE is on two different levels, but
the level selection is guided by context pressures and dynamical model building.
For example, we may place a leg and an arm on the same level and consider them as
playing the same role in an analogical situation (for instance, a diagnosis process);
by contrast, a leg and a limb are on a different level because a leg is a member of the
category limb, as it is an arm, and the step from a leg to a limb is a VE, an
abstraction process due to context pressures. But nothing prevents us from con-
ceiving a situation in which an arm and a leg are on different levels and the leg is a
general category to which the arm and other things belong (for instance, a tale about
people that move on all fours).

18For a similar treatment of this topic from the point of view of conceptual blending see
Fauconnier and Turner (2002: 270–274).
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Hofstadter and Sander provide many examples of such analogies in physics by
trying to reconstruct the Einsteinian analogies in his processes of discovery. For
example, in the extension of the Galileian principle of relativity to special relativity,
Einstein made vertical and horizontal mental moves (Hofstadter and Sander 2013:
465–468), which can be schematized as follows:

1. Principle of Relativity in Mechanics (from Galileo)
2. Mechanics <==> Electromagnetism (HE)
3. Mechanics Λ Electromagnetism
4. Physics
5. Principle of Relativity in Physics (VE by unification)

where the HE step, the correspondence between mechanics and electromagnetism,
leads to their unification, which is equivalent to physics (the step from 3 to 4), which
in turn gives rise to the result of extending the principle of special relativity to any
kind of physical experiment, for example by asking oneself how optical and elec-
tromagnetic phenomena behave in motion (actually, in the same way as in rest). And
the analogy was made explicit by Einstein himself.19 Likewise, the step from special
relativity to general relativity can be seen as the outcome of another analogous
extension, involving the indistinguishability of an accelerating reference frame from
a non-accelerating reference frame as regards, first, any kind of mechanical experi-
ments, and then any kind of physical experiments.20Another extension—actually,
two VEs from mechanics to physics and from non-accelerating reference frames to
every reference frame—gives rise to another analogy as categorization, which forms
the basis of a new discovery and a new theory.

6 Conclusion

In this paper, I have put together some ideas about models, analogy and concepts in
an attempt to show how the model of analogy works and can be understood in the
logic and cognitive fields, in what way models are part of analogy, and how
analogy-making and analogical reasoning are consequently a kind of model-based
reasoning.

In the first part, I discussed the distinction of analogy in logic and cognitive
science, showing that these different fields of research share the same model, which
is based on four elements. But while logic deals with analogy from a static view-
point, cognitive science has become increasingly interested in the dynamical

19“That a principle of such broad generality should hold with such exactness in one domain of
phenomena, and yet should be invalid for another is a priori not very probable” (Einstein 1920:
17).
20Through some thoughts experiments, such as the space lab pulled by a rocket and the ray of light
crossing an accelerating lab in a gravitational field. For a discussion see Hofstadter and Sander
(2013: 490–495).
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processes underlying analogy-making. In the second part, I discussed Nersessian’s
proposal of hybrid analogies involving incremental model building, which leads to
conceptual innovation. Models exploited by analogy in scientific experiments are,
in fact, conceptual structures built by means of constraints stemming from different
domains involved in the analogy process. In the third part, I debated the idea that
analogy-making is based on a construal process, a type of categorization, which has
the consequence of unifying, at least partially, analogy and categorization. In the
fourth part, I discussed Hofstadter and Sander’s theory that analogy is always
categorization and vice versa, a very general cognitive process concerning every
conceptual cognitive process, from high-level perception to scientific discovery.
I have tried to show how this theory is based on concept extension in two different
perspectives, VE and HE, each of which is a different form of analogy as catego-
rization. I have also tried to provide a model of dynamical development of relation
between concreteness and abstraction, which is involved in the analogy-making
process as well as in concept innovation or formation. This dynamical development
is not described in the same way in Hofstadter and Sander’s theory, though it is
consistent with it.

The two kinds of conceptual extensions are consistent with the general
four-element model of analogy, involving horizontal and vertical levels of corre-
spondence designed to capture the relationship between concrete and abstract,
which is unavoidable in an analogy, even in relative terms. They are also involved
in dynamical process of concept innovation and concept creation. This is especially
true for HE, which follows the VE process of abstraction and is how new concepts
are formed, concepts which in turn yield new abstraction processes. This is why I
have claimed that HE produces an analogy between analogies, namely catego-
rizations. Conceptual structures involved in the two kinds of extensions are based
on a hybrid model, a conceptual representation built from two different domains
involved in the analogy-making process. Model mediation by hybrid models is
consequently always categorization (concept innovation or formation) involving
analogy between analogies of different domains in the HE–VE–HE… dynamics.

Many things have yet to be understood regarding analogical processes and
analogy, the connection between analogy as inference and analogy as
dynamical/representational/semantic process, and the way in which concepts and
conceptual structures are involved in this capability of reasoning and thought.
Difficulties are also encountered when trying to conceive suitable experiments to
get an insight into the range of problems raised by analogy. This may, along with
the construction of cognitive models and architectures that include the problem of
categorization, represent an interesting challenge for further research. Finally, it
could be successful dealing with this set of problems in the framework of situated
cognition and external representations (Magnani 2009), at the same time trying to
explain how we use stored knowledge for producing freshly knowledge, under-
standing physical world situations and transferring external entities in internal
representations to have new abstract models, which nevertheless we use in inter-
action with external perceptions and representations.
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Part II
Abduction, Problem Solving,

and Practical Reasoning



Abduction, Inference to the Best
Explanation, and Scientific Practise:
The Case of Newton’s Optics

Athanassios Raftopoulos

Abstract Hintikka (1997, 1998) argues that abduction is ignorance-preserving in
the sense that the hypothesis that abduction delivers and which attempts to explain a
set of phenomena is not, epistemologically speaking, on a firmer ground than the
phenomena it purports to explain; knowledge is not enhanced until the hypothesis
undergoes a further inductive process that will test it against empirical evidence.
Hintikka, therefore, introduces a wedge between the abductive process properly
speaking and the inductive process of hypothesis testing. Similarly, Minnameier
(2004) argues that abduction differs from the inference to the best explanation
(IBE) since the former describes the process of generation of theories, while the
latter describes the, inductive, process of their evaluation. As Hintikka so
Minnameier traces this view back to Peirce’s work on abduction. Recent work on
abduction (Gabbay and Wood 2005) goes as far as to draw a distinction between
abducting an hypothesis that is considered worth conjecturing and the decision
either to use further this hypothesis to do some inferential work in the given domain
of enquiry, or to test it experimentally. The latter step, when it takes place, is an
inductive mode of inference that should be distinguished from the abductive
inference that led to the hypothesis. In this paper, I argue that in real scientific
practise both the distinction between a properly speaking abductive phase and an
inductive phase of hypothesis testing and evaluation, and the distinction between
testing an hypothesis that has been discovered in a preceding abduction and
releasing or activating the same hypothesis for further inferential work in the
domain of enquiry in which the ignorance problem arose in the first place are
blurred because all these processes form an inextricable whole of theory develop-
ment and elaboration and this defies and any attempt to analyze this intricate
process into discrete well defined steps. Thus, my arguments reinforce Magnani’s
(2014) view on abduction and its function in scientific practise.
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List of Abbreviations

ADD It stands for “Additional Manuscript”, Cambridge University Library
AT It stands for the edition of Descartes’ work by Adam and Tannery (Paris:

Leopold Cerf 1897). The Latin numeral indicates the volume of this edition
and the Arabic number (s) the page (s)

CSM It stands for the translation of part of Descartes’ work in English in three
volumes by J. Cottingham, R. Stoothoff, and D. Murdoch (Cambridge:
Cambridge University Press, 1985)

Hintikka (1997, 1998) argues that abduction is ignorance-preserving in the sense
that the hypothesis that abduction delivers and which attempts to explain a set of
phenomena is not, epistemologically speaking, on a firmer ground than the phe-
nomena it purports to explain; ignorance is preserved and, thus, knowledge is not
enhanced until the hypothesis undergoes a further inductive process that will test it
against empirical evidence. (A set of phenomena are known to occur and, thus, the
sentences that state them are known to be true, while the truth-value of the sentence
stating the hypothesis is not known. In this sense the phenomena are on a better
epistemological ground than the hypothesis. Even though we know that the phe-
nomena occur, however, we do not know their causes and this means, in the
venerable philosophical tradition since the pre-Socratic philosophers, that we do not
really know them. This is the ignorance related to the phenomena.) Hintikka,
therefore, introduces a wedge between the abductive process properly speaking and
the inductive process of hypothesis testing, a distinction that, Hintikka thinks, can
be traced back to Peirce’s views on abduction.

In the same vein, Minnameier (2004) argues that abduction differs from the
inference to the best explanation (IBE) since the former describes the process of
generation of theories, while the latter describes the inductive process of their
evaluation. As Hintikka so Minnameier traces this view back to Peirce’s work on
abduction. Abduction, properly speaking, should be restricted to describing the
processes that lead to the generation of a theory or hypothesis.

Recent work on abduction (Gabbay and Wood 2005) goes as far as to draw a
distinction between abducting an hypothesis that is considered worth conjecturing
and the decision either to use further this hypothesis to do some inferential work in
the given domain of enquiry, or to test it experimentally. The latter step, when it
takes place, is an inductive mode of inference that should be distinguished from the
abductive inference that led to the hypothesis.

In this paper, I argue that in real scientific practise both the distinction between a
properly speaking abductive phase and an inductive phase of hypothesis testing and
evaluation, and the distinction between testing an hypothesis that has been dis-
covered in a preceding abduction and releasing or activating the same hypothesis
for further inferential work in the domain of enquiry in which the ignorance
problem arose in the first place are blurred because all these processes form an
inextricable whole of theory development and elaboration, which defies attempts to
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analyze this intricate process into discrete well-defined steps. Thus, my arguments
reinforce Magnani’s (2014) view on abduction and its function in scientific practise.

In the first section, I put the discussion in its historical perspective starting with
the distinction between the context of discovery and the context of justification and
show how the recent considerations on the relation between abduction and IBE are
related to the aforementioned original discussion. In the second section I examine
Newton’s first optical paper to trace the steps of the process of discovery of the
non-homogeneous nature of white light. In the third and last section, I use the
analysis of Newton’s work in optics to argue that the principled distinction between
abduction and induction and their consideration as two separate stages of the
process of theory generation or discovery fails to take into account the intricacies of
actual scientific practise.

The discussion on Newton’s first optical paper draws heavily from a previous
paper (Raftopoulos 1999) in which I had argued that Newton’s argument in support
of the thesis concerning the different degrees of refrangibilities of the various
colors, as a whole, is an eliminative induction. In the present paper, I pursue further
this line of reasoning to argue that Newton’s method should be better viewed as an
IBE.

1 Clearing the Ground: Abduction and Inference
to the Best Explanation

One of the trademarks of the neo-positivist era and its Popperian criticism was the
sharp distinction between the context of discovery and the context of justification.
Popper’s “The logic of Scientific Discovery” aimed, among other things, at
showing that the process of discovery of hypotheses and theories is very different
from the process of justification or confirmation the reason being that the former is
clearly a psychological process that, as such, defies any attempt to explain it
rationally by discovering a logic of discovery. The context of justification, on the
other hand, covers the whole process of submitting an hypothesis to the test and
finding evidence that would support the hypothesis. As such, the context of justi-
fication could be the subject matter of enquiry for a logic of discovery, which is
inevitably an inductive logic, whence the many attempts to examine the sort of
inductive support, that is, the conditions under, and the extent to, which various
pieces of evidence support an hypothesis.

A combination of the close study of the history of science and philosophical
analysis, however, soon showed that the abovementioned analysis is rather sim-
plistic. As a result, philosophers drew a distinction within the realm of the context
of discovery by dividing it into two parts, namely, the context of theory generation
and the context of prior plausibility of probability of the hypothesis. The former
purports to describe the psychological process of hitting upon an hypothesis, while
the latter describes the considerations that lead scientists to think of a hypothesis,
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which was discovered at the stage of theory generation, as worth pursuing by
assessing its prior plausibility or probability, that is, its epistemic and scientific
value before the hypothesis be tested by new experiments. Testing the hypothesis
by designing new experiments, on the other hand, constitutes the context of theory
evaluation and confirmation as the context of justification was now called. The
move from a ‘context of justification’ to a ‘context of confirmation’ occurred
because philosophers realized that justification of a statement entails knowing the
statement is true and hypotheses, which usually are universal statements, cannot be
known to be true on account of the fact that they are universal statements; it follows
that hypotheses are not justified, Hypotheses, however, can be supported by evi-
dence to various extents and this means that they are confirmed to various degrees.
These views introduced, on the one hand, a wedge between conceiving of an
hypothesis as a possible explanation of a set of phenomena and the initial plausi-
bility or probability of this hypothesis, and, on the other hand, a distinction between
these two and the process of theory evaluation.

Inevitably, the context of discovery was related to Aristotle’s notion of abduc-
tion, construed as the inference in which a series of facts, which are either new, or
improbable, or surprising on their own or in conjunction, are used as premises
leading to a conclusion that provides an explanation of these facts, as well as to the
discussion of the notion of abduction by Peirce.

Even though some philosophers (Harman 1965; Lipton 2004) treat abduction
on a par with IBE, Hintikka (1997, 1998) maintained that abduction is ignorance-
preserving in the sense that the hypothesis that abduction delivers is not, episte-
mologically speaking, on a firmer ground than the phenomena it purports to explain;
ignorance is preserved and, thus, knowledge is not enhanced until the hypothesis
undergoes a further inductive process that will test it against empirical evidence.
Hintikka, therefore, distinguishes between the abductive process properly speaking
and the inductive process of hypothesis testing, which, Hintikka thinks, can be traced
back to Peirce’s views on abduction. It follows that, for Hintikka, abduction is
different from IBE since the latter presupposes that the abduced hypothesis has been
successfully tested because, otherwise, one could not be able to claim that it is the
best available explanation.

Similarly, Minnameier (2004) argued that that abduction is different from the
IBE since the former describes the process of generation of theories, while the latter
describes the inductive process of their evaluation.

Peirce characterizes abduction as the only type of inference that is creative in the sense that
it leads to new knowledge, especially to (possible) theoretical explanations of surprising
facts. As opposed to this, IBE is about the acceptance (or rejection) of already established
explanatory suggestions. Thus, while abduction marks the process of generating theories or,
more generally, concepts, IBE concerns their evaluation. However, if this is so, then both
inferential types relate to entirely different steps in the process of knowledge acquisition.
(pp. 75–76)

It follows that for these authors abduction should be construed as the logic
underlying the context of theory generation, while the logic underlying the context
of theory confirmation is, as is traditionally thought, induction. What remains to be
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seen, if abduction is construed as the logic of theory generation, is whether these
philosophers think of the context of theory generation as the traditional context of
discovery, or whether they equate theory generation with the context of theory
generation as opposed to the context of prior plausibility or probability of the
hypothesis, both belonging to the wider context of discovery. Recall that ‘theory
generation’ in the Philosophy of Science was introduced to designate the psycho-
logical process of hitting on a hypothesis, a process that, as it was thought, is
independent of the prior plausibility/probability of the hypothesis, the estimation of
the latter belonging to the context that covers the considerations that lead scientists
to think of the hypothesis as worth pursuing.

Gabbay and Wood’s (2005) logical scheme of abduction (GW-schema) sheds
some light on the distinction between these two contexts, i.e., the context of theory
generation and the context of prior plausibility or probability, which taken together
cover the traditional context of discovery. The details of the GW-schema need not
concern us here.1 Suffice to say that abduction culminates first in the hypothesis H
deemed to be worthy of conjecture—in the GW-schema this conclusion is desig-
nated as C(H). Being worthy of conjecture does not entail that H is accepted and
used for further scientific purposes, or that H is put to test. The decision to activate
or release H for further work in the domain of enquiry to which the attempt to
explain the initial set of phenomena gave rise, that is, the decision to start drawing
inferences concerning this domain of enquiry, is the second and last conclusion of
the abductive process—in the GW-schema this conclusion is designated as Hc.
When H is released for inferential work in the original domain of enquiry the
abduction is full, whereas, when H is not activated for this purpose, that is, when H
is not acted upon, the abduction is partial. Note that in the last case the abduction is
considered partial even if H is empirically tested (Woods 2009). There is, thus, a
further distinction to be drawn between releasing H for inferential work in the
original domain of enquiry and submitting H to experimental test, in addition to the
distinction between these two actions and the abductive step of hitting on the
hypothesis.

1The G-W schema for abduction is as follows:

1. T!α [setting of T as an epistemic target with respect to a proposition α],
2. ¬(R(K, T)) [fact], where R is the attainment relation with respect to T, and K is the knowledge

base available to the agent,
3. ¬(R(K*, T)) [fact], where K* is an accessible successor of K in the sense that an agent could

construct it in ways that serve to attain targets linked to K,
4. H 62 K [fact], where H is the proposed hypothesis,
5. H 62 K* [fact],
6. ¬R(H,T) [fact],
7. ¬R(K(H),T) [fact], where K(H) is the knowledge base with the addition of H, which may

mean that K has to be somewhat revised,
8. If H * R(K(H),T) [fact], where * is the subjunctive conditional relation,
9. H meets further conditions S1,…, Sn [fact],
10. Therefore, C(H) [sub-conclusion, 1–9].
11. Therefore, Hc [conclusion, 1–10].
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At a first glance, it seems that C(H) could be considered as the result of the
abductive process that corresponds to the generation of H, the hitting on H, since
this step is clearly distinguished from any considerations concerning the prior
plausibility/probability of H. Hc, on the other hand, could be considered as the
assessment of the prior plausibility or probability of H, since it is reasonable to
assume that scientists would decide, under normal circumstances, to release H for
inferential work in the relevant domain of enquiry only if they deemed it worth
pursuing owing to its significant prior plausibility or probability. This, again, leaves
open the possibility that abduction may lead to the generation of an hypothesis that
is worthy of conjecture but not worthy of pursuing because it has a low a priori
plausibility or probability. If, however, one examines closely the steps of the
GW-schema and especially step nine that precedes the conclusion that C(H) is the
case and which designates that H should meet a set of further conditions (for
example, it satisfies the consistency and minimality constraints (see Magnani 2014,
3), which in essence ensure that H has no plausible rival hypothesis, one tends to
conclude that C(H) contains an assessment of the prior plausibility of H. That is, C
(H) is the conclusion of an abduction that covers the domain of prior plausibility or
probability. This also justifies the widespread view that abduction amounts to
guessing reliable hypotheses because, in scientific practice at least, an hypothesis is
reliable if it has an acceptable prior plausibility or probability.

A word of caution is needed at this juncture. The above claim should not be
meant to exclude the possibility that one may hit on an hypothesis that if true would
explain the salient set of phenomena and which, despite the fact that it lacked initial
plausibility or probability, was eventually proved to be true; the History of Science
has many such examples. There are two possibilities in this scenario. Either the
improbable hypothesis is the only one that, in the scientist’s view, can account for
the phenomena, that is, it is the only game in town, despite its low initial plausi-
bility. In this case, Sherlock Holmes’s dictum concerning improbable hypothesis
that are the only ones accounting for the phenomena applies. Or, the improbable
hypothesis is not the only candidate but the scientist decides that it is worthy of
conjecture for some reason or other. Note, however, that in this second case, the
condition imposed by step 9 of the GW-schema is not met because the hypothesis in
case has more plausible rivals. Thus, if the History of Science reveals cases in
which scientists acted in the second way, then either one has to declare that their
actions were not rational, according to the GW-schema of abduction, since they did
consider worthy of conjecture and even released for inferential work an hypothesis
that did not satisfy the conditions set in the ninth step of the abductive inference, or
one has to reexamine the reliability of the GW-schema as an account for the actual
scientific practise of theory generation.

If, as the above analysis suggests, C(H) includes an assessment of the prior
probability/plausibility of H, and in view of the proposed distinction between C(H)
and Hc in the GW schema, it would be interesting to examine the conditions under
which scientists may decide not to pursue for further inferential work an hypothesis
that is deemed worthy of conjecture and has an acceptable prior plausibility of
being better than its rival hypotheses, that is, cases in which a scientists does not
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take the step from C(H) to Hc. I will not pursue this issue here except to note that I
think that any such decision would be made on the basis of pragmatical consid-
erations only and not epistemological ones since epistemological considerations are
satisfied by the GW-schema of abduction. If this holds true, then this decision is
probably taken based on purely pragmatical reasons.

The philosophers discussed thus far assume that the process of theory generation
or prior assessment, which they consider to be the abductive, properly speaking,
process, differs from the inductive process of hypothesis/theory testing. In this
sense, they endorse the old venerable distinction between the process of theory
discovery, which they assign to abductive reasoning, and the process of theory
justification, which they assign to inductive reasoning, with one notable difference.
While traditionally, philosophers of science thought that the context of discovery
and, later, the context of theory generation were inherently psychological and, thus,
resisted any logical analysis, the recent discussions on abduction attempt to unearth
the logical structure of the reasoning underlying theory generation, as the
GW-scheme of abduction eloquently shows. This, most likely, results from the fact
that the recent accounts of abduction assume that abduction covers the process of
the estimation of the prior probability/plausibility of a hypothesis that can be
described logically.

There are, however, philosophers who think that the creative process of theory
generation cannot really be set apart from the context of testing and confirming
theories. In this vein, Magnani (2014, 39) defends a view of abduction according to
which

The proper experimental test involved in the Peircean evaluation phase, which for many
researchers reflects in the most acceptable way the idea of abduction as inference to the best
explanation, just constitutes a special subclass of the process of the adoption of the
abductive hypothesis—the one which involves a terminal kind (iv) of actions (experimental
tests), and should be considered ancillary to the nature of abductive cognition.

I fully agree with this view and in the next section I discuss Newton’s first papers
in optics to substantiate this claim.

2 Putting the Distinction into Test: Newton’s First
Optical Paper

Newton describes in his first optical paper the process of discovery and proof of one
of the properties of light, to wit, that different colors have different degrees of
refrangibility (Cohen 1958, pp. 47–78). The initial experiment consisted in placing
a prism near a small hole in the shutters of the window of a darkened chamber in
such a way that sunlight was refracted to the opposite wall. The experiment resulted
in the production of a colored pattern on the wall having an oblong form, whereas,
according to the laws of refraction, the pattern should have been circular. Newton
compared the length of the coloured spectrum with its breadth and found it about
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five times greater, a result which he called ‘extravagant’. The oblong pattern is a
phenomenon, which Newton calls the ‘elongation of the spectrum’ that needs to be
explained as is unexpected.

Though Newton may have had from the beginning some reason to believe that the
spectrum is due to the various angles of refraction of the different color-producing
rays, this did not imply anything regarding the heterogeneity of white light. It is still
possible that the different colors could be generated within the prism by means of a
modification of homogeneous white light, and then be refracted in different angles,
which, as Kuhn reports, was Newton’s first idea when he performed the experiment
(Cohen 1958, 34). This is, perhaps, the reason that no mention of the heterogeneity of
white light is to be found in in the early optical notes of Newton’s.

The first set of possible causes that occurred to Newton was that “I could scarce
think, that the various thickness of the glass, or the termination with shadow or
darkness, could have any influence on light to produce such an effect; yet I thought
it not amiss, first to examine those circumstances, and so tried, what would happen
by transmitting light through parts of the glass of divers thicknesses … (Cohen
1958, 48). None of these circumstances was found “material”, since the fashion of
the colors was the same in all cases with different thicknesses, a fact that suggests
that the thickness of the glass is not a causal factor of the phenomenon.

The second possible cause is more interesting, since what Newton does is to
reject a standard part of any explanation of colors from Anaximenes to Grimaldi,
Descartes, and Hooke, namely that colors result from the mixture of light with
darkness, which comes from the boundaries of the hole. To test this supposition
Newton “tried, what would happen by transmitting light … through holes in the
window of divers bigness, or by setting the prism without so, that the light might
pass through it, and be refracted before it was terminated by the hole” (Cohen 1958,
p. 48). Again, the fashion of the colors did not change, a fact that made Newton
reject this hypothesis.

The next possible cause that might explain the phenomenon was the hypothesis
that the colors might have been thus dilated because of the unevenness in the glass
or some other irregularity. Thinking that if a prism causes an irregular dispersion of
the light rays a second prism which refracts light in a contrary way should cancel
the regular effects of the first prism while augmenting the irregular ones, he com-
bined two prisms so that they refracted light in contrary ways and performed an
experiment whose main feature was that the second prism refracts the light in
‘contrary ways’. The experiment showed that “whatever was the cause of the
length, it was not any contingent irregularity”, since “the light which by the first
prism was diffused in an oblong form, was by the second reduced into an orbicular
one …” (Cohen 1958, p. 48).

The rejection of this hypothesis carried a special weight for Newton because
Descartes and Hooke explained the phenomena of colors by appealing to some kind
of irregularities. According to Hooke, light is a short vibrating motion in the
luminous body. This vibration spreads symmetrically through the surrounding
medium, that is, ether. The pulses are at right angle to the beam of light unless they
find in their way an interface bounding a different transparent medium. In such
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cases the pulses are distorted and they cease being normal to the beam. This
distortion or irregularity of the pulses constitutes color, blue being the result of an
oblique and confused pulse whose weakest part proceeds, and red being the result
of a distorted pulse whose strongest part proceeds. Newton’s mention to Descartes
refers to a non-standard explanation of the color of the tail of comets, put forth in
the third part of The Principles (AT. IX: 185–88). (Newton’s argument, however, is
unfair to Hooke. See Raftopoulos 1999 for a discussion.)

Considering another possible cause, Newton writes “Then I began to suspect,
whether the rays, after their trajection through the prism, did not move in curved
lines, and according to their more or less curvity tend to divers parts of the wall”
(Cohen 1958, p. 50).

Newton gives the reason that made him think that the above might be a possible
explanation of the phenomenon at issue; this was that he remembered that he had
seen a tennis ball, struck with an oblique racket, describing such a curved line.

For, a circular as well as a progressive motion being communicated to it by that stroke, its
parts on that side, where the motion conspires, must press and beat the contiguous air more
violently than on the other, and there excite a reluctancy and reaction of the air propor-
tionally greater. And for the same reason, if the rays of light should possibly be globular
bodies, and by their oblique passage out of one medium into another acquire a circulating
motion, they ought to feel the greater resistance from the ambient aether, on that side, where
the motions conspire, and then be continually bowed to the other…. notwithstanding this
plausible ground of suspicion, when I came to examine it, I could observe no such curvity
in them. (Cohen 1958, p. 50)

Newton’s discussion is a cautious attack against an existing hypothesis seeking
to explain the phenomena related to the rays of light. This is the hypothesis put forth
by Descartes in his Optics. Descartes, (AT. VI: 88–9; CSM. 1: 155) in order to
explain refraction, reflection and colors appeals to supposed changes in the speed of
the small balls that constitute light when they pass from one medium to another
with a different density. Newton attacks the account of colors Descartes gave in the
Meteorology where colors were associated with the various rotational speeds that
the particles of light acquire when they pass from one medium to another.

Newton knew that the elongation of the spectrum had been observed before.
This elongation, however, was seen in a different light. First, the observed elon-
gation was much smaller than the one reported by Newton owing to the fact that the
screen was placed close to the prism and this resulted in a smaller elongation.
Second, an explanation of this elongation had been put forward by standard theories
of colors, according to which colors result from the modification of light when it
interacts with bodies. This elongation was due to the fact that the sun has finite
dimensions, so that the light rays falling on the prism were not parallel but, instead,
had different angles of incidence. Hooke, for example, believed that the divergence
of the rays is caused by the fact that the sun is not a point source of light, and that
the resulting divergence could be accounted for by his theory.

Newton, in order to be able to claim that the phenomenon of the elongation of
the spectrum of colors supports his explanation of the dispersion of colors against
other alternative explanations, had to show that his opponents’ explanation of the
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phenomenon was not satisfactory. Thus, he modified the configuration of the
experiment so that the rays coming from opposite parts of the sun’s discus were
virtually parallel to each other. He found out that the difference between the two
configurations could account for 31 or 32 min of divergence (which is the angular
size of the sun), and thus the convergence of the beam incident on a small hole. This
is much less than the observed elongation of the spectrum, 2° and 49 min. Though
this calculation revealed the insufficiency of the other theories of color, Newton
proceeded to perform another experiment:

having placed it [the prism] at my window, as before, I observed, that by turning it a little
about its axis to and fro, so as to vary its obliquity to the light, more than an angle of 4 or 5
degrees, the colours were not sensibly translated from their place on the wall, and conse-
quently by the variation of the incidence, the quantity of refraction was not sensibly varied.
(Cohen 1958, p. 49)

Newton concludes that this experiment shows that the difference of the incidence
of rays flowing from divers parts of the sun could not make them after decussation
diverge at a sensibly greater angle than that at which they before converged; there
still remained some other cause to be found out to explain the higher divergence.

To understand the role of the series of experiments in the Newtonian method we
should turn to Newton’s correspondence with Pardies and Lucas because there
Newton gives a clear account of the role of experiments. On 21 May 1672, Pardies
sent his second letter to Newton, raising the following objection:

But since I now see that it was in that case that the greater breadth of the colours was observed,
on that head I find no further difficulty. I say on that head; for the greater length of the image
may be otherwise accounted for, than by the different refrangibility of the rays. For according
to that hypothesis, which is explained at large by Grimaldi, and in which it is supposed that
light is a certain substance very rapidly moved, there may take place some diffusion of the
rays of light after their passage and decussation in the hole. (Cohen 1958, p. 104)

Newton’s answer came in the same year (Cohen 1958, emphasis added):

Hence it has been here thought necessary to lay aside all hypotheses … that the force of the
objection should be abstractly considered, and receive a more full and general answer. By
light therefore I understand, any being or power of being… which proceeding directly from
a lucid body, is apt to excite vision. And by the rays of light I understand its least or
indefinitely small parts, which are independent of each other … This being premised, the
whole force of the objection will lie in this, that colours may be lengthened out by some
certain diffusion of light beyond the hole, which does not arise from the unequal refraction
of the different rays, or of the independent parts of light. And that the image is no otherwise
lengthened, was shown in my letter in Numb. 80 of the Transactions; and to confirm the
whole in the strictest manner, I added that experiment now known by the name
Experimentum Crucis. (pp. 106–107)

Putting aside the issue about hypotheses, let us focus on Newton’s response to
Pardies’ objection. Let us try to reconstruct Newton’s argument. Facing an objec-
tion as to the cause of refraction, he repeats the way he had used to prove, in his first
optical paper, that the rays of different colors have different degrees of refrangi-
bility. This proof consists of two parts: (a) a set of “premises” concerning what
Newton understands by “rays of light”, and (b) a series of experiments and the
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experimentum crucis. Both parts aim to eliminate possible alternative explanations
of the phenomena of refrangibility.

The premises to which Newton refers in his second letter to Pardies are an
essential part of Newton’s experimental proofs. They include the fact that the rays
of light travel in straight lines, that they consist of small parts, and that they are
independent of each other. Another assumption used by Newton is found in Book
One, Part I, of the Opticks (Newton 1730, 75). After experiment 15 and the
discussion that proves proposition VI, Newton concludes (Newton 1730)

And this demonstration being general, without determining what light is, or by what kind of
force it is refracted, or assuming any thing farther than that the refracting body acts upon the
rays in lines perpendicular to its surface; I take it to be a very convincing argument of the
full truth of this proposition. (pp. 81–82)

Newton knows that these assumptions are commonly held by all involved in the
study of optical phenomena so it is unlikely that his demonstrations would be con-
tested on these grounds. Some of the premises well entrenched in the background
knowledge and Newton feels no need to justify them. For some others, he offers a
justification that consists in a kind of rationalization of our experiences. For instance,
we see that some part of the light may be refracted or reflected when the rest is not;
thus, we may conclude that light consists of independent parts. The conclusion is so
obvious in view of our experience that Newton need not add anything else to justify it.
Even those premises that are given no justification and, additionally, cannot be
grounded directly in experience are accepted by Newton’s opponents.

Newton thinks in his letter that the premises block the whole class of alternative
explanations that could have arisen from different accounts of the rays of light.
Thus, the only possible alternative remaining is (or, as Newton put it “this being
premised, the whole force of the objection will lie in this”) that “colours may be
lengthened out by some certain diffusion of light beyond the hole, which does not
arise from the unequal refraction of the different rays.” What Newton has in mind
are the explanations of colors by Grimaldi, Descartes, and Hooke, which were the
main hypotheses to account for the phenomena of colors at that time.

The series of experiments reported in the first optical paper, however, show that
such diffusion cannot account for the phenomenon (Cohen 1958, p. 49). Thus,
Newton can claim he has shown that the phenomenon cannot be accounted for by
these alternatives. Now it is the turn of the experimentum crucis to play its
part. This experiment confirms in the strictest manner that the lengthening of the
image is due exclusively to the different degrees of refrangibility of the rays of light.

The Experimentum Crucis is the last step in Newton’s proof that the cause of the
image could only be that light consists of rays that are differently refrangible
(Cohen 1958). The gradual removal of the previous possibilities, says Newton, led
him to the experimentum crucis. Its configuration consists of two parallel prisms
through which the light passes successively. The first prism is slowly turned about
its axis and the resulting image of the light is observed on the second board. If
Newton’s theory was correct, then the second prism should augment the result of
the first prism, in the sense that the rays of white light refracted in different degrees
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and analyzed by the first prism undergo a second refraction which, because of the
variation of the degrees of refrangibility, causes an even greater spreading of the
beam. The uneven refraction of the rays is observed, confirming that the light
consists of rays differently refrangible.

The experiments before the experimentum crucis proved the falsity of the main
rival theories, but did not confirm Newton’s theory. The experimentum crucis
accomplishes that, by confirming the uneven refraction of the light rays. Since these
rival theories were the only alternative ones, given the initial assumptions con-
cerning the light rays, Newton can now claim that his experiments show the falsity
of all the other theories, while confirming his. Thus, he claims that his experiments
prove his theory. This is why Newton writes to Pardies that the crucial experiment
confirms in a strict manner the theory.

One might object at this point that Newton could not have known that he had
excluded all alternative explanatory hypotheses and, thus, his belief that he his
hypothesis has been confirmed to the strictest manner is false. The reply to this
objection is threefold. First, Newton does not expect his experiments to eliminate
all possible causes. These experiments are meant to test all those alternatives that
are compatible with certain premises presupposed in the context of enquiry. The
different degrees of refraction of the various colors may be caused only by the
different refrangibilities of the colors or by certain diffusions of light, given the
premise regarding the constitution of the rays of light, namely, that the rays of light
consist of indefinitely small parts that are independent of each other. It is clear in his
letters that Newton has no doubt that his theory about the cause of the dispersion of
colors is true. It is, therefore, evident that, in addition to the aforementioned con-
trolled experiments, his experimental method relies heavily upon certain assump-
tions that are deemed as unproblematic.

Second, there is another characteristic of Newton’s method that restricts further
the problem space of possible explanations. This is no other than Newton’s famed
positivistic attitude towards causal explanations (Hall 1993, p. 59), which led him
to distinguish the properties of things from uncertain speculations regarding their
causes. Newton searches only for the properties of the rays of light. This reduces
significantly the problem space and makes the demand of an exhaustive enumer-
ation of alternative explanations more plausible.

A third factor restricting the search space is Newton’s conception of the analogy
of nature, as expressed by the two first rules of philosophizing (Newton 1729,
pp. 398–400).2 Since the possible alternatives must be inferred from the

2Newton’s four rules of reasoning read (Newton 1729, 398–400):

Rule 1: We are to admit no more causes of natural things than such as are both true and
sufficient to explain their appearances.

Rule 2: Therefore to the same natural effects we must, as far as possible, assign the same
causes.

Rule 3: The qualities of bodies, which admit neither intensification nor remission of degrees,
and which are found to belong to all bodies within the reach of our experiments, are to
be esteemed the universal qualities of all bodies whatsoever.

270 A. Raftopoulos



phenomena, Newton has to consider only “properties” (and not causal hypotheses)
that are known to work in similar cases.

To recapitulate, the series of hypotheses tested are tentative possible explana-
tions of the phenomena. These are the conclusions of weak inferences that do not
establish their results with certainty, as opposed to the strong inferences that do
yield the maximum certainty that is possible in experimental science. The possible
causes of phenomena are inferred by means of inductive, analogical inferences,
which allow us to assume that a cause that is known to operate in a certain case also
operates in a similar case. The success of an analogical argument hinges heavily
upon the extent to which the “target” is similar enough to the “base” to justify the
extension of the cause to the new domain. Thus, analogical arguments alone do not
yield any significant certainty. In such a situation we have some reason to believe
that X is the cause of the examined phenomena and, at the same time, we may have
reason to believe that a different and incompatible cause operates. The conclusions
of weak inferences have the form “x may be the cause of E”, as opposed to strong
inferences in which we have strong reasons for believing that “x is the cause of E.”

(Footnote 2 continued)

Rule 4: In experimental philosophy we are to look upon propositions inferred by general
induction from phenomena as accurately or very nearly true, notwithstanding any
contrary hypotheses that may be imagined, till such time as other phenomena occur,
by which they may either be made more accurate, or liable to exceptions.

The first two rules refer to inductive inferences (the term ‘inductive inferences’ denotes any
kind of ampliative inferences, that is, inferences the conclusions of which are not contained in the
premises) pertaining to causes. I think that these inferences are instances of causal simplification
(or, as they are sometimes called ‘analogical inferences’) that have one of the following forms:

C1: Effects E1, …, En are the same in systems S1, … Sk. Therefore (By Rule 2)
these effects have the same causes in all these systems.

C2: The cause of effect E in system 1 is an X with properties P1,…, Pn. The cause
of the same or similar effect E in system 2 is an x with properties P1, …, Pn.
Therefore (by Rules 1 and 2) the cause of the effect in system 1 is the same
X as that which causes the effects in system 2.

C3: Effects E1, …, En in system 1 are caused by C. Effects E1, … En are also
present in system 2. Therefore (by Rules 1 and 2) effects E1,…, En are caused
by C in system 2.

Rule 3 sanctions inferences from properties found to hold for all observed members of a class
to the claim that these properties hold for any unobserved members of the class (or for all the
members of this class). Furthermore, this Rule justifies inferences to unobserved members of a
class and to the unobservable realm.

Rule 4, finally, discloses the method to be used in experimental philosophy In this philosophy
propositions are ‘inductively’ inferred from the phenomena. Though the rule does not specify what
kinds of propositions are inferred from the phenomena, Newton states that in natural philosophy
we seek to establish the general properties of things and that the method is to be used in our
inquiries after the properties of the things. Moreover, the causes of these properties are to be
discovered by means of the same method.

Abduction, Inference to the Best Explanation … 271



A series of weak inferences cedes its place to a strong inference by means of a
series of experiments, which seek to test the truth of these inferences, and which
culminate in the experimentum crucis.

3 Concluding Discussion: Abduction and the Method
of Discovery and Proof

The discussion of Newton’s first optical paper brings forth the following kinds of
inference involved in Newton’s experimental proofs:

(a) Inductive inferences from the phenomena to the possible properties of things
that could explain them. These inferences are justified by the first two rules of
reasoning in the third book of the Principia (Newton 1729, pp. 398–400) and
they involve ‘causal simplification’.

(b) A deduction of consequences from these possible properties, that are tested
against the results of controlled experiments.

(c) An elimination of the properties, the consequences of which clash with the
phenomena. The surviving property is deemed to be the true cause.

(d) An inductive generalization (justified by the third rule of reasoning) from the
studied case to all similar cases.

All these steps form an integrated whole and no part could have existed without
the others. Newton’s method of discovery and proof is an induction by elimination.
This justificatory method exemplifies Nickles’ ‘generative justification’ (Nickles
1988, 40; 1989, 299–304), that is, the methodology according to which a theory is
better justified if it can be shown how it was constructed or derived from the
background knowledge plus some new experiments. So, Newton does not restrict
himself to proposing a theory and submitting it to experimental tests. This trait
radically distinguishes Newton’s method from the hypothetico-deductive method,
according to which the warrant for a theory comes solely from the fact that the
experimental evidence can be deduced from it. Instead, Newton shows how this
theory was derived from experiments and some background knowledge, namely,
his assumptions.

Furthermore, we see that the ‘experimental proofs’ or ‘deductions from the
phenomena’, as Newton calls them, involve much more than simple deductive (in
the standard sense) inferences. They also contain ampliative inferences, a fact
which indicates that Newton used ‘deduction’ with a wider meaning than it has
nowadays. It must be noted here that if Newton considers the list of enumerated
alternative explanations to be exhaustive, then the argument by elimination is
deductive. We saw, however, that Newton did not think that the experimental
proofs are as certain as mathematical demonstrations, and I suggested that this
uncertainty might arise from the possibility that the enumeration of alternatives may
not be exhaustive.
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I claimed that the Newtonian deduction includes induction and other ampliative
inferences. It may be objected that Newton contrasts induction with deduction and
for this reason one should not include the former in the latter. The motive behind
this objection seems to be that Newton uses these two terms differently in the same
context, as in the letter to Cotes (Thayer 1953, p. 6) in which Newton states that
“principles are deduced from the phenomena and made general by induction.”

The answer to this objection is two-fold. First, Newton did not contrast between
induction and deduction. In a letter to Oldenburg (Cohen 1958), we read: “You
know the proper method for inquiring after the properties of things is, to deduce
them from experiments” (p. 93). Upon the completion of the method propositions
pertaining to the properties of the things have been deduced from experiments.
Now, in Rule 4 of philosophizing (Newton 1729) Newton writes that: “In experi-
mental philosophy we are to look upon propositions inferred by general induction
from phenomena as accurately or very nearly true…” (p. 400). Thus, ‘general
induction from the phenomena’ and ‘deduction from the phenomena’ are both used
to denote the method for deriving the properties of things from the phenomena. This
suggests that Newton did not think that they contrasted with one another. This
assumption is reinforced by the following passage from the letter to Cotes:
“[E]xperimental philosophy proceeds only upon phenomena and deduces general
propositions from them only by induction” (Thayer 1953, p. 7). Here it is clear that
induction is a kind of the deduction from the phenomena. Newton’s usage of these
terms is slippery, but this only shows that Newton shares the same tradition with
Descartes, for whom induction was not a separate form of inference, but a com-
plicated form of deduction (AT XI, Rule VII).

Second, the term induction was also used with its modern meaning, meaning an
ampliative inference from some members of a set to the entire set. This is how
Descartes uses it in Rule VII of the Regulae, and this is how Newton uses it in the
letter to Cotes. The conclusions that have been deduced from the phenomena with
respect to a particular experimental set-up can be generalized. Thus, they are the
universal properties of things.

All these suggest that Newton does not use the term “discovery” the way
philosophers of science did after the distinction between the contexts of discovery
and justification. Following the tradition of his time, Newton does not distinguish
between “proof” and “discovery”. Whenever he refers to his scientific method he
starts by stating that this is a method of discovery and proof. This is how Bacon
(1990) and Descartes (Regulae, AT. X; Discourse, AT. VI: AT. VII) conceived of
their method. It is worth mentioning that this tradition is maintained until Mill, for
whom induction is the method of “discovery and proof”.

Let us consider Newton’s own apocryphal account of how the idea of a universal
gravitation was first formed in his mind (the apple, etc.), and his account of his
discovery of the theory of colors in the first optical paper. In the former case,
Newton describes how he got for the first time an idea, an idea which he elaborated,
refined, and tested in order to prove. In the latter case, Newton refers to the process
itself of the elaboration of an idea, and calls this whole process the ‘discovery’ of
the different refrangibilities of the rays of light. Thus, we have to conclude that
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Newton’s ‘logic of discovery’ should not be taken in the sense of the logic of
“theory generation”, that is, of the process by which the scientist hits upon a
hypothesis, but in the sense of the logic of the process of elaboration of a theory.
Newton assumes that this elaboration finally establishes the hypothesis and that the
inferences involved, in elaborating the hypothesis, prove it.

If this is what Newton has in mind when he speaks of “discovery”, then he is not
using the term in the same way as current philosophy of science. Even when
philosophers emphasized that the ‘logic of discovery’ should not be taken to cover
the process of theory generation, as logical positivism and Popperianism have
traditionally thought, they insisted that it should not be taken to be coextensive with
the logic of justification either. Rather, this logic should be deemed to cover the
context of prior plausibility or probability of the theory, that is, it should take up the
process by which a theory is deemed to be worth pursuing, either because it is
plausible, or highly probable, before it is tested by new experiments specifically
designed to confirm or disconfirm the theory.

This is far from Newton’s idea of discovery; in a draft preface for the 1704
Opticks he writes (ADD. 3970. 3. Folio 480v, quoted in McGuire 1970)

The method of resolution [analysis] consists in trying experiments and considering all the
phenomena of nature relating to the subject at hand and (drawing conclusions from them)
and examining the truth of these conclusions by new experiments … until you come to the
general properties of things. (pp. 184–185)

As this statement shows, experiments testing the propositions drawn from the
phenomena are an essential part of the method of discovery and proof.

Let us see the impact of the above considerations, which I have carefully dis-
cussed without any mention of abduction lest I distort the impact of the analysis on
the notion of abduction, on the accounts of abduction that we discussed in the first
section. We have seen that some philosophers (such as Hintikka and Minnameier)
view abduction as the process of theory generation, i.e., as the process of hitting
upon an hypothesis that, if true, would explain a set of data. It is not clear whether
they intend this context to include an assessment of the prior plausibility/probability
of the hypothesis. The analysis of the GW-schema of abduction most likely
interprets abduction as including the prior assessment of the hypothesis.

According to this view, scientists use abduction to reach at an hypothesis worth
considering, which, let us assume, has an acceptable initial plausibility/probability;
abduction covers the traditional context of discovery. Then, the decision to test it
experimentally is a different, inductive, process; the process of confirmation. Taken
together, these two constitute the IBE. Let us now see whether this view of
abduction fits Newton’s process of discovery. At a first glance, there seems to be a
perfect fit. Newton proposes a hypothesis and then tests it to reject it when it
conflicts with experience. Finally, after a series of tests, he accepts the hypothesis
that withstands the previous tests and also passes the crucial experiment.

This, however, is deceiving. The abductions to the possible causes, the tentative
hypotheses, which Newton calls inductions from the phenomena, and the ensuing
experimental tests involved in the evaluation phase of these tentative hypotheses
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constitute a special subclass of the process of the confirmation and eventual
adoption of the abductive hypothesis, that is, the hypothesis that Newton finally
proposes as the explanation of the phenomena.

The series of tentative hypotheses do not form separate abductive actions. One
could not understand Netwon’s process of discovery if one analysed this process as
a series of separate series of hypotheses formation and empirical testing of these
hypotheses because Newton would not have arrived at his final hypothesis, except
by chance, had he not undergone the sequence of drawing tentative hypotheses and
testing them. His notes and writings show clearly the process that led him from the
initial hypotheses he thought could explain the phenomena to the final hypothesis
he adopted as he gradually rejected the previously entertained hypotheses. To put it
differently, the process of abduction that gives rise to some hypothesis does not
function in a vacuum but necessarily takes place in a context and, thus, it is
interwoven in a nexus of conflicting alternative hypotheses whose formation and
testing plays an in eliminable role in the formation of the abduced final hypothesis.
Moreover, even if Newton had hit by accident on this hypothesis, the fact that this
hypothesis passes the experimentum crucis does not mean that it is the best game in
town unless one has first rejected the other plausible alternative hypotheses, which
is exactly what the series of drawing tentative conclusions and testing them aims to
accomplish. In fact, one cannot be certain that Newton would have been able to
design the experimentum crucis if his mind had not been shaped by the series of
experiments that he had already performed. These considerations fully justify
Magnani’s view quoted in the first section.

This is very important so allow me to dwell upon it a bit further. Attempting to
defend the view that hypothesis generation (abduction) and testing of the hypothesis
(induction) are two distinct phenomena despite the fact that in conjunction they
constitute the backbone of scientific research, one could point out that the analysis
of Netwon’s work that I have presented does not really clash with this account. This
is so because our discussion shows that Newton first hits on an hypothesis and then
tests it experimentally. The fact that Newton proposes a series of hypotheses that he
subsequently rejects after testing them by taking recourse to experience until he
arrives at the final hypothesis only shows that the scientific enquiry is just an
interconnecting sequence of abductions and inductions.

Note also that Newton’s account renders clear that theory generation, even if
viewed as the process of hitting on an hypothesis separate from the subsequent
empirical evaluation, is inextricably linked with an initial evaluation of the
hypothesis, since one of the factors that determines which hypotheses are arrived at
are the first two rules of philosophizing that express the analogy of nature. These
tentative hypotheses have inbuilt, as it were, an initial plausibility/probability. In
addition, as the quotations from Newton’s paper make abundantly clear, the reasons
that drive Newton to think of an explanation/hypothesis are also, clearly, reasons
that render the hypothesis initially plausible; “I could scarce think, that the various
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thickness of the glass, or the termination with shadow or darkness, could have any
influence on light to produce such an effect; yet I thought it not amiss, first to
examine those circumstances …” This means that the distinction between a process
of hitting on a hypothesis and a process of initial assessment of its prior plausibility
or probability that several philosophers have suggested fails to account for the
actual scientific practise.

The examination of Newton’s course of research also raises doubts about an
important aspect of the GW-schema of abduction. As we saw in the first section,
according to that schema a distinction should be drawn between releasing H for
inferential work in the original domain of enquiry and submitting H to experimental
test, since one could do the latter without undertaking the former task in which case
the abduction is still partial. The study of Newton’s work shows that this distinction
is simplistic. Newton draws inferences from the hypotheses he conceives that are
clearly within the original domain of enquiry, namely the study of the degrees of the
refrangibilities of the various colors and of the white light; in this sense his
abduction is full. However, the purpose of this practise is to use the conclusions of
these inferences in order to test experimentally the hypotheses that generated the
conclusions. Thus, Newton does not distinguish between engaging in inferential
work within the original domain of enquiry and testing these hypotheses; the two
are perfectly combined as long as the inferential work produces as conclusions new
phenomena. This casts doubt on the validity of the G-W schema as a covering type
for all abductions.
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Counterfactuals in Critical Thinking
with Application to Morality

Luís Moniz Pereira and Ari Saptawijaya

Abstract Counterfactuals are conjectures about what would have happened, had an
alternative event occurred. It provides lessons for the future by virtue of contem-
plating alternatives; it permits thought debugging; it supports a justification why
different alternatives would have been worse or not better. Typical expressions are:
“If only I were taller …”, “I could have been a winner …”, “I would have passed,
were it not for …”, “Even if ... the same would follow”. Counterfactuals have been
well studied in Linguistics, Philosophy, Physics, Ethics, Psychology, Anthropology,
and Computation, but not much within Critical Thinking. The purpose of this study
is to illustrate counterfactual thinking, through logic program abduction and
updating, and inspired by Pearl’s structural theory of counterfactuals, with an
original application to morality, a common concern for critical thinking. In sum-
mary, we show counterfactual reasoning to be quite useful for critical thinking,
namely about moral issues.

Keywords Critical thinking � Counterfactual reasoning � Abduction � Morality

1 Counterfactual Reasoning

Counterfactual literally means contrary to the facts. Counterfactual reasoning
involves thoughts on what could have happened, had some matter—action, out-
come, etc.—been different in the past. Counterfactual thinking covers everyday
experiences, like regret: “If only I had told her I love her!”, “I should have studied
harder”; or guilt responsibility, blame, causation: “If only I had said something
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sooner, then I could have prevented the accident”. The general form is: “If the
hAntecedenti had been true, then the hConsequenti would have been true”.

Counterfactuals have beenwell studied inLinguistics, Philosophy, Physics, Ethics,
Psychology,Anthropology, andComputation (Baral andHunsaker 2007;Byrne2007;
Collins et al. 2004; Epstude and Roese 2008; Ginsberg 1986; Halpern and Hitchcock
2015; Lewis 1973; Markman et al. 1993; McCloy and Byrne 2000; Migliore et al.
2014; Pearl 2009; Pereira et al. 1991; Roese 1997; Vennekens et al. 2010), but oddly
notmuchwithinCritical Thinking.However, people often thinkhow things thatmatter
to them might have turned out differently (Mandel et al. 2005). Researchers from
psychology have asked: “Why do people have such a strong tendency to generate
counterfactuals?”; “What functions does counterfactual thinking serve?”; “What are
the determinants of counterfactual thinking?”; “What are its adaptive and psycho-
logical consequences?” Human’s ability for the mental time travel required by
counterfactual thinking relies on their use of episodic memory. Without this memory
humans would be unable to form a stable concept of self along time, consider what
might counterfactually have happened instead, and hence human cultures would not
have been able to consider evolution paths that took into account past alternatives.

In this paper, counterfactual reasoning is enacted using a three-step logic eval-
uation procedure (Pereira and Saptawijaya 2016), inspired by the structure-based
approach of (Pearl 2009), viz.

1. Abduction: to explain past circumstances in the presence of observed evidence,
i.e., use the given evidence to determine the unchanging external background
circumstances;

2. Action: to adjust the logical causal model to comply with the antecedent of the
counterfactual, i.e., to impose the truth of the antecedent’s hypotheses by means
of a forced intervention on the model; and

3. Prediction: to predict if the counterfactual’s consequent deductively follows,
subsequently to steps 1 and 2, i.e., to compute the truth-value of the consequent
in the modified intervened model.

The approach is realised by means of logic program abduction and updating.
Abduction chooses from available hypotheses (the set A of abducibles) the exoge-
nous variables that constitute the situation’s background—i.e., those abducibles or
their negations, that best explain the observed given evidence O. An abduced
explanation, E, is a subset of A that finds the specific values for exogenous variables,
which lend an explanatory support to all currently observed evidence. Note that the
abduction procedure guarantees the abduced explanation to be consistent, i.e., dis-
allows both abducible a and its negation a� to hold in explanation E.1 Subsequent to
abduction, updating modifies those rules to be updated and fixes the initially abduced
exogenous background context of the counterfactual statement. That is, updates the
knowledge base with some preferred explanation to the current observations and,
additionally, the updating also permits causal intervention on the causal knowledge

1In the sequel, starred atoms stand for their negations.
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model, namely by means of hypothetical updates to the rules, achieved via reserved
predicate make (illustrated in examples below), so as to render the knowledge base
consistently compliant with the antecedent of the counterfactual.

Consider an example (Byrne 2007): Lightning hits a forest, and a devastating
forest fire breaks out. The forest was dry, after a long hot summer. Let us add more
causes for forest fire, i.e., there are two possible alternative causes: storm—presuming
the lightning—or barbecue. The model of this example consists in a set of abducibles

A ¼ fstorm; barbecue; storm�; barbecue�g

and program P:

fire barbecue; dry leaves:
fire barbecue�; lightning; dry leaves:

lightning storm:
dry leaves:

Take counterfactual statement: If only there had not been lightning, then the
forest fire would not have occurred.

Step 1 Given the observation O ¼ flightning; fireg, abduce its explanations E (a
subset ofA). Note that the observations assure us that both the antecedent and
the consequent of the counterfactual were factually false. Two possible
explanations for O: E1 ¼ fstorm; barbecue�g and E2 ¼ fstorm; barbecueg.
Say E1 is preferred for consideration, on a criterion of simplicity. Then fix its
abduced background context for the counterfactual: i.e., update program
P with E1.

Step 2 Update program P, via an automated transformation, to get a new program
T by adding:

makeðlightning�Þ % Intervention:If there had not been lightning. . .
lightning makeðlightningÞ: %Note that lightning or otherwise are
lightning�  makeðlightning�Þ: % now available only by intervention:

where make=1 represents an explicit intervention on the model, by forcing
its argument true. It corresponds to Pearl’s do=1 operator. Because the
intervention must be made explicit, an implicit default representation
would not be adequate. e.g. makeðlightning�Þ is explicitly imposing on the
model that there was no lightning.
Plus, for irrelevancy and consistency, the transformation deletes:

lightning storm:

Step 3 Verify if the conclusion “the forest fire would not have occurred” is true.
Since fire is not provable, ‘not fire’ holds in the semantics of T for
explanation E1 ¼ fstorm; barbecue�g with intervention makeðlightning�Þ.
The counterfactual is valid.
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2 Counterfactuals in Morality

Typically, people think critically about what they should or should not have done
when they examine decisions in moral situations. It is therefore natural for them to
engage in counterfactual thoughts of alternatives in such settings. Counterfactual
thinking has been investigated in the context of moral reasoning, notably by psy-
chology experimental studies (Byrne 2007), e.g., to understand the kind of critical
counterfactual alternatives people tend to think of in contemplating moral beha-
viours, and the influence of counterfactual thoughts in moral judgment (Mandel
et al. 2005; Roese and Olson 2009).

Morality and normality judgments typically correlate. Normality infuses
morality with causation and blame judgments. The importance of control, namely
the possibility of intervention, is highlighted in theories of blame that presume
someone responsible only if they had some control over the outcome (Weiner
1995). The explicit controlled interventions expressed by the counterfactual pre-
mises enable to interfere with normality, and hence with blame and cause
judgments.

As argued by Epstude and Roese (2008), the function of counterfactual thinking
is not just limited to the evaluation process, but occurs also in the reflection one.
Through evaluation, counterfactuals help correct wrong behaviour in the past, thus
guiding future moral decisions. Moreover, counterfactually thinking about guilt or
shame is useful to prevent their future arising, a process of self-cleansing or
self-debugging (Niedenthal et al. 1994). Reflection, on the other hand, permits
momentary experiential simulation of possible alternatives, thereby allowing
careful consideration before a decision is made, and to subsequently justify it.

The investigation in this paper pertains to how moral issues can innovatively be
expressed with counterfactual reasoning by resorting to the aforementioned
approach. In particular, its application for examining viewpoints on moral per-
missibility is scrutinized, exemplified by classic moral dilemmas from the literature
on the Doctrine of Double Effect (DDE) (McIntyre 2004), and the Doctrine of
Triple Effect (DTE) (Kamm 2006).

DDE is often invoked to explain the permissibility of an action that causes a
harm, by distinguishing whether this harm is a mere side effect of bringing about a
good result, or if this harm is rather the actual means to bringing about the same
good end (McIntyre 2004). In Hauser et al. (2007), DDE has been utilized to
explain the consistency of judgments, shared by subjects from demographically
diverse populations, on a series of moral dilemmas.

Counterfactuals may provide a general way to examine DDE in dilemmas, e.g.,
the classic trolley problem (Foot 1967), by distinguishing between cause and side
effect of performing an action to achieve a goal. This distinction between causes
and side effects may explain the permissibility of an action in accordance with
DDE. That is, if some morally wrong effect E happens to be a cause for a goal
G that one wants to achieve by performing an action A, and E is not a mere side
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effect of A, then performing A is impermissible. The counterfactual form below, in a
setting where action A is performed to achieve goal G, expresses this:

If not E had been true, then not G would have been true.

The evaluation of this counterfactual form identifies permissibility of action
A from its effectE, by identifyingwhether the latter is a necessary cause for goalG or a
mere side effect of action A. That is, if the counterfactual proves valid, then E is
instrumental as a cause ofG, and not a mere side effect of action A. Since E is morally
wrong, achieving G that way, by means of A, is impermissible; otherwise, not.

Note that the evaluation of counterfactuals in this application is considered from
the perspective of agents who perform the action, rather than from anothers’ (e.g.,
observers). Moreover, the emphasis on causation in this application focuses on
agents deliberate actions, rather than on causation and counterfactuals in general, cf.
Collins et al. (2004), Pearl (2009).

In the next examples, the aforementioned general counterfactual method is
illustrated by taking off-the-shelf military morality cases (Scanlon 2008). Consider
“Terror Bombing”, teb for short, which means: Bombing a civilian target during a
war, thus killing many civilians, in order to terrorise the enemy, and thereby getting
them to end the war. DDE affirms teb impermissible.

On the other hand, “Tactical bombing” (tab) means: Bombing a military target,
which will effectively end the war, but with the foreseen consequence of killing the
same large number of civilians nearby. DDE affirms tab permissible.
Modeling Terror Bombing. Take set of abducibles A ¼ fteb; teb�g and program P:

end war  terror civilians: terror civilians kill civilian:
kill civilian target civilian: target civilian teb:

Counterfactual: If civilians had not been killed, the war would not have ended.
The evaluation follows.

Step 1 Observations O ¼ fkill civilian; end warg with explanation E ¼ ftebg.
Step 2 Produce program T from P:

makeðkill civilians�Þ % Intervention:If civilians had not been killed
kill civilians makeðkill civiliansÞ: %Killing civilians or otherwise
kill civilians�  makeðkill civilians�Þ: % is now available only by intervention:

Simply deleting kill civilians and adding kill civilians�, without
employing make=1, would throw away the structural information about
the intervention, which would hinder the program providing detailed
explanations about intervention.
Plus, for irrelevancy and consistency, delete:

kill civilian target civilian:
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Step 3 The counterfactual is valid since conclusion “the war would not have
ended” is true. Indeed, ‘not end war‘ holds in the semantics of updated
T, added with the abduced, and adopted, unchanging background fact
E. Hence, the morally wrong action kill civilians is an instrument to
achieve the goal end war. It is a cause of end war by performing teb,
and not a mere side effect of teb. Therefore, teb is DDE morally
impermissible.

Modeling Tactical Bombing. Take set of abducibles A ¼ ftab; tab�g and program P:

end war  target military:
kill civilian tab: target military tab:

The counterfactual is the same as above. The evaluation follows.

Step 1 Observations O ¼ fkill civilian; end warg with explanation E ¼ ftabg.
Step 2 Produce T from P, obtaining same T as in the terror bombing’s model.

And, for irrelevancy and consistency, now delete:

kill civilian tab:

Step 3: The counterfactual is not valid, since its conclusion “the war would not
have ended” is false. Indeed, end war holds in the semantics of updated
T plus E. Hence, the morally wrong kill civilian is a just side effect of
achieving the goal end war. Therefore, tab is DDE morally permissible.

A more complex scenario can challenge this application of counterfactuals, to
distinguish moral permissibility according to DDE versus DTE. DTE (Kamm 2006)
refines DDE particularly on the notion about harming someone as an intended
means to harm the person, or instead harming the person only because it is a causal
happenstance towards some goal. That is, DTE distinguishes further between doing
an action with the intended goal of a harm effect to occur, and doing a action even
though a harming effect will instrumentally occur. The latter is a new category of
action, which is not accounted for in DDE. Though DTE also classifies the former
as impermissible, it is more tolerant to the latter (the third effect), i.e., it treats as
permissible those actions performed just because instrumental harm will occur.

Kamm proposed DTE to accommodate a variant of the trolley problem, viz., the
Loop Case (Thomson 1985):

A trolley is headed toward five people walking on the track, and they will not be
able to get off the track in time. The trolley can be redirected onto a side track,
which loops back towards the five. A fat man sits on this looping side track, whose
body will by itself stop the trolley. Is it morally permissible to divert the trolley to
the looping side track, thereby hitting the man and killing him, but saving the five?

This case strikes most moral philosophers that diverting the trolley is permissible
(Otsuka 2008). Referring to a psychology study (Hauser et al. 2007), 56 % of its
respondents judged that diverting the trolley in this case is also permissible. To this
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end, DTE may provide the justification of its permissibility (Kamm 2006).
Nonetheless, DDE views diverting the trolley in the Loop case as impermissible.

Modeling Loop Case. Take set of abducibles A ¼ fdivert; divert�g and program
P, where save, divert, hit, tst, mst stand for save the five, divert the trolley, man hit
by the trolley, train on the side track and man on the side track, respectively:

save hit: hit  tst;mst: tst divert: mst:

Counterfactual: If the man had not been hit by the trolley, the five people would
not have been saved. The evaluation follows.

Step 1 Observations O ¼ fhit; saveg with explanation E ¼ fdivertg.
Step 2 Produce program T from P:

makeðhit�Þ % Intervention:If theman had not been hit by the trolley
hit  makeðhitÞ: %Theman being hit by the trolley or otherwise
hit�  makeðhit�Þ: % is now available only by intervention:

And, for irrelevancy and consistency, now delete:

hit tst;mst:

Step 3 The counterfactual is valid, since its conclusion “the five people would
not have been saved” is true. Indeed, not save holds in the semantics of
updated T plus E.
Hence, hit, as a consequence of action divert, is instrumental as a cause
of goal save. Therefore, divert is DDE morally impermissible.

DTE considers diverting the trolley as permissible, since the man is already on
the side track, without any deliberate action performed in order to place him there.
In the above program, we have the fact mst ready, without abducing any ancillary
action. The validity of the counterfactual “if the man had not been on the side track,
then he would not have been hit by the trolley”, which can easily be verified,
ensures that the unfortunate event of the man being hit by the trolley is indeed the
consequence of the man being on the side track. The lack of deliberate action (say,
by pushing the man—push for short) in order to place him on the side track, and
whether the absence of this action still causes the unfortunate event (the third effect)
is captured by the counterfactual “if the man had not been pushed, then he would
not have been hit by the trolley”. This counterfactual is not valid, because the new
observation O ¼ fpush; hitg has no explanation: push is not in the set of abducibles
A, and moreover there is no fact push either. This means that even without this
hypothetical but unexplained deliberate action of pushing, the man would still have
been hit by the trolley (just because he is already on the side track). In summary,
though hit is a consequence of div and instrumental in achieving save, no deliberate
action is required to cause mst, in order for hit to occur. Hence divert is DTE
morally permissible.
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In order to further distinguish moral permissibility with respect to DDE and
DTE, we also consider a variant of the Loop case, viz., the Loop-Push case—see
also the Extra Push case in (Kamm 2006). Differently from the Loop case, in this
Loop-Push case the looping side track is initially empty, and besides the diverting
action, an ancillary action of pushing a fat man in order to place him on the side
track is additionally performed.

ModelingLoop-PushCase.Take set of abduciblesA ¼ fdivert; push; divert�; push�g
and program P:

save hit: hit  tst;mst: tst divert: mst push:

Recall the counterfactuals considered in the discussion of DDE and DTE of the
Loop case:

– “If the man had not been hit by the trolley, the five people would not have been
saved.” The same observation O ¼ fhit; saveg provides an extended explana-
tion E ¼ fdivert; pushg. That is, the pushing action needs to be abduced for
having the man on the side track, so the trolley can be stopped by hitting him.
The same intervention makeðhit�Þ is applied to the same transform T, resulting
in a valid counterfactual: not save holds in the semantics of updated T plus E.

– “If the man had not been pushed, then he would not have been hit by the
trolley.” The relevant observation is O ¼ fpush; hitg, explained by
E ¼ fdivert; pushg. Whereas this counterfactual is not valid in DTE of the Loop
case, it is valid in the Loop-Push case. Given rule push�  makeðpush�Þ in the
transform T and intervention makeðpush�Þ, we verify that not hit holds in the
semantics of updated T plus E.

From the validity of these two counterfactuals it can be inferred that, given the
diverting action, the ancillary action of pushing the man onto the side track causes
him to be hit by the trolley, which in turn causes the five to be saved. In the
Loop-Push, DTE agrees with DDE that such a deliberate action (pushing) per-
formed in order to bring about harm (the man hit by the trolley), even for the
purpose of a good or greater end (to save the five), is likewise impermissible.

3 Conclusions and Further Work

Computational morality (Anderson and Anderson 2011; Wallach and Allen 2009)
is a burgeoning field that emerges from the need of imbuing autonomous agents
with the capacity of moral decision making to enable them to function in an
ethically responsible manner via their own ethical decisions. It has attracted the
artificial intelligence community, and brought together perspectives from various
fields: philosophy, anthropology, cognitive science, neuroscience, and evolutionary
biology. The overall result of this interdisciplinary research is not just important for
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equipping agents with some capacity for making moral judgments, but also to help
better understand morality, via the creation and testing of computational models of
ethical theories.

This paper presented a formulation of counterfactuals evaluation by means of
logic program abduction and updating. The approach corresponds to the three- step
process in Pearl’s structural theory, despite omitting probability to concentrate on a
naturalised logic. Furthermore, counterfactual reasoning has been shown quite
useful for critical thinking, namely about moral issues, where (non-probabilistic)
moral reasoning about permissibility is examined by employing this logic program
approach to distinguish between causes and the side effects that are the result of
agents actions to achieve goals.

In Pearl’s theory, intervention is realised by superficial revision, i.e., by
imposing the desired value to the intervened node and cutting it from its parent
nodes. This is also the case in the approach presented here, achieved by hypo-
thetical updates via the reserved predicate make. Other subtle ways of intervention
may involve deep revision, realisable with logic programs (cf. Pereira et al. 2015),
and minimal revision (cf. Dietz et al. 2015).

Logic program abduction was used in Kowalski (2011) and Pereira and
Saptawijaya (2011) to model moral reasoning in various scenarios of the trolley
problem, both from DDE and DTE viewpoints, sans counterfactuals. Abducibles
are used to represent decisions, where impermissible actions are ruled out using an
integrity constraint, and a posteriori preferences are eventually enacted to come up
with a moral decision from the remaining alternatives of action. Subsequent work
(Han et al. 2012) refines it with uncertainty of actions and consequences in several
scenarios of the trolley problem by resorting to probabilistic logic programming
P-log (Baral and Hunsaker 2007).

Side effects in abduction have been investigated in Pereira et al. (2013) through
the concept of inspection points; the latter are construed in a procedure by
‘meta-abducing’ a specific abducible, abducedðaÞ, whose function is only checking
that its corresponding abducible a is indeed already abduced elsewhere. Therefore,
the consequence of the action that triggers this ‘meta-abducing’ is merely a side
effect. Indeed, inspection points may be employed to distinguish a cause from a
mere side effect, and thus may provide an alter- native or supplement to counter-
factuals employed for the same purpose.

Counterfactuals may as well be suitable to address moral justification, via
‘compound counterfactuals’: Had I known what I know today, then if I were to have
done otherwise, something preferred would have followed. Such counterfactuals, by
imagining alternatives with worse effect—the so-called downward counterfactuals
(Markman et al. 1993)—may provide justification for what was done due to lack of
the current knowledge. This is accomplished by evaluating what would have fol-
lowed if the intent had been otherwise, other things (including present knowledge)
being equal. It may justify that what would have followed is no morally better than
the actual ensued consequence. We are currently investigating the application of
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counterfactuals to justify an exception for an action to be permissible (Pereira and
Saptawijaya 2015; Saptawijaya and Pereira 2015), which may lead to agents’
argumentation following contractualism of Scanlon (1998).
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Children’s Early Non-referential Uses
of Mental Verbs, Practical Knowledge,
and Abduction

Lawrence D. Roberts

Abstract Abduction is reasoning which produces explanatory hypotheses. Models
are one basis for such reasoning, and language use can function as a model. I treat
children’s early use of mental verbs as a model for dealing with a problem from
developmental psychology, namely, how children’s early non-referential use of
mental verbs might give children an early grasp of the mental realm. The present
paper asks what practical knowledge of mental actions accompanies children’s
competent use of mental verbs. I begin with examples of non-referential verb uses
and some theories from Diessel and Tomasello (Cognit Linguist 12:97–141, 2001)
as bases for discussion. I argue that in using mental verbs non-referentially children
understand several kinds of relations which people have to situations. Children
learn how to use mental verbs to request someone to search for a situation in the
past or in the physical surroundings; they learn to express hopes so as to affect their
future; they learn to vouch strongly or weakly for the existence of a situation. In all
of these cases it appears that the children’s main focus is on interactions with
people, in which one person’s mental action in relation to a situation described in a
COMP-clause is intended to have an effect on the other person. Children do not
understand the nature or mechanisms of any of these mental actions, but instead
focus on practical matters: how to use the verbs to perform certain actions in
relation to other people and various situations. It appears that in these early uses
children do not view mind as at all separate from the interactional and physical
world.
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1 Introduction

This paper has two themes, one of content and the other of methodology. The
content concerns recent studies1 of children’s early use of mental verbs. These
studies conclude that children make both referential and non-referential uses of the
verbs, with the latter preceding the former. The priority of the non-referential uses
raises the hope that they will illuminate children’s very early thoughts about mind.
An early paper (Shatz et al. 1983, 319) on such uses suggests they may help us
understand “the early development of an ability to distinguish and communicate
about the internal world of thoughts, memories, knowledge, and dreams.”
Nevertheless, the literature has not focused on the question of how the early uses
are about mind, probably because of an emphasis on empirical rather than theo-
retical issues. The literature has also neglected questions about the nature of ref-
erentiality, even though the thesis that non-referential uses precede referential ones
is generally held. Because there is solid evidence that the uses of mental verbs
called “non-referential” precede those called “referential,” I agree that the uses
called “non-referential” are children’s earliest uses of mental verbs. Although I
sometimes follow the literature in calling such uses “non-referential,” I set aside the
question of whether they really are non-referential. My focus is on these earliest
uses of mental verbs, about which I ask two questions:

(Q1) What positive semantic and pragmatic features are shared by the various
types of early (non-referential) uses of mental verbs?

(Q2) What do these early (non-referential) uses of mental verbs tell us about
children’s early practical understanding of mind?

There have been treatments of (Q1) in the literature, but my approach is dif-
ferent. Regarding (Q2), I have seen no discussions concerning how early mental
verb uses might cast light on children’s practical understanding of mind. My
interest in the latter question does not imply that children lack any earlier under-
standing of mind prior to their use of mental verbs. In fact, there is solid evidence
that children have a practical understanding of some aspects of mind at one year of
age, before they begin to talk (e.g., at one, children know in a practical way that
other people have goals (cf. Bruner 1983), and that children share joint attention to
things with other people (cf. Carpenter et al. (1998).

The second theme of the paper is methodological, and is based on recent work
on C.S. Peirce’s notion of abduction (reasoning to explanatory hypotheses). This
work suggests that language is a cognitive mediating structure which helps us deal
with everyday life. Such practical functioning of language requires its users to have
a practical understanding of how to use mental verbs (and related linguistic

1The main studies I have in mind are Diessel and Tomasello (2001), Bartsch and Wellman (1995),
Bretherton and Beeghly (1982), Furrow et al. (1992), Montgomery (1997, 2002, 2005), Nelson
and Kessler Shaw (2002), and Shatz et al. (1983).
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practices) as instruments which contribute to their interactions with other people
and the world.2

Section 2 of the present paper provides data and descriptions from Diessel and
Tomasello (2001) for children’s three kinds of earliest (non-referential) uses of
mental verbs. Section 3 presents the main argument of the paper, which answers the
two main questions described earlier:

(a) Linguistic (pragmatic and semantic) accounts of children’s early mental verb
uses are developed;

(b) The linguistic accounts in conjunction with the data about children’s early
mental verb use are used in abductive reasoning to develop hypotheses
describing the practical knowledge of mind which accompanies children’s
three kinds of early mental verb uses.

Section 4 characterizes the reasoning used in this paper as involving two types
of abduction.

2 Diessel and Tomasello (2001) on Children’s Early
Non-referential Uses of Mental Verbs

Diessel and Tomasello (2001) takes up (Q1) (concerning the linguistic nature of the
early mental verb uses) in regard to syntax, semantics, and pragmatics, with a major
focus on syntax, whereas the present paper focuses more on semantics, pragmatics,
and children’s practical knowledge of mind. Examples and descriptions from
Diessel and Tomasello (2001)3 provide the empirical starting point for my study of
children’s early uses of mental verbs. In their article, children’s early
(non-referential) uses of mental matrix verbs are divided into three varieties, which
I list here along with some of their examples:

A. Parenthetical epistemic markers: “think,” “know,” “bet,” “mean,” and “guess,”
e.g., I think I’m go in here; It’s a crazy bone, I think; I know this piece go; How
do you know that a duck?
The verbs “think” and “know” are primarily characterized in their early uses,
according to Diessel and Tomasello (2001), as epistemic markers because they
indicate the strength of a speaker’s belief.

B. Deontic modality markers: “wish” and “hope,” e.g., I wish I could play with
dis; I wish we can eat; I hope he won’t bother you; I hope my cat friends are

2The point is not merely that people think about their actions; Magnani (2001, 309) suggests that
“Manipulative abduction happens when we are thinking through doing.” Cf. also Magnani (1999,
2006).
3Diessel and Tomasello (2001) locates the issues within a sophisticated syntactic account, provides
a clear and economical array of types of non-referential uses, and makes intriguing suggestions
about the presence of illocutionary forces, performatives, and parentheticals in early mental verb
uses.
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alright; I hope de house won’t be on fire. Concerning uses of “I hope,” Diessel
and Tomasello (2001: 118) says: “they can be seen as deontic modality
markers, serving basically the same function as a modal adverb such as
hopefully.” I agree that “I hope” can be seen as a “modality marker,” but I do
not understand why the modality is called “deontic,” because this term comes
from the Greek word for what is obligatory, or what one must do. If “I hope”
and “hopefully” indicate a mood of a verb, the appropriate mood would be
“optative,” a point to which I return later.

C. Discourse directives: “see,” “look,” and “remember,” e.g., See I broke a teeth;
See it will work; Look birdie fly; Look (pause) Daddy put it on a wall; You
remember I broke my window; Remember you reading de puzzle? These are
described in Diessel and Tomasello as attention getters and as indicating a
request or a question.

The three early types of mental verb uses are described by Diessel and
Tomasello mainly in terms of actions and their functions. These functions result
from the use of the entire sentence containing the mental verb. Because each of the
three functions is different, they do not by themselves indicate a single common
function which might be shared by all three kinds of early mental verb uses.

My approach to studying the early mental verb uses differs from that of Diessel
and Tomasello (2001) on three points. First, their approach began with syntax, and
on that basis developed pragmatic and semantic accounts. Second, their main
semantic/pragmatic accounts appealed to Urmson’s parentheticals and Austin’s
performatives and illocutionary forces. Third, they do not ask what practical
knowledge of mind children might have in virtue of their competence in the three
types of early mental verb uses. On each point, my approach is mostly different from
theirs: First, I begin with pragmatics and semantics. Second, I use Wittgenstein’s
language games and Austin’s view of illocutionary and locutionary acts4 as bases for
explaining the pragmatics and semantics of mental verbs uses. Third, on the basis of
the data and linguistic theory, I develop hypotheses for the content of children’s
practical knowledge of mind as connected to their competence in using mental verbs.

3 Linguistic Mechanisms and Practical Knowledge
in the Three Types of Early Mental Verb Uses

Linguistic accounts of children’s early mental verb uses: Uses of mental verbs, and
the societal practices on which they are based, are instruments by which people deal
with others in regard to situations. To discern how such instruments work, one
needs to describe the relevant linguistic practices, including especially the relevant
pragmatic and semantic mechanisms and structures. For our purposes, we need to

4Though Diessel and Tomasello (2001) cites illocutionary force as affecting some early uses of
mental verbs, this notion needs some development to cast light on early mental verb use.
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understand the mechanisms and structures of Wittgensteinian language games and
Austin’s distinction between illocutionary and locutionary speech acts. These two
accounts together provide an important, though partial, linguistic theory of mental
verb use. After using this theory to clarify the linguistic goings on in the three kinds
of early mental verb uses, I use these linguistic accounts as foundations for
hypotheses about the practical knowledge of mind which children have in virtue of
their early mental verb use. My argument begins with a brief introduction to
Wittgensteinian language games.

Language Games: Children learn how to use “Look p” and Remember p” in
language games, interactions in which actions and words are mixed together.
Language games enable a child to learn how to use a word in relationships to other
people and the real world. Mental verb uses thereby provide important devices for
cooperating with other people in regard to everyday life. Language games embed
linguistic and cultural practices of a society. Examples of language games are found
in a culture’s routines, for instance, those used in caring for infants. A child needs to
be fed, washed, have her diapers changed, to have clothes put on her, and to have
them taken off. A routine for feeding a small child may run like this: the child is
placed in a high chair with a tray, a bib is put on her, a spoonful of cereal is brought
to the child’s mouth, she eats it, and she is offered more. Talk accompanies this
routine, but I focus on just one phrase. After the child eats for a while, and appears
to be losing interest, the parent may ask “Do you want some more?” while offering
another spoonful of cereal. Perhaps a child may open her mouth and accept the
cereal, or may look away, or push the spoon away. Or, in later feedings, a child may
nod for yes or no in response to an offer of more food, or may say “more” if the
parent is distracted from providing the cereal. Routines in early language games aim
at a goal, and assign roles to participants in producing a sequence of actions which
lead to the intended result. Although language games enable children to obtain a
practical understanding of what a word contributes to the interaction, this practical
understanding may be partial, because a child may grasp at first only part of a
word’s meaning. Another complication is that a child may grasp some words only
by understanding their contrast to other words.

An important feature of human language games, but not of the language games
in which dogs learn words, is “role reversal imitation.” Tomasello (1992, 217–218,
cf. 1999, 105–107) assigned this phrase to the fact that when a child learns a new
word in an interaction, she is able to use it not only in the role she played (as
addressee) in her early interactions involving the word, but also in the role of the
speaker. Such imitation is based on cultural learning, in which “the learner par-
ticipates with the other intersubjectively (in a joint attentional state) and learns
about a situation … from the “inside, … ” (Tomasello 1992, 217). In such learning,
a child understands the other person’s perspective and purpose. Carpenter et al.
(2005, 275) describe such learning as holistic and involving a “bird’s eye view” of
the interaction. I agree with these characterizations, and would add that role reversal
imitation is a likely outcome of learning a word in a human language game, because
the meaning of such a word is its contribution to the game as a whole, and knowing
such a game requires knowing not only the word’s function in the game, but also

Children’s Early Non-referential … 295



the roles of the participants and their contributions to the language game. Role
reversal imitation is important for my account of children’s practical knowledge
connected to mental verb use because it indicates that children understand the roles
of both speaker and addressee in a language game even though the data may show
them playing only the role of speaker.

C-type uses of mental verbs. I begin with C-type uses because I find their
semantic/pragmatic structure more transparent than the other two types. Consider an
example of a C-type verb use from Diessel and Tomasello (2001): “Look birdie
fly.” C-type uses are called “discourse directives” in Diessel and Tomasello (2001),
an appropriate name in that these verb uses have the function of directing the
discourse toward the described situation (“birdie fly” in the example). Because this
focus on the COMP-expressed situation results from the action of using the mental
verb, we must investigate the action itself, and not merely its function. By this
action, a speaker is asking the addressee to search for and focus on the situation
“birdie fly.” Therefore, the action is not a matter of asserting “birdie fly,” and
thereby directing the addressee’s attention to the situation, but instead a matter of
making a request of the addressee to search for and focus on that situation “birdie
fly.” Thus a twofold action is involved in the speaker’s use of “Look p:” one act is
requesting an action by the addressee, and the other act specifies that the addres-
see’s action is to be that of searching the immediate surroundings for “p” (and
focusing on it). Children learn from language games that both actions are involved
in the meaning of “Look p.” A child who has sight would probably also gather that
sight is to be used in such searches because it produces the intended result. A blind
child would not learn this, because adults would use “see” or “look” to direct such a
child to explore the immediate surroundings by touch rather than sight.5

The language game model helps one to understand how a child learns to use
“Look p” in interactions with others, in order to request them to search for and
focus on a situation, and to share attention to it. Although the language game model
provides a partial explanation of how children learn their earliest words, it does not
explain how the verb use itself works in making its contribution to the interaction.
This omission occurs because the language game model by itself provides only the
social interactive foundations of a theory of language.6 It does not explain the
distinctive functioning of verbs, which is better handled by Austin’s distinction
between illocutionary and locutionary speech acts, or at least I will argue this
distinction can be developed so as to cast light on mental verb functioning.

On Austin’s view, the verb of a main clause is usually used to express both
illocutionary and locutionary speech acts. Sometimes a main clause verb is used to
express only an illocutionary act, but this is infrequent. The two kinds of speech
acts function differently. An illocutionary act is a move in conversation by which a

5Empirical evidence for this is in Landau and Gleitman (2012, 100).
6Montgomery (1997, 2002, 2005) provides clear language–game interpretations of children’s early
uses of mental verbs, but his Wittgensteinian account does not explain how verbs function as
contrasted to adjectives or nouns. Montgomery’s account also has the helpful feature of avoiding
any discussion of reference.
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speaker acts so as to indicate that she is using the verb to relate a proposition to the
addressee and the real world7 (e.g., by asserting that the mentioned situation is
actual, or by requesting the addressee to make the situation actual, or by asking
whether the situation is actual, or by informing the addressee that the speaker would
like the situation to be actual). Because illocutionary acts are the means by which a
speaker connects the symbolic functioning of words to the real world and to
interacting with other people, they are important for language. In contrast to illo-
cutionary acts, a locutionary act is a move in conversation by which one brings
entities, properties, and relations into discourse as content and structures (e.g., “x
breaks y,” or “x gave y to z,” “John,” “a cup,” “milk,” “of”). To combinations of
such content, a speaker applies illocutionary acts (of assertion, requesting, etc.).
These two types of speech acts are distinct and complementary, even though a
single verb use may express both types (for instance, an illocutionary act for
requesting, and a locutionary act for supplying some content for the request, e.g., a
use of “Stop!”). Content is contributed to discourse not only by locutionary acts but
also by contexts.

Although asserting, questioning, and requesting are the most frequently used
varieties of illocutionary acts, there are many others. Austin (1962) held that most
illocutionary acts not explicit, and instead may be indicated by a variety of factors,
including moods of verbs and contexts. In cases of inexplicit illocutionary acts, a
speaker in a single use of a verb performs both illocutionary and locutionary speech
acts.

In C-type uses of mental verbs, the distinction between illocutionary and locu-
tionary speech acts is easily noticed because a single such use (e.g., “Look p”)
communicates two distinct actions, each of which has a distinct agent: the speaker
performs the illocutionary act of requesting, whereas the addressee is asked to
perform the searching for and focusing on situation “p.” Both conversers have
practical knowledge of these functions of speaker and addressee because they
learned the relevant language game for “Look p.” In a C-type use of “Look p,” the
mental verb is in the second person and imperative mood, and in the context,
expresses a request (an illocutionary act). Paired with this illocutionary act is a
locutionary act expressing the content of the request, namely, searching the
immediate physical surroundings for situation “p,” and focusing on that situation.
Within this locutionary-act meaning of a use of “look p” I distinguish two com-
plementary ingredients: the action of searching for and focusing on a certain situ-
ation, and the type of location to be searched, namely, the immediate physical
surroundings. I refer to the latter as the “domain” for the search.

Children learn C-type uses of “look” and “remember” from interactions in
language games, which fix both the kind of search and the domain to be searched.
To learn what domain goes with a particular mental verb, a child must learn in

7The account offered here for the contrast of illocutionary and locutionary speech acts is mine, and
builds mostly on views of Austin and Searle, who put relatively little effort into a general char-
acterization of the natures and mutual relations of illocutionary and locutionary acts. Such general
characterization is the goal of the present section.
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language games particular situations which fall under “past shared experiences” or
“immediate surroundings.” From those particular cases, a child generalizes (prob-
ably in a non-verbal way) to the relevant domain for each kind of search. Such
generalization results in know-how about where and how to search, but need not
involve explicit descriptions of the domain or of the relevant power of mind.
Instead the know-how is constituted by a practical skill of making C-type uses in
relation to the appropriate power of mind and its domain.

The generalization by which children learn how to use a verb from particular
language games involving the verb resembles the process by which children learn
early non-mental words. In the latter case, a child learns how to pick out a kind of
thing (e.g., a dog or a horse), not by a general description of it, but instead on the
basis of her experience of particular individuals in language games. Katherine
Nelson8 has explained such learning to use a word as based on learning the
functional contributions which the dog or horse makes to the event which the
language game is about. By experiencing samples (or pictures) of dogs in language
games, a child may form a practical hypothesis of how to use “dog.” Then the child
may apply the recently learned word to previously unexperienced members of its
extension. In this way, her practical hypothesis goes beyond what the child has
experienced, so that the reasoning underlying her application of the word is aug-
mentative. Such use of “dog” by a child indicates her possession of a “practical
concept” of dogs, which was formed on the basis of language games. The reasoning
from experiencing uses of “dog” in language games to forming such a concept of
dogs is, in my opinion, a practical form of abduction.9 Similar reasoning occurs as a
basis for C-type mental verb uses: children learn the functional contributions which
sight and memory make to language games in which “Look p” and “Remember p”
are used. Children do this mainly on the basis of discerning (without needing to
describe) the domains to which the particular situation “p” belongs, which domains
are learned from particular examples of situations in language games. Those
examples would be of situations with which the child is familiar, and therefore
knows that the situation is in the immediate physical surroundings (for “see”), or in
past shared experience (for “remember”). Children also learn in a practical way
which mental powers are to be used in order to succeed in the relevant language
games. Again, no verbal descriptions of the mental powers are needed. In the case
of “look,” sighted children also learn from language games that the eyes are used,
and a gaze is directed at the situation “p,” and that the conversers share visual
attention to the situation.

The analysis for “Remember p” is parallel to that given for ”Look p.”
“Remember p” is used to question an addressee about a COMP-expressed situation
in past shared experience, which is the relevant domain for uses of “remember”

8Nelson invented the “functional core hypothesis” which explains children’s early grasp of the
meaning of nouns as based in what the referents of the nouns contribute to events. Cf. Nelson
(1983, 1996).
9I argue for this thesis in Roberts (2004).
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(as contrasted to the present physical surroundings for “look”). Another difference
is that the use of “look” brings in an external sense to do the searching, whereas
“remember” does not. Because the domain (past shared experience) for “remember”
is the only likely determining factor which children pick up from language games
involving the verb, it is especially important for acquiring that verb.

4 Children’s Practical Knowledge of Mind

Children have practical knowledge of mind long before they use mental verbs. At
age one, they understand that other people have goals and purposes in their actions,
and also that other people share with them joint attention to things.10 When children
begin to use mental verbs at around two and a half years of age, they appear to have
additional kinds of practical knowledge of mind. This is not explicit knowledge—
children cannot describe it. Instead they use the knowledge in their actions, as
shown in the data on the early mental verb uses. The hypotheses to be suggested
here for the content of such practical knowledge are based on both data and lin-
guistic theories, because children use the mental verbs in accord with the linguistic
practices of their culture. All three kinds of early mental verb uses have parallel
structures in which conversers relate to each other in regard a certain situation. In
this structure, a mental verb is used as an instrument for the function of relating one
person to another and to a situation. This structure puts a social dimension in
children’s early practical knowledge of mind insofar as the verb uses derive from
language games, and lead (most of the time) to the speaker and addressee focusing
on the same situation “p” and sometimes acting cooperatively in regard to it.
Children’s earliest uses of mental verbs have a social foundation, and thereby link
both conversers to the same situation.

Outline: children’s practical knowledge of mind in C-type mental verb uses:

1. As competent users of “See p” and “Look p,” children know how to use the
appropriate mental power:

A. Children with sight know how to search, using sight and its appropriate
domain, for “p,” and to focus on “p.”

B. Blind children also know how to search, using touch and its appropriate
domain, for “p,” and to focus on “p.”

C. Children learn which power is appropriate to use from language games
which provide examples from the domain to which the mental verb uses
apply. A practical generalization on the examples enables them to have
practical knowledge of the domain.

10Cf. Bruner (1983) and Carpenter et al. (1998).
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D. The practical knowledge described in (1 A and B) extends not only to sight
and touch, but also to a more general level of mind, that of searching for a
situation and discerning that one has succeeded in the search.11

2. As competent users of “Remember p,” children know how to use the appropriate
mental power:

A. They know how to search (using memory and its appropriate domain) for
“p,” and to focus on “p.”

B. They know in a practical way (from language-game experience) which
mental power is to be used, and which domain (past shared experience) is to
be searched.

C. In addition to a practical knowledge of memory, children making competent
C-type uses of “Remember p” also have a practical grasp on the more
general level of mind described in (1D).

3. Children who are competent in making C-type uses of “see,” “look,” and “re-
member” know how to discern whether a search based on such a use is suc-
cessful or not.12

4. In most C-type uses, a speaker who is competent in such use gains practical
knowledge that the addressee is attending to the same situation, and each knows
the other is attending to the situation (i.e., they are sharing joint attention to it).

5. Children’s competence in C-type verb uses reinforces their practical knowledge
that engaging in language games is social, generally cooperative, and inter-
personally valid. These three features of language games are corroborated by
particular features of C-type uses: children can observe in such uses that the
seeing or remembering which is requested usually results in joint attention of the
conversers to the same situation.

B-type uses of mental verbs. Whereas C-type mental verb uses are cognitive,
involving sight, touch, or memory, B-type uses are appetitive, concerning a per-
son’s wishes, hopes, or inclinations. Consider an example: “I hope he won’t bother
you.” In this use of “hope,” the speaker expresses her inclination toward a future in
which a certain male won’t bother the addressee. The basic structure of B-type uses
has a speaker using a mental verb to relate herself to a COMP-expressed situation,
and to inform addressee of that relation. Because the relation is that of expressing
her inclination toward having the situation in the future, the correlative domain for
B-type uses of “hope” is that of situations which the speaker wants to have in her
future. Although B-type verb uses are like C-type ones in introducing connections
of a person to a situation, each differs from the other on three (underlined) points:

11Landau and Gleitman (2012, 94) make a very similar point when they describe uses of “See p”
addressed to blind children as leading to “perceptual exploration and achievement.”
12I believe children usually succeed in such mental verb uses, but as Millikan (2012) observes,
“Conventional coordination patterns need to succeed only often enough to avoid extinction.”
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(i) B-type uses: the speaker asserts an inclination (an appetitive relation) toward a
certain future situation.

(ii) C-type uses: the addressee is asked to search for and focus on (cognitive
relations) a certain present (or past) situation.

Despite these substantial differences between C and B types of mental verb uses,
there are parallels in the practical knowledge that accompanies them. As with
C-type verb uses, a child’s knowledge of the B-type uses is based on observing and
participating in particular language games where the verb is used. Another simi-
larity of B and C type verb uses is that children learn the domains for the relevant
COMP-expressed situations from particular examples. In B-type uses, the hoped-for
situations are located in the future, and are ones toward which the speaker is
attracted. In language games and in everyday life children observe how people act
when attracted to a certain situation, and how they act when they obtain, or fail to
obtain, the desired situation. In learning both B and C type mental verb uses,
children generalize from particular uses of mental verbs in language games to a skill
in making such uses themselves.

How do illocutionary and locutionary speech acts fit into B-type mental verb
uses? Surprisingly enough, two different accounts (or analyses) of speech acts in
such uses have the same semantic content, and seem to yield equally viable
accounts of B-type uses. On one analysis, a B-type verb use of “I hope p” expresses
a locutionary act which connects the speaker to the COMP-expressed situation,
whereas on another analysis, an illocutionary act produces the same connection. On
the first analysis, the locutionary act expressed by using “hope” indicates an
inclination of a person toward having a future situation “p,” and the speaker asserts
(by an illocutionary act of assertion) that she is such a person.

The second analysis treats the inclination of the speaker to situation “p” not as
the locutionary act content of “hope,” but instead as what is expressed by per-
forming a particular kind of illocutionary act, that of expressing a hope for a
situation. This kind of illocutionary act is marked by a verb mood (the optative
mood) in some languages, including classical Greek. On this analysis, the verb
would be an explicit illocutionary act verb, in that it functions as an illocutionary
act operator, which determines the illocutionary act for the COMP-clause to be the
expression of a hope. In such a use of the verb “hope,” it has no locutionary-act
function; instead its only function is to express a certain illocutionary act which
brings in the descriptive content of “hope,” namely, the speaker is inclined toward
having situation “p.” This second analysis is congruent with the characterization in
Diessel and Tomasello (2001) of B-type verb uses as “modality markers,” because
the optative mood is such a marker. In addition, Diessel and Tomasello (2001: 118)
states that B-type uses of “hope” serve the same function as “hopefully,” an adverb
which I take to function in some contexts as an optative mood operator. Both of the
analyses for B-type uses of “I hope p” have the same result for successful com-
munications: the conversers share the same practical knowledge, namely, the
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speaker is inclined toward having situation “p” in her future.13 Nevertheless, I
prefer the illocutionary act analysis because it seems simpler to treat the B-type
mental verb use as an illocutionary act operator.

Outline: children’s practical knowledge of mind in B-type uses of mental verbs.

1. As a competent B-type user of “I hope p,” a child has practical knowledge that
the speaker is inclined toward having situation “p” in her future. If the addressee
learns this from the B-type verb use, the communication is successful.

2. A child who is competent in B-type uses knows practically that both conversers
know the speaker is inclined toward having situation “p.” This usually leads to
joint attention to the expressed hope, so that each person has practical knowl-
edge that both conversers are sharing attention to the same situation.

3. A child knows practically that telling one’s hope to another person may affect
the latter’s behavior. The speaker is likely to have some goal in telling the
addressee about the hope, and the addressee is likely to consider why the
speaker is sharing this particular hope.

4. The conversers have practical knowledge that a B-type use differs from a request
for the COMP-expressed situation. Such knowledge may be connected with the
cooperativeness that is a background feature of language games.

A-type uses of mental verbs. An example of this third type of non-referential use
of mental verbs from Diessel and Tomasello (2001) is “It’s a crazy bone, I think.”
This example is an epistemic use of the mental verb in that it is used to express a
belief of the speaker and also mark the strength or weakness with which the speaker
holds the belief. Non-epistemic uses of “I think p” and “I know p” also exist, but I
take them up after treating the more common epistemic uses.

In an epistemic use of “I think p,” the speaker informs the addressee that she (the
speaker) holds tentatively or weakly that situation “p” actually exists. This com-
munication is equivalent to the speaker making a weak assertion that “p” is actual,
because assertions have the function of informing others of what the speaker takes
to exist. Contrasting to the tentativeness of “I think p” is the confidence expressed
by a use of “I know p.” Because this contrast in A-type uses of “think” and “know”
concerns the strength of a speaker’s commitment to the actuality of situation “p,” it
is reasonable to view these verb uses as modulating the speaker’s illocutionary act
of assertion (cf. Shatz et al. 1983). Such modulation is useful because existence
claims require evidence, and the strength of an assertion should indicate the strength
of the evidence for it. Although speech acts such as modulating an assertion are
intended to reflect the speaker’s views, they do not represent the actual internal

13Diessel and Tomasello (2001, 118) suggests that “hope” in B-type uses does not denote the
speaker’s desire. The present paper omits discussion of reference and denotation (whose differ-
ences are treated in Roberts 1993). Underlying my two analyses for B-type uses of mental verbs is
the distinction between locutionary and illocutionary speech acts, rather than notions of reference
or denotation.
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mental processes by which one produces the speech acts. Instead they represent the
claims, requests, questions etc. which the speaker wishes to communicate.14

Further evidence for taking A-type uses of “I think p” and “I know p” to function
as illocutionary act operators is that “I think p” functions in about the same way as
“Maybe p” in most contexts. This use of “maybe” is parallel to that of “hopefully”
as described earlier for type-B uses. Both adverbs have a sentential function of a
particular type, in that they are used in main clauses to express an illocutionary act
operator which affects that main clause.15 A use of “maybe” usually changes the
illocutionary act of the proposition on which it operates from an unmarked assertion
to one marked as weak.

Can we describe a domain of situations which is complementary to the modu-
lating action of A-type epistemic uses of mental verbs? I picture such a domain as
comprised of situations which the speaker takes to be actual. The A-type use
expresses both the actuality of a situation, and the speaker’s confidence or hesitancy
about her judgment of that actuality.

Do epistemic A-type mental verb uses also have a locutionary act functioning?
My view is that they do not. They function only as illocutionary act operators on the
associated COMP-clause, and this functioning does not bring in the usual (dic-
tionary) meanings of “think” and “know,” which for “think” is “to form or have in
the mind” (Merriam-Webster’s Collegiate Dictionary, tenth edition, 1996).
Children from 2 to 5 years of age lack explicit generic notions such as “mind,” but
do they have a practical generic notion of “mind? If such is the case, it would be
based on their knowledge of more particular types of mental activity. Because uses
of “I think p” and “I know p” occur among children’s earliest uses of mental verbs,
it is unlikely that they know other more specific mental powers which are sub-
categories of thinking and knowing. Therefore, it is unlikely that these early uses of
‘think” and “know” mark a generic notion of mind.

A-type uses of “think” and “know” have illocutionary speech act functions
because people have to deal with imperfect knowledge. If one person tells another
about the degree of confidence she has in a claim, this information about the
speaker’s perspective is likely to promote cooperation, and thereby be useful. Why
are the mental verbs “think” and “know” used to indicate the strength of one’s
commitment? Perhaps the origin lies in the strong connection which knowledge has
to truth: to know “p” requires that “p” is true, whereas to think “p” does not.
Perhaps because “knowing” requires truth, “I know p” came to be used to express
confidence in the truth of “p,” whereas because “thinking” does not require truth, “I
believe p” came to be used to express some lack of confidence in the truth of “p.”

The meanings of A-type uses of “know” and “think” differ from the dictionary
meanings for the two verbs, which include “forming or having something in mind.”

14Cf. Tsohatzidis (1994) and Siebel (2003).
15Most sentential adverbs have functions of merely making comments on a situation, whereas
“maybe” and “hopefully” are illocutionary act operators which have a more foundational role in
communication.
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I take the latter meanings to be those of locutionary acts, which I have argued are
absent from children’s A-type uses of the verbs. The priority of children’s A-type
uses of the verbs for illocutionary acts may indicate that such uses of these verbs are
easier or more useful for children than uses involving locutionary act meanings.

Children often acquire one part of a word’s meaning before other parts, e.g., in
the diary study of Tomasello (1992), the author’s child is reported to use the words
“sweep” and “work” at first with meanings that include only the physical motions
of sweeping and working, but not the goals and results which are included in the
standard meanings of these words. These are cases of knowing only part of the
locutionary act meanings of the verbs, whereas the partial acquisition involved in
children’s early uses of “I know p” (or “I think p”) is a matter of knowing how to
use the verbs to perform certain illocutionary acts, but without picking up the adult
locutionary act meanings for the verbs. The basic difference, then, between chil-
dren’s and adults’ uses of “think” and “know” is that the children do not grasp the
locutionary act meaning of the verbs. This difference may be part of what makes it
difficult for three year old children to pass the false belief tests devised by psy-
chologists: such tests require locutionary act notions of knowledge and belief which
three-year olds appear not to have.

So far I have supposed that A-type mental verb uses are epistemic, in that they
concern the strength of a speaker’s assertion that a particular situation really exists.
Although this assumption holds for most A-type uses, some appear not to be
epistemic: e.g., “I think I’m go in there” (Diessel and Tomasello 2001). A child may
use this sentence to express an intention to go in there, which it does in a weaker
way than would uses of “I’m go in there” or “I know I’m go in there.” This appears
to be a volitional use of “I think p,” quite distinct from epistemic uses. In both types
of uses, however, the function of “I think” is to weaken an illocutionary act,
whether it is epistemic or volitional. This feature common to both kinds of A-type
verb uses provides added support for viewing them as illocutionary act operators,
which strengthen or weaken an illocutionary act. Competence in such uses requires
one to have a practical understanding of how to weaken (or strengthen) an assertion
or an expression of an intention to act.

Although type-A uses of “think” and “know” directly express illocutionary
speech acts, rather than mental powers or processes, these speech acts inform the
addressee of the strength of a speaker’s claim or intent to act. Underlying such
personal support for a truth-claim or an intended action are mental processes, but
A-type uses of verbs focus on the speaker’s personal responsibility for the claim or
the intent to act, rather than on the mental processes used by people in evaluating
and deciding on truth-claims or courses of action. Perhaps A-type mental verb uses
are important because of their effect on personal relationships.

Outline: children’s practical knowledge of mind in A-type uses of mental verbs.

1. From epistemic A-type uses of “I think p” and “I know p,” an addressee has
practical knowledge of the speaker’s judgment in regard to whether “p” is actual
or not, and also of the speaker’s perspective on how strongly or weakly she is
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committed to the judgment. Such strength or weakness correlates with the
amount of personal responsibility which the speaker takes for her judgment.

2. From volitional A-type uses of “I think p” and “I know p,” an addressee has
practical knowledge of the speaker’s intent to perform the action described in
“p,” and of the strength of her commitment to that intent. The strength or
weakness of this commitment correlates with the amount of personal respon-
sibility which the speaker takes for her expressed intent to act as described in the
COMP-clause.

3. Conversers competent in A-type verb uses know how to use the relevant mental
powers for having and expressing in a modulated way an assertion (or an
intention to act), but this does not imply knowledge about the nature of judg-
ment, volition, the mind, or its mechanisms. As in types C and B uses of mental
verbs, children’s practical knowledge concerns appropriate uses of particular
powers of the mind, rather than their nature or processes.

4. Those who are competent in A-type verb uses know how to share attention to
the speaker’s modulated judgment or volition, which sharing may provide a
basis for planning or action in regard to the COMP-expressed situation.

5. Competence in A-type mental verb uses implies that a speaker has practical
knowledge that such uses may affect her relationship to the addressee not only
concerning the COMP-expressed situation, but also concerning the addressee’s
evaluation of the speaker in regard to personal reliability, whether it concerns
accuracy of assertions or resoluteness in acting according to one’s stated
intentions.

5 Three Kinds of Abduction

Abduction is reasoning to explanatory hypotheses which are based on a new
concept. “Abduction” is the name for the reasoning which underlies scientific
theories, and I propose to call such reasoning the “classical notion of abduction.”
Two different but related notions of abduction have been used in the present paper.
One is practical abduction by which children acquire their early uses of mental
verbs, and the second is practical-made-explicit abduction which aims at making
explicit the knowledge present in practical abductions—this aim differs from that of
providing an explanatory theory of mental processes. I take up practical abduction
first. By such abduction, a child generalizes from language games involving the
verb use (e.g., “See p”) to a skill of using the verb in new situations, but with the
same meaning for the word as that experienced by the child in language games.
Because the new situations are not exactly like the original ones, mere general-
ization from earlier uses is insufficient: a child needs a practical hypothesis about
the function of the word in language games she has experienced. Such a hypothesis
often needs refinement, as shown by children’s incorrect extensions of their early
vocabulary. Not only is a child’s early use of mental vocabulary based on practical
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hypotheses of how to use the word, but these hypotheses provide the child with a
new concept, e.g., uses of “see” or “remember” provide a particular concept of an
action which links the conversers to a COMP-expressed situation in the ways
described earlier for C-type uses of mental verbs. A child’s concept of such an
action, however, is practical, in that it concerns how to use the word, which does
not require an ability to describe the kind of action. Because the process by which
children acquire new words requires both generalization from particular instances
and the formation of a practical hypothesis of how to apply the word to new
situations, and because this process results in a new concept, I view the reasoning
underlying the process as abductive. The skill of using the word in a certain way,
according to the practices in language games, amounts to a new practical concept.

In addition to the classical notion of abduction and practical abduction, there
seems to be a related third variety, which I call “practical-made-explicit” abduction.
Such abduction is central to the present paper, and aims at hypotheses which make
explicit the knowledge content implicitly contained in the skill of using a mental
verb in accord with the societal practice. Making knowledge explicit is different
from explaining the causal mechanisms and structures which produce a phe-
nomenon, but hypothesis making is required for both processes.

This third variety of abduction may seem not to fit traditional descriptions of
abduction because it does not seem to introduce a new concept. This is because a
practical version of the relevant concept already exists as embedded in the practice
of using the word in a particular way. Because the embedded concept is implicit,
children need not be able to describe it, or to know much about it or its relations to
other things. Because of these deficiencies, practical knowledge seems to be
inadequate knowledge. To render it more adequate, one would need to delineate the
knowledge explicitly, so that one could inspect its basic nature and its relationships.
Such delineation in words of what one knows practically requires one to describe
the actions, contexts, and results involved in the practical actions and know-how.
Next one must construct hypotheses about the explicit knowledge that would be
needed, in the absence of practical knowledge, to produce the same results. Mere
intuitions about children’s early uses of mental verbs are unlikely to suffice for
building such hypotheses for the practical knowledge of mind associated with such
verb uses. I found I had to introduce theories from Wittgenstein and Austin in order
to figure out what the mental verb uses imply about children’s knowledge. This was
required because we have to know how language works (or how people use it) in
order to figure out the sorts of knowledge that are connected to one’s use of mental
verbs. Language is a complex instrument, and we need theories of it to understand
the implications of its use for knowledge. In forming and refining theories of
language, one would use abductive reasoning of the traditional sort. Such theories
would then be used to contribute to the practical-made-explicit abduction needed
for constructing hypotheses about the practical knowledge of mind that accompa-
nies children’s early competence in mental verb use.
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Abduction, Selection, and Selective
Abduction

Gerhard Minnameier

Abstract “Selective abduction” is a notion coined by L. Magnani, who contrasts it
with the more common notion of “creative abduction”. However, selective
abduction may easily be confused with inference to the best explanation (IBE). This
constitutes a problem, if IBE is reconstructed as an inductive inference. For on the
one hand, abduction and induction must be distinct. On the other hand, Gabbay and
Woods, but also Hintikka and Kapitan, even include hypothesis selection as part
and parcel of the abductive inference per se. Consequently, there seems to be a
riddle about what selective abduction clearly means and how it could be distin-
guished from other forms of reasoning. The contribution tries to solve this problem
by explicating selective abduction and embedding it in an overall taxonomy of
inferences.

1 Introduction

More than a decade ago, I have argued in “Peirce-Suit of Truth” (Minnameier 2004)
that abduction, on the one hand, and inference to the best explanation (IBE), on the
other hand, ought not to be confused. On this account, IBE is reconstructed as
induction in the Peircean sense, and since abduction, deduction, and induction are
the basic inferential types in Peirce’s framework, they have to be orthogonal. In
“Peirce-Suit of Truth” I also maintain that there is a marked difference between the
early and the mature Peirce’s inferential triad. Note that Peirce himself has said that
“in almost everything I printed before the beginning of this century I more or less
mixed up Hypothesis and Induction” (CP 8.221, 1910), where “hypothesis” indi-
cates what he later called “abduction”.
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The confusion that arises when these two versions of Peircean inferences are not
differentiated clearly may be one reason why IBE is often mistaken for abduction.
Another reason may be Gilbert Harman’s notion of abduction by which he
essentially means IBE. All this is well-documented (see Minnameier 2004; Paavola
2006). However, there is still another problem. Look at the following passage from
Peirce:

I say that these three (abduction, deduction, and induction; G.M.) are the only elementary
modes of reasoning there are. I am convinced of it both a priori and a posteriori. The a priori
reasoning is contained in my paper in the Proceedings of the American Academy of Arts
and Sciences for April 9, 1867. I will not repeat it. But I will mention that it turns in part
upon the fact that induction is, as Aristotle says, the inference of the truth of the major
premiss of a syllogism of which the minor premiss is made to be true and the conclusion is
found to be true, while abduction is the inference of the truth of the minor premiss of a
syllogism of which the major premiss is selected as known already to be true while the
conclusion is found to be true. [CP 8.209 (c. 1905)]

In contrast to the view stated above, Peirce claims here that there was no breach
between his early syllogistic version of the three basic inferences and his later
account. How can this be, and where would be the line of demarcation between
abduction and IBE?

This question is not only relevant for the interpretation of Peirce himself, but
also in the context of present-day accounts of abduction, where the notion of
“selective abduction” raises the question of whether and to what extent the “se-
lection” of hypotheses includes an IBE-like aspect.

The good news is that this whole issue can be disentangled, if we stick to a few
basic principles and differentiations. I will try to show that what Peirce calls “a
priori” is equivalent to what Magnani and others call “selective abduction”
(Magnani 2001, 2009; Gabbay and Woods 2005; Schurz 2008), while “a posteriori”
is equivalent to creative abduction.

In order to reveal this systematically, I will first analyse the three inferences in
terms of their specificity and three characteristic subprocesses, of which any
inference is composed (Sect. 2). Based on this analysis, selective abduction and
IBE can be systematically differentiated (Sect. 3). It turns out that selective
abduction is to be reconstructed as the abductive step of knowledge application.
However, the application of knowledge is another field where clarification seems
necessary. Therefore, the now common differentiation between fact-abduction and
theoretical abduction will be addressed in Sect. 4. I shall argue that factual
abduction does not mean that facts are (directly) abduced from explanation-seeking
phenomena, but rather that laws or other kinds of “theories” abduced in the sense
that these are applied to explain the phenomena. If this is true, “fact-abduction” is
tantamount to selective (law-)abduction. Based on these differentiations, an overall
inferential taxonomy will be introduced, in which selective and other kinds of
abductions are embedded. However, this taxonomy can merely be sketched in this
contribution (for more on this see Minnameier 2016).
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2 Three Inferences and Three Inferential Subprocesses

In Minnameier (2004), I suggested the following model of abduction, deduction,
and induction, where the three inferences form a recursive triangle, and in Hintikka
(1998), I have analysed the criteria for the validity of each type of inference and the
cognitive processes of actually making those inferences. This latter aspect deserves
our attention in the present context. In one place, Peirce makes clear that any
inference is made up of three distinctive elements that are performed in steps. These
are called “colligation”, “observation”, and “judgment”:

The first step of inference usually consists in bringing together certain propositions which
we believe to be true, but which, supposing the inference to be a new one, we have hitherto
not considered together, or not as united in the same way. This step is called colligation.
[CP 2.442 (c. 1893)]

The next step of inference to be considered consists in the contemplation of that
complex icon … so as to produce a new icon. (…) It thus appears that all knowledge comes
to us by observation. [CP 2.443-444 (c. 1893)]

A few mental experiments – or even a single one … – satisfy the mind that the one icon
would at all times involve the other, that is, suggest it in a special way… Hence the mind is
not only led from believing the premiss to judge the conclusion true, but it further attaches
to this judgment another – that every proposition like the premiss, that is having an icon like
it, would involve, and compel acceptance of, a proposition related to it as the conclusion
then drawn is related to that premiss. [CP 2.444 (c. 1893)]

Thus, we can amend our model by these three distinctive inferential sub-processes
(see also Fig. 1). Any inference starts from the colligation of certain premises (c).
These premises are observed so as to produce some result and answer a specific
question (o). However, every such result springs to our minds spontaneously in the
process of observation, so that observation has to be followed by a judgement to make
this overall thought process an inference (j).

Let us now consider Peirce’s famous statement of the abductive inference:

The surprising fact, C, is observed;
But if A were true, C would be a matter of course,
Hence, there is reason to suspect that A is true.
[CP 5.189 (1903)]

c

c

c

o

o

o

j

j

j

A D

I

Theory

Necessary
consequences 

Surprising
facts 

Fig. 1 Abduction, deduction,
induction, and their inferential
subprocesses
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If we look at this statement, we immediately see that it only expresses the
judgemental part, not the whole process of abductive reasoning. This abductive
judgement tells us that the observed hypothesis (“A”) actually accommodates the
surprising fact (“C”).

3 Selective Abduction Versus IBE

Two different views on the selective aspect of abduction can be found in the
literature. The first is held by Gabbay and Woods (Gabbay and Woods 2005), who
formalise abduction in the following way (p. 47):

1. T! [declaration of T]
2. : ðR K; Tð ÞÞ [fact]
3. : ðRðK�; TÞÞ [fact]
4. RpresðKðHÞ; TÞ [fact]
5. H meets further conditions S1; . . .; Sn [fact]
6. Therefore, CðHÞ [conclusion]
7. Therefore, Hc [conclusion]

On this account, abduction starts with a cognitive target T (e.g. to explain a certain
phenomenon) that cannot be met based on the reasoner’s background knowledge
K (1). R denotes the attainment relation on T, and Rpres the presumptive attainment
relation on T. If R K; Tð Þ is not possible (2), the reasoner aims at an enhanced
successor knowledge base K�, so that RðK�; TÞ holds. According to (3) this is not
present, yet. However, the presumptive attainment relation (4) can do the job.
H denotes an hypothesis, and KðHÞ a knowledge-base revised by H. Therefore,
(4) essentially establishes that H would, if true, hit the target.

If we stop here and compare this first part of Gabbay and Woods’ formalization
with my above analysis, we find that statements (1) through (4) already cover the
entire abductive inference, where the hypothesis accommodates the initial problem.
However, for some reason Gabbay and Woods think this is not enough, and
H would have to meet further conditions in order to be accepted, e.g. selected from
a set of hypotheses that all satisfy (4). In contrast to their view, my suspicion is that
this adds an inductive element to the very notion of abduction and thus conflates
abduction with aspects of induction. I would therefore recommend simply to cut the
latter part (i.e. numbers 5 through 7) off.

The second position is held by Magnani (2001, 2009) and endorsed also by
Schurz, who writes: “Following Magnani (2001, p. 20) I call abductions which
introduce new concepts or models creative, in contrast to selective abductions
whose task is to choose the best candidate among a given multitude of possible
explanations” (Schurz 2008, p. 202). This sounds as if IBE were included in this
notion of selective abduction. However, at least Magnani is careful to distinguish
between abduction on the one hand, and IBE on the other. He discusses “selective
abduction” in the context of medical diagnosis, where “the task is to ‘select’ from
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an encyclopedia of pre-stored diagnostic entities” (Paavola 2006, p. 10; see also
Minnameier 2004, p. 19).

This, as well as the mere opposition of creative and selective abduction, clearly
indicates that selective abduction pertains to the application of previously estab-
lished knowledge. Both Schurz and Magnani seem to agree on this. And I, for my
part, agree that knowledge application is inferential in the sense that all inferences
(i.e. abdcution, deduction, and induction) are active either explicitly or implicitly.
However, we have to be careful about what “selection” can and cannot mean in the
context of abduction. Let us recall one of Peirce’s statements on this matter:

The first starting of a hypothesis and the entertaining of it, whether as a simple interrogation
or with any degree of confidence, is an inferential step which I propose to call abduction.
This will include a preference for any one hypothesis over others which would equally
explain the facts, so long as this preference is not based upon any previous knowledge
bearing upon the truth of the hypotheses, nor on any testing of any of the hypotheses, after
having admitted them on probation. [CP 6.525 (c. 1901)]

Hintikka (1998, p. 503, see also 2007, pp. 44–52) and Kapitan (1997) both read
this passage in terms of two different tasks that abduction has to fulfil. Kapitan
points out that “(t)he purpose of ‘scientific’ abduction is both (i) to generate new
hypotheses and (ii) to select hypotheses for further examination” (Kapitan 1997,
p. 477).

To be sure, however, the last part of Peirce’s passage makes clear that the
selective aspect be not confused with induction. Furthermore, Peirce stresses that
selection does not mean separating stupid ideas from sensible ones, because
whatever the degree of confidence, a hypothesis is abductively valid, if it explains
the facts, at least in principle. And elsewhere he notes that “the whole question of
what one out of a number of possible hypotheses ought to be entertained becomes
purely a question of economy” [CP 6.528 (1901)]. Hence, this aspect of selection,
i.e. selecting one hypothesis from a set of two or more hypotheses for further
examination, concerns abduction only from a practical point of view (i.e. to start
with examining the most promising hypotheses), not from a logical one. And it
merely marks the transition from abduction to deduction. Thus, the selection that
Peirce has in mind does neither pertain to the abductive judgement, nor to IBE.

As it turns out, “selective abduction” in Magnani’s sense is nothing else than the
application of previously established knowledge. In this sense, some suitable
background knowledge is activated or “selected” vis-à-vis a certain problem. On
this account, selective abduction is to be reconstructed as the abductive step of
knowledge application, in particular in the sense that

1. specific (explanatory) concepts or theories are activated (selected) from one’s
background knowledge, triggered by the initial problem at hand,

2. accepted as the result of the abductive judgement (whereas other spontaneously
generated ideas may be rejected as abductively invalid),

3. and, if there are more than one abductively valid ideas, they are ranked
according to a priori plausibility (however, only for economical reasons).
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To be sure, the latter aspect clearly is the least central one, since it is merely of
practical importance. And it should be noted that Magnani, too, does not attribute it
to selective abduction when he writes: “Once hypotheses have been selected, they
need to be ranked … so as to plan the evaluation phase by first testing a certain
preferred hypothesis” (Magnani 2001, p. 73). As also Peirce warns us in [CP 6.525,
see above] that it should by no means be confused with inductive reasoning.

This reconstruction of selective abduction as the abductive step in knowledge
application allows us, finally, so solve the riddle highlighted in the introduction. It
concerns what Peirce calls “a priori reasoning” in the passage quoted there, and
which he associates with his earlier, syllogistic, concept of abduction (i.e. hypo-
thetical reasoning). This “a priori”-reasoning is equivalent to selective abduction in
the sense just described. Hence, when Peirce explains that this selective kind of
“abduction is the inference of the truth of the minor premiss of a syllogism of which
the major premiss is selected as known already to be true while the conclusion is
found to be true” [CP 8.209 (c. 1905)],

1. the major premiss to be selected is the theory to which one abduces (e.g.
8xðFx ! GxÞ),

2. based the conclusion (of the syllogism), Ga, which is found to be true and which
needs to be explained,

3. and Fa results from the assumption that the occurrence of Ga is a case of
8x ðFx ! GxÞ.
With respect to (3), the only question remaining is whether the abduction runs

from Ga to the general law 8x ðFx ! GxÞ, as I have suggested, or from Ga to Fa, as
Schurz (2008) might perhaps argue based on his notion of “factual abduction”. This
is discussed in the following section.

4 Fact-Abduction and Theoretical Abduction

This is how Schurz formalises the basic form of factual abduction in his “Patterns of
Abduction” (Schurz 2008):

Known Law: If Cx, then Ex
Known Evidence: Ea has occurred
================================
Abduced Conjecture: Ca could be the reason. (Schurz 2008, p. 206)

Following my analysis in the previous section, it can easily be seen that Schurz’s
syllogism is equivalent to what I have labelled the “abductive judgement”. Thus, it
is the same as Peirce’s famous statement quoted above. The only difference is that
Peirce relates to the invention of new concepts, whereas factual abduction relates to
the application of existing knowledge, here in terms of a “known law”.
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Now, the crucial point is that Schurz thinks that “possible facts” (in terms of
possible causes) are abduced from actual facts that have to be explained (as effects of
some cause). However, if we take abduction as a cognitive process, we have to
distinguish between colligation, observation, and judgement. This yields a different
picture of the inferential process as a whole. In particular, Ca, then, is not the result,
and the “known law” (If Ca, then Ex) is not the premise, but the “theory” abduced
to. The inferential reasoning runs from the colligation of Ea as the explanation-
seeking phenomenon to the observation of the known law, which, if true in that
situation, yields Ca as the possible cause of Ex, and the judgement that Ca could be
the reason why Ea has occurred. The syllogistic form that is also presented in
Peirce’s classical beans-example [CP 2.623, 1878], merely expresses the final
judgemental part; but the core of this abductive inference is the selection of the
known law in order to explain the fact (i.e. the conclusion of the syllogism). This is
how I understand Peirce, when he says that “the major premiss is selected as known
already to be true while the conclusion is found to be true” [CP 8.209 (c. 1905)].

Now, if one accepts that factual abduction is basically abduction to known laws
and theories, rather than to facts pure and simple, this allows us to unify Schurz’s
subforms of factual abduction, namely “observable-fact abduction”, “first-order
existential abduction”, and “unobservable-fact abduction” (Schurz 2008,
pp. 27–210), because they all reduce to the abduction of known laws and theories.
Moreover, it reveals that Schurz’s distinction between factual abduction, on the one
hand, and law abduction, on the other hand, does not relate to entirely different
forms of the abductive inference. The only difference is that law abduction relates to
the creative abduction of new laws, whereas factual abduction relates to the se-
lective abduction as the abductive step of the application of known laws. Schurz
explicitly endorses this interpretation (Schurz 2008, p. 212).

Moreover, what is a fact? Laws do not only explain simple facts. The simple law
“When it rains, the streets will be wet” does not only explain, in some sense, why
the streets may currently be wet, but the law is itself a fact about the world we live
in. As a consequence, we can think of a cognitive hierarchy moving upwards from
the statement of simple facts to laws, and on from simple empirical laws to abstract
theories. What’s more, we can also construct a downward hierarchy from stated
facts to sensual perception and elementary processes of cognitive functioning.1

Today, the brain as whole and with all its mechanisms is seen as an “active
inference machine” (Adams et al. 2013, p. 614) and the activity of the mind “as
intimately embodied and profoundly environmentally embedded” (Clark 2012,
p. 275). To my mind, this is of utmost importance also for the grounding of
Peircean pragmatism.

1Peirce had reservations against conceiving perceptual judgements as abductions (CP 5.186).
However, these concerns do not seem justified (see Minnameier 2016). See also Magnani (2001,
2009).
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5 A Sketch of an Overall Taxonomy of Inferences

Finally, let me give you an idea of the overall taxonomy, which is illustrated in Fig. 2
and spelled out in more detail in Minnameier (2016). In one dimension, we have a
cognitive hierarchy of levels or reasoning in the sense mentioned in the preceding
section. In another dimension, domains are distinguished. Most of the research on
abduction has, like Peirce himself, mostly focused on explanatory problems, where
observed phenomena have to be theoretically explained. However, large parts of
academia are not—at least not mainly—concerned with explanatory problems, but
rather with technological problems (engineering, medical, educational sciences and
so forth). Technologies do not have to be true in a strict sense, they have to be
effective. Finally, ethics—or, to be more precise: normative ethics—aims neither at
explanations, nor at technologies, but at principles of justice. As a consequence, we
have at least three domains with three different evaluative criteria (or “regulative
ideas”): truth, effectivity, and justice.

However, I think that at least one additional type of inferences has to be dis-
tinguished. I can only hint at it here, but I do so to make this draft of a compre-
hensive inferential taxonomy complete. We typically think of abduction, deduction,
and induction as forward-moving, i.e. from a stated problem to the abduction of a
possible solution, the subsequent deductive derivation of necessary consequences,
and the final inductive evaluation. However, reasoning in the reverse direction is
also possible. In fact, much of our reasoning—in particular scientific reasoning—
proceeds in just this way. For example, think of mathematical proofs, i.e. the kind
of reasoning that Peirce has called “theorematic deduction” (as opposed to
“corollarial deduction”) [CP 2.267, 1903]. In my view, this is best understood as an
“inverse deduction”: We start from the colligation of what is the result of a
corollarial deduction, and through the observation of this premise (i.e., the state-
ment that has to be proved) we look for the base from which we can actually deduce
that statement. The final and formal derivation marks the judgemental part in this
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context. Likewise, inverse abduction and inverse induction can be constructed,
where inverse abduction leads from theories to cases (as examples), inverse
induction is the inference from the presumed truth of a theory to a crucial exper-
iment that would confirm it (see Minnameier 2016 for a detailed description).

All in all, we can distinguish forward and backward moving inferences, infer-
ences in different domains and at different cognitive levels. Selective abduction can
take on all these forms, whenever already established knowledge is merely applied
(rather than invented). In other words, the distinction between creative and selective
abduction is orthogonal to all the other systematic distinctions made.

6 Conclusion

In the present paper, the notion of “selective abduction” has been analysed, con-
ceptually sharpened and embedded as one form of abduction in a taxonomy of
inferential reasoning. Selective abduction comes out as a distinct kind or abductive
reasoning, yet broad in scope and covering a range of selective abductions.

As to its distinctness, I have raised objections against Gabbay and Woods’
account of abduction which includes hypothesis selection as part and parcel of
abduction as such. Magnani’s concept of selective abduction, which he distin-
guishes from IBE, seems more appropriate both in the sense that it is closer to
Peirce and that it depicts an important form of abductive reasoning. Accordingly,
abductions can be classified into creative abductions, on the one hand, and selective
abductions, on the other hand.

As to its breadth in scope, I have argued that selective abduction—or what Peirce
calls “a priori” abductive reasoning—is best understood as the abductive application
of already established knowledge. Any activation of knowledge vis-à-vis certain
explanation-seeking phenomena would then count as a selective abduction.
However, not only are such inferences numerous, but there are also different forms
of selective abduction, as there are different forms of creative abduction. In
particular, I have discussed different cognitive levels, different domains of reasoning,
and inverse inferences in this respect.

Selective abductions, therefore, can be manifold and multifarious, but they are at
the same time distinct from both creative abduction and IBE.
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Complementing Standard Abduction.
Anticipative Approaches to Creativity
and Explanation in the Methodology
of Natural Sciences

Andrés Rivadulla

Abstract After showing by means of several examples the significant role that
standard abduction plays both in observational and in theoretical natural sciences, I
introduce in this paper preduction as a deductive discovery strategy. I argue that
deductive reasoning can be extended to the context of discovery of theoretical
natural sciences, such as mathematical physics, and I use the term theoretical
preduction to denote the way of reasoning that consists in the implementation of
deductive reasoning in scientific creativity. Moreover, standard abduction is not
always sufficient to provide best explanations in science. It is widely known that
during the 1960s, abduction was identified as a form of inference to the best
explanation. But when the explanation of many natural phenomena requires more
than spontaneous acts of creativity, such as those that one might imagine in the
cases of Kepler, Darwin or Wegener, much mathematical work has to be done in
addition in order to advance justified theoretical explanations. In those cases, the
explanation takes place more preductivo. I term sophisticated abduction the cor-
responding form of inference to the best explanation.

Keywords Scientific discovery � Standard abduction � Theoretical preduction �
Sophisticated abduction

1 Introduction

During the last century the official philosophy of science has to a great extent
neglected the relevance of the context of scientific discovery for the methodology of
natural sciences. Thus most philosophers have disregarded the creative role played
in science by ampliative inferences such as induction and abduction.
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Nonetheless abduction has played a significant role for the introduction of highly
relevant concepts and hypotheses, both in observational and in theoretical natural
sciences: from the postulation of geometrical models of the planetary movements in
ancient astronomy to the most recent ideas on dark matter and dark energy in
astrocosmology.

My paper is structured in three parts. In Sect. 2, I intend indeed to illustrate the
importance of standard abduction by means of examples taken from the history of
natural sciences. The distinction between observational and theoretical natural
sciences signals that in some kinds of natural sciences the method of hypothesis
testing is not predominant. Indeed, sciences grounding on observation, like evo-
lutionary biology, palaeontology and the Earth sciences, are paradigmatic cases of
natural sciences that do not apply any Popperian tests. Instead of this they rely
basically on abduction as both a discovery and an explanatory practice, and when
necessary they resort to so-called additional evidence tests. Theoretical natural
sciences, like mathematical physics, rely on their side both on deductive hypothesis
testing (context of justification or validity) and on abduction in order to introduce
new ideas (context of discovery).

Moreover, theoretical natural sciences make use also of a deductive discovery
strategy that I call preduction. Therefore in Sect. 3, I argue that deductive reasoning
can be extended to the context of discovery of theoretical natural sciences, such as
mathematical physics. I use the term theoretical preduction, or simply preduction,
to denote the way of reasoning which consists in the implementation of deductive
reasoning in the context of scientific discovery.

But, since standard abduction is not always sufficient to provide best explana-
tions, the methodology of science sometimes has to proceed more preductivo:
abduction resorts to preduction. In Sect. 4, I tackle the role of abduction in the
context of explanation. It is widely known that during the 1960s, abduction was
identified as a form of inference to the best explanation. Nonetheless, the expla-
nation of many natural phenomena requires more than spontaneous acts of cre-
ativity such as those that one might imagine in the cases of Kepler, Darwin,
Rutherford and many others. These cases require a lot more mathematical work in
order to advance justified theoretical explanations. In those cases, the explanation
proceeds more preductivo. I term sophisticated abduction the corresponding
inference to the best explanation in theoretical physics.

As I said a few lines above, in this paper I tackle first the role of abduction as a
way of reasoning in the methodology of Natural sciences. In particular I present
abduction as a form of creativity both in observational and in theoretical sciences.
But since this issue is of relevance for the contemporary philosophy of science, and
the questions relating to scientific discovery have been neglected for many decades
in the official methodology of science, it is necessary to dwell briefly upon the
debate on the context of discovery in the philosophy of science.

Is the question of how a new idea is introduced into science, a hypothesis for
instance, relevant to the methodology of science? According to Popper and
Reichenbach, the methodology of science has focused almost exclusively on sys-
tematic aspects of science, the context of justification, and has neglected the issues of
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conceiving new ideas, the context of discovery. So, for the official philosophy of
science of the last decades, the methodology of science consisted nearly exclusively
in the application of deductive testing of hypotheses, the so-called Popperian tests.
Nonetheless, in some natural sciences, for instance in geology, Dan McKenzie, one
of the creators of the plate tectonics model, confesses (2001: 185) that “hypothesis
testing in its strict form is not an activity familiar to most earth scientists”, and
Sclater (2001: 138) affirms that “Earth scientists, in most cases, observe and describe
phenomena rather than conducting experiments to test hypotheses.” Thus, deductive
testing of hypotheses is not the exclusive methodology of natural sciences.

Moreover, the neglect of the context of discovery by the official philosophy of
science has since the 1970s been taken over by cognitive scientists and AI
researchers, who have developed computational models of scientific creativity;
indeed, they have developed a computational science of scientific discovery actually
(H. Simon, P. Langley etc.).

If we recognize the existence of sciences that do not apply deductive hypothesis
testing, sciences for which the context of discovery is methodologically relevant,
then we might accept that the distinction between observational and theoretical
sciences in the realm of natural sciences is reasonable indeed. Observational natural
sciences are predominantly empirical. They rely on experience, on observation,
they apply abduction—inference to the best explanation (IBE)—as a discovery
practice, and they do not implement any Popperian deductive testing of hypotheses;
only additional evidence tests, when needed.

Theoretical natural sciences, on the other hand, rely both on abduction and
preduction for the introduction of novel hypotheses into science. A typical example
of theoretical natural science is mathematical physics. Finally, in theoretical natural
sciences abduction can be both: standard and sophisticated.

2 Standard Abduction in the Methodology of Science

Thirty years before Popper and Reichenbach, Charles Peirce had taken up a position
on the processes of forming or devising explanatory scientific hypotheses. Peirce
gave the name abduction to the logical operation of introducing new ideas into
science: “All the ideas of science come to it by the way of abduction. Abduction
consists in studying facts and devising a theory to explain them” (CP, 5.170).

Thereafter Harman (1965: 88) equated abduction with inference to the best
explanation, and since the late 1970s abduction has been, for the methodology of
science, inference to the best explanation. Thagard (1978: 77), for instance, rec-
ognized that “Inference to scientific hypotheses on the basis of what they explain
was discussed by such nineteenth-century thinkers as William Whewell and
C. S. Peirce, … To put it briefly, inference to the best explanation consists in
accepting a hypothesis on the grounds that it provides a better explanation of the
evidence than is provided by alternative hypotheses.” And Josephson and
Josephson (1994: 5) claimed that “Abduction, or inference to the best explanation,
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is a form of inference that goes from data describing something to a hypothesis that
best explains or accounts for the data.”

Abduction has two sides. As Magnani (2001: 17–18), Magnani and Belli (2007:
294) claims, abduction both generates plausible hypotheses and provides best
explanations of facts. Indeed, abduction in its both aspects—as creative generation
of plausible hypotheses and as IBE—has been widely applied in the natural sci-
ences, as the following cases of the history of science convincingly show:

– Ancient astronomy applied abductive reasoning in order to model planetary
movements by means of geometrical models.

– One of the most celebrated abductions was Kepler’s postulation of the elliptic
character of Mars’ orbit (Peirce CP 1.72, 1.73, 1.74; Hanson 1958: 84–85).

– A particularly interesting case of abduction, to be presented later here, is Alfred
Wegener’s (1880–1930) continental drift hypothesis as defended in his Die
Entstehung der Kontinente und Ozeane, 1915.

– Darwin’s evolutionary hypothesis in On the Origin of Species by Means of
Natural Selection, 1859: “we accept the Darwinian theory of evolution by
natural selection as what Peirce called an ‘abduction’, or what has recently been
called an ‘inference to the best explanation’” Putnam (1981: 198).

– Ernest Rutherford’s atomic planetary model was abductively postulated in 1911
on the basis of the alpha particles scattering experiments.

– Etc.

2.1 Abduction in Observational Sciences I. The Postulation
of a New Hominin Species: Homo Antecessor

From a methodological viewpoint, palaeoanthropology follows the pattern of a
typical empirical science: the recognition of surprising facts, abduction by elimi-
nation of mutually exclusive hypotheses, hypothesis revision in the light of addi-
tional data, and the beginning of a new cycle. Noonan et al. (2006), in a paper on
the comparison of the genomes of Neanderthals and modern humans, claim for
instance that “Our knowledge of Neanderthals is based on a limited number of
remains and artefacts from which we must make inferences about their biology,
behavior, and relationship to ourselves.” And Lorenzo (2005: 103) affirms that
“Phylogenetic trees are only evolutionary hypotheses built upon a continuously
changing empirical basis. It is usual that these hypotheses are tested, and modified,
if necessary, on the grounds of new data.”

The following steps show summarily how a new hominin species, Homo
antecessor, was abductively postulated:

1. The surprising fact: The 1995 discovery, at the Sierra de Atapuerca, Spain, of a
part of the facial skeleton of a young man—the Gran Dolina Boy—of an age of
nearly 800 kiloyears.
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2. This fossil showed neither the primitive features of Homo ergaster nor the
derived characters of Homo heidelbergensis—500 kiloyears old—inherited by
Homo neanderthalensis.

3. The skull capacity of the Gran Dolina Boy—about 1000 cc, considerably bigger
than that of the best preserved skulls of Homo ergaster—provided an excellent
reason for not considering it to be a specimen of Homo ergaster.

4. Neither could the Gran Dolina Boy be Homo erectus, since this one is mainly
distributed throughout Asia (as well as in Israel and in Georgia), and the Homo
erectus fossils are considerably older.

5. Abductive conclusion: The Gran Dolina Boy could only be a specimen of a new
species, which was called Homo antecessor: “a common predecessor of both the
evolutionary line that in Europe led to Homo neanderthalensis and of the
evolutionary line that in Africa led to the modern populations of Homo sapiens.”
(Bermúdez de Castro 2002: 35).

2.2 Abduction in Observational Sciences II. The Case
of the Continental Drift Hypothesis

The postulation of the continental drift hypothesis has proceeded—confesses
Wegener (1966: 167)—in a purely empirical way: “by means of the totality of
geodetic, geophysical, geological, biological and palaeoclimatic data. … This is
the inductive method, one which the natural sciences are forced to employ in the
vast majority of cases.” (Of course abduction was completely unknown in 1915,
the year of publication by Wegener of his The Origin of Continents and Oceans.)
The observations supporting Wegener’s hypothesis were the following
(Cf. Rivadulla 2010):

1. Geodetic data: Observation of the continuous separation of Europe and America
on the basis of astronomical, radiotelegraphic and radio-emission measures,

2. Geophysical data: Compatibility of both the Fennoscandian rebound and the
isostasy hypothesis with lateral continental displacements.

3. Geological data: Affinities between the plateaus of Brazil and Africa and the
mountains of Buenos Aires and the Cape region.

4. Palaeontological data: Distribution of the Glossopteris flora—a fern fossil
register—in Australia, South India, Central Africa and Patagonia, and of
Mesosaurus in Africa and South America.

5. Palaeoclimatical data: The Spitzberg Islands, currently under polar climate,
must have enjoyed a much warmer climate in the Mesozoic and in the
Palaeozoic.
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2.3 Abduction in Theoretical Natural Sciences I. The Case
of Dark Matter

Between the years 1932–1933, Jan Hendrik Oort (1900–1992) and Fritz Zwicky,
working independently from each other, found out that stars orbiting at remote
distances around their galaxies’ centres do move more quickly than expected.

According to Kepler’s Third Law in Newtonian form, P2 ¼ 4p2
GNM

� �
D3, in the

idealized case of circular orbit, the orbital velocity of the star should behave like
vorb /

ffiffiffiffiffiffiffiffiffi
1=D

p
, i.e.: vorb / D�1. This means that it is inversely related to the star’s

distance: the larger the distance, the smaller the star orbital velocity.
Instead of concluding that Kepler’s Law is wrong, physicists abductively

hypothesized that a much greater quantity of matter must exist than that which is
being directly observed, and which is responsible for the rapid orbit of faraway
stars. They called it dark matter.

2.4 Abduction in Theoretical Natural Sciences II. The Case
of Dark Energy

In 1998, observations of supernovae of type Ia, situated 4300 Mpc (mega parsecs
[1 parsec = 3.26 light years]) away from us, show that they are more distant than
would be expected if the Universe were to contain only matter—both ordinary, i.e.
baryonic, and dark matter—since the gravitational attraction would slow down its
expansion. These observations suggest that the Universe is not only expanding, but
that it is also accelerating.

In order to provide an explanation for this unexpected phenomenon, physicists
abductively proposed the hypothesis of the existence of some dark energy. For this
discovery Saul Perlmutter, Brian Schmidt and Adam Riess were awarded the Nobel
Physics Prize in 2011.

3 Complementing Abduction. The Role of Preductive
Reasoning in the Creative Processes of Theoretical
Natural Sciences

According to Peirce (CP, 5.145), “Induction can never originate any idea whatever.
No more can deduction.” Indeed, “deduction merely evolves the necessary con-
sequences of a pure hypothesis” (CP, 5.171).

My main concern now is: Can deductive reasoning be used in the context of
scientific discovery? My answer will be: Yes, it can. Indeed I maintain that in the
methodology of theoretical physics, we can implement deductive reasoning in the
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context of discovery, beyond its ordinary uses in the context of justification and that
a new form of reasoning in scientific methodology, which I call theoretical pre-
duction or simply preduction, can be identified.

Let me start with following quotation by Eddington (1926: 1) on the knowability
of stellar interiors: “At first sight it would seem that the deep interior of the sun and
stars is less accessible to scientific investigation than any other region of the uni-
verse…, the interior of a star is not wholly off from such communication.
A gravitational field emanates from it …; further, radiant energy from the hot
interior after many deflections and transformations manages to struggle to the
surface and begin its journey across space. From these two clues alone a chain of
deduction can start, which is perhaps the more trustworthy because it is only
possible to employ in it the most universal rules of nature—the conservation of
energy and momentum, the laws of chance and averages, the second law of ther-
modynamics, the fundamental properties of the atom, and so on. There is no more
essential uncertainty in the knowledge so reached than there is in most scientific
inferences.” In my opinion in this quotation Eddington pre-announces this form of
deductive discovery in theoretical astrophysics that I call preduction and can be
identified as follows:

1. Preduction consists in resorting to the available results of theoretical physics as
a whole, in order to anticipate new ideas by mathematical combination and
manipulation of these results, in a form which is compatible with dimensional
analysis—although not every combination need be heuristically fruitful.

2. The results postulated methodologically as premises proceed from differing
theories, and any accepted result can serve as a premise—on the understanding
that accepted does not imply accepted as true.

3. This suggests the notion of a hypothetical-deductive method. Indeed, preduction
is an implementation of the deductive way of reasoning in the context of sci-
entific discovery.

4. Since the results, which are the premises of the preductive way of reasoning,
derive from different theories, preduction is transversal or inter-theoretical
deduction.

5. This is what makes it possible to anticipate new ideas in physics.
6. Physicists apply preductive reasoning in a spontaneous way in order to antici-

pate as yet unavailable ideas, hypotheses or theoretical results.
7. Preduction differs from abduction by the fact that the results of preductive

reasoning do not come from empirical data but they are deductively derived
from the available theoretical background taken as a whole.

3.1 The Preductive Discovery of the Stellar Interior Model

The discovery of the interior structure of main sequence stars amounts to preducing
a theoretical model of the stellar interiors. This model consists of five basic

Complementing Standard Abduction … 325



differential equations (five gradients): Hydrostatic equilibrium, mass conservation,
interior luminosity, temperature gradient for radiative transport and temperature
gradient in case of adiabatic convection (Cfr. Ostlie and Carroll 1996: 365).

The idealisations needed for hydrostatic equilibrium are those of a spherically
symmetric and static star. The corresponding preductive procedure consists in the
combination of three theories: Newtonian mechanics (second and third laws, and the
universal gravitation law), classical statistics mechanics (the Maxwell-Boltzmann
distribution of the ideal gas pressure), and quantum physics (Planck’s radiation
law of the radiative pressure of a black body), being the total pressure the combi-
nation of both the ideal gas pressure (Pig ¼ qkT=�m) and the radiation pressure
(Prad ¼ ð1=3ÞaT4).

The idealisations assumed for the obtaining of the temperature gradient are also
that of a static sphere with black body conditions plus the conditions of adiabatic
expansion. The corresponding preductive procedure consists in the combination of
following disciplines: classical physics and quantum physics for the temperature
gradient of radiative transfer (combination of the equation of radiative transfer with
the equation of the black body radiation pressure), and classical statistical
mechanics and thermodynamics of adiabatic processes (for the obtaining of the
temperature gradient of a monoatomic ideal gas expanding adiabatically).

The full account of the theoretical model of stellar interiors is completed with the
mass conservation equation and the equation of the luminosity gradient, with the
latter depending on the energy generated by both nuclear and gravitational
processes.

The preduction of the stellar interior model presented here follows the basic lines
anticipated by Eddington in (1926): combination of accepted results of different
physical theories and disciplines that allow to anticipate as-yet unavailable
knowledge on the deep interior of main sequence stars.

4 Sophisticated Abduction

In Sect. 2, I have focused on the creative aspect of abduction. But when concerned
with inferences to the best explanations, sometimes the available empirical data do
not directly suggest an attractive explanation, as we might imagine they would for
Rutherford’s postulation of the planetary atomic model or Wegener’s continental
drift hypothesis. Very frequently, hard (mathematical) work is needed for instance
in theoretical physics. In these cases, preductive reasoning serves abduction for the
purposes of providing satisfactory explanations for as-yet unexplained constructs.
In such cases, the theoretical explanation takes place more preductivo. Since the
inference to the best explanation depends on the implementation of preductive
reasoning on the context of theoretical explanation, it is not standard abduction
which is being applied here. I name this procedure sophisticated abduction.
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4.1 The Case of Planck’s Radiation Law

The search for a theoretical explanation of the black body radiation (Kirchhoff) was
one the most urgent tasks theoretical physicists were faced with at the end of the
nineteenth century.

With the contributions by Stefan, Boltzmann and Wien, empirically confirmed
by Lumer and Pringsheim in 1897, classical thermodynamics had exhausted its
explanatory possibilities. Further contributions by Rayleigh and Jeans combining
statistical mechanics and electrodynamics were only partially satisfactory (ultravi-
olet catastrophe).

Finally, in December 1900, Max Planck, combining electrodynamics with
Boltzmann’s statistical mechanics and with Wien’s first law (classical thermody-
namics), plus the assumption E = hν, produced—preduced—his famous Black
Body Radiation Law.

Planck’s procedure is unquestionably preductive. But since his purpose was to
offer a theoretical explanation of a challenging empirical result, Planck provided a
Best Explanation of the black body radiation, thus performing a characteristic
abductive inference.

4.2 Some Further Examples of Sophisticated Abduction

Here is a short list of further cases of sophisticated abduction that can be found in
theoretical physics. In all these cases the explanation proceeds via preductiva:

– Einstein’s explanation of the photoelectric effect.
– Planck’s Radiation Law, as it obtains in the framework of Bose-Einstein

quantum statistical physics.
– The explanation of the variability of Cepheids or pulsating stars.
– The construction of theoretical models for cataclysmic explosive variables:

novae and supernovae (for instance SN1987A).
– The theoretical explanation of neutron stars.
– The theoretical explanation of pulsating sources of radio waves—pulsars—(for

instance PSR 1929+21).
– Etc.

5 Conclusion

In Sect. 2, I have shown the fruitfulness of standard abduction in the methodology
of both observational and theoretical natural sciences. In Sect. 3, I have crossed the
frontiers of abduction for the postulation of theoretical preduction as a deductive
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practice of creativity in theoretical natural sciences. Finally, in Sect. 4, I have
completed the view on Inference to the Best Explanation by the assessment of
sophisticated abduction as a specific form of abductive reasoning that relies on
theoretical preduction.

To sum up: I join the very many contemporary philosophers who have tried to
overcome this major error of methodologists over recent decades, that of neglecting
the relevance of the context of discovery for the philosophy of science.
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The Ontogeny of Retroactive Inference:
Piagetian and Peircean Accounts

Donna E. West

Abstract Like Peirce, Piaget posits that the type of problem-solving truly retro-
spective in nature is embedded in action schemes (Empirical and Pseudoempirical
Abstraction), inducing increasingly diverse courses of action, and spontaneous
explanations. Piaget insists that working from the consequence to determine the
premises (Retroactive Reasoning) represents a formidable means to develop viable
hypotheses which rest upon the means to reverse and compensate in novel ways. He
accounts for amplified social and logical reasoning in the face of unexpected con-
sequences (Reflecting/Reflected Abstraction), when reasoning extends beyond
present appearances to incorporate diverse orientations, e.g., changes in event par-
ticipants’ location/orientation and object motility/dimension modifications, e.g.,
changes in mass do not automatically result in form alterations. Children propose
arguments (identity, reversibility, compensation), illustrating objective explanations
for changes in appearances. Afterward, children assert others’ epistemic, and deontic
idiosyncrasies (as bystanders). This form of Reflected Abstraction unequivocally
demonstrates modal logic; it is free from perceptual constraints. These
perspective-taking competencies ultimately trigger well-founded recommendations
for diverse courses of action in would-be events (West 2014a; West 2014b), rep-
resenting Piaget’s commitment to germinating plausible hypotheses. For Peirce,
recommending courses of action independent of experiencing them (MS 637: 1909)
embodies his pragmatic maxim.
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1 Introduction

This inquiry demonstrates the existence of compelling similarities (heretofore
unaddressed) between Piaget’s and Peirce’s models of hypothesis-making, and
dispels assumptions which have heretofore mischaracterized both. Three critical
assumptions will be called into question, although attention will be given to the
latter two: that Peirce’s commitment to realism rejects Piaget’s constructivism
altogether; that language alone (not spatial/temporal primitives) drives logic; and
finally that retroactive inferencing (abductive reasoning) always needs to be
expressed-articulating explicit rationale for the legitimacy of the novel inference.
These unfounded assumptions have obscured any serious comparison between the
two models. They ignore the existence of universal and a priori event structures,
and particular propensities to regulate (via action and mental objects) shifting
components central to logic which are pregnant in ontological constructions. The
existence of spatial primitives such as: motion, force and blocked path (Mandler
and Cánovas 2014: 514–515) serves as the foundation for constructing event
profiles, and in turn, maps how children “instinctually” integrate events into epi-
sodes by exploiting affordances (cf. West 2014b for further discussion of events as
affordances), which result in insightful inferences. “…On the basis of what is
known to date about concepts in the first months of life, …all the information being
conceptualized appears to be spatial in nature, either describing what something
looks like and how it moves or what happens in the events in which it
participates”(Mandler and Cánovas 2014: 512). Accordingly, image schemas pro-
vide the common framework for prelinguistic and linguistic representations of event
profiles (Mandler and Cánovas 2014: 513). Despite the fact that the existence of
spatial primitives was not an argument to which Piaget or Peirce were exposed, they
would not have rejected it out-of-hand. In fact, Piaget (1977/2001: 300) ascribes to
the primacy of spatial factors as follows: “At the beginning, then, space is a junction
point between the properties of the object and the operations of the subject, but
there is much to be learned from its development.” Shortly thereafter Piaget
(1977/2001: 301) augments the conviction that spatial concepts are necessary to
perceive relations across all developmental levels as follows: “…space conserves
more than ever its role as mediator between subject and objects, allowing the
subject to assimilate the diversity of those objects’ manifestations in an intelligible
manner.”

The fact that both Piaget and Peirce accorded great weight to internal factors,
from within the organism, demonstrates their appreciation for more constructivist
viewpoints—that generation of mental schemes/hypotheses is not primarily
dependent upon external factors, including language input. At the same time, the
fact that Piaget and Peirce were adamant opponents of psychologism (Smith 1999:
87) demonstrates their commitment to the influence of the individual, as well as
phenomena apart from the subject, himself, to obviate relations in the physical
world, especially those which propel deictic regenerative event structures and
explanations for their states of affairs. Whereas Peirce attributes the latter to the
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dialogic interaction between the continuum and insight of the individual, Piaget
limits this factor to the universal need to regulate external and internal systems
through equilibration and disequilibration (Piaget 1975/1985: 142). Because equi-
libration entails internal processes—establishing a balance between accommodating
and assimilating mental schemes—it likewise requires reconciling contradictions of
external regularities with children’s previous schemes—implying some adherence
to a continua within which a balance with nature at large becomes relevant.

It is evident then, that constructivist accounts, like that of Piaget, do not dismiss
altogether factors beyond empirical ones; nor does Peirce’s realism or phe-
nomenology (in their emphasis on extra-sensory influences on conscious and
unconscious processes) discount a constructivist approach. The very fact that Peirce
makes a significant and primary place for Firstness-based factors (unbidden,
internal foci) in the process of knowing testifies to his appreciation for internally
driven, subjective and creative endeavors. Although constructivism does not
directly embrace learning from internal insight within a realism paradigm (instinct),
its primary tenet—that organisms have an active role in picking up knowledge—
does not directly oppose an account which charges that at junctures in development,
a flash of insight (often informed by Firstness-based sources) may assert itself,
lending significant innovation to the process. More obviously, constructivism
supports the development of later skills inherent in the revisionary nature of
abductive processes, i.e., consciously using imperatives to determine which premise
is more plausible from among the contenders (cf. West 2015a for further expansion
of imperatives driven which underlie abductions). In fact, the source and compo-
sition of revisionary abductions are of a quite distinctive character from those which
derive from instinct at early developmental stages. The distinction derives from the
type of knowledge and explanation underpinning the hypothesis—either logica
utens typically applying in the case of the latter, and logica docens in the former.
Nonetheless, abductions can arise from both sources, especially if they are revi-
sionary in nature. Novel hypotheses derive from instinct/insight alone (independent
of explicit knowledge) arise primarily from practical, action-based pre-linguistic
schemes which are unconscious (Gopnik 2009: 27).1 Such hypotheses ordinarily
emanate from what Peirce refers to (1901: MS 692: 5) as logica utens—implicit
knowledge, “logic in possession” which is anchored in either innate dispositions or
in universal sensorimotor intelligence. Conversely, hypotheses which surface lar-
gely from explicit, learned knowledge, arise from logica docens, …“legitimate

1According to Gopnik (2009: 27) even prior to using language children (before 1;6) engage in
pretend behaviors, imagining “the ways things might be different.” Gopnik cites to such displays
of conduct as, combing hair with a pencil; or substituting a block for a car in transit. These
behaviors demonstrate implicit, novel hypotheses about similar functions across objects, sug-
gesting that one object might be substituted for another in a similar context. Here children infer,
prior to the onset of language, that one object can be employed in similar fashion to another.
Although explicit rationale is not offered to explain what contributes to the effectiveness of the
comb, for example, to tidy the hair, the inference, nonetheless, qualifies as an abduction—a
reasonable hunch about what might contribute to or produce a surprising consequence, tidy hair
via pencil strokes.
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doctrine learned by study” (1901: MS 692: 5). These hypotheses are fueled by more
conscious operations which consider the internal congruity of external systems. In
logica docens, assumptions which culminate in abductions are more endoporeutic
in nature—they operate from the outside in, grounding themselves in external
principles; and they often underscore the need to ultimately modify internal, pre-
determined systems (cf. Pietarinen 2006: 183). Accordingly, although pragmatic,
action driven inferences more often underlie abductions grounded in logica utens,
such practical knowledge can likewise inform (but not define) revisionary
hypotheses which rely additionally upon other types of acquired knowledge, i.e.,
those arrived at more indirectly and more consciously. In fact, abductions deriving
from logica docens and the hybrid type transcend Woods’ (2013: 367–368) igno-
rance preserving kind because although they initially may emanate from practical
inferences, they draw more heavily upon objective, more endoporeutic principles.

2 Epistemological Considerations

Although superficial differences exist between the epistemological models of Jean
Piaget and C.S. Peirce, their primary tenets are aligned. Four overarching
assumptions obviate commonalities between Peirce and Piaget: the semiotic basis
for building a logical system,2 the foundational place of indexical devices when
transitioning from mechanical to more advanced thought, the revisionary nature of
implicit explanatory inferences, and the facilitating role of inter/intra-subjective
dialogue in refining logical systems.

The point of departure of the two models is that truth-seeking and scope (illative
determinations) are inextricably bound because they are both quantified in Peirce’s
existential graphs, in line with Pietarinen and Bellucci’s (2015: 10) claim.
Peirce unites illative (inferencing) and truth value issues in his existential graphs
(1893: MS 559: 8); while Piaget makes this claim implicitly with repeated asser-
tions that via disequilibration and equilibration, children reconcile their logical
systems to incorporate increasingly more objective assumptions without dispensing
altogether with less advanced approaches to knowledge-seeking (Piaget 1975/1985:
142). As a consequence, hypotheses need to be revised to explain what appear to be
novel phenomena or puzzling events. Truth values change consequent to their
amplification into further contexts or to their limitation to discrete contexts. This
process of widening/narrowing the field of truth (establishing its scope), is exem-
plified in what Piaget refers to as a cyclic process in which early schemes are not
discarded, but are enriched by more abstract, symbolic representations, a process

2It is obvious that Peirce did not intend his model to derive primarily from logic but from semiotic
and pragmatic principles, in that he explicitly dispelled the fact that his model is “in the world of
formal logic” (1905: MS 1134: 3). This claim is supported by a recent article by Bellucci: “That
the science of logic is better considered as Semeiotic…is indeed one of the most fundamental
tenets of Peirce’s mature philosophy of logic” (2014: 524).
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which is revisionary in nature. Ultimately, invariant principles are invoked
implicitly by proposing internally derived discoveries (akin to Peirce’s “guessing
instinct”), housed in objective hypotheses to explain anomalous consequences. As
such, their models rest upon constructivist processes toward that end, while not
precluding altogether reliance on universal proclivities (force, movement, blocked
path) to uncover explanations for spatial and temporal primitives (cf. Mandler 2010;
Mandler and Cánovas 2014 for further discussion of spatial universals).

Piaget’s invariant stage theory supplies the key to which type of abductive
reasoning is operational. Because the purpose of proposing novel inferences
changes consequent to the logical level which children adopt at the moment of
proposing the abduction, the nature of the explanation to account for the relation-
ship between an unexpected result and a premise for its actualization, is likewise
qualitatively distinct. As such, abductions which preclude the child from operating
at higher levels of logic represent the ignorance-preserving type, in that they ignore
facts (objective principles, special conditions) which would disconfirm the
hypothesis. In particular, children ignorance-preserve when the explanations for
their hypotheses (however novel and plausible in their system) conform to a
parochial, internally constructed system.

3 Empirical Abstraction

Piaget describes reasoning as a primarily empirical process, conducted to satisfy
practical means to practical ends. At the outset, novel inferences are carved out as
what Stjernfelt (2014: 118–119), drawing on NEM III: 493–494 (1907), refers to
“action habits,” when working from puzzling ends to the reproduction of those
ends. Here Stjernfelt concludes that, in his later writings (1907) Peirce regarded that
inference may surface from unconscious, not merely from conscious deliberation:
“Central to the pragmatist doctrine …is that the conclusions of inferences are
primarily action habits rather than psychic or mental representations only… This
leads Peirce to the important step of conceptually separating inference from con-
sciousness.” During the practical, prelinguistic period novel inferences do not
contain explicit explanations; rather rationale for their adoption is implicit—housed
in the series of manipulations ascribed to reproduce what had been a puzzling
consequence.

These practical, action habits are characteristic of Piaget’s “Empirical Abstraction”
stage (1977/2001: 303), encompassing his Sensorimotor stage (0;0–1;6). At the
outset, behavior primarily consists of reflexive responses (e.g., Palmer/rooting reflex)
—biologically predisposed conduct: “First let us point out that the assimilatory
schemes a subject starts with are innate, few in number, and very general in terms of
what they can assimilate. Sucking (a scheme that quickly extends beyond nursing),
looking, listening, and touching (which begins with the palmar reflex and subse-
quently extends into intentional prehension) are all examples” (Piaget 1975/1985: 69).
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These reflexes do not approach a scheme in which sense data are coordinated
with action. Rather, each targeted conduct is perceived separately from an orga-
nized problem-solving schema. Later in the sensorimotor stage motor conduct is
guided by indexically driven sensory systems; and action is targeted, rising to the
level of intentional and goal directed schemes. Although coordinating two indexes
(vision and reach) is a quintessential illustration of sensorimotor schemes (at 0;4)
indexically driven event coordination does not emerge until the second year. Piaget
describes the process in the sensorimotor stage of observing single objects in
associated (ordinarily intrinsic places) as “operating on observables:” “Empirical
Abstraction draws its information from objects as such, or from material charac-
teristics of the subject’s actions, thus in general from observables” (1977/2001:
303).

Like Peirce, Piaget explicitly ascribes a special place to indexes in the course of
development: “On each new level, what we have called “reflexion” gives rise to
new equilibrations through regulation of indexes, and so forth” (Piaget 1975/1985:
30). He holds that indexes hasten coordination of sensorimotor skills and later
integrate mental reflections—organizing events into a logical structure, relating or
distinguishing them (West 2014a). In this way, indexes (gaze trajectories, reach) as
action habits make apparent spatial contingencies among agents and externals. They
facilitate the inclusion of objects and actions into events, by drawing physical paths
between co-existent objects, establishing a syntax of events (West 2015b). This
structured but tacit coalescence of objects and participants into a single scheme can
only be orchestrated by indexical signs—capitalizing on the relevance of
co-occurring objects in the participant pool. Implicit inferences are born when
participants draw unconscious practical connections between objects across similar
contexts, using a semiotic device which “asserts nothing” (1885: EP 1: 226),3 but
which as a consequence of its semantic emptiness, endows it with foundational,
prelinguistic and pragmatic force. Stjernfelt (2015: 1032) supports this determina-
tion: “…colocalization seems to form a primitive prelinguistic syntax sufficient to
connecting the subject [index] and the predicate [icon] tokens as a sign of a
combination of the subjects and predicates themselves in a proposition.” Initially,
these indexes are visual in nature; and objects are largely concrete and immediate,
not contained within abstract conceptual aggregates. For example, gaze and reach
as initial indexes, are employed to establish a focus on object’s appearance, which
includes location and material properties; later, in Piaget’s pseudo-empirical stage,
indexes, such as pointing4 and joint gaze, cement objects to particular events and
establish a sequence among events to create an episode: “When the object has been
modified by the subject’s actions and enriched with properties taken from their
coordinations (for instance, when the elements in a set are ordered), abstraction that

3“The index asserts nothing; it only says ‘There!’ It takes hold of our eyes, as it were, and forcibly
directs them to a particular object, and there it stops” (1885: EP 1: 226).
4“Of this nature are all natural signs and physical symptoms. I call such a sign an index, a pointing
finger being the type of the class” (1885: EP 1: 226).
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ranges over these properties is called pseudo-empirical” (Piaget 1977/2001: 303).
The actions which modify and enrich objects and which are responsible for coor-
dinating them are nothing short of static and motion indexes (gaze, reach)—the
very elementary semiotic tools which implicitly unite substance with function and
with alterations in function.

In Piaget’s stage of Empirical Abstraction, children restrict implicit inferences to
directly observable contiguous events whose components have not yet been coor-
dinated into episodes, namely transductions (Piaget 1924/1959: 197). Transductive
thought entails connecting events by virtue of action schemes on co-existing
objects: “…the succession of relations constructed by the sum of movements—
whether performed, begun, or imagined—does present something that is equivalent
to a reasoning process, but…these actions are not reversible…” (Piaget 1924/1959:
197–198). Later, in the Pseudo-empirical stage (advent of preoperational thought)
however, precedent events coordinated with other present factors, implicitly explain
anomalous consequences. At the concrete operational stage, however, explanations
factor in events/conditions which may defy what is perceptually apparent. In
cause-effect scenarios, this same chain of advancement operates, demonstrating the
revisionary nature of inferencing even at early ages.

Findings from Cohen and Amsel (1998) support the existence of implicit
abductions in Piaget’s Pseudo-empirical Abstraction stage. Prior to 2;0, what
children use to infer causality is spatial contiguity between objects/events, and
especially those which include direct contact with one another, e.g., those involving
collision. Afterward, children can infer causal relationships between non-contact
co-present objects/events (Sobel and Buchanan 2009). Still later, at 4;0 and
thereafter irrelevant co-present events are distinguished in favor of using relevant
co-present events to determine cause (Buchanan and Sobel 2011: 2063).

In any case, the action schemes which underlie both instinctive and more
revisionary abductions are, without question, not wholly dependent upon linguistic
competencies; instead, they are grounded in practical and empirical systems of
explanation, consonant with Magnani’s claim (Magnani 2001: 54–55, 60–62, 2009:
374) that even the most revisionary abductions are informed by manipulative
schemas. Magnani argues: “The various procedures for manipulating objects,
instruments, and experiences will be in their turn reinterpreted in terms of proce-
dures for manipulating concepts, models, propositions, and formalisms” (2001: 55).
Magnani’s claim resonates with Piaget’s repeated assertion that sensori-motor
manipulations serve as a basis for preoperational and concrete operational intelli-
gence. Magnani (2001: 60–62) sets forth two types of manipulative mediators (used
in early abductions) which begin to operate at Piaget’s sensorimotor stage and
continue in the Pseudo-empirical stage: bodily epistemic mediators, e.g., fingers to
count, and external epistemic mediators, e.g., narratives, construction of diagrams.
According to Magnani (2001: 60) in these cases, “action performs an epistemic and
not merely performatory role…”.

Additional illustrations of manipulative schemas leading to revisionary
hypotheses which materialize early on (at Piaget’s sensorimotor stage—before 1;6),
arise when modifications are made to children’s object concept (object
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permanence). These abductions entail recommending the most successful action
schema to recover a hidden object. The surprising consequence is failure to find the
object in question under the original hiding place. The course of action adopted here
flowing from the insight and the hypothesis, is not to search for the object in other
locations, but to look under the original hiding place, despite observations indi-
cating a change in hiding place. Mandler (2004: 225) describes children’s adher-
ence to an originary (faulty) inference in this hiding place paradigm as a lack of
means to “inhibit an already planned reaching response.” Diamond (1985: 875,
880) proposes that looking under the original hiding place is merely a consequence
of an inability to transcend a well-entrenched behavior–response “perseveration” or
“failure to resist the habit.” While these accounts acknowledge the effect of action
habits on object concepts (identified by Stjernfelt’s (2014: 118–119) interpretation
of Peirce), they fail to note the increased import of embodied action verses observed
action. Were children actually the agents of the action—themselves carrying the
object to the non-original place and hiding it, their indexical memory for the change
in location is unlikely to have experienced interference from previous action habits,
as Mandler and Diamond assume. In fact, Mandler and Diamond assume that
children’s conduct is reducible to automatic behaviors, which fails to attribute
unconscious inferencing capabilities before 1;0. Later (toward the close of the
sensorimotor stage), revisionary abductions propose that investigation in the last
hiding place only is required to retrieve the hidden object. In short, after deploy-
ment of a number of unsuccessful sensorimotor based manipulative inferences—to
retrieve the hidden object from the original place, children revise their abductions
(their action habits)—tacitly noting the factual implausibility of previous infer-
ences. In contradistinction to Mandler’s and Diamond’s interpretations, children’s
own manipulation of indexes (gaze, arm extension) to displace the object to the
second hiding place may, in fact, hasten apprehension of the displacement.

4 Pseudoempirical Abstraction

These early practical abductions (driven by empirical/pseudo-empirical abstraction)
are grounded in Peirce’s category of Secondness and his Dynamical Object.
Secondness constitutes the most elementary of the categories (when compared with
Firstness and Thirdness): “…Secondness is the easiest to comprehend, being the
element that the rough-and-tumble of this world renders most prominent” (1903:
EP2:268). This is so given the prominence of external factors consequent to limited
means to hold representations in working memory (WM). The state of neurological
development dictates this adherence to observables, in view of limited WM
resources and capacity—two slots only to be filled with representational material.
As a consequence, the prominence of Secondness—its brute insistence on attention
to the here and now—compels children to draw upon instantiations of co-localized
objects and targeted action schemes to make sense of externals in the physical
world (West 2015c: 7). Accordingly, Peirce’s Dynamical Object, that which is
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ordinarily present to the senses, but can likewise be unreal or fictional (1909:
8.314), and not yet his Immediate Object, the instantiations of similar objects “as
represented in the sign,” i.e., the part of the sign which represents the Dynamical
Object (1909: 8.314), qualifies as the primary material upon which children operate.
Secondness supplies the impetus or as Peirce terms it, “compulsion”5 to use action
and reaction schemes,6 and to apprehend spatial/temporal relations across contexts
of co-present Objects. In short, Peirce’s category of Secondness provides the venue
to develop sensorimotor schemes (West 2015c: 2); and index is the primary
semiotic device that unites actions with particular Dynamical Objects—the raw
material to construct schemes and ultimately hierarchical event structures.

In fact, it is the effect of puzzling/surprising consequences played out in the
arena of Secondness that serves as a significant impetus to organize (order) and
coordinate event structures into episodes (dynamic bundles of events which adhere
to Peirce’s concept of habit because they cohere logically). A particular conse-
quence is deemed to be puzzling when it does not conform to expectations about
what ordinarily is temporally contiguous or co-occurring with it. With the advent of
Peirce’s immediate Object and use of joint indexes, emerges some refinement of
how event slots are filled with different participant roles of agent and receivership,
which, although social, provide a living template of the concept of contributoriness
to affect a consequence. At this juncture, novel inferences regarding how a con-
sequence materializes are enhanced by dynamic, illative displays of how self and
other alter a consequence by changing emotions, actions, or perceptions. This joint
enterprise is markedly distinct from merely moving objects or observing what
Piaget refers to as “observables.”

Piaget’s pseudoempirical abstraction is characterized by self actions which, at
first, are perceived as separate from each other; as such, they are not coordinated to
bring about a planned end (Piaget 1977/2001: 303). “When the object has been
modified by the subject’s actions and enriched with properties taken from their
coordinations (for instance, when the elements in a set are ordered), abstraction that
ranges over these properties is called pseudo-empirical.” Even when actions are
performed in sequence, apprehension of the contributory nature of each action is
not initially apparent. Children evidence this uncoordinated action performance
when they engage in sequences which they do not perceive to be alterable, e.g., in
deferred imitation paradigms, where children reenact a behavior sequence exactly
as they saw it after a twenty-four hour interval to exact the same consequence. Such
does not qualify as an abduction, since actions are performed as a whole, ascer-
taining an end but without apprehending the contributorial effect of each conduct
and without the means to truncate or delete any portion of the event sequence.

5“That hardness, that compulsiveness of experience, is Secondness” (1903: EP 2: 268).
6“A door is slightly ajar. You try to open it. Something prevents. You put your shoulder against it,
and experience a sense of effort and a sense of resistance. These are not two forms of con-
sciousness; they are two aspects of one two-sided consciousness. It is inconceivable that there
should be any effort without resistance, or any resistance without a contrary effort” (1903: EP 2:
268).

The Ontogeny of Retroactive Inference … 337



At this stage, objects, properties and locations can be modified, but not their
sequence (Piaget 1977/2001: 303). This discrepancy makes apparent that within the
Pseudoempirical Abstraction stage, spatial relations (unlike temporal ones) can be
modified, such that children use their own body to orchestrate particular orienta-
tional and locational displacements and refer to such with indexical signs. Temporal
alterations are far less subject to attenuation from present events at this stage, since
index can not be conveniently called upon to transpose children from one moment
to another.

This is supported by Tulving’s (2005: 7) finding that children do not “time travel,”
referring to a coherent series of past events in which they have participated, viz., an
episode, until after 4;0. This is the case largely because remembering beyond the
present and organizing/coordinating events into sequences based upon which event
affects which and how they do so depends upon more advanced
representational/memory skills than do spatial integrations. Spatial representations
are fashioned upon iconic imaging of single events, absent reconstruction into a
coordinated/coherent structure with functionally related events; whereas temporal
representations depend upon an increased ability to make implicit inferences—which
events fit and where—bundling them into episodic structures (cf. Baddeley 2007: 12–
13 for elaboration on the episodic buffer in working memory). In short, inferring
relations between/among events (intrinsic to temporal representations) constitutes far
more challenging mental integrations, given the increased need to rely upon novel
inferencing as the logical glue, coordinating premises into coherent conclusions and
the reverse. Because spatial relations are more elementary than are temporal ones,
given their dependence upon analogous featural representations (encoding co-present
relations via perceptual comparisons of location, color, shape), these types of situa-
tional relations require the facilitating presence of Index to call attention to and
obviate the iconic features which define classes. Use of index draws attentional paths
between objects, hastening notice of similar perceptual features. This compulsive
path-finding function is unique to index; it leaves a discernable footprint within each
context, which transcends mere locational data, given iconic coupling. Later in
development at Piaget’s Reflecting Abstraction and Reflected Abstraction stages,
when this double sign (Dicisign) supplies a template of information (cf. Stjernfelt
2015: 1023), the meaning which it imports becomes symbolic in nature (1906: MS
293). Its more symbolic nature shepherds in a new function of index—the means to
appreciate the practical possibilities inherent to shifting agency-receivership roles
encoded in pronoun use (for further elaboration, cf. West 2013: Chap. 2).

As such, the presence of Peirce’s Dicisign, double sign in which index enriches
iconic properties (1905: MS 284: 43), particularly facilitates early spatial relations,
supplying a co-present marker of the original location. The functionality of the
Dicisign in early development is formidable: “Thus, every proposition is a com-
pound of two signs, of which one functions significantly, the other denotively. The
former is intended to create something like a picture in the mind of the interlocutor,
the latter to point to what he is to think of that picture as being a picture of” (1905:
MS 284: 43). The power of Peirce’s index in the Dicisign to situate and create
propositions from icons (pictures in the mind) is undeniable—it affixes a symbolic
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meaning (interpretant) with the object of the sign in each application. Accordingly,
it demonstrates underlying inferences, not yet made explicit, but which linger in the
mind from applications of other uses of indexes with similar icons. For example,
using two indexes (pointing to another then to an object, while gazing toward it)
establishes an action habit, a chain of command either an imperative or a declarative
between the child-signer, the sign receiver, and the object (West 2015b). Implied
inferences include: index aggregates which command the sign receiver to access the
object for the child-signer, or declarations identifying the kind/class of the object in
question.

During Piaget’s Pseudo-Empirical stage, Peirce’s Dicisign materializes as joint
Sinsigns (signs operating in the here-and-now of existence to share focus on an
object via gaze/pointing; it hastens apprehension of perspective-taking templates,
and highlights differences in modal logic across distinct players taking the same role
(West 2015b). Index constitutes the orientation of the agent’s body and gaze
direction; while the icon inhabits the shape of the full spatial array perceived by the
gaze initiator at that moment. This coupling of index with icon establishes Index as
the ultimate path-finder. Index draws a parameter around potential objects—making
plain the shape of action trajectories (icon). What is salient at this developmental
stage is that the object of the agent’s focus is determined by the semiotic device—
the individuating character of index.

The indexical sign/s, obviates for the interlocutor not merely the Dynamical
Object (the real object), but likewise the emergence of the Immediate Object: “the
idea the sign is built upon” (1907: EP 2:407). But, the Immediate Object does not
surface until Piaget’s Reflecting Abstraction stage, when children begin to employ
informational indexes to settle upon some invariant meaning common to inter-
locutors, superseding the Dynamical Object (1903: EP 2: 276; Stjernfelt 2015:
1023). At this juncture, meanings express classificatory, not merely capricious
attentional impulses, marking the genesis of double object use (Primary and
Secondary) (1908: SS 83). The former entails the object outside of the sign (in the
real world) while the latter refers to the object as contained within the sign—
inclusive of discourse matters. The Secondary Object of the Dicisign can be
illustrated as a contour between neighboring objects (the functional relations
holding among objects to eventually construct coordinated event templates). The
emergence of the Secondary Object illustrates the relevance of possible/potential
objects were they to materialize in the context under focus. As Stjernfelt (2015:
1028) comments: “thus, the Dicisign gives flexibility where implicit information is
agreed upon the interlocutors and the specific universe of discourse they address.”
The Dicisign helps to draw relations between objects in their universe, and the
implicit discourse focus which is maintained and shifted by the sign users. The
implicit way in which Dicisigns refer to specific foci via attentional devices,
together with their natural means to make relevant the host of discourse shifts,
obviates their indispensability to building inferential reasoning. While enhance-
ments capture novel/analogous uses of the sign (metaphoric ones), presuppositional
functions of the Dicisign promote perspectival skills (1908: 8.179, SS 70). In short,
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Peirce’s Dicisign presupposes and enhances knowledge of other’s focus, drawing
diverse perspectival templates between persons and objects. These perspectival
skills serve as the bedrock for abductive rationality, because the relations which
they suggest serve as the raw material for referring to would-be objects and rec-
ommending a fitting course of action for others, a rudimentary competency
underlying novel inferencing (1909: MS637: 12).

5 Reflecting Abstraction

When sequences of self action are coordinated, such that the relevance of each
action is attached to the respective consequence, children are considered to have
reached Piaget’s Reflecting Abstraction stage (Piaget 1977/2001: 289–295). Smith
(2005: 519) underscores Piaget’s insistence that action underlies more advanced
mental coordinations by situating Reflecting Abstraction within the bounds of
“action-logic.” At this period, action sequences are goal directed; they no longer
constitute mere automatic, indivisible wholes, but reasoned event aggregates.
Despite their unconscious nature as unexpressed premises whose materialization
results in the initial unexpected consequence, they, nonetheless, qualify as abduc-
tions. In fact, these early abductions do not primarily rely upon linguistic compe-
tencies, since performance at this age (1;9) does not ordinarily exceed single word
utterances—syntactic and semantic structures which demonstrate logical relations.

The existence of these early implicit assertions from puzzling consequences is
consonant with Magnani’s claim that inferences based on tacit knowledge (2001: 8),
especially those which derive from manipulating physical and mental schemes are
candidates for abductive processes. These implicit inferences consist in behaviors
which rise to the level of propositions/assertions, but which do not offer explanatory
rationale, e.g., imperative pointing to gain access to an object. As such, inferences
can qualify as abductions independent of whether the underlying hypothesis is a
conscious affair, and independent of whether explicit explanations are articulated.
Accordingly, plausible hunches (good guesses) regarding whether canine are clas-
sified separately from humans consequent to the sudden realization of their inability
to retrieve a toy from a new hiding-place, constitutes an abduction, however tacit it
may be. The existence of this type of novel inference qualifies as an abduction, if
evidence suggests that children have, in fact, constructed a new class of entities,
differentiating those which had been previously associated/included in the same
class. In short, Piaget’s Reflecting Abstraction stage is characteristic of just this kind
of tacit construction—novel inferences which indicate, however implicitly, inter-
nally reconstructed mental categories which rest upon modified assumptions. The
exercise of distinctive action habits implies alterations in children’s previously
conceived of hunches, sufficient to implement different action schemes on the
respective objects, e.g., sorting objects according to color rather than shape.
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Piaget’s rotation experiment exemplifies how children gradually implement new
action habits which derive from novel mental coordinations, and which eventually
qualify as plausible problem-solving strategies. In this experiment, the mid-point of
a bar was fastened to a horizontal surface, such that it could be manipulated to
circulate (clockwise/counter-clockwise) around the table surface. Children between
0;10 and 3;0 were individually instructed to employ a bar to access an object which
was at different locations (in different trials) on a table surface. They were advised
not to walk to another side of the table, nor to climb on the table’s surface to access
the toy. At no point in the experiment were Piaget’s subjects explicitly instructed to
employ the bar to access the toy, in order to encourage the use of natural con-
structive problem-solving competencies from novel consequences.

Findings reveal that before 1;9 none of Piaget’s subjects were able to utilize the
bar to successfully bring the object into their field of grasp without altering their
original location (side of table). At 0;10 infants did not have an intentional plan in
place to access the toy: they merely attempted to discover physical linkages to the
bar, pulling on its support: “While pulling on a support in different ways, the
subject unintentionally makes it turn a little, records this observable along with the
displacements imparted to the desired object, and all of this is a matter of empirical
abstraction along with simple repetitions of what he has just seen. But to draw an
intentional pattern of behavior from rotations, even partial rotations, the observables
must also be assimilated to action schemes that are more or less well coordinated”
(Piaget 1977/2001: 293). Even when randomly moving the bar, the youngest
subjects were unable to apprehend its culminating function—to ascertain their goal
(Piaget 1977/2001: 290). Prior to 1;9, children were unable to systematically
employ the bar to bring the object around to their location, independent of the
beginning point or directionality of the bar with respect to the toy. By 1;9, however,
with significant advances in use of index: “…the subject now rotates the wooden
bar completely. Consequently, he can bring the toy to himself without having to
change positions” (Piaget 1977/2001: 291). With the use of an indexical device
(pointing and circulating the bar toward the child to displace the toy), children
begin to employ mediational indexes, apart from immediate, corporal ones, to
access the desired object. Beyond 2;0, children performed at the highest levels,
given the realization that circulation of the bar in either direction could bring about
the desired end, i.e., the “inversion” of the indexical device (rotating the bar in the
reverse direction). Here the bar is utilized intentionally, and in a planned manner to
bring the toy to the subject. Essentially, at Piaget’s Reflecting Abstraction stage, the
bar serves as an instrument or intermediary to reach a particular end. At this
juncture, the path of the bar is not fixed (its direction can be reversed); and the
means (direction of the bar’s rotation) to the end alters according to the varied
location of the toy at the point the bar pushes the toy.

What Piaget refers to as an “intermediary” (device other than one’s own body)
can bring about the same ultimate goal of effectuating access to the toy. “Finally,
while we must remind ourselves that empirical abstraction (contact with the
observables) never stops being indispensable, Level 5 [the highest level of per-
formance on the rotation task] exemplifies inversion of the direction of actions at its
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maximum” (Piaget 1977/2001: 294). The means to reverse the action to contribute
to the result reveals some attenuation of events from their original order—a skill
useful in developing well-formed inferences. Accordingly, settling upon alternative
ways to reach the same effect, essential competencies mastered in reflecting
abstraction, represents a transition from practical to higher levels of mental
consideration.

What is distinctive at the Reflecting Abstraction period is the means to keep
various stages of progression toward a goal in themind simultaneously—to recognize
class inclusion and to orchestrate event sequencing toward a combinatorial effect. “…
objects do not constitute operators independent of the subject but are coordinated
insofar as they are endowed with properties such as order and class and class
membership that the subject’s operations confer upon them” (Piaget 1975/1985: 51).
Making event consequences topics of inquiry (applying agent and receiver slots to
others) rather than operating on random self experiences, effectuates more objectified
foundations to generate more plausible abductions for particular event participants. In
fact, Peirce’s injunction that abductions/retroductions are exemplified by “recom-
mending a course of action” (1909: MS637:12) underscores the indispensability of
pragmaticism in generating abductions, and makes plain that action habits constitute
the hallmark of abductive reasoning. This is critical when conceiving practical
abductions—recommending plausible courses of action, in that it increases the
likelihood of success not merely for self but for others. Recommending
strategies/courses of action based on good guesses (consonant with Peirce’s notion of
insight by way of instinct) and subjecting guesses to some cursory comparison with
alternative approaches can likewise prevent unwelcome eventualities.

Peirce’s concept of abduction as instinct (although operational at earlier stages in
development) acquires a new complexion at the Reflecting Abstraction stage. It is
no longer a “flash” entirely from feeling (Firstness), but constitutes “an act of
insight” (1903: 5.181). At this period, acts of insight are recognized to be “fallible”
(1903: 5.181). Foundational to the apprehension that inferences are fallible is the
development of intersubjective competencies—appreciation for the legitimacy of
diverse vantage points, particularly salient in dialogue exchanges. Fallibility is
obviated when one course of action recommendation for one party is determined
not to be effectual, while, for another in the same context, it is viable. Suggesting
courses of action via one’s own engagement in action schemes is but one way
(although implicit) that these recommendations can be made. Nonetheless, Peirce
does not limit courses of action to manipulation of objects, but incorporates lin-
guistic avenues for abductors to recommend human-to-human treatment through
inter subjective or intrasubjective dialogue.

In fact, both Peirce and Piaget explicitly accord dialogue a special place in the
emergence and implementation of model-based reasoning. Piaget insists that
expressing thoughts to others is rudimentary to clarifying logical connections such
as causal inferences, and in turn to generating plausible courses of action. He
indicates that articulating one’s thoughts about how events are coordinated (ordi-
narily once the Reflecting Abstraction stage is well underway), precludes manifold
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errors in reasoning. “What then gives rise to the need for verification? Surely it must
be the shock of our thought coming into contact with that of others, which produces
doubt and the desire to prove. If there were not other people, the disappointments of
experience would lead to over-compensation and dementia. We are constantly
hatching an enormous number of false ideas, conceits, Utopias, mystical explana-
tions, suspicions, megalomaniacal fantasies, which disappear when brought into
contact with other people. The social need to share the thought of others and to
communicate our own with success is at the root of our need for verification”
(Piaget 1924/1959: 204). Here, Piaget asserts that the necessary component for the
ability to guess right (generating abductions) is the means to revise our own
assumptions such that they are comprehensible to others. In other words, framing
assumptions to others provides the impetus to formulate revisions to originally
unexpressed hunches. Dialogue for Piaget serves as a forum to recognize doubts,
and to modify them to mediate false suspicions, fantasies and exaggerated utopia,
before they lead us into error.

The place of error and ignorance in Peirce’s model is more radical still; it stands
at the threshold of self-identity, in that recognition of the self as fallible in ontogeny
illustrates the emergence of the subject as a separate sentient being (1867–1871:
169).7 Peirce identifies two forms of dialogue which naturally proceed from the
intersubjective to the intrasubjective (cf. West in press for a more detailed account
of Peirce’s use of dialogue as habit). The former is exemplary of Piaget’s Reflecting
Abstraction stage, while the latter relies upon metacognitive skills developed at
Piaget’s Reflected Abstraction stage. The first form of dialogue which Peirce
identifies entails interaction between separate individuals. Using signs to interact
with another requires tacit agreement (or as Peirce terms it “common ground”)
between the interlocutors to share focus on objects and to assign similar interpre-
tants to signs. “No man can communicate the smallest item of information to his
brother-man unless they have που στωσι [a place to stand] of common familiar
knowledge; where the word ‘familiar’ refers less to how well the object is known
than to the manner of knowing” (1908: MS 614). Peirce convinces us that knowing
the object well (its perceptual characteristics in narrow contexts) pales in com-
parison to knowing its functionality in diverse contexts while utilizing higher levels
of mental powers (inferencing) to seek out new possibilities of use. This latter form
of knowledge is superior consequent to the profound effect of particular semiotic
tools to reconstitute representations of objects. The use of semiotic tools (particu-
larly legisigns which direct events internally and externally) illustrates manipulative
abduction on still higher planes—from practical manipulation of objects, to
affecting the self and others via mental and linguistic tools. The latter qualifies as a
manner of knowing, a revisionary instrument for abduction, in that interlocutors’
signs serve a mutual purpose—to transmit new platforms for causal determination.
The manner in which interlocutors choose to show an object of focus to another

7“Error and ignorance, I may remark, are all that distinguish our private selves from the absolute
ego” (1867–1871: 169).
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(the signs they select to represent the object/meaning) reveals something substantial
about what the signer presumes is foremost in the interlocutor’s mind.

In fact, the type of sign which the signer selects indicates what he/she assumes
the interlocutor’s interpretants to be. If the signs are primarily iconic and/or
indexical, such that causal inferences are founded upon spatial contiguity,
co-existence between plausible causal factors and their surprising consequences,
interpretants are likely to be Dynamical, and of the Emotional or Energetic type.
Obviously, the manner of knowing the object (so critical for Peirce)—which often
entails the sensory modality responsible for knowledge construction, demonstrates
the level of object knowledge. For example, the choice of index alone as the
only/primary sign vehicle ordinarily illustrates superficial familiarity or unforeseen
relevance of a particular object. This sign is employed early on in ontogeny; and
especially intrinsic to its use is its percussive nature.8 Hence, children’s early sign
selection, in particular, often occurs by default—sign vehicle is ordinarily index
because it needs to operate in line with sensorimotor intelligence to effectively
showcase objects’ novelty/uniqueness (West 2014b: 171). At this stage, the char-
acter of knowledge of the object as a dynamical Object, makes obvious the manner
of knowing the object—merely as real and manipulatable.

Later, when children wish to make a declaration that a particular object belongs
to a class or that it is a prototype of a class, they choose an indexical legisign to do
so, which implies the habitation of the common features of that class (West 2013:
Chap. 2). In this way, the sign vehicle is altered to show the partner in the dialogue
the signer’s knowledge state—the manner of knowing the object. Here children use
nouns as indexical legisigns to represent propositions—asserting a class of objects
into which the object in question is to fit. In this way, names indicate inferences
about which hierarchy is most relevant to the child-signer. Novel inferences can be
evidenced at or before 2;0, in children’s lexical overgeneralizations of “doggie” to
refer to all quadrupeds. These generalizations are not mere errors in judgment as is
often assumed, but are novel inferences—implicitly incorporating assumptions
about the responsiveness or ferocity of other animals. These single word utterances
may even serve as truncated arguments in warning others to stay away or in
encouraging them to caress the animal. In short, within dialogical contexts nouns
are deliberately (but often unconsciously) chosen to communicate implicit infer-
ences about the objects’ identity and functionality. As such, they serve to introduce
implicit inferences from one signer to another; and as Piaget concludes, the exis-
tence of another mind to process these novel propositions/arguments serve a reg-
ulatory function—guarding against asserting anomalous/outrageous claims.

A still higher level of abductive reasoning is present when children choose to use
demonstrative and personal pronouns to imply shifting spatial and conversational
roles (cf. West 2011: 96–97; West 2013: Chap. 2 for further explanation of how

8In his 1908 draft letter to Victoria, Lady Welby, Peirce identifies the “Percussive” interpretant as
bearing the element of Secondness in his sixth trichotomy—“Of the Nature of the Dynamic
Interpretant” (1908: EP 2: 490). West (2013: 114) elaborates on this with the assertion that, “the
Percussive [interpretant] gives rise to a sudden, single, emotional experience.”
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pronouns facilitate semiosis). It is in these more diversified event templates (when
roles/slots can be filled with different objects/person participants) that children
begin internalizing action structures into objective event avenues. In fact, using the
same pronoun for self in distinctive event roles, and for others in those roles serves
as the transition to internal dialogue, an increasingly more internalized,
self-regulatory system.

6 Reflected Abstraction

When arguments become conscious tools for changing habits or regulating
problem-solving approaches, children are considered to have reached Piaget’s
Reflected Abstraction stage. “Finally, we call the result of reflecting abstraction
reflected when it has become conscious, regardless of its developmental level”
(1977/2001: 303). In Piaget’s Reflecting Abstraction Stage thought is reflective in
nature, in that it is conscious, coordinating events and states into organized struc-
tures; but, it does not reflect back upon itself as is the case in the Reflected
Abstraction stage. It is not thought only which ultimately must be conscious, but the
knowledge of the effects which novel arguments can produce: “Reflected
Abstraction lags rather systematically behind the reflecting process until the point…
at which it becomes the necessary instrument of reflections on prior reflection;
eventually it allows the formation of metareflection, or reflective thought, which
then makes it possible to constitute logico-mathematical systems of a scientific
nature” (Piaget 1977/2001: 318). As such, metacognitive skills are paramount at the
Reflected Abstraction stage, since anticipation of the effect of conduct on states of
affairs is indispensible to strategy-making. Abductive reasoning at this stage must
incorporate inventing strategies which culminate in successful argumentation for
the self and for others. Moshman (1996: 409) elaborates on the relevance of
Reflected Abstractive metaskills to abductive reasoning, claiming that it is not until
6;0 that these skills can begin to be mastered (Moshman 2015: 76). Moshman
(1996: 409) attributes the complexity of metacognitive skills underlying explicit
inferences to two mutually integrated processes: “(construction of a new subject at a
higher level of abstraction and (b) reconstruction of the old subject as an object of
understanding.” Moshman (2015: 74) further demonstrates the relevance of
metaskills to logical reasoning: “Metalogical knowledge understanding is concep-
tual knowledge about logic, especially with regard to the nature of logical justifi-
cation and truth.” He claims that metalogical understanding entails apprehension of
the properties of inferences, in the form of propositions/arguments, and acknowl-
edges that children’s justification for them may be strong or weak. But, what
Moshman fails to address is Piaget’s distinction between proactive and retroactive
inferences.

Like Peirce, Piaget insists that working from the consequence to determine the
premises (amounting to abductive reasoning) represents a formidable means to
develop viable hypotheses which rest upon retroactive implications. “…A second
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group of implications binds an element E not to its later consequences but to its
antecedents or ‘prior conditions’ that can be multiple but for all that sufficient. Here
we shall speak of ‘retroactive’ implications, each proactive discovery capable of
leading to retroactive recastings” (Piaget 1980/2004/2006: 9). For Piaget, proactive
implications necessarily entail engaging in retroactive ones. Piaget recognizes here
the ampliative effect of retroactive implications on all inferences. Piaget’s claim
transcends Peirce’s notion of retroduction9 (reasoning from consequences to ante-
cedents), in that pregnant in every proactive implication (reasoning from premises
to consequences) is the ability to logically reverse the sequence. Otherwise,
inferences of any type would be nothing short of contained wholes absent the
means to alter and analyze event relationships within them; and abductions would
be cut off altogether. In short, for Piaget mentally reversing10 components of event
sequences is what allows them to be disassembled and reassembled as novel logical
episodes.

In fact, the means to engage in retroactive reasoning is the hallmark for thinking
at the Reflected Abstraction stage; it underscores the importance of event sequences
and their reversals to arrive at reasonable but plastic argument structures.
Nonetheless, with his emphasis on the purpose of internal dialogue, Peirce extends
Piaget’s emphasis on retroactive reasoning still further. The internal process of
structuring and restructuring events into episodes is foundational to retroductive
reasoning; and as such, arguing with the self through inner dialogue (from con-
sequence to antecedents) is vital. Having the means not merely to influence others
in issuing novel arguments, but presenting such to the self, provides the tools to
eventually invent scientifically sound models (utilized abductively in this context,
although other forms of reasoning may benefit from dialogic iterations).

Peirce further testifies to this powerful tool to refine abductive reasoning: “…it
is…a necessity of logic that every logical evolution of thought should be dialogic”
(1906: CP4.551). Posing two plausible arguments to one’s own person, such that
conflicts of logic are exposed demonstrates a heightened command of world

9The following passage from Peirce from his later writings reveals the foundational place of
retroduction in developing logic and representational thinking: “I consider Retroduction…to be the
most important kind of reasoning, notwithstanding its very unreliable nature, because it is the only
kind of reasoning that opens up new ground. [—] Retroduction gives hints that come straight from
our dear and adorable Creator. We ought to labour to cultivate this Divine privilege. It is the side of
human intellect that is exposed to influence from on high. With this investigation starts. Having
once formed a conjecture, the first thing to be done is to draw Deductions from it and compare
them with observations 1911: NEM 3:206.
10In making the argument regarding reversibility, Piaget refers directly to Peirce’s notion of
retroduction as one form (albeit primary) of retroductive inference/implication: “…action impli-
cations, just as implications between statements, may take three forms: (1) a “proactive” form
(which Peirce called “predictive”), in which case A → B means that B is a new consequence
derived from A; (2) a retroactive form (which Peirce called “retrodictive”[sic]), according to which
B implies A as a preliminary condition; and (3) a justifying form, which relates (1) and (2) through
necessary connections that thus attain the status of “reasons” (Piaget and Garcia 1980/1987/1991:
121). Piaget (1981/1986: 57) likewise connects the retroactive with the proactive in view of
“possibilities already realized before the task.”
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knowledge, and reveals an intimate familiarity with the state of one’s own logical
system. By “every logical evolution of thought” Peirce refers to the natural
unfolding of abductive reasoning. This is so given the natural way in which good
guesses emerge—they surface unbidden; and constitute, even in raw form, a
“tendency to guess right” (1909: MS637). In fact, Peirce’s concept of guessing right
becomes more refined at Piaget’s Reflected Abstraction stage, in that self-control
over structuring events is ultimately assimilated into children’s own logical system
by their own conscious deliberation.

Piaget expresses the import of self-control on abductive reasoning as follows “It
is a matter of course that the higher system constitutes a regulator exercising control
over the regulations of lower levels. That is the case wherever reflexion occurs,
because reflexion is a reflexion “on” what has been acquired previously. Reflexion
thus represents the prototype of a regulation of regulations, since it is itself a
regulator and takes control over whatever is controlled by previous regulations”
(Piaget 1975/1985: 30). Similarly, Peirce demonstrates the critical place of self
control to abductive rationality as follows: “As a process, abduction moves from the
category of uncontrolled to controlled thought in the transition from perceptual
judgment to guessing” (1903: CP5.181). It is a form of consciously taking a habit,”
recognizing the plasticity of knowledge, while relying upon the knowledge/conduct
to produce a particular consequence: “A reasoning must be conscious; and this
consciousness is…a sense of taking habit, or disposition to respond to a given kind
of stimulus in a given kind of way” (1905: CP5.440). Increased self-control ensures
greater plausibility of the abduction, since exercising self-control over arguments
entails checking the validity of competing arguments, and precluding conflicts
within the system. Peirce elaborates on the process by which internal self-control
results in revisionary abductions, namely, the process of intrasubjective dialogue:
“Thinking always proceeds in the form of a dialogue, between different phases of
the ego” (1898: CP4.6). In 1908, Peirce reiterates this conviction, describing “All
thinking is necessarily a sort of dialogue, an appeal from the momentary self to the
better considered self of the immediate and of the general future” (SS 195). Self to
self-appeal is a quintessential form of retroduction for Peirce, in that previous
abductions compete with accommodated ones toward the enterprise of making the
best guess. In fact, Peirce’s selection of “retro-”demonstrates the need to harken
back to already conceived of hypotheses in the process of establishing more fitting
ones.

Given its reliance upon metaskills which emerge during Piaget’s Reflected
Abstraction stage, this intrasubjective exercise is a rather late and protracted
development, beginning beyond four years of age and continuing throughout
Piaget’s Concrete Operational stage (Piaget 1975/1985: 30). To effectively con-
vince the self of the increased veridicality of an hypothesis over another which has
previously been held, the same mind must have the means to exercise self-control to
preclude non-adherence to ignorance preservation by relaxing or tightening
assumptions. Piaget acknowledges the import of using objective perspectives to
generate plausible hypotheses. In Piaget’s Reflected Abstraction stage, logic is
treated as an object—an objective inquiry in which the legitimacy of hypotheses is
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in their effects on reality at large. To use logic intrasubjectively as a tool to ascertain
objective truths, children need to have already exercised at least rudimentary
perspective-taking competencies wrought by advancing from topological to pro-
jective space (Piaget and Inhelder 1948/1967: 153–154)—the means to imagine
one’s self in another place (physically and/or psychologically).11

According to Peirce, effects which flow from projective relations qualify as
Logical and Final Interpretants. This self-talk leads to what Peirce refers to as the
“twigging of ideas” (1913d: MS930). It presumes the power to perspective-take, as
Piaget and Inhelder (1948/1967: 241) describe it—switching perspectival roles.
Perspective shifting affords both hypothesis rumination and revision prior to
becoming viable turns-of-action/argumentation. This internal back-and-forth (in
Piagetian terms, reversibility of roles) allows greater autonomy for reasoning,
without relying upon another’s logical and representational system (or their
approval) to carve out/twig ideas. Once attaining Piaget’s Reflected Abstraction
stage, children can draw upon their own perspective-shifting abilities to pose novel
remedies (objectively-based courses of action), by independently evaluating the
relative authenticity/effectiveness of each premise. As such, ignorance preservation
is minimized, while unbidden well-formed hunches make their mark.

7 Conclusion

The consonance that permeates Piaget’s and Peirce’s models of abductive reasoning
is remarkable. The constructivistic and developmental nature of the former, ratifies
the integration of pragmaticism and realism of the latter. Both models begin with
the assumption that empirical factors do not fully account for plausible discoveries,
and that such discoveries ultimately constitute habits/dispositions of mind and
action, accounting for how action and logic meet. Both models attribute con-
sciousness and self control a primary place in the abductive turn—when inferring
plausibly from unexpected consequences. They further maintain that social dia-
logue and later intrasubjective dialogue foster well-formed explanatory inferences,
given their indexical and iconic nature. Inferences using index with icon trace not
merely reversible paths from one perspective to another, but predict the actual-
ization of social/conversational role-shifts. In short, both Piaget and Peirce predicate
that mental reversibility (premises to an argument) is foundational to critical
advances in hypothesis-making.

11Perspective-taking for Piaget presumes projective relations in that: “Projective space…begins
psychologically at the point when the object or pattern is no longer viewed in isolation, but begins
to be considered in relation to a ‘point of view.’ This is either the viewpoint of the subject, in
which case a perspective relationship is involved, or else that of other objects on which the first is
projected” (Piaget and Inhelder 1948/1967: 153–154).
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Abduction and Model-Based Reasoning
in Plato’s Republic

Priyedarshi Jetli

Abstract I begin with a typology of reasoning and cross it with types of processes.
I demonstrate that the thrust of Plato’s Republic is theory-building. This involves the
critical and dialectic processes which are paradigms of Platonic methodology. Book I
displays abductive analogical reasoning joined by an induction that is embedded in a
deduction; hence there is a deduction–induction–abduction chain. In Book VI, Plato
constructs a visual model of the divided line, which also displays model-based and
abductive hypothesis generation that is essential to theory building. Book VII pro-
vides an abductive metaphor model of the allegory of the cave. Both models depict
degrees of reality and the ascendency of knowledge. The multimodal model-based
allegory has far reaching applications from criminal justice to information systems.
I conclude by capturing the narrative of the Republic as a critical and dialectic process
of theory building (of justice) using deductive–inductive–abductive chains, an
abductive visual model and an abductive metaphor model. Hence, the Republic is
simultaneously a masterpiece of deductive reasoning and a marvel of complex
model-based abduction, involving visual models, analogies and metaphors.

Keywords Model-based reasoning � Deduction � Induction � Abduction � Theory �
Divided line � Allegory of the cave � Analogy � Visual model �Metaphor � Plato �
Peirce

Critical still and Dialectic

From metaphor thou springest—
Analogy and visual model;
Theory thou abductest
On model-basis still dost soar, and reasoning ever abductive1

—Adapted from Percy Bysshe Shelley, ‘To a Skylark’ (1820)
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1 Introduction

Plato (c.427–c.347 BCE) is recognized as the master of deduction. His use of
induction and abduction is most often overlooked but it is methodologically embedded
in most of his deductions. There is an abundance of model-based abduction, analogical
reasoning and case-based induction in Plato. I demonstrate that most of Plato’s
compact reasoning provides paradigm examples of Magnani’s ‘abduction–deduction–
induction cycle’ (Magnani 2000, p. 25). As Olsen states, ‘In general Plato presents
puzzles, problems, and incomplete analysis, from which the reader may infer (abduct)
the solutions (or adequate hypotheses)’ (Olsen 2002, p. 86).

In this paper I trace various types of model-based abductive reasoning in the
Republic. In Book I Plato uses integrated deductive–abductive–inductive chains. To
discard inadequate definitions of ‘justice’, such as the one given by Thrasymachus,
Plato provides a deductive argument, embedded in which is an abductive analogy
combined with an induction. In Book VI, Plato employs an abductive (visual) model
in the famous divided line. In Book VII the abductive metaphor model of the allegory
of the cave depicts the degrees of reality as well as the ascendency of knowledge.

The theoretical purpose of the Republic is to establish the Platonic definition of
justice. The three models within the narrative hence become: theoretical deductive–
abductive (analogical)–inductive; theoretical abductive (visual), and theoretical
abductive (metaphor) models respectively. Therefore, the Republic is not simply a
masterpiece of deductive reasoning but it employs, in its most famous passages,
model-based abduction of the visual and metaphor varieties. The dialogue then is a
multi-modal integration of sentential, model-based, and case-based reasoning
incorporating deduction–induction–abduction chains.

In Sect. 2, I provide a heuristic classification of reasoning and processes. This is
a tentative and conjectural classification with the purpose of providing some
insights into understanding the uses of model-based reasoning and abduction in the
Republic. My classifications are neither alternatives to nor complements of con-
temporary classifications of this sort.

In Sect. 3, I trace the origins of deduction, abduction and induction from Homer
to Plato. We find the origins of abductive metaphor as a form of reasoning in
Homer. Then, in the Ionians: Thales, Anaximander and Anaximenes; we find
abductive conjectures in the idea of there being an urstoff of the world, close to
inference to the best explanation. Thales, traditionally also marks the beginning of
deduction with his proofs in geometry. In Parmenides and Zeno we have the advent
of reduction ad absurdum arguments. And finally in Anaxagoras and Empedocles
abduction is used to posit counteracting forces as cosmological principles.

In Sect. 4, I display Magnani’s deduction–abduction–induction cycle in Book I
of the Republic, an abductive analogy in conjunction with a case-based induction is
embedded inside a deductive argument that demonstrates the inadequacy of the
definition of ‘justice’ provided by Thrasymachus. So, what is often thought of as a
paradigm of deduction in Plato turns out to be a good example of an integrated
multi-modal deduction–abduction–induction reasoning.
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In Sect. 5, I demonstrate how the divided line model in Book VI is a paradigm of a
visual abductive model which depicts reality as well as the ascendency of knowledge.
If Plato were asked where in his writings is his metaphysics and epistemology cap-
tured in a nutshell, he would most likely have pinpointed the divided line. The divided
line and Plato’s discussion of it in the dialogue remarkably coincides with features of
visual abductive models that contemporary workers in this area point out.

In Sect. 6, I discuss the allegory of the cave in Book VII as an abductive model
of the metaphor variety. This is perhaps the single most famous piece of reasoning
in the history of philosophy. The metaphor Plato uses here for the ascendency of
knowledge satisfy the three stages of recognition, analysis and interpretation as
pointed by D’Harris, a contemporary worker on metaphor. It also satisfies the
criterion of a strong metaphor as laid out by Max Black. So, again Plato’s use of the
allegory of the cave as in the case of the divided line is visionary.

In Sect. 7, I compare the visual abductive model of the divided line with the
metaphor abductive model of the allegory of the cave. An isomorphism between the
two can be established, perhaps only because both are abductive models not pieces
of deductive reasoning. This establishes the primacy of abduction over deduction in
the heart of Plato’s most highly regarded work.

In Sect. 8, I provide a narrative sketch of the whole dialogue. I conclude that the
types of processes and reasoning in the Republic can be best captured by the fol-
lowing: ≺Critical—Dialectical [theoretical {sentential (deductive)—case-based (in-
ductive)—model-based (abductive 〈analogy—visual—metaphor〉)}]≻. That is, the
dialogue integrates the processes of critical thinking with a dialectic, which, in turn are
carried out by an overarching theoretical reasoning, the main purpose of which is to
develop the correct definition of ‘justice’. This proceeds first by a polemic stage in
Book I, which, though it is mainly deductive in a sentential argument form, it does
contain embedded in it an abductive analogy and a case-based induction. Then, the
divided line employs a visual abductive model and the allegory of the cave a metaphor
abductive model. Hence, the Republic is not a solely deduction centered dialogue.
Rather, it employs exemplary deduction–abduction–induction cycles, and it is densely
model-based abductive in its most crucial parts.

2 Classification of Reasoning and Processes

I begin with classification of different types of reasoning. This is an open-ended
classification. Following Peirce, I could begin with deduction, induction and abduction
as three types of reasoning. Peirce emphasized that a crucial activity of science, that of
hypothesis formulation, conjecture, discovery and invention was not captured by
deduction and induction and thereby abduction was required. I sustain Peircean insights
and contributions but extend ‘reasoning’ to all types inside and outside of science. The
order in which I display the classification is a convenient heuristic device to understand
the types of reasoning displayed in Plato’s dialogues. The classification is neither an
alternative to nor a complement to any such classifications being discussed today.
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Fig. 1 Reasoning. 1 Algorithms are normally thought to be deductive. In my earlier paper on
Plato’s Meno I contend that algorithms may involve deduction when used but an algorithm itself,
is not deductive, and it is a different sort of thinking involving more intuition and even
visualization than in deductive inferences (Jetli 2014). 2 By case-based I mean ‘[…] process […]
which helps store, organise, retrieve, and reuse experiential knowledge […].’ (Shuguang et al.
2000, abstract). Also see Bergmann and Wilke (1998). 3 Though model-based reasoning is most
commonly thought of in terms of physical models (Lidz 1995), I take it to be broader and best
characterized by ‘[…] the knowledge base is represented as a set of models […] of the world rather
than a logical formula describing it’(Khardon and Roth 1997, p. 171). Also, the notion of model
can be extended to mental models: ‘[…] forms of model-based reasoning: analogical, visual, and
simulative modeling. Further, the psychological theory of mental modeling provides a basis in
human cognition for taking the external traces of modeling […]’ (Nersessian 1999, p. 14). I prefer
the even broader conception of Brenner as reasoning with the aid of models, about models and
model-determined (Aguayo 2011, p. 34). 4 ‘related to logic and to verbal/symbolic inferences’
(Magnani 2006, p. 108, 2009, p. 5). 5 I mean ‘model-theoretic’ in the sense Giere uses it as ‘a set
theoretical structure’ (Giere 1999, p. 42). 6 See Magnani (2000, p. 25). 7 See Clement and Núñez
Oviedo (2003, p. 5). 8 Abduction is often identified with inference to the best explanation. See
Bylander et al. (1991, p. 25), Flach (1996, p. 31), Josephson and Josephson (1994, p. 5). Some
however think that a distinction should be maintained between abduction and inference to the best
explanation (see Minnameier 2004, p. 75, Paavola 2006, p. 96). However I consider inference to
the best explanation to be a type of abduction. 9 See Thagard and Shelley (1997). 10 See Tiercelin
(2005, pp. 395–396). 11 See Clement and Núñez Oviedo (2003, p. 11)
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In Fig. 1, the two-sided arrows at each level mean that they interact with each
other as a particular piece of reasoning could be a synthesis of two or more of these
classifications. Level (ii) is a classification into which each of the level (i) types can
be partitioned. The same is the case for level (iii) in relation to level (ii). At level
(iv) I have only provided types of abductive reasoning, leaving out types of
deductive and inductive reasonings for the purposes of this paper. Each level could
have other species as well.

These levels express the bias of a philosopher. Going back to Aristotle, the main
division in philosophy is between theoretical and practical thinking, so I begin at
level (i) with the distinction between theoretical and practical. Level (ii) I place next
in the light of a wider perspective of ‘science’ that stretches beyond the physical,
natural and life sciences. It includes medical science, social sciences, cognitive
science and computer science. I then bring the Peircean distinction at level (iii).

These levels also work beautifully for understanding the methodology of Plato.
The purpose of the Republic is to find the correct definition of ‘justice’. This is a
search for a theory of justice. In order to construct the theory Plato begins first with
arguments against the existing alternative definition of ‘justice’. This involves
formulating arguments in sentential format. Hence it is at level (ii). The arguments
themselves are deductive arguments and at level (iii).

The main bone of contention here may be the relation between model-based
reasoning and abduction. Is model-based reasoning a species of abduction or is
abduction a species of model-based reasoning? I hope to argue for the latter in a
future paper, here, I simply assume it. I am taking a Hansonian line of the primacy
of the context of discovery over the context of justification rather than the
Popperian line of the primacy of the context of justification over the context of
discovery. The trichotomy of deduction, induction and abduction is generally
presented as three types of inferences. And the word ‘inference’ suggests that these
have to do with the context of justification.

I am adopting another unorthodox line for which I will need a lot of work against
the current of Plato scholars. Most of Plato’s dialogues are hugely polemic and stay
at the context of justification. When some theory has to be presented Plato often
resorts to some myth or visual models and allegory as in the case of the Republic.
This is the context of discovery. Knowledge for Plato comes at the point of rec-
ollection, and when we recollect, even though at the end of a long dialectic process,
it is a matter of discovery rather than justification.

I use ‘abduction’ in a wide sense motivated by insights of Lorenzo Magnani:

Many commentators always criticized the Peircean ambiguity in treating abduction in the
same time as inference and perception. […] perception and imagery are kinds of that
model-based cognition which we are exploiting to explain abduction: […] we can render
consistent the two views, beyond Peirce, but perhaps also within the Peircean texts, taking
advantage of the concept of multimodal abduction, which depicts hybrid aspects of
abductive reasoning (Magnani 2006, p. 120).
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Hence abductive analogy is hybrid since analogy is not a subspecies of abduction,
but a kind of reasoning that is prevalently abductive.

Peirce divided inferential reasoning into deductive, inductive and abductive:

If we are to give the names of Deduction, Induction, and Abduction to the three grand
classes of inference, then deduction must include every attempt at mathematical demon-
stration, […]; Induction must mean the operation that induces an assent, […]; while
Abduction must cover all the operations by which theories and conceptions are engendered
(Peirce 1957, p. 237).2

‘Inference’ should not be taken literally. Perhaps deduction and induction can still be
thought of as inferences. But if we are to accept Peirce’s last sentence here, then some
operations by which theories are engendered may not be inferences as is the case in
visual and metaphor abduction. So, it is best to interpret ‘inference’ here as reasoning.

Peirce later writes in 1905: ‘[…] there are but three elementary kinds of reasoning.
The first, which I call abduction […]. The second kind of reasoning is deduction, […].
The third way of reasoning is induction (Peirce 1931–1958, CP 8.209).3 And in an
even later work, the word ‘elementary’ is also removed: ‘Th(e) three kinds of rea-
soning are Abduction, Induction and Deduction’ (Peirce 1931–1958, CP 5.145).4 I
take reasoning to be broader than inference following a welcome transition that Peirce
makes from types of inferences to types of reasoning from 1903 to 1905. Sami
Paavola has distinguished between abductive inference and abductive instinct within
Peirce (Paavola 2005). With my typology it is possible that model-based reasoning
could have the varieties of deduction, induction or abduction.

‘Model-based reasoning’ is generally taken to be synonymous to ‘abduction’ or
a species of abduction. For example:

Many animals […] make up a series of signs and are engaged in […] semiotic activity —
which is fundamentally model-based — they are at the same time engaged in “being
cognitive agents” and therefore in thinking intelligently. […] An important effect of this
semiotic activity is a continuous process of “hypothesis generation” […]. This activity is at
the root of a variety of abductive performances, which are also analyzed in the light of the
concept of affordance […] (Magnani 2007, p. 3).

As ‘hypothesis generation’ is most commonly identified with abduction since
Peirce, I read Magnani’s passage as an equivocation of ‘model-based reasoning’with
‘hypothesis generation’ and thereby with ‘abduction’. However, I take ‘model-based
reasoning’ to be broader in that it includes induction and deduction as we do talk
about deductive and inductive models. Magnani has demonstrated that non-human
animals use model-based abductive reasoning, and others have demonstrated that
non-human animals use model-based inductive reasoning, only the presence of
model-based deductive reasoning is lacking in them.

2For further documentation of Peirce’s classification of deduction, induction and abduction as three
types of inferences, see Aguayo (2011, p. 33), Aliseda (2000, p. 47), Angué (2009, pp. 65–66),
Paavola (2006, p. 95), Pape (1997, p. 199); Svennevig (2001, p. 1), Upshur (1997, p. 205).
3Accessed from Hoffman (1999, pp. 271–272).
4Accessed from Koschmann (2003, p. 4).
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In normal human activity of any kind, especially in science and technology, the
types of reasoning intersect with types of processes (Fig. 2).

These are examples of processes and arbitrarily chosen as there are thousands of
such processes. I take the operating definition of ‘process’ as: ‘1. A series of
actions, changes, or functions bringing about a result […]; 2. A series of operations
performed in the making or treatment of a product’ (FARLEX 2012).

Though processes are normally thought of as concrete and actual, there are also
philosophical processes, and this characterizes all of Plato’s dialogues, where the
processes are normative or thought experiments rather than actual. Such a distinction
is found in software engineering: ‘One can distinguish two main types of process
models: prescriptive and descriptive process models’ (Münch et al. 2012, p. 20). The
three main processes that guide most of Plato’s dialogues are the Socratic elenchus (or
pedagogy), the dialectic (the road to recollection) and critical, which is comprehensive
philosophical activity involving polemic, constructive (theory-building) and revision
stages. The intersection of processes and reasoning is hybrid.

I use the following notational scheme to classify different types or reasoning
integrated with processes: ≺Process [level (i) reasoning {level (ii) reasoning (level
(iii) reasoning 〈level (iv) reasoning〉)}]≻. Any n-dashes would indicate more than one
type of reasoning being used at any level. The whole of the Republic can be sum-
marized cumulatively as: ≺Critical–Dialectic [theoretical {sentential (deductive)—
case-based (inductive)—model-based (abductive 〈analogy–visual–metaphor〉)}]≻.

3 From Homer to Plato

I now trace the history of different types of reasoning from Homer to Plato.

Fig. 2 Types of processes. 1 This is the Socratic elenchus and the dialectic is a sub-process of it. 2
Plato’s methodology consists of the following stages: first, the polemic stage, where alternative
theories are considered revised and rejected; second, the constructive stage, where Plato’s theory is
constructed as a synthesis of and transcending the rejected theories; third, the critical stage, where
the constructed theory is criticized and put to test, fourth, the revision stage. 3 ‘The entire course of
a judicial proceeding’ (FARLEX 2012). 4 ‘a. A running software program or other computing
operation. b. A part of a running software program or other computing operation that does a single
task’ (FARLEX 2012). 5 For Plato dialectic is the process which leads to the final recollection of
Forms and it is usually embedded in the Socratic elenchus. Here by ‘dialectic’ I mean in the wider
sense as used by Heraclitus and Parmenides, and later by Hegel. In a sense in which everything is
thrown in for debate without any possible resolution on the horizon, which in fact leaves room for
creative and innovate resolutions to the problem posed
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3.1 Literature of Homer and Hesiod in 8th–7th Century
BCE

The basic syntactic structure of a reasoning in verse consists of meter, rhyme,
alliteration, and so on, as in the opening of the Iliad:

His bow and quiver both behind him hang,
The arrows chink as often as he jogs, 50
And as he shot the bow was heard to twang,
And first his arrows flew at mules and dogs.
But when the plague into the army came,
Perpetual was the fire of funerals;
And so nine days continued the same. 56 (Homer 1975)

The meter is dactylic hexameter (Wikipedia 2012). The rhymes have been
preserved in the English translation by Hobbes, though this particular verse does
not display alliteration.

The semantic structure of reasoning in literature consists of metaphor, simile,
allegory, and so on. Consider Hesiod’s Shield of Heracles:

So he arose from Olympus by night pondering guile in the deep of his heart, and yearned
for the love of the well-girded woman. Quickly he came to Typhaonium, and from there
again wise Zeus went on and trod the highest peak of Phicium: there he sat and planned
marvelous things in his heart. So in one night Zeus shared the bed and love of the
neat-ankled daughter of Electryon and fulfilled his desire; and in the same night
Amphitryon, gatherer of the people, the glorious hero, came to his house when he had
ended his great task (Hesiod 2012, pp. 30–38).

One could read this as a literal story but since the characters are mythological it
is best to read it as metaphorical. One metaphoric meaning of ‘night’ is that of
darkness (Kirk and Raven 1957, p. 22), so that both of these acts were committed in
ignorance.

3.2 The Origins of Deduction, Abduction and Induction
in Thales and the Ionians of 6th to 5th Century BCE

Thales (c. 624–c. 546 BCE) is generally credited to be the first to provide deductive
proofs in geometry: ‘Thales […] began the process of deriving theorems from first
principles that we still use today’ (Experiment-Resources.com 2012). Deduction as
a form of reasoning is partitioned into syntactical and semantical. This is the basic
model of all deductive reasoning.

Thales conjectured that water was the urstoff of the world. How did Thales reach
this conclusion? That water was the first principle with which all plurality and
change could be explained was a hypothesis, perhaps an inference to the best
explanation: ‘Thales is offering a “hypothesis” regarding how water changes to
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form the plurality of reality. In doing so he abduces an explanation’.5 This is
supported by Kirk and Raven: ‘From the analogy of his immediate successors we
might have expected Thales to have abduced meteorological reasons, more con-
spicuously, in support of the cosmic importance of water’ (Kirk and Raven 1957,
p. 89). This is abduction of the variety of inference to the best explanation.

After Thales began the formation of hypotheses, others after him formed other
hypothesis: Anaximander (c. 610–c. 546 BCE) posited the unlimited as the urstoff
and first principle; Anaximenes (c. 585–c. 528 BCE) posited air and Heraclitus
(c. 535–c. 475 BCE) posited fire. So, abduction as conjectures through inference to
the best explanation was well under way at the beginnings of Western science.

In response to Thales’ conjecture that ‘everything is water’ someone objected:

If everything is water, then everything is wet.
Some things are not wet.
Therefore, Not everything is water.

‘Some things are not wet’ is the same as ‘not all things are wet’ or ‘it is not the
case that everything is wet’. Once we replace the second premise with the last of
these statements we get the following form:

If p, then q
not-q
Therefore, not-p

This is modus tollens. Though modus ponens is the most common rule of
inference used in axiomatic formal systems, modus tollens has had a great sig-
nificance in the history of science, in the counterexample technique of disproving
hypotheses. It is no surprise that any documented use of modus tollens may
precede that of modus ponens. When one offers a hypothesis, not reached by
deductive argument, and an opponent wants to immediately react because she is
skeptic about the hypothesis, then she will immediately posit a counterexample
and use modus tollens.

Both modus ponens and modus tollens are rules of inference that the human
brain seems to be hard wired with and they have hardly ever been challenged. No
doubt we use rules of inference in day to day reasoning, but how do we acquire
knowledge that these are rules of inference? Aren’t these conjectures which we
cannot arrive at deductively? Perhaps all rules of inference can be derived from
modus ponens, but then modus ponens would be a conjecture not arrived at through
deduction, nor through induction, hence the discovery of modus ponens as a rule of
inference must be abductive.

5McMahon, K.: Thales of Meletus. http://www.kevindmcmahon.com/Reseda/philosophy/
philosophy%20web%20pages/Greek%20and%20Roman/Thales/thales6.htm.
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3.3 Deductive Reductio Ad Absurdum
Arguments in Zeno in 5th Century BCE

Zeno’s (c. 490–c. 430 BCE) arguments were reductio ad absurdum deductive
arguments.

Arrow argument: Suppose a moving arrow. According to the Pythagorean theory
the arrow should occupy a given position in space. But to occupy a given position
in space is to be at rest. Therefore the flying arrow is at rest, which is a contradiction
(Copleston 1962, p. 57).

Stadium argument: Suppose I want to travel from point A to point B on a straight
line, I must first reach the half-way point, which will take some time, then I must
reach the half-way point between the half-way point and the goal, which will take
some more time, and so on, so that it would take infinite time to reach from A to B
so that I will never reach there, hence there is no motion.

The argument, as Aristotle states: ‘[…] asserts the non-existence of motion on
the ground that that which is in locomotion must arrive at the half-way stage before
it arrives at the goal. […] many arguments against common opinion, such as
Zeno’s that motion is impossible and that you cannot traverse the stadium’ (Kirk
and Raven 1957, p. 292). Hence, we have two variations of the deductive reductio
ad absurdum argument against motion.

For each variation there are several nominalized instances of the argument. In the
stadium argument, one instance could be where point A is the colosseum and point
B is Il Vittoriano in Rome; another instance is where point A is India Gate and point
B is Rashtrapati Bhavan in New Delhi; and another instance where point A is the
Capitol building and point B is the Washington Monument in Washington D.C.;
and so on.

Since Zeno began with assumptions such as there is plurality or there is motion
his arguments are deductive reductio ad absurdum arguments inspired by
Pythagorean mathematics (Kneale and Kneale 1962, p. 8).

3.4 Abductive Conjecture of Opposing Forces
in Anaxagoras and Empedocles in 5th Century BCE

Empedocles (c. 490–c. 430 BCE) posited all the natural elements together as being
the urstoff (Copleston 1962, p. 62; Kirk and Raven 1957, p. 328), perhaps because
we observe these elements everywhere and inductively generalize from them that
together they must constitute the urstoff of the world. Empedocles also adopts from
Heraclitus the opposing forces of Love and Hate.

Anaxagoras (c. 510–428 BCE) was a precursor to alchemy and chemistry as he
posited about thirty basic elements which constituted the urstoff of the world. Each
thing was a mixture in different proportions of all of these elements. Love was the
force that accounted for the bonding of these elements to form ordinary objects and
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Hate was the opposing force that accounted for decomposition. Both the number of
elements as well as the opposing forces of Love and Strife are abductive
conjectures.

3.5 Presocratic Conclusions: Origins of Deduction
and Abduction

In the Presocratics we find plenty of deduction, but we also find abductive rea-
soning in terms of conjectures and hypotheses as well as for the justification of
deduction. We may ask, why does the reduction ad absurdum form of deductive
argument work? The answer would have to involve an abductive inference. There is
then evidence of abductive–deductive chains as far back as Thales. However, there
does not seem to be much use of induction. Kirk and Raven posit that Thales could
have used induction in his argument for souls but they reject it immediately (Kirk
and Raven 1957, p. 95). I have in this survey of the Presocratics attempted to lay
out all the forms of reasoning used by them. Deduction was surely dominant from
Thales to Zeno, but as I have shown abduction in various forms was very much
around, and with the near absence of induction; we could summarize Presocratic
reasoning as a multimodal deduction–abduction cycle.

4 Deduction–Abduction–Induction Cycle in Book I
of the Republic

In Book I the purpose is to go through the available proposed definitions of
‘justice’. The apex is Socrates’ construction of a substantial argument against
Thrasymachus’s definition that justice is whatever is to the advantage of the
stronger [338c]:

physician is a healer of the sick;6 […] pilot is a ruler of sailors; […] an art seeks the
advantage of its object; […] medicine does not consider the advantage of medicine but of
the body; […] nor horsemanship of horsemanship but of horses; […] it has no need–but for
that for which it is the art; […] Then no art considers or enjoins the advantage of the
stronger but every art of the weaker which is ruled by it; (Plato 1989, 341c–342d).

By analogy then ruling as an art and the ruler serves the interest of the subjects
and not his own interest. The conclusion seems to be an inductive generalization
from the three cases. Are three cases enough for an inductive generalization? Plato
leaves as an exercise for the readers to provide multiple other cases such as:

6Medical analogies are very common throughout Plato’s dialogues as Lidz claims: ‘such as
comparing justice and injustice to health and illness’ (Lidz 1995, p. 529).
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teaching does not consider the advantage of teaching but of the students; a midwife
does not consider the benefit of midwifery but of the mother and child; and so on.

Socrates concludes:

[…] neither does anyone in any office of rule in so far as he is a ruler consider and enjoin
his own advantage but that of the one whom he rules and for whom he exercises his craft,
and he keeps his eyes fixed on that and on what is advantageous and suitable to that in all
that he says and does (Plato 1989, 342e).

Both induction and analogical reasoning are used completing ‘Peirce’s remark
that analogical reasoning be a compound inference made up of abduction and
induction, […] abduction, induction, and deduction stand in a dynamic relation
whereby abduction leads to new explanatory or technological hypotheses […]’
(Minnameier 2010, p. 109).

Three instances are hardly sufficient for an adequate induction so it is analogical
reasoning rather than induction that is dominant in this argument. The analogical
reasoning used here is not for explanation but for thinking as was the case with
Kepler who ‘used analogies to think with and not simply to explain’ (Gentner 2002,
p. 33). So, inductive reasoning is embedded in the deductive argument here, but
without the analogical step, the conclusion cannot be reached.

The fulcrum of the argument is the analogy among the examples offered and the
case of the ruler. This requires understanding the structural similarity among these
cases. This is vintage analogical reasoning embedded in an induction which is
further embedded in a deduction. Once the analogy is established, one can gener-
alize by induction to the hypothesis that in every art which is analogical to the
examples the art serves the interest of the subjects for whom the art is administered.
Now, by deduction from this generalization we derive the instance that in the art of
ruling the ruler serves the interest of his subjects for whom the art of governing is
administered. Induction and abduction complement each other here as they do in
current computer science: ‘The complementarity between abduction and induction
[…] abduction providing explanations from the theory while induction generalizes
to form new parts of the theory’ (Flach and Kakas 2000, p. 24). As Josephson
(2000, p. 40) claims we can treat ‘inductive generalization as an instance of
abduction’.

This argument has the surface structure of an inductive generalization from
inductive instances, and then a universal instantiation from the generalized
proposition as the subsidiary conclusion. However, the deep structure is analogical
reasoning. Not every art will have the structure of its being for the object of the art
where the object is other than the art itself such as in painting. Hence, clear
examples of arts with very clear objects other than the arts themselves are picked,
and ruling is considered to be such an art with the clear object being the ruled, the
subjects, for whose advantage the art of ruling is performed.
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5 Visual Model of the Divided Line in Book VI

The divided line is constructed to display the distinction between the visible and the
intelligible (509d). It is an abductive visual model:

[…] You surely apprehend the two types, the visible and the intelligible.
I do.
Represent them then, as it were, by a line divided into two unequal sections and cut each
section again in the same ratio—the section, that is, of the visible and that of the intelligible
order—
and then as an expression of the ratio of their comparative clearness and obscurity you will
have, as one of the sections of the visible world, images. By images I mean, first, shadows,
and then reflections in water and on surfaces of dense, smooth, and bright texture, and
everything of that kind, if you apprehend.
I do.
As a second section assume that of which this is a likeness or an image, that is, the animals
about us and all plants and the whole class of objects made by man.
I so assume, he said (Plato 1989, 509d–510a) (Fig. 3).

Fig. 3 The divided line. Source https://aquileana.wordpress.com/2014/04/03/platos-republic-the-
allegory-of-the-cave-and-the-analogy-of-the-divided-line/
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A is the lowest of the lower section, that of imagination and B, the upper of the
lower is the perceptual. C is the lower of the upper, that of mathematical objects and
D is the upper of the upper, that of Forms.

The divided line as a model of reality is now laid out:

Would you be willing to say, said I, that the division in respect of reality and truth or the
opposite is expressed by the proportion—as is the opinable to the knowable so is the
likeness to that of which it is likeness?
I certainly would.
Consider again the way in which we are to make the division of the intelligible section.
In what way?
By the distinction that there is one section of it which the soul is compelled to investigate by
treating as images the things imitated in the former division, and by means of assumptions
from which it proceeds not up to a first principle but down to a conclusion, while there is
another section in which it advances from its assumption to a beginning or principle that
transcends assumption, and in which it makes no use of the images employed by the other
section, relying on ideas only and progressing systematically through ideas.
I don’t fully understand what you mean by this, he said. (my emphasis) (Plato 1989,
510a-b).

This and the further explanation to follow in 510c-511e is Plato in a nutshell.
Plato makes a very clear distinction between two kinds of inferential reasoning.

The first, that from assumptions to conclusion (‘down to a conclusion’). This is
deduction. The second is from ideas to first principles (‘to a … beginning or
principle’). This is classic inference to the hypothesis or abduction. Deductive
reasoning is mainly used in mathematics as proofs. Abductive reasoning is used in
the dialectic and the process for recollecting forms, wherein, lies the acquisition of
knowledge. While deductive reasoning operates at level C, abductive reasoning is
used at level D. Furthermore the classification and discussion of the different
features of varying models would also belong, as all pure theories would belong, to
level D.

This model shows the ascendancy of knowledge from imagination to veridical
perception at the bottom of the major divide and from thought to reason in the upper
half of the major divide. Even though Plato appeals to mathematical proportions,
the reasoning is minimally deductive, not at all inductive, but is heavily abductive.
The role of abduction in visual perception is best stated by Shanahan: ‘The bridge
between the quantitative and the qualitative, between the numerical and the sym-
bolic, is made by abduction, which, drawing on high-level knowledge, is the final
arbiter in the fixation of belief for the perceiving agent’ (Shanahan 2005, p. 130).

The ascendancy of knowledge from illusions to veridical perception to mathe-
matical objects to Forms is exhaustively described. This is prime model-based
reasoning. In model-based reasoning, ‘a model of the domain is first constructed,
consisting of the structure and behavior of the domain’ (Kumar 2002, p. 1). In the
‘divided line’ this construction is carried out to perfection. Furthermore, ‘Insofar as
the domain model is complete, Model-based reasoning is comprehensive in its
coverage of possible behavioral (and hence, structural) discrepancies. This is not
necessarily true of Rule-Based systems […]’ (Kumar 2002, p. 2). The rejection of
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the proposed definitions of ‘justice’ in Book I is a rule-based system in which the
proposed definitions are rejected because they violate the rules of adequate defi-
nitions, leaving not much room for flexibility. Here however, the structure of the
models provides, actually accommodates all variations in what people perceive and
what they know, yet the ascendency of knowledge depicted by the divided line
remains.

6 Metaphor as Model-Based Abduction in the Allegory
of the Cave in Book VII

Book VII presents the most famous of Plato’s models:

Next, said I, compare our nature in respect of education and its lack to such an experience
as this. Picture men dwelling in a sort of subterranean cavern with a long entrance open to
the light on its entire width. Conceive them as having their legs and necks fettered from
childhood, so that they remain in the same spot, able to look forward only, and prevented
by the fetters from turning their heads. Picture further the light from a fire burning higher up
and at a distance behind them, and between the fire and the prisoners and above them a road
along which a low wall has been built, as the exhibitors of puppet shows have partitions
before the men themselves, above which they show the puppets.
All that I see, he said (Plato 1989, 514a-b) (Fig. 4)

Since this is a literary model, whether the reasoning is allegorical or
metaphorical or one using simile, I may use the relative freedom of literature to
posit an interpretation that is not normally pointed out by Plato scholars.

‘[…] they remain in the same spot, able to look forward only, […]’ may be
interpreted as forward reasoning only, proceeding from premises to conclusion.
Hence, what we traditionally call ‘deduction’ comes down to the lowest level in the
Platonic hierarchy as in the allegory of the cave this is the lowest epistemic stage.

See also, then, men carrying past the wall implements of all kinds that arise above the wall,
and human images and shapes of animals as well, wrought in stone and wood and every
material, some of these bearers presumably speaking and others silent.
A strange image you speak of, he said, and strange prisoners.
Like to us, I said. For to begin with, tell me do you think that these men would have seen
anything of themselves or of one another except the shadows cast from the fire on the wall
of the cave that fronted them?
How could they, he said, if they were compelled to hold their heads unmoved through life?
(Plato 1989, 515a-b).

‘Like to us’ is the main metaphor. When we are focused on an argument geared
towards a certain conclusion, the relation to reality is lost. Whether the argument is
about propositions that refer to facts or about propositions about illusions does not
seem to be important as the argument in itself is either valid or invalid.

And again, would not the same be true of the objects carried past them?
Surely.
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If then they were able to talk to one another, do you think that they would suppose that in
naming the things that they saw they were naming the passing objects?
Necessarily.
And if their prison had an echo from the wall opposite them, when one of the passers-by
uttered a sound, do you think that they would suppose anything else than the passing
shadow to be the speaker?
By Zeus, I do not, said he. (Plato 1989, 515b)
Then in every way such prisoners would deem reality to be nothing else than the shadows
of the artificial objects.
Quite inevitable, he said.
Consider, then, what would be the manner of the release and healing from these bonds and
this folly if in the course of nature something of this sort should happen to them. When one
was freed from his fetters and compelled to stand up suddenly and turn his head around and
walk and to lift up his eyes to the light, and in doing all this felt pain and, because of the
dazzle and glitter of the light, was unable to discern the objects whose shadows he formerly
saw, what do you suppose would be his answer if someone told him that what he had seen
before was all a cheat and an illusion, but that now, being nearer to reality and turned
toward more real things, he saw more truly? And if also one should point out to him each of
the passing objects and constrain him by questions to say what it is, do you not think that he

Fig. 4 The allegory of the cave. Source https://in.pinterest.com/pin/495958977687405517/

366 P. Jetli

https://in.pinterest.com/pin/495958977687405517/


would be at a loss and that he would regard what he formerly saw as more real than the
things now pointed out to him?
Far more real, he said (Plato 1989, 515c-d).

We have now moved from stage A of the divided line to stage B. Both stages
have to do with perception, though at stage A one perceives illusions and at stage B
one perceives real physical objects, the objects which are ultimately causally
responsible for the illusions.

The allegory shows more clearly how we move from knowledge of immediate
perceptions to the knowledge of the existence of physical objects and the physical
world.

The divided line and the allegory of the cave complement each other:

And if he were compelled to look at the light itself, would not that that pain his eyes, and
would he not turn away and flee to those things which he is able to discern and regard them
as in very deed more clear and exact than the objects pointed out?
It is so, he said.
And if, said I, someone should drag him thence by force up the ascent which is rough and
steep, and not let him go before he had drawn him out into the light of the sun, do you not
think that he would find it painful to be so haled along, and would chafe at it, and when he
came out into the light, that his eyes would be filled with its beams so that he would find it
painful to be so haled along, and would chafe at it, and when he came out into the light, that
his eyes would be filled with its beams so that he would not be able to see even one of the
things that we call real?
Why, no, not immediately, he said.
Then there would be need for habituation, I take it, to enable him to see things higher
up. And at first he would most easily discern the shadows and, after that, the likenesses or
reflections in water of men and other things, and later, the things themselves, and from
these he would go on to contemplate the appearances in the heavens and heaven itself, more
easily by night. Looking at the light of the stars and the moon, than by day the sun and the
sun’s light.
Of course.
And so, finally, I suppose, he would be able to look upon the sun itself and see its true
nature, not by reflections in water or phantasms of it in an alien setting, but in and by itself
in its own place.
Necessarily, he said (Plato 1989, 515e-516b).

We have now moved from stage B to stages C and D, the world of Forms. Just as
men who first stepped out of the cave would be blinded by the light of the sun,
moving from the world of vision to the world of Forms would be blinding, but with
gradual training one could progress from grasping mathematical objects and lower
Forms to the grasping of higher Forms.

And at this point he would infer and conclude that this it is that provides the seasons and the
courses of the year and presides over all things in the visible region, and is in some sort the
cause of all these things that they had seen. (Plato 1989, 516b-c)
[…]
And consider this also, said I. If such a one should go down again and take his old place
would he not get his eyes full of darkness, thus suddenly coming out of the sunlight? [516e]
[…]
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[…] and would it not be said of him that he had returned from his journey aloft with his
eyes ruined and that it was not worth while even to attempt the ascent? […] (Plato 1989,
517a).

This is the essential Platonic epistemology and pedagogy. The ascendency to
knowledge must be undertaken by each person on her/his own and not guided by
any enlightened person who has already gone through the process.

The reasoning used here is neither deduction nor induction, but model-based
abduction of the analogical and metaphoric kind. This type of abduction is labeled
by Gary Shank and Donald Cunningham as ‘metaphor/analogy’: ‘The third mode
leads to what Peirce identified as the Open Iconic Type (or Metaphor/Analogy).
This type of inference deals with the manipulation of resemblance to create or
discover a possible rule’ (Shank and Cunningham 2012, p. 5).

The allegory of the cave satisfies the basic stages of reasoning by metaphor, that
is, ‘first stage […] recognition […] what the expression is about, second stage […]
analysis […] transfer the information we have on the secondary subject to the
primary subject, third stage […] interpretation […] the information we have of the
primary subject is extended’ (D’Harris 2002, p. 26). It is what Max Black calls a
‘strong metaphor’: ‘I propose to call a metaphor that is both markedly emphatic and
resonant a strong metaphor’ (Black 1993, p. 26). The vividness of the metaphor is
definitely emphatic and seems to draw one in only one direction not allowing for
various interpretations in the ascendency of knowledge.

The process of the allegory of the cave, a prescriptive process, conforms to what
is seen by some as a requirement for software processes:

The development process used in a project should be well-defined and documented so it can
be understood by all developers and its application can be monitored and evaluated.
Software development processes can be described using natural language, but also mod-
eling languages that are specific to the task such as SPEM. Since models are supposed to
raise the abstraction level of information processing, bring it near to human understanding,
and be less ambiguous than natural language, we prefer the last approach to describe a
software development process. Furthermore, the development of the software process
facilitates reuse of the process by instantiation and execution of the model into multiple
projects. (my emphasis) (Porres and Valiante 2006, p. 129).

In the history of ideas the allegory of the cave has been used for multiple projects
in almost every discipline. A quick search on Google scholar shows that there are
52 entries for ‘allegory of the cave’ (in the exact phrase) in titles of articles and
5090 entries for it appearing anywhere in the article.7 This is all restricted to the
21st century.

The variety of references to the allegory of the cave range from an anthropologist
talking about the ‘virtual world’ (Boellstorff 2008, p. 33) to an Australian police
academy article on the ‘outsider–insider’ dichotomy (Vickers 2000, p. 506); to

7https://scholar.google.co.in/scholar?as_q=&as_epq=allegory+of+the+cave&as_oq=&as_eq=&as_
occt=title&as_sauthors=&as_publication=&as_ylo=2001&as_yhi=2015&btnG=&hl=en&as_sdt=
0%2C5.
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teaching ethics in the police academy (Conti and Nolan 2005, p. 183); to seek the
truth for its own sake in criminal justice theory (Souryal 2011, pp. 13, 42).

The relevance of the allegory of the cave to information science is stated as:

The allegory of the cave (Plato 1967, Rep. 514-518) can be seen as an inverted information
utopia of what a philosophical view of the ‘unchanging’ and ‘supra-sensible’ world brings
about. Instead of the multiplicity of forms or messages reproduced in front of the cave, of
which the prisoners can only see the shadows and talk about them, the Platonic dialectic
presents a world where there is no more need for information because the forms themselves
are the permanent subject of an eternal communication structure. […] Learning to see the
sensible world under the perspective of the ‘world’ of mathematical structures and of
the ‘ideal forms’ means nothing more and nothing less than finding the ‘utopian’ place, i.e.
the place or the perspective from where it is possible to see it as forever ‘in-formed’. Plato’s
information utopia is a communication utopia. […] like a networked cave, a surrogate of
the ‘hyper reality’ of the divine ‘intellectual place’ (tópos noetós) of pure ‘in-formation’ or
pure communication (Capurro 1996, p. 265).

7 Comparing the Two Models: The Divided Line
and the Allegory of the Cave

The allegory has a wider appeal than the divided line. It is more generalized and
more universal since it latches on to the structure of a linear narrative, which is
common to almost all literature and story-telling, which also underlies the divided
line but not so explicitly as in the allegory of the cave. In the divided line one can
start from the top and go down, whereas in the allegory we are bound by the arrow of
time and go only from the beginning of the prisoner looking at the wall of the cave to
the sun. Hence, the allegory depicts the ascendancy of knowledge more explicitly.

Plato had a covert purpose in using the allegory as an afterthought after the
divided line. One of the aims of the Republic is to establish that the Form of the
Good is the highest of all the Forms. This cannot be done with the divided line
model, but is accomplished through the allegory in which the sun under the light of
which the other Forms are shining in the world outside the cave, symbolizes the
Form of the Good.

These are classic cases of model-based reasoning defined as ‘Model Based
Reasoning is an idea of using a knowledge base or a form of reasoning and
argument through the use of a physical system or object. The model then becomes a
universal problem solving engine […]’.8 The models also enable us to ‘derive
relevant conclusions from these models’ (Bosse et al. 2008, p. 352). Both models
are metaphors of the basic type, called ‘spotlight metaphor’ where the source
domain of the divided line and the allegory of the cave ‘illuminates’ the target
domain of the ascendency of knowledge and the degrees of reality in Plato (Johnson
2002, pp. 2–3).

8Healthinformatics, http://healthinformatics.wikispaces.com/Model+Based+Reasoning.
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The two models are structurally isomorphic. Isomorphisms may or may not be
reducible to pure deductive reasoning, but the two models themselves cannot be
established solely through deductive or inductive reasoning, rather they are loaded
with abduction. We may nonetheless place them under the genus of abduction–
deduction–induction cycle.

The Republic on the whole provides a theoretical framework of the human
psyche which is fundamental for defining ‘justice in the individual’ and the anat-
omy of the state which is fundamental for defining ‘justice in the state’. However, it
is not a theoretical framework geared towards causal explanations but towards
functional explanations, and this should be clear on any reading of the Republic.
Functional explanations are characteristically abductive: ‘A pragmatic, abductory
theory of science involves functional rather than causal explanations, such that
behavior is accounted for rather than predicted’ (Svennevig 2001, p. 13). Both the
processes provided in the two models are prescriptive rather than descriptive
(Münch et al. 2012, p. 22).

8 Contextualizing the Models Considered in the Context
of the Republic Narrative

The Republic is considered by some polls to be the best philosophy book ever.9 It is
used by philosophers, literary critics, historians, political scientists and economists.
The narrative is sketched in Fig. 5.

As the main purpose of the Republic is a theoretical construction of the definition
of ‘justice’ and a theory of justice to follow it, I take the theoretic model as the
overarching model.

We can hence depict the Book I refutation of Thrasymachus’s definition of
‘justice’ as: [theoretical {sentential (deductive)—case-based (inductive)—
model-based (abductive 〈analogy〉)}]. The divided line is: [theoretical
{model-based (abductive 〈visual〉)}]. The allegory of the cave is [theoretical {ab-
ductive (metaphor)}]. Bringing in the critical and dialectic processes that are
employed in the Republic, we can capture the structure of the narrative in terms of
processes and reasoning as: ≺Critical—Dialectical [theoretical {sentential (deduc-
tive)—case-based (inductive)—model-based (abductive 〈analogy—visual—meta-
phor〉)}]≻. Hence, the Republic is simultaneously a masterpiece of deductive
reasoning and a marvel of complex model-based abductive reasoning, involving
visual models, analogies and metaphors.

9See http://www.guardian.co.uk/uk/2001/sep/07/books.humanities.
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Defining Peirce’s Reasoning Processes
Against the Background
of the Mathematical Reasoning
of Computability Theory

Antonino Drago

Abstract In the present paper Peirce’s inferential processes are accurately defined
against the background of the four ways of reasoning in Computability theory, i.e.
general recursion, unbounded minimalization, oracle and undecidabilities. It is
shown that Peirce anticipated almost all them.

1 Beyond the Monist Interpretations of Peirce’s
Abduction

Peirce was primarily concerned with methods of inquiry and the growth of
knowledge. He regarded his philosophy, pragmatism, as linked to scientific
research. However, a severe appraisal of his philosophical works has also been
made:

Peirce scholarships is a painstaking business. His mind was labyrinthine, his terminology
intricate, and his writings are, as he himself confessed, “a snarl of twine”. (Davis 1972,
p. vii)1

One of Peirce’s main aims was to define all inferential processes. He stressed
that

I have constantly since 1860, or 50 years, had this question (classification of types of
reasoning) prominently in mind…(7.98)2
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1However, the author adds on the same page: “The reader may be sure that any time he spends
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2I recall that two numbers in round brackets refer to (Peirce 1931), the first number means the
volume and the second number the section.
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Beyond deduction and induction he suggested a new way of reasoning, his
celebrated “abduction”.

Yet, it is well-known that during his life he changed his views on these notions.

Over many years Peirce modified his views on the three types of argument [deduction,
induction, abduction], sometimes changing his views but mostly extending them by
expanding his commentary upon the original trichotomy. (Burch 2012, Sect. “Induction,
Abduction, Deduction”)3

In 1910 Peirce himself admitted that concerning the distinction between
abduction and induction:

… in almost everything I printed before the beginning of this century I more or less mixed
up hypotheses [abduction] and induction. (8.227)

He changed so much that the different definitions he suggested are not mutually
compatible. (Fann 1970, pp. 9–10)

At least two periods have to be distinguished in his reflection on abduction,
spanning more than fifty years. (Hilpinen 2004, p. 648ff.)

McMullin remarked that even the study of abduction alone is laborious:

It is not easy to disentangle the theme abduction… from the enormously complex and
sometimes idiosyncratic metaphysical and psychological system Peirce laboured to build
and rebuild. (McMullin 1992, p. 89)

Moreover, while the deduction process has long since been defined and at
present is commonly assumed to be an almost unquestionable process, the other
kinds of reasoning have been accurately explored in last decades and common
agreements on their definitions are still lacking.

In particular, the abduction process has been interpreted in a variety of ways4:

Most philosophers agree that this type of inference is frequently employed, in some form or
other, both in everyday and in scientific reasoning. However, the exact form as well as the
normative status of abduction are still matters of controversy.… Precise statements of what
abduction amounts to are rare in the literature on abduction. (Peirce did propose an at least
fairly precise statement but… it does not capture what most nowadays understand by
abduction). Its core idea is often said to be that explanatory considerations have
confirmation-theoretic import, or that explanatory success is a (not necessarily unfailing)
mark of truth. (Douven 2011, “1.2 The ubiquity of abduction”).5

In addition, Peirce wanted to reduce all his kinds of reasoning to one only
(5.278); but—as in an analogous case one scholar put it:

3For an introduction to Peirce’s thinking on inference processes, see Fann (1970).
4In particular, two different classifications of the several meanings that the notion abduction may
assume have been suggested by two authors (Schurz 2008; Hoffmann 2010). The latter author
obtains fifteen forms of abductions, yet he classifies them according to the ‘outside’, i.e. by means
of external issues and the resulting effects; in my opinion these are superficial features. The
classification of the former author will be analysed later.
5See also Stalker (1994), McKaughan (2008, p. 448–449), Chiasson (2001).
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it remains to be established precisely how clear Peirce himself was about this matter.
(Hintikka 1998, p. 531).

By following however Peirce’s intent, almost all scholars tried to explain the
notion of abduction as a single rule for all the instances of the kind of reasoning
presented by him. Yet, recently a new viewpoint on Peirce’s abduction was pre-
sented, no longer attributing to Peirce a monist, but an essentially pluralist, view of
this inference process. Above all a paper by Schurz (2008) was decisive in aban-
doning the monist interpretation of abduction.

The majority of the literature on Abduction has aimed at one of most general schema of
abduction (for example the best hypothesis) which matches every particular case. I do not
think that good heuristic rules for generating explanatory hypotheses can be found along
this route, because these rules are dependent of the specific type of abduction scenario, for
example, on whether the abduction is mainly selective or creative [see Magnani 2001]
(etc.).… I will rather pursue a new route to abduction which consists in modelling various
particular schemata of abduction, each fitting to particular kinds of conjectural situation.
(Schurz 2008, p. 205)

Schurz supports, by means of a series of several instances of inference processes,
three theses, the first of which is the following:

Thesis 1 (Induction versus abduction): … induction and abduction are two distinct families
of ampliative reasoning kinds which are not reducible one to another. (Schurz 2008,
p. 202)6

In the following I will interpret Peirce’s writings on inference processes in
correspondence to four processes of reasoning in Computability theory (CT):
recursion, minimalization, oracle and undecidabilities. They correspond also to the
four prime principles of reasoning that one can detect in the several physical
theories, respectively: causality, extremants, existence of a mathematical being,
limitation (Drago 2015; Drago 2016a, b).7 My results will agree and support
Schurz’s above thesis.

At first glance the comparison between the set of Peirce’s three inference pro-
cesses with the set of preceding four CT’s processes of reasoning meets a basic
difficulty. It is defective since a fourth Peirce’s reasoning kind seems to be lacking.
But he conceived a computing machine through “impotencies”. Moreover, three of
Peirce’s writings on a philosophical subject present a reasoning kind concluding the

6This thesis is the same as Hintikka’s (1998, p. 507).
7Peirce implicitly referred his reflections to his wide knowledge of scientific theories, mainly
chemistry; (Drago 2015) but his scholars rarely referred his reasoning to some inductive processes
in the history of classical chemistry. Among the philosophers of chemistry, only van Brakel (2000,
pp. 21–22) devoted a page to Peirce. Rather two other instances of inductive processes have been
studied: (1) Kepler’s theory of the orbit of Mars (1.73); which was further illustrated by (Hanson,
ch. IV). Nickles made valid criticisms of this analysis (1980, pp. 22–23). In any case, Kepler’s
theory belongs to a too informal context for suggesting certain conclusions on his underlying logic.
(2) The kinetic theory of gas (2.639) which however, is too loosely treated by Peirce; moreover,
this instance was contested as inappropriate to an investigation of his suggestions (Achinstein
1987).
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existence of “incapacities” in human reasoning. Both impotencies and incapacities
may correspond to undecidabilities.

One more difficulty we will meet in the following investigation of the meanings
that Peirce attributed to his trichotomy will be the above-mentioned obscurities of
Peirce’s writings, in particular the lack of clear definitions of either abduction or
induction. Owing to these difficulties my collection of quotations from Peirce’s
writings necessarily represents no more than a particular selection of them.

Notice that the four CT’s reasoning processes are formally defined in mathe-
matical terms, whereas Peirce considerations are of a philosophical nature. Yet, we
are allowed to associate philosophical descriptions of reasoning processes with
mathematical techniques of calculation because each mathematical calculation is
the material expression of a reasoning process.

This comparison provides a new viewpoint for analysing Peirce’s suggestions
not by means of intuitive ideas, but a formal language used throughout the mil-
lennia, which eventually produced four distinct mathematical techniques of CT.
Their formal distinctions will suggest an accurate classification of Peirce’s infer-
ential processes.

A comparison of intuitive, philosophical ideas with formally mathematical ideas
does not allow, of course, any formal conclusion—except in exceptional cases;
indeed, in the case of deduction, Peirce, who was among the first, suggested a
mathematical correspondent process of arguing, recursion. However, the estab-
lished correspondences will be accurate in the spirit of CT, which basically links
together—through Turing-Church’s thesis—an intuitive notion of computability
with its formal notion.

Moreover, help is offered by one more instantiation of the possible reasoning
processes, i.e. the experience accumulated over the centuries by several physical
theories. These theories are also formalized in mathematical terms, but their prin-
ciples link together this mathematical formalization with the operative, intuitive
reality. The common reasoning processes of these principles can be considered
according to four kinds—respectively, deduction, minimalization, extremants,
impossibilities—which will prove to correspond with the previous ones.

Conversely, this clarification of Peirce’s trichotomy (plus his impotencies) will
suggest that his philosophical effort has anticipated CT’s four process of reasoning.

2 Comparing Peirce’s ‘Incapacities’ to CT’s
Undecidabilities

Let us as first consider a kind of reasoning which Peirce made use of, but which he
did not rationalize and thus did not include in his classification of inferential
processes.

Being a pragmatic philosopher, Peirce maintains that the process of building
knowledge starts from observations or experimental data.
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We can say that our knowledge may be said to rest upon observed facts (Peirce
1965, Vol. 6, p. 356).

The same holds true for CT, a theory which basically refers to calculations
performed by ‘mechanical’ machines.

However, to such ‘facts’ Peirce adds hypotheses (also considered by him as
questions). So that:

If the pragmatism is the doctrine that every conception is a conception of conceivable
practical effects, it makes conception reach far beyond practical. It allows any practical
imagination, provided this imagination ultimately alights upon a practical effect; and thus
many hypotheses may seem at first glance be excluded by the pragmatical maxim that are
not really so excluded. (Peirce 1965, V, p. 122, 5.196)

Let us remark that also CT’s calculations are subject to programs which may be
very abstract from the calculation operations, in a parallel way in a physical theory
some ideal hypotheses are added to experimental data and mathematical techniques.

But not all idealizations are allowed. Many of them have to be excluded because
in the end they do not produce “tangible results”. Moreover, some others have to be
excluded for theoretical reasons only.

This point is stressed in his remarkable reflections on “reasoning machines”. In
fact, Peirce was one of the first philosophers to have pondered on them. According
to him, the “secret of all reasoning machines” is the following:

… whatever relation among the objects reasoned about is destined to be the thing of a
ratiocination, that same relation must be capable of being introduced between certain parts
of the machines (Peirce 1887, p. 168)

According to this “secret”

… a man may be regarded as a machine which turns out, let us say, a written sentence
expressing a conclusion, the man-machine been fed with a written statement of fact. Since
this performance is no more than a machine might go through, it has no essential relation to
the circumstance that a machine happens to work by geared wheels, while a man happens to
work by an ill-understood arrangement of brain cells. (Peirce 1933, 2, p. 33)

He concluded by stating that a machine has two “inherent impotencies”.

[First,]… it is destituted of all originality, of all initiative [= not previously programmed
behavior].8 It cannot find its own problems… It cannot direct itself between different
possible procedures.

[Second,]… the capacity of the machine has absolute limitations; it has been contrived
to do a certain thing and it cannot do anything else. (Peirce 1887, pp. 168–169)

The above propositions define in philosophical terms some general limitations of
the computers.

8In the following, the negated words belonging to doubly negated proposition will be underlined
for an easy inspection by the reader. Notice that even a single word may be equivalent to such a
kind of proposition, in particular a modal word; e.g. possible = it is not the case that is not (more
in general, it is well-known that the modal logic is translated into intuitionist logic by means of S4
model) such a kind of word will be bold.

Defining Peirce’s Reasoning Processes Against the Background … 379



Let us notice that these propositions all are doubly negated propositions;
moreover, they are not equivalent to the corresponding affirmative propositions for
lack of pragmatic, operative evidence (DNPs); for instance the first DNP is not
equivalent to “Machine’s behaviours are all pre-established”, because no one can be
sure that the hidden internal computation process of a complex “reasoning
machine” behaves in the exact way it was programmed.9

This point is very relevant, since, according to mathematical logic, the double
negation law (¬¬A → A) fails in almost all non-classical logic (whereas the
opposite logical law, A → ¬¬A, is always valid). Hence, the failure of the double
negation law in a proposition qualifies this proposition as belonging to non-classical
logic—in particular, intuitionist logic. (Prawitz and Melmnaas 1968; Dummett
1977) Hence, previous Peirce’s conclusions, being all DNPs, show that he is
reasoning in non-classical logic.

Let us add that in classical logic one draws from certain axioms assured con-
sequences thanks to its law of the excluded middle (whose validity is equivalent to
that of previous logical law). Yet, being defined by two negations with respect to an
unknown totality, the content of a DNP is not circumscribed, hence a DNP cannot
play the role of an axiom. Moreover, each DNP, which is not equivalent to its
corresponding affirmative proposition, cannot be derived as a consequence of
axioms, because the latter are affirmative propositions, which are all equivalent to
their corresponding doubly negated propositions.

In non-classical logic productive reasoning is still possible. One proceeds by
accumulating, through ad absurdum proofs composed of DNPs, more and more
evidence supporting a new hypothesis.10 Carnot’s theorem of thermodynamics

9This point deserves particular attention, because the current usage of the English language
exorcises DNPs as representing a characteristic feature of a primitive language, English linguists
are dominated by a long tradition which L. Horn called a “dogma” (Horn 2001, pp. 79ff.; Horn
2008). This linguistic dogma asserts the absolute validity of the double negation law: whenever a
DNP is found in a text, it has to be changed into the corresponding affirmative statement, because
those who speak by means of DNPs want to be, for instance, unclear. Evidence for this “dogma” is
the small number of studies on double negations in comparison with the innumerable studies on a
single negation. The following three well-known DNPs belonging to mathematics, physics and
classical chemistry show that this logical-linguistic feature pertains to scientific research since its
origin. In Mathematics it is usual to assure that a theory is “without contradictions”; to state the
corresponding affirmative statement, i.e. the consistency of the theory, is impossible, owing to
Goedel’s theorems. In theoretical physics it is usual to study the in-variant magnitudes. The
proposition does not mean that the magnitudes stay fixed. In order to solve the problem of what the
elements of matter are, Lavoisier suggested defining these unknown entities by means of a DNS:
“If… we link to the name of elements or principles of corps the idea of last term to which [through
chemical reactions] arrive at the analysis, all the substances which we were not capable to de-
compose through any tool are for us, elements”, where the word ‘decomposable’ naturally carries a
negative meaning and stands for ‘non-ultimate’ or ‘non-simple’ (Lavoisier 1862–92, p. 7). As a
matter of fact, Grzegorczyk (1964) independently proved that scientific research may be formal-
ized through propositions belonging to intuitionist logic, hence through DNPs.
10Notice that it is commonly maintained that ad absurdum proofs can be all translated into direct
proofs (Gardiès 1991). Unfortunately, it is rarely remarked that this translation is possible only by
applying classical logic to its conclusion, i.e. the absurdity of the negated thesis ¬Ts, that one
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represents the most celebrated ad absurdum theorem which supports a very pro-
ductive reasoning.

Notice that a book is recognized at glance as belonging to CT by its inclusion of
a great number of ad absurdum theorems; no other branch of modern Mathematics
appears thus.

Although lacking ad absurdum proofs, Peirce’s previous remarks have to be
considered as remarkable hints for a future CS.

The previous way of reasoning according to limitations played a decisive role in
Peirce’s mind. Indeed, this same way of reasoning is followed by him in the more
general context of his crucial philosophical polemic against Descartes’ philosophy.
Three writings (Peirce 1868a, b, c) have stressed the idea of limitation as con-
cerning also more general human reasoning.

In the celebrated paper “Some Consequences of Four Incapacities” (Peirce
1968b) he illustrates a short theory aimed to refute what Descartes had suggested as
basic for his philosophy of knowledge, the methodical doubt. Peirce begins his
argument by stating the problem; he opposes to Descartes’ thesis the following
DNPs: “We cannot begin with complete doubt.” (p. 212)

Then he proceeds to disprove it by means of an ad absurdum argument. If
Descartes’ maxim was true:

… no one who follows the Cartesian method will ever be satisfied until he has formally
recovered [if he will do not formally recovered] all those beliefs which in form he has given
up. It [ = this procedure of giving up] is therefore, as useless [or absurd] a preliminary as
going to the North Pole would be in order to get to Constantinople by coming down
regularly upon a meridian. (p. 212)

Then he considers the corresponding affirmative proposition of Descartes’
methodical doubt—“Whatever I am clearly convinced of, is sure”—and he refutes it
by means of one more ad absurdum proof:

If I were really convinced, I should have done with reasoning, and [, absurd, I] should
require no [more a] test of certainty.

The conclusion is the following DNP, which I call (A):

Every un-idealistic philosophy supposes some absolutely in-explicable, un-analyzable
ultimate; in short, something resulting from mediation itself not susceptible of mediation.
(Peirce 1984, p. 213)

Let us notice that at the beginning of this paper he had put the following
proposition about un-analyzable ultimates; I call this proposition (B):

We must begin with all the prejudices which we actually have when we enter upon the
study of philosophy…. These prejudices are not to be dispelled by a maxim [i.e. the

(Footnote 10 continued)

wants to prove, ¬¬Ts. But this last step, the translation of ¬¬Ts in Ts, is interdicted by intuitionist
logic (otherwise a direct proof would be more appropriate). Hence, an essentially ad absurdum
proof is a characteristic argument of intuitionist logic.

Defining Peirce’s Reasoning Processes Against the Background … 381



Cartesian one], for they are things which it does not occur to us can be questioned. (Peirce
1984, p. 212)

Owing to its initial location, this proposition (B) seems an a priori tenet.
Actually, this proposition of Peirce’s derives from the previously quoted proposi-
tion (A)—in which he speaks about un-analyzable prejudices; he implicitly con-
siders (A) as sufficiently supported by the evidence previously accumulated, for
applying to it the principle of sufficient reason and hence to obtain the corre-
sponding affirmative proposition (B); afterwards, this result is considered a
hypothesis from which one deductively derives all consequences, to be tested
against the experiments.11

In conclusion, he obtained, by means of two ad absurdum arguments, that the
human mind cannot decide the truth of some propositions, which hence have to be
considered “legitimate prejudices”.

At this point Peirce (1868a) summarises a previous paper, where he presented
seven theses by means of seven ad absurdum proofs (three of them—in the dis-
cussions of the theses 1, 3, 5—rely on the regressus ad infinitum). Since their
demonstrations are of a non-apodictic nature, their conclusions cannot be presented
as assured truths, hence also they are presented by means of DNPs (e.g., there is no
evidence for the affirmative proposition corresponding to the DNP no. 3: “Each
thinking process enjoys a sign”):

1. We have no power of Introspection, but all knowledge of the internal world is
derived by hypothetical reasoning from our knowledge of external facts.

2. We have no power of Intuition, but every cognition is determined logically by
previous cognition.

3. We have no power of thinking without signs.
4. We have no conception of the absolutely incognizable (Peirce 1984, p. 213).12

These propositions all concern limitations of the human mind. He does not
regard them as axioms from which to derive certain conclusions; rather,

11As it will be illustrated in Sect. 6 this principle (itself a DNP: “Nothing is without reason”)
allows us to change a DNP into its corresponding affirmative proposition (in our case in the last
quotation).
12More versions of the same theses occur on pp. 223, 228, 240, 241. Two more incapacities are
presented by Peirce in 5.200 “…because all our ideas being more or less vague and approximate,
what we mean by saying that a theory is true can only be that a theory is very near true. But they
[some logicians] do not allow to say that anything they put forth as an anticipation of experience
should assert exactitude, because exactitude in experience would imply experience in endless
series, which is impossible…. We therefore have a right, they [the logicians] will say, to infer that
something never will happen, provided it be of such a nature that it would not occur without being
detected.” (Peirce 1965, p. 124, 5.199 and 5.200). These propositions are also DNPs. By inci-
dence, let us remark that these propositions anticipated the great debate among mathematicians that
took place in the middle of the last century. Almost to defy such statements by Peirce, Hilbert had
solemnly affirmed: “In mathematics there is no Ignorabimus” (Hilbert 1902, p. 445). But Goedel’s
theorems subsequently disproved Hilbert’s thesis, leading mathematicians to accept innumerable
undecidabilities.
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These propositions cannot be regarded as [absolutely] certain [as the axioms are],… it is
now proposed to trace them [his “prejudices”] out to their consequences (Peirce 1868b,
p. 213)

This is just what one does when one manages rather than an absolute truth a
merely probable proposition, i.e. a hypothesis as a DNS is, which is then tested
against the consequences of its affirmative version. In fact, Perice’s reasoning
conforms to an alternative model of a systematic organization of a theory to the
usual, apodictic one (AO). Its development is represented by the following
sequence: to put a crucial problem (in Peirce’s philosophical papers the problem is
the following: Is Descartes’ methodical doubt valid?), to accumulate ad absurdum
arguments in order to prove a DNP which is a universal predicate, to translate it into
an affirmative predicate to be used as an hypothesis from which to obtain propo-
sitions to be tested with reality. I recognized this alternative model by analysing the
original texts of several mathematical and physical theories; I call this kind of
organization a problem-based one (PO) (Drago 2012).

Notice that CT is a PO theory; its basic problem is to define a computation; or
rather, whether the intuitive notion of a computation is the same as the formal
notions of computation.

In conclusion, Peirce stressed that one can reason philosophically even when the
reasoning includes some “prejudices”, i.e. propositions whose truths are undecid-
able using the tools of human mind. Indeed, in CT the undecidabilities of Turing
machines do not obstruct the building of a general and well-founded theory. Also in
physical theories a limitation does not obstruct the building of a theory. For
instance, thermodynamic theory was founded on the two impossibilities of the
perpetual motion of the first and the second species; the theory obtains a plausible
DNP on all heat machines; afterwards its affirmative versione is exploited for
deducing all the laws of these machines.13

Peirce has the merit of having anticipated through his “incapacities” the rea-
soning of CS through undecidabilities, recognized in formal terms by mathemati-
cians only fifty years later (Goedel’s theorems of 1931).14

13Let us recall that thermodynamics’ principle of the impossibility of perpetual motion suggested
to Einstein the trigger idea for building special relativity; he was led by it to think that a body’s
velocity greater than or equal to the speed of light is impossible.
14Why did he not regard this reasoning about incapacities as a kind of reasoning that was inde-
pendent of the others? One may suggest two reasons. First, his above-mentioned three writings
were a polemic against Descartes, rather than an investigation of kinds of reasoning. Second, the
strategy of the kind of reasoning on incapacities is the opposite of his usual strategy; he was
interested in the ampliative, rather than the restrictive, kinds of reasoning -, which is what inca-
pabilities are. (About the notion of strategy in Peirce, see Hintikka (1998, pp. 51ff). As such this
kind of reasoning is quite different from the usual ones. In particular, since they refer to totalities
undecidabilities are essentially different from deductions and inductions.
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3 Comparing Peirce’s Deduction to Recursion.
His Priority on the Latter Notion

Let us consider in this section and in the following three sections the trichotomy of
kinds of reasoning which have been declared by Peirce.

The following quotation illuminates the meanings that Peirce attributes to the
various processes of inference:

If we are to give the names of Deduction, Induction and Abduction to the three grand
classes of inference, then Deduction must cover every attempt at mathematical demon-
stration, whether it is to relate to single concurrences or to “probabilities”, that is to
statistical ratios; Induction must mean the operation that induces an assent, with or without
quantitative modifications, to a proposition already put forward, this assent or modified
assent being regarded as the provisional result of a method that must ultimately bring the
truth to light; while abduction must cover all the operations by which theories and con-
ceptions are engendered. (5.590)

As summarized by one scholar, Peirce attributes to all of them the following
features:

… deductions [and we can add, limitations] are non-ampliative and certain… In contrast,
inductions and abductions are ampliative and uncertain. (Schurz 2008, p. 202)

The previous quotation makes apparent that Peirce attributes a common meaning
to deduction (the meanings that he attributes to the other two notions will be
considered in the three following sections).

Peirce analyses this logical process also in terms of the ancient formal kind of
reasoning, the classical syllogism. Since the time of Euclid’s geometry,
Mathematics presented it as the best example of a theory relying on the inference
process of deduction, according to this ideal model of Aristotle’s apodictic science
(AO), (Beth 1959, Sect. 1.2). Since the time of Newton, physical theories had also
appeared to conform to this model, given that Newton’s celebrated theory of
mechanics was founded as a system of laws deductively drawn from the celebrated
three principles

The following quotation presents a more developed definition of deduction by
Peirce:

Deduction is reasoning which proposes to pursue such a method that if the premises are true
the conclusions will in every case be true. (Eisele, ed. The New Elements, vol. 4, p. 37)

After the birth of mathematical logic, we can state without doubt that Peirce’s
deduction is the logical process governed by formal classical logic.

Moreover, Peirce has regarded as distinct two kinds of deductive reasoning,
theorematic, in which the conclusion follows mediately or non-trivially from some
modification of the premises, and corollalial, in which the deduction follows
immediately or trivially from some modification of the premises:
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Corollalial deduction is where it is only necessary to imagine any case in which the
premises are true in order to perceive immediately that the conclusion holds in this case.
(Peirce, MS, I, 73).

In Mathematics—and in particular in CT—recursion is a particular way of
deducing new numbers or functions from the previous ones by arithmetical cal-
culation. It is an instance of deduction which is shaped in arithmetical terms
according to a purely ‘mechanical’ method; for this reason recursion is deductive
reasoning of the kind that Peirce called corollialal.

In addition, the formal process of recursion belongs to Peirce’s thinking since he
founded the theory of arithmetic on it. He is one of the historical fathers of
recursion.15

In conclusion, we can say that Peirce invented this inferential process—the most
accurately defined and developed by him. In other words, his philosophical
reflection was so accurate that a mathematical technique, recursion. Fifty years later
this mathematical technique played the role of the basic mathematics of CT.16

4 Comparing Peirce’s Abduction with CT’s Oracle

Let us consider the two remaining kinds of Peirce’s inferential process. He attrib-
uted to them the same importance as to deduction. Indeed, Peirce maintained that
logicians are too concerned with “[the] security (approach to certainty) of each kind
of reasoning” (8.384), to devote due attention to non-deductive reasoning, which is
of the greatest importance notwithstanding its uncertainty, because it constitutes a
process of inference of an ampliative kind.

It is a great merit of Peirce to have stressed that beyond the induction, one has to
add one more inferential process, abduction.

I call all such inference by the peculiar name, abduction, because its legitimacy depends
upon altogether different principles from those of other kinds of inference. (6.525)

Peirce staunchly emphasised that abduction is not a fancy, but reasoning, and
indeed, formal reasoning.

15Peirce (1881), “On the Logic of Numbers” (3.252–288). Notice that the Dedekind’s most cel-
ebrated work on the same subject was edited seven years later (Dedekind 1888).
16Notice that recursion, although apparently a very simple technique, may make use of the actual
infinity. Indeed, the general recursive functions are defined e.g. by a diagonalization process on all
the elementary ones (see Davis et al. 1994, p. 105ff.). Also unbounded minimalization introduces
non constructive elements (see Davis et al. 1994, pp. 57–58). The oracle manifestly constitutes a
non-constructive move. It is roughly defined as a black box which is able to decide certain
decision-making problems, otherwise unsolvable, through a single operation. It is more precisely
defined as follows: “A number m that is replaced by G(m) in the course of a G-computation… is
called an oracle to query to the G-Computation” (where a G-computation is a computation of a
partial recursive function G under specific conditions; Davis et al. 1994, p. 197).
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Although it is very little hampered by logical rules, nevertheless is logical inference,
asserting its conclusion only problematically or conjecturally, it is true, but nevertheless
having a perfect definite logical form. (5.188)

According to Peirce abduction

… is reasoning and though security is low, its uberty is high. (8.388)

However, abduction was disregarded for one century also because Peirce left a
questionable legacy:

He had to try different paths at different times and as a consequence his terminology varied
from time to time. Also, Peirce’s discussions on abduction are often connected with his
discussion on other topics. (Fann 1970, p. 6)

Some scholars have regarded Peirce’s abduction as a novelty to the extent that it
suggested the process of choosing a hypothesis among several other hypotheses. By
stating that his philosophy is oriented by a principle of economy Peirce gave
considerable support to this interpretation:

… the leading consideration in Abduction is the question of Economy - Economy of
money, time, thought and energy. (5.600)

This kind of reasoning was analysed, accurately defined and improved by sev-
eral scholars, in particular (Josephson and Josephson 1994), so much so that at
present it represents the most widely accepted interpretation of abduction.
According to Hintikka, this interpretation “…. has a great deal of initial plausi-
bility”, yet, it does not include the core-meaning of Peirce’s new notion: “This view
on Peirce’s abduction is seriously oversimplified at best.” (Hintikka 1998, pp. 506–
507).

In order to interpret the notion of an abduction let us start by stressing the
independence of an abduction from both the operative context and calculations.
According to Peirce:

[An induction] infers the existence of phenomena such as we have observed in cases that
are similar [, while an abduction] supposes something of a different kind from what we
have directly observed, and frequently something which it would be impossible for us to
observe directly. (2.640).

Of course, this inference process has to be considered a creative process
obtaining an element by non-operative means. The following definition by Peirce
suggests some characteristic features of this process:

The validity of a presumptive adoption of a hypothesis [= abduction] being such that its
consequences are capable of being tested by experimentation, and being such that the
observed facts would follow from it as necessary conclusions, that hypothesis is selected
according to a method which must ultimately lead to the discovery of the truth. (2.781)

Let us add one more qualification:

Its only justification is that its method [read: introduction] is the only way in which there
can be any hope of attaining a rational explanation. (2.777)
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For a long time Peirce tried to translate his disparate ideas on abduction into
some syllogisms of a similar kind of those of Aristotle. According to Burch, the first
instance of Peirce’s presentation of abduction as a new kind of syllogism was the
following one:

[Rule] All balls in this urn are red; [Case] all balls in this particular random sample are red;
[Result] therefore, all balls in this particular random sample are taken from this urn…
It should be clear that abduction is never necessary inference. (Burch, Sect. 3)

This kind of abductive syllogism manifestly produces a verdict of an oracle,
when we mean the notion of an oracle in intuitive terms. By accurately inspecting
the definition in the penultimate quotation (“The validity…”) we remark that Peirce
refers not to a process which provides a basis for obtaining something new, but
rather to a logical process which is consequent on having obtained the new element
(“consequence”, “rational explanation”), possibly validating it.

Cellucci has captured this logical meaning of abduction by defining it in the
following way:

Given a set of sentences Γ and a sentence C not derivable from Γ, to find a sentence A such
that C is derivable from Γ + A. The set Γ consists of the already available hypotheses, or
background hypotheses, C is the problem to be solved, A is the new hypothesis sought for.
(Cellucci 1998, p. 235)

Hence, I interpret an abduction in CT as an inference process, attributing
hypothetical existence to a mathematical object which is not discovered or validated
by means of a method for obtaining it (e.g. an approximation process), yet it is
fruitful for its logical consequences—e.g. Zermelo’s axiom.17

In particular, I see an abduction in the application of the classical law of the
excluded middle to the search for a solution of a problem. For instance, let us
consider the question whether there exist two irrational numbers, a and b, such that
ab is a rational number. Abduction: Let us consider √2√2. This number is either
rational or irrational. If it is rational, we have the desired answer: a = b = √2.
Otherwise, the power √2 of √2√2 gives 2, which is a rational number; in which case
the answer is a = √2√2 and b = √2. We obtain as a certain answer a mathematical
element, although it is an ideal one because we ignore which specific number it is.

17Notice that in the history of science an abduction was an elusive notion. In the case of the Kinetic
Theory of Gases, the atomic hypothesis started as a mere guess in Galilei and Boyle, became an
abduction-oracle in the first attempts at building a theory through its consequences (Newton and D.
Bernoulli attributed reality to atoms without any experimental evidence, but only to obtain new
results in a deductive development from this hypothesis) and subsequently became an extremant
when Avogadro calculated his celebrated number; eventually, in the 20th century it received
experimental evidence. It is not possible to study it with the expedient of the historical case of D.
Bernoulli and Newton, because these authors communicated their logical inferences in the lan-
guage of mathematics, without references to their logical processes. In other words, in the history
of science abduction pertains to a genetic stage of the historical development of a theory, without
certain documents that need to be analyzed.
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Here we have extended—in an ideal way—the classical law of the excluded
middle, imposing a sharp dichotomy, from a finite domain of elements to an infinite
domain.

From the above we conclude that the link which in the above has been presented
in intuitive terms, is true in general: an inference process of an abduction corre-
sponds in CT to the oracle function, being by definition an oracle capable of giving
an operative, practical answer, whose validity is verified by following its conse-
quences. Hence, it essentially refers to an AO context.

Since the abducted hypothesis has to be crucially tested for validity by a sub-
sequent verification, Peirce considered it sufficient for generating this hypothesis
also the observation of a single instantiation of it, although a single instantiation is
of course quite insufficient for validating the hypothesis. In order to underline this
exceptional way of generating hypothesis from a single instance, Peirce called
abduction also retroduction.

5 One More of Peirce’s Kinds of Abduction: A Crucial
Logical Principle for a Problem-Based Theory

One scholar of Peirce suggested an important distinction between an abduction
concerning a single element of a theory—either a number or a hypothesis—and a
theory in its entirety, i.e. a complex of several laws, theoretical terms, principles and
mathematical techniques. (McMullin 1992, p. 90ff.) One may suppose that Peirce
wanted to include this kind of reasoning when he wrote as follows:

Scientific abduction includes all the [logical] operations whereby theories are engendered.
(5.590)

As a consequence, I suggest a distinction between two kinds of abduction,
according to whether it produces a hypothesis or a theory.

Niiniluoto (1999, pp. 436–439) has cleverly re-constructed Peirce’s various
kinds of syllogisms. In his opinion the following instance represents the more
general schema of Peirce’s abduction:

[Rule]The surprising fact C is observed,
[Case] But if A is true, C would be a matter of course;
[Result] Hence there is a reason to suspect that A is true. (5.189)

A previous paper (Drago 2013) suggested that the word “suspect” is equivalent
to the DNP: “We cannot exclude that…”. This DNP is not logically equivalent to
the corresponding affirmative proposition—“There is a reason to affirm that A is
true”—since the latter is manifestly unsupported by scientific evidence.18

18Also the conclusions of the forms 2.702 and 2.706 are non-affirmative statements: “… probably
and approximately….”.
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This interpretation is confirmed by Peirce’s unpublished draft of a letter to
Victoria Welbey (16 July 1905); he illustrates abduction by reiterating the scheme
of modus tollens; the last sentence first ends with a question mark and then it is
developed till up to conclude by similar words to “suspect”:

[Result] Therefore A is not true?
Instead of’interrogatory’, the mood of the conclusion might more accurately be called
‘investigand’, and be expressed as follows:
‘It is to be inquired whether A is not true.’(Peirce MS L 463)

Peirce’s conclusive words above all represent a problem which may be formu-
lated by means of the same DNP as in the above (“We cannot exclude that…”).
I conclude that Pearce’s previous two syllogisms, both concluding the above DNP
belong to intuitionist logic.

Of course, Peirce’s aim was to change the above predicate into the corre-
sponding affirmative predicate, in order to derive from it all possible implications to
be tested by experiments. This attitude is the same as the previous inferential
process which was qualified as an abduction; in particular, Cellucci’s definition
applies again; moreover, it seems even more appropriate to this latter case. Hence, I
also call the present one an abduction, although at the level of an entire theory.

In logical terms we write the above change as follows:

9x::f ðxÞ ¼ [ 9x f ðxÞ;

where the sign => does not mean a logical implication because this change from a
DNP, which is an intuitionist predicate, to the corresponding affirmative predicate,
belonging to classical logic, is not justified by a law of any specific logic. This
change is rather allowed by the principle of sufficient reason, to which Peirce
intuitively alluded when he suggested that one has to infer by relying also on the
natural instinct of the human mind. (Drago 2013, p. 334). Since this change of an
intuitionist predicate into the corresponding classical one is not a logical deduction,
I call it a principle, i.e. Peirce’s principle. It is a principle also due to its level of
generality; any result of its application, i.e. f(x), is validated by the logical conse-
quences drawn from f(x) deductively.

This inferential process can be regarded as representing a new kind of abduction,
concerning the last predicate of a PO theory. With respect to the initial problem—
i.e., to obtain a hypothesis capable of beginning a theory of a given field of phe-
nomena, this principle, by obtaining a classical predicate as a change of—not an
implication from—intuitionist arguments, constitutes an oracle answer. Its result is
an ideal element with respect to the intuitionist context; just as the answer of a CT’S
oracle comes from outside the discussion of a given problem.19

19I took advantage of Schurz’s comprehensive appraisal of the several meanings of an abduction
processes: “I will classify patterns of abduction along three dimensions: (1) along the kind of
hypothesis which is abduced, i.e. which is produced as a conjecture. (2) along the kind of evidence
which the abduction intends to explain, and (3) according to the beliefs or cognitive mechanisms
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Summarizing, Peirce’s latter instance of a syllogism illustrating an abduction
actually represents a change from the conclusive DNP to the corresponding
affirmative predicate; the change is obtained by a logical translation—here called
Peirce’s principle—from a particular intuitionist predicate to its corresponding
classical predicate; from it, now considered a new hypothesis axiom, a new theory
is developed according to the deductive method. Since it concerns two kinds of
logic at the same time, this translation of a predicate—playing a crucial role in a
PO theory—represents the most general form of abduction.

In conclusion, in Peirce’s writings we find two kinds of abduction:

1. a hypothesis for a single datum or hypothesis, which cannot be obtained by an
approximation process and not even by an idealization of this process; rather it
is justified by the classical derivations from it.

2. a decisive hypothesis for building a new theory, i.e. a translation of a
non-classical predicate into the corresponding classical predicate, which is
called “Peirce’s principle of abduction”.

When the abduction is interpreted as before—i.e. either as (in previous section)
an oracle producing either a single notion or (in present section) a decisive
hypothesis concluding a PO theory—, it corresponds to Peirce’s previous quotation:

all operations by which theories and [ideal] conceptions are engendered. (5.590)

Yet, Peirce’s illustration of this inferential process is inadequate. Let us remark
that an abduction essentially belongs to a PO theory (in an AO theory no creative
inferences are needed). In such a kind of theory the conclusive predicate is obtained
by some ad absurdum arguments. Although in his philosophical reflections—as we
saw in the above—, he made an essential use of this kind of argument, Peirce
ignored it and he considered an abduction an isolated act of the human mind. Peirce
did not know that abduction, although it is verified through its implications in a
deductive context,—as stressed in previous quotations in Sect. 4—is generated in a
PO context; and hence that the logic of this kind of abduction is not classical logic
plus some partial modifications—like his inventions of new versions of classical
syllogisms—, but intuitionist logic, to which his resulting syllogisms actually
belong. As a consequence of his shortening the entire process, Peirce merged the
two kinds of abduction into only one, to which he attributed a lot of features.

(Footnote 19 continued)

which drive the abduction.” (Schurz 2008, p. 205). His decisive “Result 3” seems to summarize
the previous dimensions: “In all cases the crucial function of a pattern of abduction… consists in
its function as a research strategy which leads us, for a given kind of scenario,… to a most
promising explanatory conjecture which is then subject to further test.” (Schurz 2008, p. 205).
I agree with both dimensions and Result 3 obtained by Schurz’ since in my opinion he intuitively
referred to the two above illustrated dichotomies on the kind of organization of a theory
(“scenario”) and the kind of infinity (“cognitive mechanics which drive the abduction”). In
particular, the word “belief” in Schurz’s third dimension (Schurz 2008, p. 205) corresponds to the
logical step which plays the role of the conclusion of a PO theory.
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In CT the notion of an oracle also corresponds to the second kind of abduction.
CT being organized as a PO, the concluding predicate is the so-called
Turing-Church’s thesis, which correctly is not called a ‘theorem’ because cannot
be obtained in an AO theory, indeed, it is a DNP, as the strange words of his
enunciation reveals.20 In CT the change of the conclusive predicate into the cor-
responding affirmative predicate is not assured by Peirce’s principle, but by
Leibniz’ principle of sufficient reason, because its logical formula is the following
one:

:9x:f ðxÞ::8x f ðxÞ ¼ [ 9x f ðxÞ;

6 Comparing Peirce’s Induction to CT’s Minimalization

Let us start by interpreting Peirce’s induction through some steps. As a first step, I
agree with McMullin’s appraisal about what Peirce meant by an induction:

[Peirce’s] Induction is strictly limited to the observable domain. And it is only in
a very weak sense explanatory (McMullin 1992, p. 90).

I interpret this statement as stressing that the reference domain of definition of
induction is for the main part given by operative, constructive tools. I add a defi-
nition of it in philosophical terms; it is a regularity which is transferred even
idealistically from observed to possibly unobserved.21

Both the quotation and the definition characterize an induction by means of a
context not including ideal elements; in mathematical terms, its basics appeal to the
potential infinity only (PI). But its entire process may include AI.

As a second step, in order to make homogeneous (si può usare ‘homogeneous’
riferito ad una comparazione?) the comparison of Peirce’s informal induction with
CT’s mathematical techniques, I consider mathematically parameterized the data,
hypotheses, functions involved in an induction, so that the following discussion
concerns mathematical sets of numbers and functions.

As a third step, in order to find out a correspondence between Peirce’s induction
with a complete mathematical process, let us take an orientation from a particular
case; I associate the creative inferential process of an induction—which obtains “an

20For instance, Kleene states Church’s thesis as follows: “… it cannot conflict…” (Kleene 1952,
pp. 318–319). Although ignoring the exact linguistic expression of a DNP, several authors pre-
sented Turing-Church’s thesis through similar words: Goedel called it a “heuristic principle”,
(Davis, p. 44). Post a “working hypothesis” (Davis 1965, p. 291). The same Church presented it
through the words: “… it is thought to correspond satisfactorily…” (Davis 1965, p. 90)
Remarkable is the masked proposition in Davis et al. (1994, pp. 68–69): “we have reason to
believe that…”, where the word “believe” is a subjective word which actually is the DNP: “it is not
false that it is …”.
21This definition is a modification of Schurz’ definition (Schurz 2008, p. 202).

Defining Peirce’s Reasoning Processes Against the Background … 391



assent”, as Peirce calls the final element in the first quotation of Sect. 3—with the
following very common inference process.

The following quotation leads to stress a Peirce’s inference process, an
approximation:

approximation must be the fabric out of which our philosophy has to be built. (1.404)

Here he really meant an “abduction”, but I consider the case of an approximation
to be too common to be related to the notion of abduction, which Peirce claimed to
be an absolutely original notion. Indeed, the following proposition suggests that
Peirce regarded an approximation as the first meaning of his notion of induction:

Induction is reasoning which professes to pursue such a method that, being persistent in it,
each special application of it…. must at least indefinitely approximate to the truth, about the
subject in hand, in the long run. (Eisele 1985, vol. 4, p. 37)

This definition agrees with this Peirce’s suggestion of induction as an approx-
imation process, provided that “in the long run” is intended as “at infinity”, be it
either PI or AI. In fact, he speculated upon several notions, e.g. hardness (5.207),
which result from approximation processes. In its best form an approximation is a
limit process.

Yet, this kind of calculation has to be considered in the light of the dichotomy
regarding the kind of infinity. Indeed, in classical mathematics, which makes use of
actual infinity (AI), e.g. Zermelo’s axiom, a series (possibly including ideal num-
bers) obtains in all cases a single final result; indeed, the classical mathematician, in
virtue of his Platonist philosophy of mathematics, claims that the result does exist,
provided that no contradiction will result. Notice that Cauchy’s ε-δ technique of
approximation of a limit appeals to AI to the extent that it abruptly reduces to a
single point representing the final element the two-points interval defined by the
approximation process (Kogbetlianz 1968, App. 2).

On the other hand, in constructive mathematics—the mathematics that makes
use of potential infinity (PI; Bishop 1967) only—, an approximation process,
constituted by a converging series of operative or constructive numbers, obtains no
more than approximations to a final element (which however is achieved if some
conditions are added—e.g. it is independently known that the final element is a
natural number). Hence, it does not correspond to the usual meaning of induction,
which is commonly thought of as only in the favourable case of the achievement of
the final result. Notice that the ancient method of e.g. approximating the length of
the circumference by means of the perimeters of a series of polygons inscribed in it,
added an ad absurdum argument for equating the final element to the limit number.
According to the ancient method, only by adding the ad absurdum proof may the
final element be taken as the result of an induction process.
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However, from the knowledge of the final element one cannot obtain such an
element recursively, because the attribution of the final element implies the use of
the AI. In other words, this case an induction is of a creative kind.

Owing to the great capacity of calculation of a computer this mathematical
operation does not require what the human mind needs to manage a large amount of
data, that is, an ordering of them. In the latter case—i.e. a set of ordered data—an
induction corresponds to a mathematical process of a limit process of a convergent
series of numbers.

Moreover, the case of a limitation to PI in CT corresponds to a bounded mini-
malization process, whose definitory set is finite and whose result—the calculation
being performed by a primitive recursive function—is also finite.22 Hence, it is not
a process producing an essentially new element, rather it is a mere calculation from
finite elements to finite elements by means of finite tools.

Now let us consider the case in which the mathematized induction process
appeals to AI. In such a case the mathematical technique may present different
aspects: the method of the least squares, search for a best hypothesis under some
constraints, calculus of variations, etc. Some other mathematical techniques of
attributing an ideal element, approached by a mathematical technique of calcula-
tion, can be considered instances of this case of induction; e.g. the process of
interpolating from a list of observational data a hypothesis-mathematical function
including all of them as particular cases.23 This subject was for long time inves-
tigated and clarified by statistical analysis. The extrapolation is a similar process of
inference.

22For instance in the history of theoretical physics the approximating series mattered. The case of
an ideal body for building the theory of impacts was very controversial. Wallis and Newton have
suggested a perfectly hard body; it does not change its shape however violent the impact; of course
the conservation of energy is no longer allowed. This ideal body cannot be approximated by a
series of ever harder bodies because its definition refers only to the behaviour of the final body of
any possible approximation series. Instead Leibniz has suggested as an ideal body the perfectly
elastic body. The approximating instances of elasticity, by pertaining to the observable domain,
may be represented by a series of values of a parameter characterizing this specific feature; in such
a way one obtains a mathematical converging series of the values of the elasticity index of the
material objects. This process may be defined also—in physical terms—as a process that obtains a
final element by operative means. It was not until 1850 that the hard body model was dismissed
and the conservation of energy was considered a general law. In conclusion, since lacking any
approximating series, the abstraction of a perfectly hard body was a false induction, a mere guess.
In theoretical physics the inertia principle, the door to modern physics, is not the a result of an
approximation process; it holds true only when one considers a body without friction and gravity
(a situation which cannot be approximated—as Galileo put it—by a variable incline). For this
reason it is a theoretical principle, not derived from other principles.
23Being a merely probable proposition, it has to be correctly stated as “It is not the case that it is
not…”, i.e. a DNP. The lack of this accurate logical version of his notion surely made Peirce’s
logical elaboration of these inference processes difficult.
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According to the previous analysis, the selection of the best hypothesis among a
set of hypotheses under some constraints is an “extremization process” performed
by means of a mathematical calculations; hence, it has to be considered a case of
induction, rather than abduction.

In CT there exists a similar process, unbounded minimalization, whose calcu-
lation allows the dominion of definition to be infinite. Here we have a difference
between Peirce’s (mathematized) induction and the possibly corresponding CT
process; the former concerns the final result, the latter concerns the dominion of
definition. Another CT version of creative induction is recognized in the general-
ized recursion; for instance the definition of a generalized recursive function by
means of the a diagonalization process does not correspond to any of the previous
mathematical processes; its result—“the assent”—comes from an appeal to AI (it
allows us to deal with the set of all primitive recursive functions). Its idealization
process suggests rather than a single point, a single function by considering the
totality of (the primitive recursive) functions.

However, all these processes are included in the category of “extremants”, a
category that in theoretical physics includes all kinds of appeals to AI aimed at
obtaining a result outside a given mathematical context, be it an approximating
series, or the dominion of definition of the process, or other issues.

For instance Maupertuis’ principle of minimal action, Fermat’s principle of the
minimal path, etc. Notice that the calculus of these extremants concerns not an
ordered set, but a set of continuous functions. All these physical principles claim to
obtain more than what operative means allow; they transfer regularities in the
physical realm to idealized final results.

In conclusion, Peirce’s inferential process of an induction corresponds to CT’s
two mathematical techniques:

1. Unbounded minimalization; in classical mathematics it partly corresponds to the
process of attributing a final element to approximations; in theoretical physics it
corresponds to the extremant techniques.

2. General recursion, taking into account idealistically the complete set of the
primitive recursive functions.

Inappropriately one more process may be added, the bounded minimalization;
the great capacity of calculation of a computer appears to the human mind to be
performing an induction when it computes a kind of process that is in practice
impossible by humans.

In retrospect, the first difficulty met by scholars attempting to disentangle
Peirce’s notion of induction came from having disregarded the formal distinction
between PI and AI, which is manifestly relevant in such a kind of inferential
process. The second difficulty came from the ignorance of the alternative organi-
zation of a theory to AO, i.e. PO; if located in an AO context the verification
process of an induction misses any meaning.
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7 Conclusions

Concerning Peirce’s treatment of abduction I conclude that:

(A) Peirce cleverly introduced a new kind of inference process, abduction.
(B) He did not clearly distinguish among the inductive processes, mainly between

induction and abduction.
(C) He coalesced many conceptual and mathematical notions into one philo-

sophical notion, abduction.

Moreover, through a comparison with CT’s principles24 I obtained a complete
characterization of Peirce’s inferential processes; this comparison led to the addition
of one more process which he unwarily made use of, limitation. The other term of
this comparison belongs to Mathematics and/or Mathematical logic; these formal
sciences may be a little crude in reducing the richness of Peirce’s reflections; yet,
they offer certain points of reference for all other interpretations of Peirce’s phi-
losophy. For instance, for the first time we obtained that the mathematical notion of
induction is essentially distinct from the logical notion of abduction owing to the
context, respectively the mathematical and/0r the logical context; this constitutes a
formal distinction which characterizes the structure of Peirce’s reflections.

A Table 1 summarizes the results (recall that the column headed AI&PO gives
less tight relations than the others).

By the way, we have recognised CT’s basic choices on the kind of organization
and on the kinds of infinity, and consequently its kind of theoretical development,
including DNPs, ad absurdum arguments, conclusive DNP and its change into an
affirmative predicate. This development is the same as the physical theories whose
organization is a PO.

Peirce was one of the first philosophers to ponder on “reasoning machine”.
Moreover, we have shown that no other philosopher’s reflection was so compre-
hensive as Peirce’ in considering all possible inference processes of CT, so that
Peirce anticipated the ways of arguing in CS; i.e., he anticipated the results obtained
by the effort of computer scientists for over half a century to discover all possible
kinds of reasoning which can be represented by operative (pragmatical is Peirce’s
word) tools, which is what computer operations are.

For this reason I suggest that Peirce should be considered the philosophical
father of CT’s reasoning.

24Why was it possible to compare Peirce’s reflection on inferential processes with those of CT
rather than with those of physical theories? Because each physical theory at most exploited one
inferential process only. Only Mendeleev may have exploited all these processes together in his
obscure way in order to build the table of chemical elements (Drago 2015).
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Perception, Abduction, and Tacit
Inference

Rico Hermkes

Abstract The aim of this paper is to develop an inferential conception of per-
ception. For establishing such a conception, we turned to Peirce, who had been first
in systematically linking perception to abductive inferences. However, he did not
conceive perception as abduction, because of the impossibility for conscious con-
trol. Thus, Peirce spoke of an “extreme case of abduction”. An essential question is,
if we can succeed in developing a conception that incorporates tacit inferences.
Peirce’s semiotic conception as well as Polanyi’s theory of implicit knowledge
work fairly well as a theoretical starting point. By appointing equifunctionality
between non-symbolic sign activity and applying logical rules it is possible that
inferences can be also realized unconsciously. Furthermore, we point out that
feelings may be regarded as indices and illustrate how affirmative judgements can
be realized using such indices for judging the validity of an inference. The
“Predictive Processing-Approach” seems suitable for finalizing the picture.
According to this approach perceptions may be conceived as an inferential triad
rather than mere abductive inferences. The upshot is that it enables us to extend it to
other forms of unconscious cognition and intuition.

1 Introduction

Perception is generally understood as unconscious cognition leaving us mostly
unaware of its processing. Nonetheless, in the pragmatist tradition dating back to
Charles Sanders Peirce, perceptions consist of generating hypotheses and pre-
sumptions about the world. The essential question is, if there is an internal “logic” at
work giving rise to such hypotheses, i.e. whether it is possible to reconstruct per-
ceptions as abductive inferences. Peirce himself seriously doubts that perception can
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be understood as inference, as they are not controlled by the mind. He therefore
dismisses perception from his system of inferential cognition. However, he also
holds that nothing can be conceived in the human mind, which has not been subject
to the senses before (CP 5.181). However, since Peirce dismisses perception from
systematic knowledge acquisition, he finds himself confronted with the problem that
the initial premises of deliberate (inferential) thinking are, as a matter of fact,
unsecure and that consequently all human knowledge would be grounded on sand.
Peirce tries to cope with this unwieldy issue by taking perceptions as an inferential
boundary case, an “extreme case of abductive inferences” (EP, p. 227), thereby at
least assigning equifinality to inferences for perception.1

Conversely, by adopting Peirce’s semiotics and a more recently published
neurobiological approach to perception, I shall argue that perceptions can be con-
sidered as inferences (abductive inferences in particular) that can be incorporated
into an inferential taxonomy. In Chap. 2, I shall start with presenting Peirce’s
conception of perception and continue by sketching an inferential conception for
perception in six propositions based on Peirce. In Chap. 3 I will explicate these
propositions in more detail. In the course of our endeavor, Polanyi’s theory of
implicit knowledge will be of further support. Polanyi contributes three aspects to it:
Firstly, his considerations are based on the assumption that tacit inferences occur
during perception. Secondly, he considers tacit inference as an active process rather
than a passive one. Thirdly, Polanyi incorporates affirmations into his inferential
approach even though he does not elaborate this idea thoroughly. In this respect we
may consider Polanyi’s approach as a model for an inferential theory of perception,
not only comprising conscious but also unconscious inferences. That is why I shall
dedicate Chap. 4 to Polanyi’s theory of implicit knowledge.

The upshot of establishing an inferential taxonomy of perception is that it
enables us to extend it to other forms of intuitive cognition.

2 An Inferential Conception of Perception Sketched
in Six Propositions

2.1 Starting Point: Peirce About Perception and Abduction

In Peircean pragmatism, perceptions are generally comprehended as primordial
cognitive processes (CP 5.55; cf. Nesher 2001). Peirce describes perceptual judg-
ments—the results of perceptions—as “the starting point or first premise of all
critical and controlled thinking” (CP 5.181). He states: “But the content of the
perceptual judgment cannot be sensibly controlled now, nor is there any rational
hope that it ever can be” (CP 5.212). Thus, there are cognitive processes at work to

1Peirce about intuition: “Though inferential in their nature, they are not exactly inferences”
(EP, p. 11).
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which we have no conscious access or control. At the same time, Peirce conjectures
that a perceptual judgment entails a classification: “(T)he very decided preference
of our perception for one mode of classing the percept shows that this classification
is contained in the perceptual judgment” (CP 5.183).

Apparently, Peirce is not totally clear about the inferential status of perceptions.
On the one hand, he conceives perception as an uncontrolled, unconscious and
involuntary process, on the other hand as an “extreme case of an abductive infer-
ence” (CP 5.180). To clarify this issue let us recall Peirce’s abduction schema:

(P1) The surprising fact, C, is observed,
(P2) But if A were true, C would be a matter of course,
(K) Hence, there is reason to suspect that A is true (CP 5.189).

Following Minnameier (2016) this schema does not describe the entire process
of abductive inference, but only the final judgmental step. According to Peirce,
every inference consists of three inferential steps. The first one is colligation (the
collection of premises), the second one observation (contemplation and manipu-
lation of premises, arriving at a conclusion)2 and the third one is judgement (va-
lidity check of the conclusion). Colligation comprises the registration of the
surprising fact C (the data). The observation step accounts for merging the data and
converging them to hypothesis A (corresponding to the explanation of data). In the
judgemental step the transformation into a propositional format finally takes place.
Relating to perception, Peirce writes: “By a perceptual judgment, I mean a judg-
ment asserting in propositional form what a character of a percept directly present to
the mind is” (CP 5.54).

From this we may conclude that perception in principle can be constructed as an
abductive inference. Peirce however, does no fully comply with this idea as it seems
basically impossible for him to exert control over perceptual processes. However, if
succeeded in developing an inferential conception where unconscious abductions
were systematically incorporated, such a conception would allow us to include
perceptions without difficulties.

Admittedly, there are two other issues left to be clarified. Where does hypothesis
A (as a percept or perceptual judgement) arise from? And how are the percept and
the perceptual judgement related to each other? For closer examination of the first
question we are inclined to turn back to Peirce who offers us clues for revealing
what happens during the generation of the hypothesis. He writes: “The abductive
suggestion comes to us like a flash […]. It is true that the different elements of the
hypothesis were in our minds before; but it is the idea of putting together what we
had never before dreamed of putting together which flashes the new suggestion

2The observation step does not only comprise conscious and controlled cognitive activity.
Furthermore, it is contemplative and might be driven by a “force majeure”, as Peirce puts it (CP
5.581; cf. Minnameier 2016). The subject’s role consists in following its direction and course
mindfully. The observation step terminates with the conclusion, i.e. the unfolding of a regularity.
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before our contemplation” (CP 5.180). This explanation already points to an
involvement of a process that we can hardly imagine as a purely logical one. In fact,
it seems that this description of the observational step indicates a form of tacit
process, even though Peirce does not consider tacit inferences explicitly.

For answering the second question, we shall take a closer look on Peirce’s
concepts of percept and perceptual judgement. It is striking that Peirce uses per-
ceptual judgement ambiguously. He simultaneously refers to it as the process (or
better: procedure) of judgement and to its result. Peirce writes: “A judgment is an
act of formation of a mental proposition combined with an adoption of it or act of
assent to it” (EP, p. 191; see also Magnani 2009, p. 269). Herein he regards
perceptual judgement as a procedure. Elsewhere Peirce adheres strictly to the dis-
tinction between percept und perceptual judgement referring to the judgemental
step as a result of abduction: “The percept of course is not itself a judgment, nor can
a judgment in any degree resemble a percept” (CP 5.54). And: “Even after the
percept is formed there is an operation, which seems to me to be quite uncon-
trollable” (EP, p. 191). Due to these statements percept and perceptual judgement
can be considered as results of two different procedures. Both are unconscious,
whereas the procedure of establishing a percept is followed by the procedure of
judging (arriving at the perceptual judgement).

Therefore, it is possible that Peirce allocated the generation of the percept to the
observational step and the perceptual judgement to the judgemental step. Another
interpretation would result in modelling both as two separate inferences: the first in
establishing the percept, the second in generating the perceptual judgement (as a
proposition), which is, as Peirce puts it, the “starting point or first premise of all
critical and controlled thinking” (CP 5.181). In this respect, it seems reasonable to
reconstruct perception as more than just one inference.

At this point we may conclude in a nutshell:

• If we can justify the assumption of unconscious inferences, it will pave our way
for conceiving perception as abduction.

• Peirce’s considerations of the observational step point to an involvement of
“tacit elements”.

• Peirce’s application of the terms percept and perceptual judgement suggests the
following interpretation: Perception is not limited to just one process. We can
imagine different forms of perception (at least two).

I will now present six propositions emanating from these preliminary
considerations.

2.2 Perception as Inference—Six Propositions

The first proposition deals with the taxonomy of inferences (especially abduction)
and integrates perception into this taxonomy.
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(1) According to Minnameier (2016), abduction can be classified in two dimen-
sions, (A) the domain of reasoning and (B) the cognitive level of under-
standing. Perception can be conceived as abductive inference belonging to the
explanatory domain and localized at lower cognitive levels of understanding.

Dimension A can be subdivided into the explanatory, the technological and the
ethical domain. Perceptions may be allocated to the explanatory domain as they
lead to hypotheses explaining the given sensory data. Concerning dimension B, and
as already stated in Chap. 2, we can distinguish perceptions at different cognitive
levels of understanding. Thus,

(2) We can discriminate (at least) two forms of perception corresponding to
specific levels of cognitive understanding.

At Level 1 (the lower level) understanding is limited to a registration of a regularity
(seeMinnameier 2016). At Level 2 (the upper level) individuals realize understanding
by questioning how this regularity can be reasonably explained and classified, i.e.
either by integrating the regularity into an appropriate category or by creating a new
category. In addition, perceptions can be analyzed using a finer grained resolution,
which Peirce already employed by conceiving three inferential sub-steps:

(3) Perceptions comprise colligation, observation, and judgement. Colligation
accounts for the availability of data, observation refers to the treatment of data
(e.g. integration), and judgement refers to the adoption or rejection of the
result of the observation.3

This leads us to the question: What are the kinds of data to be processed
inferentially?

(4) Abductions are not only realized in symbolic formats but also in other formats,
e.g. icons and indices.

With this proposition we are tying up with Magnani’s conception (Magnani 2009,
2015) where inferences are no longer bound to propositions (a symbolic format), but
considered as a form of sign activity more generally. Magnani coins this idea by
stating “iconicity hybridates logicality” (Magnani 2009, p. 265). According to this
idea, operating in sign formats can be considered as equifunctional to applying
logical rules. Furthermore, non-symbolic signs are also involved in judgements. In
Peircean systematics, the determination of validity occurs during the judgemental
step. According to El Kachab (2013) and Minnameier (2016) an abduction is valid, if
it (i) explains the facts, and (ii) if it is susceptible to empirical verification.

3Thereby, we define an inference as the generation of a new item (data) from a set of already
known items (data) and its adoption or rejection. In this respect, abductive inferences can be
considered as updating a belief.
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(5) Due to the first criterion (i) an abductive inference would be valid, if there was
a sign signaling that the inferred conclusion explains the surprising fact.

Damasio (2006, 2012) proposes an embodied emotion-related signaling system
introducing such indices as somatic markers. Peirce highlights the importance of
feelings in the context of inferential judgements agreeing that feelings can be
integrated into the sign repertoire (see CP 5.375, EP p. 21ff).

Coping with the second criterion (susceptibility to empirical verification), takes
us beyond abductive inferences. This leads us to a recently published inferential
approach of perception called “Predictive Processing” also named “Predictive
Coding” (see Friston 2011; Clark 2015).

(6) According to the theory of “Predictive Processing” (PP) perception is not
restricted to abductive inferences; it can rather be conceived as an inferential
triad.

The PP-approach can be summarized by the fact that the brain operates as an
ever-active inference “engine” (Clark 2015, p. 2), realizing predictions about the
upcoming sensory input. This idea accounts for all sensory modalities. If the pre-
dictions do not meet the sensory data, a prediction error results, which is considered
as unpleasant surprise (in the Peircean sense; cf. abduction schema, Chap. 2) by the
system. The whole game of the PP therefore centers in minimizing surprise, i.e. the
reduction or elimination of the prediction error (Friston 2011, p. 488). From the
Peircean point of view (a) such predictions can be regarded as deductions,
(b) proving these predictions on the basis of incoming sensory data as inductions
and (c) the minimization of the prediction error as abduction that leads to new
hypotheses about the surprising data.

Following this brief presentation of the six propositions I will illustrate the
fundamental aspects of this inferential conception in Chap. 3 in more detail.

3 Elaboration of the Inferential Conception for Perception

Our agenda comprises 6 topics: (1) localizing perception within the inferential
taxonomy (reviewing a current state of perceptual research which opens out into our
inferential taxonomy), (2) two forms of perception, (3) inferential sub-processes
and the tacit nature of perception, (4) semioticity: inferences in non-symbolic
formats, (5) feelings as indices and their role for inferential judgements,
(6) “Predictive Processing” and the inferential triad.

These topics refer to the six propositions sketched in Chap. 2. I will by deal with
these topics addressing them in this consecutive order.
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3.1 Localizing Perception Within an Inferential Taxonomy

The first proposition concerns the two-dimensional inferential taxonomy.
Dimension A comprises three domains: the explanatory, the technological and the
ethical domain.4 An abduction in the explanatory domain leads to an explanation,
which can be finally verified or falsified by induction (for the inferential triad see
Minnameier 2004, 2010). Correspondingly, abduction in the technological domain
leads to new technical or technological inventions. Its effectivity can be proved by
the following induction step. In the ethical domain abduction selects a moral
principle or rule for its application in a situation involving moral relevance.5 The
inductive evaluation finally assesses the appropriateness of the selected principle.
We can therefore differentiate the three dimensions by (i) the way abductive
hypotheses can be generated (explanation, technological invention or technical tool
creation or selection, moral principle selection) and by (ii) the criteria of validity
applied for the following inductive inference: truth in the explanatory domain,
effectivity in the technological domain and justice in the ethical domain,
respectively.

Dimension B points to the hierarchy of different cognitive levels of under-
standing. Minnameier assumes, that “concepts and theories are built upon one
another across cognitive levels, from elementary perceptions and actions to
high-level scientific theories” (Minnameier 2016). In this respect, inferences take
place already at very low sensory levels, where understanding is enveloped in
embodied formats (for bodily rooted concepts cf. Johnson 1987; Lakoff 1988;
Glenberg and Kaschak 2002; Nunez 2008; Goldman 2012). This understanding can
potentially evolve to abstract conceptual understanding at higher levels.6

Schurz also conceptualizes a hierarchy of cognitive understanding, where the
understanding at lower levels may emerge to higher levels by means of abductive

4Thaggard conceives five domains in his taxonomy, specified by what needs to be explained via
abduction and the kinds of hypotheses that provides explanations (see Thaggard 2007).
5The classification of abduction in these three domains does not imply that each problem solving
procedure can be precisely allocated to a single dimension. According to the investigations of the
Gestalt psychologist Karl Duncker, solutions for real-world problems require at least a sequence of
two subsequent abductions that are located in different dimensions. Initially, a basic principle is
abduced for solving the issue, which also accounts for its explanation. Duncker calls this pene-
tration of the problem. Subsequently, a technological realization for this problem is to be abduced,
that Duncker names realization. Therefore, every creative problem solving consists of two separate
abductions, one in the explanatory domain and the other in the technological domain (see Duncker
1926, 1935, 1945).
6At least four kinds of taxonomies of cognitive hierarchies can be distinguished: (1) hierarchy of
cognitive levels of understanding (see Minnameier 2016), (2) hierarchy of ontic magnitudes
(neurons, neuronal networks, cognitive microstates, etc.; see Alisch 1995; Alisch 2010), (3) hier-
archy of cognitive levels of processing (retina, thalamus, visual cortex, higher cortical areals; see
Clark 2015), (4) hierarchy of cognitive and meta-cognitive levels (see Nelson and Narens 1994).
Note that Propositions 1 and 2 relate to (1) the cognitive level of understanding. Talking about
ontic magnitudes, I shall use the term scales hereinafter.
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processing (see Schurz 2008). He defines creative abduction as an integration of
(empirically observed) correlated regularities to a common cause. The common
cause constitutes a higher order concept unifying these regularities. Schurz’
framework comprises three cognitive levels of understanding, starting with obser-
vational concepts, followed by first order dispositional concepts and finishing with
second order dispositional concepts.

Both conceptions settle in a mutual agreeable description, in that they start off at
a very fundamental embodied level evolving to an understanding at higher levels
via inferences. The function of abduction consists in achieving a higher level of
understanding. Thus, perceptions may also be conceptualized as inferences.

There has been a long tradition, beginning with Helmholtz in (1867), of spelling
out perception in inferential terms. One of Helmholtz’s basic convictions is that
sensory data function as signs and that their meaning can be learnt by the conscious
mind. In accordance with J.S. Mill, Helmholtz assumes that perceptions are
inductive inferences (Helmholtz 1867, p. 447ff) thereby providing meaning to these
signs. Helmholtz is quite aware of the problem that goes along with unconscious
inferences. He states, that even though perceptions are unconscious processes, they
obviously perform the same work as conscious inferences and providing the same
outcomes (Helmholtz 1867, p. 449). In this respect, Helmholtz supposes equi-
functionality and equifinality between unconscious perceptions and conscious
inferential acts.

Brunswik (1934) stresses the hypothetical (and therefore abductive) character of
perceptions presenting his lens model of perception. One of his basic assumptions
concerns the existence of a causal relationship between the objects of the envi-
ronment which is contained in the sensory data. But this information is equivocal
and therefore hypotheses need to be generated for the disclosure of the inherent
causal relationship (Tolman and Brunswik 1935). Nevertheless, Brunswik, does not
construe the generation of deliberate hypotheses and perceptions to be similar to
acts of cognition (Brunswik 1948).

This mental leap was finally taken by Bruner (1957). To his mind inferences
involved in perception do not substantially differ from those at higher cognitive
levels. He states: “it is evident that one of the principal characteristics of perceiving
is a characteristic of cognition generally. There is no reason to assume that the laws
governing inferences of this kind are discontinuous as one moves from perceptual
to more conceptual activities” (Bruner 1957, p. 124). What are the inferences that
Bruner speaks of? He states: “In learning to perceive, we are learning […]
appropriate categories and category systems, learning to predict and to check what
goes with what” (Bruner 1957, p. 126). Interestingly, talking about categorization
Bruner interchangeably uses the term model building (Bruner 1957, p. 126). These
models can be realized in different representation formats. Bruner mentions enac-
tive, iconic and symbolic representations that evolve ontogenetically in this order
(Bruner 1974). This is of great importance as Bruner’s conception points to the fact
that inferences are no longer restricted to a symbolic format, but can be also realized
in embodied and iconic formats.
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3.2 Two Forms of Perception

A further question concerns the number of assumed processes; that is why I referred
to lower levels of cognitive understanding (plural) in proposition 2 and not to just
one low level (singular). As pointed out in Chap. 2 there are two possible inter-
pretations of Peirce’s presumptions concerning perception. According to the first
alterative, the generation of the percept and the perceptual judgement is performed
in two separate steps, but within one single inference. The second alternative dis-
plays separate inferences for each one.

Pursuing the first alternative we are confronted with the issue that the formation
of the percept finishes in a sensory format. If so, there is an open account that needs
to be settled: its transformation into a propositional format. This needs to happen at
the beginning of the judgemental step and is performed unconsciously. Advocating
the second alternative we may model perceptions at several cognitive levels of
understanding (at least two). At Level 1 (the lower level) understanding is limited to
registration of a regularity. At Level 2 (the upper level) individuals realize under-
standing by questioning how this regularity can be reasonably explained.

Localizing perception at two separate levels conforms with Herbart’s (1892)
early idea of distinguishing “Perzeption” and “Apperzeption”.7 The term
Perzeption applies to the generation of an immediate percept, Apperzeption to the
individuation of this percept allocating it to a certain category.

Magnani’s analysis of the syllogistic character of “Peircean perceptions” is
consistent with the above-quoted perspective of Apperzeption as “the act of sub-
suming sense data or ‘percepts’ under concepts or ideas to give rise to perceptual
judgements” (Magnani 2009, p. 274). Apperzeption therefore can easily be assigned
to Peirce’s syllogistic schema:

(P1) A well-recognized kind of object, M, has for its ordinary predicates P [1], P [2],
P [3], etc.
(P2) The suggesting object, S, has these predicates P [1], P [2], P [3], etc.
(C) Hence, S is of the kind M. (CP, 8.64; see Magnani 2009, p. 274).

Once again, please note, that this schema merely comprises the judgemental step
and not the entire inference.

Raftopoulos (2001a, b) proposed a similar structure for perceptual processing.
He presumes three processes and calls them “sensation”, “perception” and “ob-
servation”.8 Sensation relates to the constitution of the retinal image, perception to
the processing of sensory data constituting a structured visual representation (e.g.
generating a percept). The final process of observation reflects the perceptive
hypothesis (applying cognitive categories), and seems to be congruent with
Herbart’s idea of Apperzeption, or in Peircean terms: a perceptual judgement.

7I will stay with the German wording to avoid confusions with the much broader concept of
perception sensu Peirce.
8This is not to be mistaken for the Peircean observation concept as the second inferential step.

Perception, Abduction, and Tacit Inference 407

http://dx.doi.org/10.1007/978-3-319-38983-7_2


However, the constitution of the retinal image, i.e. the physiological process of
sensory transduction, should be ruled out as a separate inference (see also Clark
2012, p. 759).

However, the relationship between Perzeption and Apperzeption shall not be
misconceived in that Apperzeption is always taking place—in fact Perzeption also
occurs without Apperzeption. Karl Lange elucidates this argument by citing an
excerpt of Jean Paul‘s reminiscences, where Jean Paul compares his travelling
experiences to Goethe’s. He writes:

“While travelling Goethe perceives everything definitively, whereas I am experiencing
myself as totally deliquescent. Everything I perceive is melted in a romantic way. I travel
through cities, without recognizing the things underway; what merely stimulate me are
scenic landscapes. […] Even I am aware of all individualities of life; I do not question them
and forget about them quite soon.” (cited from Lange 1912, p. 17, translation by the
author).

It is worth taking his statement literally, not only because it highlights the
differences between the epochs of German classicism and romanticism (Goethe was
a vehement critic of romanticism). Moreover, it relates to an inner credo of com-
prehending the world, by experiencing it in pure perceptive way, i.e. by the
immediate experience—and one might add, in the denial of Apperzeption as an act
of conceptual comprehension. The point, where Jean Paul talks of individuating
without questioning, seems particularly remarkable. He experiences these impres-
sions, but has no interest in its conceptual integration at the same time. This position
clearly differentiates Perzeption from Apperzeption. Of course, the same distinction
applies to hearing and the auditory modality. For example, listening to music
(abducing a hidden rhythm or a Sound-Gestalt) can be considered as Perzeption,
whereas spoken language comprehension as Apperzeption. Under certain circum-
stances listening to music may also be considered as Apperzeption, that is if we
intend to infer an explicit meaning of a tonal sequence, e.g. as a flowing river
(Smetana’s Vltava) or a sword stroke (Beethoven’s Egmont) or if we abduce an
already known song or a piece of music.

3.3 Inferential Sub-processes and the Tacit Nature
of Perception

In Proposition 3 we have classified perceptions more explicitly into colligation,
observation und judgement. Remember Chap. 2, where Peirce describes the
observational step of an inference. He talks about “contemplation”, the magic
appearance of a “force majeure”, of inspiration that “comes to us like a flash”.
These quite metaphorical terms point at implicit knowledge approaches, mainly
advocated by Gilbert Ryle and Michael Polanyi. In fact, Peirce’s description of the
observational step reminds us of Ryle’s analysis of human reasoning, when he asks,
“via what interim paces had he (the thinking subject) marched from where he had
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been to where he is now” (Ryle 1976, p. 71). Or how we may illuminate cognition
in utterances like “Oh, it just came to me”? Polanyi developed an approach to
solving the issue. He presumes tacit inferences and localizes the process of tacit
integration within it. Tacit integration focuses exactly the “black box” (Starting
from the premises, how to attain a conclusion?). Furthermore, Polanyi adds another
process called tacit confirmation that persists in the affirmative adoption or rejection
of the conclusion.

In Chap. 4 I will provide a concise introduction of Polanyi’s theory and discuss it
as a model of an inferential conception of perception.

3.4 Semioticity: Inferences in Non-symbolic Formats

In proposition 4 I claimed that inferences are not only realized in symbolic formats
but also in other formats e.g. icons and indices.

In his semiotic approach Peirce discriminates three types of signs: indices, icons
and symbols. Symbols are arbitrary and conventional signs (CP 2.299), whereas
icons resemble the objects that they denote (CP 2.276, CP 2.247). Indices are signs
that are connected to the objects by an “existential relation” (CP 6.318). Its rela-
tionship can be causal, e.g. smoke may be an index for fire; footprints in the snow
may be indices for people that have passed. Demonstrative pronouns are another
example for indices pointing to an object.

The extension of the previous set of signs widens our possibilities and allows us
to look at inferences from an alternate point of view. Magnani (2009) interprets
inferences almost in the same manner as Peirce (as “a form of sign activity”;
Magnani 2009, p. 265), by shifting the focus from logicality to semiotics. He states
that “iconicity hybridates logicality” (Magnani 2009, p. 265) and concludes that
sign characteristics (e.g. spatial configurations) may be equifunctional to logical
rules. According to Magnani visual abduction represents a typical iconic abduction.
Magnani consolidates iconic abductions under the term of model-based reasoning
occurring “when hypotheses are instantly derived from a stored series of previous
experiences” (Magnani 2009, p. 268).

Pape (1997) analyzes the Peircean approach and supposes isomorphisms
between thinking and perception, implying that the ontic reality of visual experi-
ences is also capable of expressing logical relations.

Now we have analyzed icons as non-symbolic formats, I would like to shift our
focus to indexical signs that Peirce proposed as a third sort of signs. Indices play a
central role in Pylyshyn’s theory of perception (see Pylyshyn 2009). Pylyshyn
addresses indices as mental signs that allow us to separate objects from the envi-
ronment. He writes: “in the presence of a visual stimulus, we can think thoughts
that involve individual things by using a term such as ‘that’ […] where the term
‘that’ […] refers to something we have picked out in our field of view without
reference to what conceptual category it falls under or what properties it has”
(Pylyshyn 2009, p. 7). What are the differences between such indexical signs and
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other signs like icons or symbols? Symbols and icons exemplify the classical idea
of representation i.e. mirroring the world in the mind. Indices, however, “function
without an encoding of objects’ properties” and can therefore be conceived as
pointers to the objects (Pylyshyn 2009, p. 5). Pylyshyn specifies indices as
“something like a finger that would stay attached to a particular element and could
be used to maintain a correspondence between the individual element that was just
noticed now and one that had been represented in some fashion at an earlier time”
(Pylyshyn 2009, p. 3). In this context we should be aware that Pylyshyn is talking
about mental indices here and not about gestures. An interesting point about
indexing is that the perceiving subject thereby attains access to a visual object,
which Pylyshyn also calls proto object, as it is blank in its categorial properties.
This proto object has just been tracked by the subject. Bruner defines such an act of
indexing as “primitive categorization”, referring to it as a “‘silent’ process that
results from the perceptual isolation of an object or event” (Bruner 1957, p. 130f)
(cf. Glenbergs “Indexical hypothesis” in his approach of language comprehension;
see Glenberg 2008).

Summing up the possibilities of reconstructing inferences in unconscious and
non-symbolic formats mentioned above, it seems evident that inferences are not
restricted to Apperzeption, but apply to Perzeption, too.

Such an inferential conception is suitable for the explanation of phenomena like
tilted images, e.g. the Necker cube. Holding the cube as a visual object in the frontal
perspective is only of short duration, as the binding to the object gets lost soon after
and another object gets established (cube this time seen from above). But again the
new binding to this object does not persist. As a result we attain two alternating
objects (as perceived), the cube in frontal perspective vs. cube seen from above. The
instable binding is probably due to the ambiguity of the incoming sensory data.
This ambiguity leads to different abductive hypotheses, but none of these
hypotheses can be sustained permanently. Both hypotheses are equally valid, so
that none is finally confirmed.

By addressing the issue of validity and verification, we arrive at the next point.
How can we make sure that an abductive inference is valid?

3.5 Feelings as Indices and Its Role in Inferential
Judgements

In proposition 5 we agreed that an abduction is valid, if it (i) explains the facts, and
(ii) if it is susceptible to empirical verification. In proposition 4 we agreed, that
non-symbolic formats are equifunctional to applying logical rules in the generation
of a conclusion. Similarly, we may broaden our view regarding the validation
during the judgement step by integrating indices.

According to these considerations, an abductive inference would be valid, if
there is an index at place, signaling that the inferred conclusion is explaining the
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surprising fact. Thus, Damasio (2006, 2012) came into play who proposed an
embodied emotion-related signaling system by calling such indices somatic
markers. In his somatic marker theory these indices serve to validate decisions as
correct or incorrect (from subject’s perspective).

Peirce likewise highlights the importance of feelings for inferential judgements.
He states: “The feeling of believing is a more or less sure indication of there being
established in our nature some habit which will determine our actions. Let us recall
the nature of a sign and ask ourselves how we can know that a feeling of any sort is
a sign that we have a habit implanted within us.” (CP 5.371).9

What does this mean for the concept of truth in an inferential context? Peirce
continues: “The most that can be maintained is, that we seek for a belief that we
shall think to be true. But we think each one of our beliefs to be true, and, indeed, it
is mere tautology to say so. For truth is neither more nor less than that character of a
proposition which consists in this, that belief in the proposition would, with suf-
ficient experience and reflection, lead us to such conduct as would tend to satisfy
the desires we should then have. To say that truth means more than this is to say
that it has no meaning at all.” (CP 5.375).

From these statements we may conjecture that the validity of an abductive
inference can also be conveyed by a feeling. It seems worth considering Ciompi
(1993, 1998, 2011) in this context who introduces the notion of affect logic. Hence,
we might enhance our inferential conception by adding emotional components to it.

3.6 Predictive Processing and the Inferential Triad

We now arrive at the second aspect of validity concerning abductive inferences: the
susceptibility for empirical verification. By this we address a criterion that reaches
beyond the abductive inference, necessitating another expansion of our current
inferential conception for perception. Following this demand I shall refer to a
recently published inferential approach called “Predictive Processing” or
“Predictive Coding” (Friston 2011; Clark 2012, 2013, 2015; Friston et al. 2012;
Bastos et al. 2012; Hohwy 2013; Pickering and Clark 2014). According to the
approach of Predictive Processing perception is not restricted to abductive infer-
ence, but can be conceived as an inferential triad.

Briefly, in this approach, predictions about the world are constantly generated by
the sensory system. These predictions are derived from a hierarchical neurobio-
logical “generative model” (Clark 2015; Pickering and Clark 2014) comprising
different levels of neuronal processing. In this generative model predictions are
unfolded as sensory patterns in a top-down direction. From an inferential point of

9Please note, that Peirce refers to a feeling as subjective intensity, “which is supposed to be
immediately, and at one instant present to consciousness” (EP, p. 22). This quotation does not
mean that believing is a feeling, but there is a feeling, which sustains a belief to be true.
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view these a prediction can therefore be regarded as deduction, and proving the
prediction on the basis of the successive sensory data, as induction. If the incoming
sensory data do not meet the current prediction, the resulting deviation is called
“prediction error”. For the system, a prediction error would be surprising (in a
Peircean sense). Clark considers the entire Predictive Coding theory as a game
centered on minimizing the prediction error. One interesting point of this approach
is that the ability for realizing inferences is already embodied in the biological
system. Clark relates to the brain as an ever-active inference “engine” (see Clark
2015, p. 2). Büchel et al. adapt this framework for explaining the mechanisms of
pain (placebo effects, chronic pain) and hypothesize “that the brain is not passively
waiting for nociceptive stimuli to impinge on it but is actively making inferences
based on prior experience and expectations” (Büchel et al. 2014, p. 1223).

A similar constructivist view towards perception was published by Bruner,
entitled “Perceptual readiness” (Bruner 1957), which accentuates a triadic infer-
ential conception regarding to cognitive scales (see proposition 2). Perceptual
readiness means that individuals already expect the objects the environment is
about to offer. Bruner models such expectations as accessibility to certain cate-
gories. One function of these predictions is “to minimize the surprise value of the
environment” (Bruner 1957, p. 133), which sounds very much like an idea of
“mental Predictive Coding”. His presumption of a final confirmation step within the
perceptual inferences (Bruner 1957, p. 131) points to an involvement of induction,
besides abduction (see proposition 1) and prediction (deduction).

An adjacent question concerns the interplay of the three inferences and the
underlying logic for this inferential system. One option would be assuming infer-
ential modules, which receive an input and produce an output. The output of such a
(abductive) module would then function as input for the subsequent (deductive)
module. An alternative would be assuming a unifying logic comprising all three
inferences. A candidate could be a default reasoning approach that allows using
defeasible presumptions for deductive inferences. That connects abductions and
deductions (Rescher 2007). Another choice consists in an intuitionistic logical
approach (van Dalen 2001), which especially accounts for the constructivist view
towards human cognition.

4 Tacit Knowing as a Model for the Inferential
Approach of Perception

4.1 Polanyi’s Theory of Implicit Knowledge

An overall conception of intuitive cognition is presented by Polanyi’s theory of
implicit knowledge (Polanyi 1962a, b; 1965; 1967a, b, 1968a). In this theory,
perception, decision making, language comprehension, motor skills and the
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utilization of heuristics are put under one roof strongly emphasizing the necessity
and relevance of unconscious cognition. Furthermore, conscious control might have
a deteriorating impact on “tacit knowing” (Polanyi 1962b, p. 601).

Polanyi conceives implicit knowledge—perception being a “prototype” of it—as
a mental act of tacit (or implicit) integration. By tacit integration he means that two
terms—the proximal and the distal term—are being related to each other.

I would like to give an example dealing with tactile perception: Let us imagine
that we are using a stick for orientation in the dark. In this act the subsidiaries which
constitute the proximal term are (i) the sensation of holding the stick in the hand
which is generated by tactile receptor information, (ii) specific muscle contractions
of the fingers, the hand and the arm, as well as (iii) the subjective sensation of these
muscle contractions. The meaning of the perceived object (the distal term) is con-
ferred through these subsidiaries. If we touch an obstacle with the stick in the dark
and come to the conclusion: “This is a soft object”, than this softness is due to the
specific muscle configuration and its resulting sensation for the subject. Another
muscle configuration and sensation would constitute another distal object; we would
for instance say: “This is a stiff object”. In Polanyi’s theory subsidiaries serve as
instruments in the sensory orchestra for composing the perceptual object (distal
term). They all play an instrumental role within the process of tacit integration.

4.2 Tacit Knowing and Abductive Inferences

In Chaps. 2 and 3 we already indicated that Peirce does not assume tacit inferences.
Nevertheless, we may interpret his remarks as indications pointing to tacit “ele-
ments”, when talking about the generation of a conclusion from the premises: the
appearance of a force majeure, the inspiration that come to us like a flash. To my
mind this can be interpreted as a tacit process. I therefore think, that Polanyi’s “tacit
integration” is an appropriate concept for characterizing the path from the premises
to the conclusion.

However, we can interpret Polanyi’s tacit integration in two different fashions.
One is to conceive it in an active way, the other would be interpreting it in a passive
way. If we agree on interpreting it in the latter manner, we find ourselves in
cybernetics. From this perspective Ashby (1981) supposes, it is the environment,
which imposes its hidden structures on the system (thereby referring to the brain).
There are laws of transition in the environment (environmental patterns). These
environmental patterns are adopted by the system. Ashby calls this an inductive
inference and describes it as a process, where the system is considered to be
passive: “Thus pattern in the environment inevitably tends to ‘diffuse’ into the
system (Mullins 2002, p. 317) […] it tends to force its way in” (Ashby 1981,
p. 318). Ashby illustrates this driving force by adopting a metaphor: “it occurs
when one stirs a dish of sand with one’s fingers; if the finger makes only circular
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motions one will find afterwards clear marks of circularity in the sand” (Ashby
1981, p. 318). Likewise, the brain “mirrors” the causal laws of the environment, as
the patterns in the sand resemble the circular finger movements. Hence, the brain
represents the causal structure of the world.

Taking it the other way we may consider tacit integration as an active act. In this
case, we would be talking about the creative power of the mind and not just about
environmental forces at work. I assume that Polanyi favors the second position,
because he conceives tacit integration as a “tacit triad” (Polanyi 1968a, p. 30)
consisting of (1) the subsidiaries (proximal term), (2) the focal (distal) term, and
(3) the “person, a knower, [who] sustains this integration” (Polanyi 1968a, p. 30).

Mullins puts it aptly by describing tacit integration as a “coordination or coa-
lescence of subsidiaries” (Mullins 2002, p. 207). This refers to the different scales
involved in tacit integration (cf. Neuweg’s systematic overview about the con-
stituents of the proximal term (Neuweg 2004, p. 189ff)). Thus, the proximal term is
not only a mere receptacle for a number of various elements, but also constitutes a
collective for all accessible information, which is (i) stored in different scales, (ii) in
various formats and representational modalities, (iii) available for the process of tacit
integration. However, certain questions remain open, also unanswered by Polanyi.
What scales are relevant for tacit integration? What is the lowermost scale to be
considered; e.g. is it necessary to include quantum effects for conceiving tacit
integration (see Bohm 1973, 1990; Stapp 2009), and if the proximal term (sub-
sidiaries) contains accessible information, what kind of information would that be?
Stonier (1992, 1997) distinguishes between structural information and processible
information. Structural information concerns the grade of organization and order of
the organism (cf. Alisch 1995, p. 49). This describes incorporation rather than a mere
memory function. From this, we get a notion for the meaning of the term “body
memory”. According to Fuchs such body memory is an “implicit memory […] based
on the habitual structure of the living body” (Fuchs 2012, p. 9). Polanyi considers
such incorporated information of the body memory as being part of the proximal
term (Polanyi 1968b, 1969). But how can we convert structural information into
processible information, and in what format will this converted information then be
presented? Finally, how is the integration into other formats being effected?

To gain a more detailed understanding of tacit inferences, it is necessary to
follow up with these questions. Polanyi also offers a tacit version for inferential
judgement. In his article “Problem solving” Polanyi questions the validity of an
inference and arrives at the conclusion that it might be a matter of emotional
qualities (Polanyi 1957, p. 91). He presumes a process for the judgement step that
he calls “tacit confirmation” (Polanyi 1957, p. 102), serving as an affirmative
approval of the conclusion. However, he does not pursue the idea of tacit confir-
mation in his later writings.

Concerning validity, the idea of an affirmative adoption or rejection of the
conclusion can serve as a promising starting point for further considerations
(cf. Proposition 4). We can further speculate about affirmative adoption and
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rejection as a basic principle of human reasoning that also accounts for (uncon-
scious) deductive and inductive inferences. This question, however, would have to
be dealt with in a separate paper.

5 Conclusion

The aim of our considerations was to develop an inferential conception of per-
ception. For establishing such a conception, we turned to Peirce, who had been first
in systematically linking perception to abductive inferences. However, he did not
conceive perception as abduction, because of the impossibility for conscious con-
trol. Thus, Peirce spoke of an “extreme case of abduction”. An essential question
was, if we can succeed in developing a conception that incorporates tacit inferences.
Peirce’s semiotic conception as well as Polanyi’s theory of implicit knowing
worked fairly well as a theoretical starting point. By appointing equifunctionality
between non-symbolic sign activity and applying logical rules it is possible that
inferences can be also realized unconsciously. Furthermore, we pointed out that
feelings may be regarded as indices. We illustrated how affirmative judgements can
be realized using such indices for judging the validity of an inference. By assuming
tacit integration and tacit confirmation Polanyi offers us a case of tacit inferences.
A closer analysis revealed that such tacit inferences can be conceived as active
being contrary to the cybernetic approach sensu Ashby. Polanyi also employs
affirmative aspects for judging the validity of an inference.

The Predictive Processing-Approach seems suitable for finalizing the picture.
According to this approach perceptions may be conceived as an inferential triad rather
than mere abductive inferences. This approach originating from cognitive brain
research accounts for neuronal processing. Bruner’s constructivist approach might be
useful in completing this view assuming an inferential triad at cognitive scales.

The upshot is setting up an inferential conception for perception would allow us
to widen it to other forms of unconscious cognition. That implies, that e.g. gut
feelings (cf. Gigerenzer 2008) and intuitive decisions may no longer be considered
as random or being reduced to merely biological programs. From this inferential
perspective we may now relate to intuitive cognition as skills that are subject for
improvement by learning.

An inferential conception encompassing tacit inferences gives way beyond the
issues raised in this article. There is e.g. evidence that tacit “elements” are involved
in deliberative thinking as well (cf. Nisbett 1977; Suppes 2003; Gigerenzer and
Brighton 2009; Dreyfus and Dreyfus 1986; Dreyfus 2006). Starting from percep-
tions and instinctive cognition as gut feelings this conception may also comprise
deliberative thinking and applies for modelling skilled performance too. This article
hopefully contributes to the understanding of intuitive cognition reaching from
perception to high levels of skilled performance.
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Abduction in One Intelligence Test.
Types of Reasoning Involved in Solving
Raven’s Advanced Progressive Matrices

Małgorzata Kisielewska, Mariusz Urbański
and Katarzyna Paluszkiewicz

Abstract Given that Raven’s Advanced Progressive Matrices (APM) as an intelli-
gence test with robust psychometric properties is considered to be a good measure of
reasoning ability component of general intelligence, particularly its fluid factor, one
would expect that uncovering the determinants of APM performance, especially rea-
soning patterns, could significantly contribute to understanding of intelligence. Our aim
in this study was to identify types of reasoning processes involved in solving Raven’s
Advanced Progressive Matrices test. To this end we carried out two studies: one
involving eliciting verbal protocols in the form of Socratic tutorial dialogues and one
involving controlling eye-fixation patterns. Results suggest that hypotheses generation
and testing, involved in solvingAPM tasks, essentially amounts to abductive reasoning.

1 Introduction

Marr and Vision (1982), describing levels of analysis of information processing
system, distinguished its three different levels: computational, algorithmic and
implementational. Computational level is responsible for describing what does the
system do, algorithmic—how to achieve a solution, implementation level—what
its’ real neural activity is. This distinction is widely applied in the study of cog-
nition. As an inspiration for researchers it can somehow explain a cognitive, or
practical, turn in logic (Gabbay and Woods 2005), where algorithmic level becomes
crucial, both from descriptive and prescriptive perspective (Stanovich 1999), and
implementation level becomes of interest. This new paradigm can be described as a

M. Kisielewska � M. Urbański (&) � K. Paluszkiewicz
Institute of Psychology, Adam Mickiewicz University,
A. Szamarzewskiego 89AB, 60-568 Poznań, Poland
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shift from evaluating reasoning from a normative deductive point of view to a more
everyday-life perspective, where reasoning, problem solving and decision making
are interpreted as involving similar processes. Our study, aiming at identifying
types of reasoning processes involved in solving Raven’s Advanced Progressive
Matrices test tasks, contributes to this new perspective.

The paper is organized as follows. In the first section we characterize basic
differences between well-defined vs ill-defined problems, as the tasks in question
are exemplary of the second ones. In the second section we describe Raven’s
Progressive Matrices test family and outline previous research aimed at revealing
cognitive processes involved in solving this kind of tasks, while in the third section
we give details on our own two studies. In the fourth section we present our general
findings, which are followed by short concluding remarks.

2 Well-Defined Versus Ill-Defined Problems

One of the most popular classification of problems with respect to their characteristics
and structure is distinction between so-called well-defined and ill-defined ones
(Reitman 1965) or well-structured and ill-structured ones (Simon 1973).
Well-structured problems are a class of tasks which contain all the information that is
sufficient to solve them, have convergent answer and single process leading to
proper, final solution (Simon 1973, p. 183). The subject solving such a problem has a
clearly specified goal, knows all the rules and the criterion for deciding whether the
goal has been achieved or not; moreover, all the pieces of information that are
necessary to solve the task can be obtained from the formulation of the problem
(Orzechowski et al. 2008, p. 488). Distinction between well-structured and
ill-structured problems proposed by Simon (Simon 1973) is determined relatively to
the agent of problem solving process, his available knowledge and particular problem
to be solved. Problems may be well or ill-structured depending on individual’s
knowledge and solving abilities. Ill-structured problems differ from ill-defined ones
in that ill-defined problem may not allow a clear solution strategy, but may allow
single, correct answer (i.e. accepted by qualified experts) (Hayes 1978).

Ill-defined problems, as opposed to well-defined ones, are a class of tasks that
are incomplete in terms of specification of components of a problem space—they
present a dilemma for planning the solving process (Hayes 1978). It is not obvious
for the subject whether information given is relevant to the task or to the goal
definition; also, it is not obvious when the goal state conforms to the requirements
of the proper solution if it ever does so. Strategies of solving this kind of problems
depend on different approaches, but their subjective soundness may vary: addition
of some kind of constraints enable subject to clarify at least one component of a
problem space (for example by adding a set of rules that can be defined as legal
moves, operationally define the goal or dividing initial problem into a few less
complicated or better structured sub-problems), but none of those ‘moves’ guar-
antee success in finding satisfying solution.
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Based on specification of components of the problem space, distinction between
well-defined and ill-defined problems lies in the assumption, that solving a
well-defined problem can be described as a task of moving from start-state to
(known) goal-state by applying appropriate operations under given constraints
(Hayes 1978). Such transition can be optimised by analyzing different sequences of
moves: planning process within the process of solving a well-defined problem
involves evaluation of moves conducted prior to their selection.

Ill-defined problems are often described as a kind of tasks that involve some kind
of creativity on the side of a subject, who actively searches for a solution that can be
accepted. This active and creative performance is commonly observed in different
‘creativity-related’ domains and tasks. For example, design activity can be
described as one that

involves the processes of making hypothetical statements and evaluations from beginning
to the end of the course of a design (Chan 2014, p. 52),

which corresponds well with Magnani’s account of abduction, understood as

the process of inferring certain facts and/or laws and hypotheses that render some sentences
plausible, that explain (and sometimes discover) some (eventually new) phenomenon; it is
the process of reasoning in which explanatory hypotheses are formed and evaluated
(Magnani 2009, p. 8).

2.1 Mind Maze

In one of our previous studies on reasoning and problem-solving (Urbański et al.
2016) we used a game called ‘Mind Maze’ by Igrology—a card game based on
factual stories representative for ill-defined problems. The mechanism of this game
can be concisely described as making sense of puzzling information. Players are
told a strange or surprising story by a gamemaster. Their main task is to find out
why and how the story with twist in the plot happened by asking as few questions
as possible. Players have to discover all prescribed key pieces of information only
by asking polar questions in turns. The only responses that gamemaster gives to
players is ‘Yes’ and ‘No’. Eventually during the gameplay gamemaster can choose
to answer with ‘Not important’ when players ask questions that throw them off the
track. After each finished gameplay subjects were asked about the details of their
process of discovering explanations for the presented stories. All subjects tried to
recreate the path of finding arguments and questions that helped them in the process
of discovering key pieces of information leading to the explanation for the story.

The game is somewhat similar to the game of 20 questions, with one important
difference. In case of ‘Mind Maze’ the crucial initial part of each gameplay is
reasoning to an interpretation (Stenning and Van Lambalgen 2008), aimed at
structuring epistemic goals of the subject; the subject needs to determine what are
key pieces of information he or she is to establish (Urbański et al. 2016). In case of
the game of 20 questions the structure of an epistemic goal is just given.
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One of the main conclusions derived from this study was that during the
gameplay in the process of finding explanations for all surprising stories subjects
were using abduction as a type of reasoning that was significant for the whole
process. Subjects were describing post factum their way of reasoning in terms of
justifying their steps of discovering the story plot. In many cases it was impossible
to identify which piece of information implied another in the context of discovering
the explanation, because subjects were not able to reconstruct the process clearly.
Describing the guessing process post factum was somewhat confusing for subjects.
They were often fixating on the outcome and asked about the beginnings of the
whole process tended to skip describing a few steps of acquiring hints and key
information. Nevertheless, we were able to identify two mechanisms on which
justification of posing of consecutive questions was based: sifting and funneling of
relevant information (Urbański and Żyluk 2016). Both mechanisms may be mod-
eled formally in terms of semantic relations between questions, within the frame-
work of Inferential Erotetic Logic (Wisniewski 2013).

3 Raven’s Progressive Matrices

Results of Raven’s Progressive Matrices (RPM) tests family, consisting of Standard
(SPM), Advanced (APM), and Coloured versions, are generally thought of as a
good measure of reasoning ability component of general intelligence, especially its
fluid factor, with low level of culture-loading (Blair 2010). In each task (test matrix)
subject is asked to identify a missing element that completes the pattern. Each
version of Raven’s tests was designed for a group of participants of different ability
level. The Advanced version used in our research was developed for measuring
intellectual ability between adults and adolescents at the high end of intellectual
ability. When administered under timed conditions, the APM can also be used to
assess intellectual efficiency (Raven et al. 2003).

The structure of tasks in RPM corresponds to the one of ill-defined problems.
Test-takers solving this nonverbal tasks know only that they need to find patterns to
define rules for each matrix in order to finally come up with the proper solution and
identify the piece that completes the martix. Only one piece from eight given
possible answers fits the matrix and fully corresponds with other elements.

3.1 Raven’s Advanced Progressive Matrices (APM)

Raven’s Advanced Progressive Matrices (APM) contains 48 test items: presented as a
training set of 12 items (Set I), and another of 36 items (Set II). In each test item, the
subject is asked to identify the missing element that completes a pattern. APM consists
of test items that are 3 × 3 matrix of figural stimuli organized according to latent rules.
Subject has to choose one piece that completes the matrix from eight possible answers.
Items become increasingly difficult as progress is made through each set.

422 M. Kisielewska et al.



Raven’s Advanced Progressive Matrices test demonstrates very robust psycho-
metric properties. As for internal consistency reliability, Cronbach’s alpha coeffi-
cient for APM typically fits in the range 0.75–0.95. As for the content validity,
APM has been used as a measure of eductive ability:

the ability to evolve high-level constructs which make it easier to think about complex
situations and events (Raven et al. 2003, p. G8).

It has been also described as a test of analytic intelligence:

the ability to reason and solve problems involving new information, without relying
extensively on an explicit base of declarative knowledge derived from either schooling or
previous knowledge (Carpenter et al. 1990, p. 404).

It has been shown that there is medium to strong correlation between APM
results and results of tests of deductive reasoning of different difficulties, with no
collinearity (Urbański et al. 2013).

3.2 Cognitive Processes in Solving Raven’s Matrices

There were some attempts to reveal the cognitive processes underlying RPM’s
solutions. Findings based on both behavioral and neuroimaging studies suggest
presence of two qualitatively different strategies (Kunda et al. 2012). It is claimed
that the main difference in performance between different test items is related to the
type of mental representations involved in their solutions—the superiority of visual
strategy (based on iconic representations) versus verbal strategy (based on propo-
sitional representations). Evidence from factor analyses of SPM and APM shows
that test items combined in RPM test family can be divided into various categories
that differentiate test-takers well in terms of preference for either verbal or visual
strategy. Moreover this kind of classification divides most of RPM test items into
groups that can be described as ones favouring one of the two strategies, or
‘favouring both’ (DeShon et al. 1995).

Despite the evidence for accuracy of classification of RPM test items based on
type of processing, most computational accounts on RPM test family solutions rely
on translating visual data into propositional representations that are used as an input
for computational algorithmic reasoning conducted on RPM test items (Kunda et al.
2012). Some of the most significant computational models of cognitive processes
involved in solving APM tasks are:

• model based on hand-coded symbolic description of tasks with predefined rules,
by Carpenter et al. (1990),

• spiking neuron model based on translated propositional representations, by
Rasmussen and Eliasmith (2011),

• model based on image transformations with no usage of propositional form, by
Kunda and colleagues (affine and fractal model of solving scanned images of
APM test items with no hand-coded propositions) (Kunda et al. 2012, 2013).
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Carpenter et al. (1990) devised two computer simulations, FairRaven and
BetterRaven (based on hand-coded propositions), which express the difference
between good and extremely good performance on APM. Kunda et al. (2010, 2013)
described the Affine model and Fractal model that simulate modal reasoning by
using only iconic visual representations together with affine and set transformations
over these representations to solve a given RPM and APM problems. Fractal model
performs at levels equivalent to the 95th percentile for set I (solved all 12 test items
correctly) and 75th percentile for set II (26 out of 36 items were correct) for test
takers aged from 20 to 62 years-old for APM, which

align strongly with evidence from typical human behaviour suggesting that multiple cog-
nitive factors underline problem solving on the APM, and in particular, that some of these
factors appear based on visual operations (Kunda et al. 2012, p. 1832).

Another aspect of cognitive processing that is commonly taken into account in
research conducted on APM task solutions is a question of task management
combined with other abilities. Most notably, Carpenter and colleagues showed that
APM measures

the common ability to decompose a problem into manageable segments (…), the differ-
ential ability to manage the hierarchy of goals and subgoals (…), and the differential ability
to form higher level abstractions (Carpenter et al. 1990, p. 429).

Based on this evidence it can be assumed that high-end scoring subjects are
skilled in combining the execution of all of those three abilities within the process
of solving APM test items.

4 Two Short Studies

We conducted two studies based on VA-APM (Visual-Analytical APM)—short-
ened 14-item version of APM Set II proposed by Vigneau and Bors (2008).
VA-APM is based mainly on the taxonomy and results derived from DeSchons’
work (DeSchons et al. 1995) that is taking into account item processing type aspect
of cognitive processing in APM. VA-APM subtest proposed by Vigneau and Bors
consists of even number of test matrices classified by the authors as visual and
analytical stimuli. Test items classified by DeSchon and colleagues as favoring both
strategies were not included in VA-APM. VA-APM as a set of selected items

represents various types of items and a broad range of difficulties (Vigneau and Bors 2008,
p. 264)

comparable to full version of APM. Such short forms of APM retain psychometric
properties of original version of the test (Vigneau and Bors 2008), also its predictive
validity (Bors and Stokes 1998).
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4.1 Study 1

4.1.1 Method

First study was conducted with APM in nonverbal condition (that is, a procedure
identical to the standard procedure for APM) and VA-APM in verbal protocols
condition. Experimental session consisted of three parts—completion of APM with
unlimited time and (after a small break) completion of shortened version of APM—
VA-APM with recorded verbal report (also without time limitation) preceded by
verbal protocol training. Experimental session ended with short interview with
participant concerning the process of solving VA-APM with verbal report.

4.1.2 Participants

10 volunteers took part in the first study. Participants were students and graduates
from A. Mickiewicz University in Poznań ranged from 21 to 28 years in age
(M = 25; SD = 1.77), 6 of them were women.

4.1.3 Procedure

Session was conducted individually with each participant during one session.
Participants were instructed that experimental session consists of three parts: APM
test administered with standard procedure, verbal report training and VA-APM with
recorded verbal protocol with interview. Small break was included between com-
pleting APM and second part with verbal protocol condition. Participants had
unlimited time for completing each part of the study.

First subjects had to complete the Raven’s Advanced Progressive Matrices test
(Set I & Set II) in unlimited time condition administered with instructions that were
read by the experimenter.

In the second part of the study we employed verbal protocols in the form of
Socratic tutorial dialogues, as proposed by Stenning and Van Lambalgen (2008).
First, for training and instructional purposes, participants were asked to solve two
simple tasks with additional usage of verbal protocol and, as proposed by Bors and
Strokes (1998), completed two test-items selected from second part of Set I APM.
After completing this step, experimenter informed that from this point on session
will be recorded. Participants were instructed to report the whole process of solving
each of test-items from VA-APM. After completing VA-APM test participants were
asked a few additional questions concerning methods and strategies used during
solving those test-items and any difficulties they encountered completing this part
of the study.
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4.1.4 Results

The differences in solutions to the very same items in the standard condition vs. in
the verbal protocol conditions confirmed Lane and Schooler (2004) findings that
describing one’s thought processes or analyzing a judgment may impair perfor-
mance. Also, solution times were longer in the case of verbal protocol condition.

Verbal reports obtained from higher scoring participants were brief and less
specific, especially for easier test-items (first half of VA-APM), as compared to
lower scoring participants. Reports of higher scoring participants did not contain
many details describing properties of elements of matrices or rules that were
generated during the solving process for rows or columns. Higher scoring partici-
pants were describing only general relations between elements in the matrix in an
abstract matter, for example:

The second figure [in the row] is subtracted from the first figure [from this row] and that
what is left is the answer, so the answer is number eight’ (subject 05, complete verbal report
for 3rd test-item from VA-APM).

Higher scoring participants reported the solution process in 2 or 3 sentences
(including reporting the chosen answer). The process of finding solution and
picking the answer was somewhat ‘faster’ than thinking-aloud and reporting it.

Lower scoring participants tended to report more specific item characteristics
and rules describing elements in columns and rows even for test-items from the first
half of VA-AMP. Their reports contain neatly described relations noticed between
adjacent elements in the matrix. Reports are still brief, but not so general as verbal
reports from higher scoring subjects.

Verbal reports from both higher scoring and lower scoring participants con-
firmed that subjects kept on focusing on finding corresponding regularities between
two adjacent elements in the matrix at a time to identify a plausible rule, then
jumping to third element to test correctness of the possible rule. This subprocess of
rule generation and evaluation is an integral part of constructive matching strategy
(Wiley et al. 2015). Participants were evidently aware that they were employing this
strategy and that it has some virtues. When asked about stages of solving process in
VA-APM during the interview part of the session, participants pointed at matrix
elements comparison in pairs as most basic step for the whole process. There were a
few cases where a test-item was simple enough for participants to point at the
answer almost immediately. In this situation participants reported that after a brief
glimpse on the matrix, crucial rule ‘popped up’ so that they could point at the
answer really quickly.

Participants used also falsificatorial exclusion strategy (Gittler and Wuerfeltest
1990), but only as a support for constructive matching one. Both verbal reports and
interviews showed that falsificatorial exclusion strategy is a supporting strategy for
solving APM test-items. Participants used it only in situations where ‘pure’ con-
structive matching strategy was not sufficient. Subjects generated some rules that
enabled exclusion of possible answers, narrowing the answer pool to 2 or 3
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promising answers, then used falsificatorial exclusion strategy only for evaluation
of these cases as possible solutions. Falsificatorial exclusion strategy was reported
only for test-items from second half of the VA-AMP.

4.2 Study 2

4.2.1 Method

In the second study we controlled eye-fixation patterns using eye-tracker RED SMI
60 Hz. Sessions were conducted individually at the Action and Cognition
Laboratory, Institute of Psychology, Adam Mickiewicz University. Participants
solved VA-APM in nonverbal condition. Items presented in this study were
obtained from paper version of Set II APM and adjusted for the experimental
requirements with standard RED SMI software. Based on Williams and McCord
(2006) research we assumed that digitalized form of VA-APM is characterized with
the same psychometric properties as paper equivalent.

4.2.2 Participants

Study was administered to a group of 10 volunteers. Participants were students and
graduates from A. Mickiewicz University in Poznan ́ ranged from 19 to 28 years in
age (M = 24.7; SD = 3.13), 4 of them were women.

4.2.3 Procedure

Participants were instructed by the experimenter that the session consists of three parts:
calibration of the eye-tracker, short training part and experimental procedure that
contains 14 test-items analogical to the items from the training part. All instructions
and information concerning completing each part were provided on screen. We
modified standard instructions for APM to eliminate any specific hints suggesting
method of solving test-items (original instruction suggests a ‘way of looking’ at the
matrix) and reformulated sentences so that instruction did not suggest any starting
point. We wanted to avoid any suggestions so that participants could solve each
test-item in most natural, undisturbed way which was crucial for this study.

For instructional purposes, as suggested by Bors and Strokes (1998), participants
completed two items from APM Set I (matrices 6th and 9th, which were most
suitable in terms of elements salience and difficulty level). Additionally, participants
were instructed to report aloud the number of selected answer for each item and to
choose the same number from a list by clicking on it (the list appeared on the next
screen seen after they pressed a key on the keyboard).

Abduction in One Intelligence Test. Types of Reasoning Involved … 427



After completing the trial part, participants were administered the VA-APM
version of Set II APM with the modified instruction. The answering procedure
remained the same as in the trial part. Participants had unlimited time for com-
pleting each part of the session.

4.2.4 Results

The results were analyzed based on the video recordings of eye gaze plots
(eye-fixation paths recorded in real time for each matrix and each participant
individually) and heat maps. Heat maps contain eye fixation length averaged for
each test-item divided into two groups for each matrix—separating data between
correct and incorrect solutions. The ‘warmer’ the colour, the longer participants
were focusing in this area (see: Fig. 3). While eye gaze plots (see: Figs. 1 and 2)
allow to analyze the solving process step by step, heat maps show the overall focus
tendencies; averaged for participants, they show regularities in ‘attractiveness’ of
specific areas in the matrix.

Eye gaze plots analyses allowed for the conclusion that higher scoring partici-
pants were looking at the matrices mostly in a specific order—by jumping between
two adjacent items in the matrix focusing on identification of item properties that
are potentially meaningful and searching for regularities. Most participants started
from top left corner and (eventually after brief look through a whole row or column)
kept jumping between two elements at a time. We could easily observe subpro-
cesses within construction of a potentially meaningful rule. Subjects were focusing
on two elements then jumping to third in a group (if the elements were in one row

Fig. 1 Correct versus incorrect solution—a comparison of effects at the final stage of the problem
solving process between a skillful, high-scoring participant (a) and a lower-scoring one (b), who
overdid at the rules generation stage [based on performance of subject 04 (correct) and subject 10
(incorrect), task no. 22]
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Fig. 2 Screenshots show how high-scoring subjects analyse one of the matrices (based on subject
04 performance, task no. 22). Starting from top left corner he jumped methodically between
the first element and the one below, then tested generated rule with third element in the column
(a). After setting up the first rule, he returned to the second analyzed pair of items (b)—top row,
then analyzed another pair in the second column and confirmed rule jumping to the third item in
this column, next moved to the last column and analyzed items in pairs again

Fig. 3 Heat maps: averaged eye fixation length for correct solutions (a) versus incorrect solutions
(b). Both shows that matrix was analysed ‘in columns’, but with slightly different patterns and the
outcome in answers area (task no. 22)
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—third ‘checked’ element was from the same row, if in columns—from the same
column). Last step was verifying potential rule derived from analyzing items
adjacent in the matrix. This subprocess can be identified as constructive matching
strategy. It was observed in all test-item problem solving processes in this study—it
can be also identified as most basic behaviour within the APM solving process.

Some subjects tended to give solutions without thorough analyses of the tasks.
We identified two basic patterns of this kind of behaviour. Subjects exhibiting it we
shall call ‘hasty closers’, as they ineffectively applied Closed World Assumption
(see Stenning and Van Lambalgen 2008, pp. 33–34) in their reasoning. Sometimes
subjects, instead of detailed analysis proceeded between two adjacent items, peeped
the answer area quickly after brief glimpse at the matrix. For one type of
‘hasty-closers’ typical behavior was an implementation of falsificatorial exclusion
strategy (Preckel and Thiemann 2003, after: Gittler and Wuerfeltest 1990)—they
tried to exclude incorrect answers from available pool rather than to construct a
possible correct one in the first place. Falsificatorial exclusion strategy is commonly
reported as less effective than constructive matching strategy (Hayes 1978). Another
type of ‘hasty-closers’ were participants who had problems with rule generation
processes, evaluation of rules or simply were not so skilled in managing goals and
subprocesses (or they overdid at the stage of properties identification, rules gener-
ation or didn’t manage to maintain enough accurate ‘threads’). This group used
falsification exclusion strategy as an alternative to constructive matching strategy
which was their first choice. Most commonly, after failing at some point of the
process of problem solving (in the outcome of ‘closest fit’ to not-so-good educated
rules), they picked an answer that was somehow corresponding to already generated
rules—answer that was ‘good enough’ at this point of the process.

Carpenter et al. (1990) indicates two subprocesses that distinguish among higher
and lower scoring subjects:

• eduction of abstract relations (rule induction) and
• dynamic goal management (in working memory) [see also (Verguts and De

Boeck 2002)].

Behaviours and actions corresponding to both of them were observed in our
study and, based on the eye gaze plots, were significant in explaining the differences
between subjects’ performance.

5 Discussion

5.1 Biases in RPM Studies

Despite the wide variety of studies concerning strategies, methods and different
aspects of solving RPM and RPM-like tasks, many of those studies remain biased.
The main problem stems from typical methods used in research concerning this
type of test-items.
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As for computer simulations used in RPM test family research one of the most
popular approaches is based on employing some kind of propositional represen-
tations [hand-coded or derived from automatically computed visual data, like
CogSketch generating spatial representations (Forbus et al. 2010)], as opposed to
less popular iconic visual representations-based models.

Similar to computer model-based studies most experiments with human
test-takers have also their own biases. Studies involving participants solving RPM
and RPM-like test items are favouring verbal reports as a method for obtaining data.
Common problem with verbal report protocols in RPM-based studies is verbal
overshadowing effect known as

the act of verbal reporting (…)[that] biases individuals towards using verbal strategies
and/or impairs their use of visual strategies (Kunda et al. 2012, p. 1829).

DeSchon et al. (1995) found that verbal report protocols method impairs accu-
racy of execution in solving APM tasks in about half of the test items—specifically
those that are classified as favouring visual strategies. Verbal overshadowing causes
often problems in analogical retrieval [noted even in experiments based only on
verbal material (Lane and Schooler 2004)], impairs noticing deeper connections and
similarities between artefacts and causes skimming over task surface instead of
deeper problem processing. This phenomenon is crucial in analysing processes
involved in solving RPM and RPM-like items. Test-takers who did not verbalize
thoughts during solving RPM tasks are more likely to use different strategies
(suitable for particular task or more convenient for them as a general strategy)
instead of being focused on using mostly verbal strategies derived from verbalising
the whole solving process at the expense of working on information that is less
easily verbalized.

Verbal overshadowing effect was observed mostly in lower scoring participants
(Carpenter et al. 1990). Carpenter and colleagues noted also that higher error rates
which were observed in group of participants who were reporting verbally the
process were correlated with higher response times and higher number of rules that
were involved by the subjects in the process.

Both studies reported in this article were aimed at obtaining insights into types of
reasoning processes involved in solving APM test tasks. Verbal protocols and
eye-tracking used as research methods complemented each other well, and
employing both of them was aimed at compensating for possible biases that are
commonly present in similar studies.

5.2 Closed World Assumption in APM Solutions

Our main finding is that Closed-World Assumption (CWA) was crucial for the
whole process of solving test items in APM. The process of identifying properties,
generating enough and accurate rules that account for the particular problem was
fundamental for finding solutions. That this process was not always monotonic is
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witnessed by the ‘But wait’ moments of the subjects, identifiable in the verbal pro-
tocols mostly. Quite often they postponed tentative solution in favour of another one
because of previously unnoticed property of test items. Higher scoring subjects applied
CWA in a way which enabled deductive reasoning as an effective mean of hypotheses
testing and proving (typically they used reasoning based on modus tollens and modus
ponens). Those participants who scored lower as opposed to high-scoring subjects
were mostly hasty closers, in the sense we described above (see Sect. 3.2.4). However,
some of them did the opposite and overdid rule generation. With too many of possible
rules they were unable to establish sound criteria of choice between them. Lower
scoring subjects also tried to employ deduction in the evaluation process but ended up
accepting solutions which were ‘closest’ to not-so-good educted rules. This was
especially visible for test-items from the second half of Set II APM, where the number
of rules and elements in a test-item (sometimes also juxtaposed with element salience)
increases, raising the difficulty level and undermining the process of finding corre-
spondence between elements in the matrix (Roberts et al. 2007). The ability to apply
CWA in an effective way may be interpreted as a crucial part of an ability that is
necessary for solving APM (and RPM in general) test items seen as analogous to
ability of problem-solvers described by Simon (1973), which contributes to identify
particular problem as ill-structured or well-structured one. We can also stipulate that
application of CWA can be perceived as a form of epistemic self-regulation [by
analogy to Competence ← – → Procedural processing model; See Ricco and
Overton (2011)], but simple identification of epistemic self-regulation with goal
management would be a bit too trivial.

5.3 Solving APM as a Case of Abduction

Combining interpretation from previous studies with our own results from both
studies we may suggest that hypotheses generation and testing, involved in solving
APM tasks, essentially amounts to abductive reasoning. Reasoning performed by
the subjects fits well into the explanatory-coherentist model of abduction (Urbański
2009), and can also be interpreted as a case of model-based creative abduction

related to the exploitation of internalized models of diagrams, pictures, etc. (Magnani 2009,
p. 11)

The problem-solving processes observed in both studies can be also summarized
as a kind of reasoning analogical to creative abductions described by Schurz as

conceptual abstraction based on isomorphic or homomorphic mapping (Schurz 2008,
p. 217).

It is doubtful whether observed processes can be interpreted as an example of
explanatory abduction. Rules generated within a problem solving processes in APM

are secured by instrumental considerations and accepted because doing so enables one’s
target to be hit (Magnani 2009, p. 77)
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which indicates them as instrumental abduction example.

The process of evaluation of rules (or sets of rules), which were generated on the
basis of observed regularities in order to find a prospective one, is based mainly on
different forms of coherence (including entailment as an evaluation tool). All
abductive hypotheses that came into being in the process were evaluated in terms of
their coherence—the one that maximizes constraints satisfaction becomes an
accurate rule (see Thagard 2000; Thagard and Verbeurgt 1998). Maximization of
coherence is based on consistency of the group of rules with all elements in the
matrix and its delivering the best possible fit for one particular element from an
answer pool that completes the matrix.

Previous research concerning reasoning processes involved in solving RPM
tasks (APM included) combined with our study suggest that those processes are
compound, that is, subsuming a few particular forms of inference (Ajdukiewicz
1974). Abduction understood as a compound form of reasoning (Urbański 2009,
pp. 161–169) accounts well for the set of their building elements, which consists of
the process of identification of meaningful item properties that leads to regularity
search, the generation of rules and testing based on available data (derived both
from matrix elements and pool of possible answers). One striking feature of APM
tasks solving is demonstrably incremental nature of the processing.

It should be noted however, that, although we found all this elements in all of the
subjects’ solutions, the exact connections between them (order of execution, pri-
oritization of information obtained, etc.), and, as a result, the exact structure of
reasoning performed, differed from subject to subject.

6 Conclusion

Overall, our results are consistent with studies concerning processes involved in solving
RPM tests family tasks. Awareness of possible biases related to applications of par-
ticular research methods is crucial in identifying types of reasoning processes involved
in solving RPM tasks. Combining results from verbal protocol analysis and controlling
eye-fixation patterns turned out to be an effective way of obtaining data that deliver
insightful observations and meaningful examples for reconstructing complexities of
reasoning patterns of problem solving processes in APM. Our claim that hypotheses
generation and testing, involved in solving APM tasks, essentially amounts to abductive
reasoning is supported both by eye-tracking and verbal protocols data. In making sense
of puzzling APM task the subjects employed Closed World Assumption, with coher-
ence as themain criterion against which the hypotheseswere evaluated. Nevertheless, as
usual, further research are needed, in particular in order to obtain more comprehensive
insights into the problemof individual differences not only in the level of performance in
APM tasks, but also in the structure of performed reasoning.

Acknowledgments Research reported in this paper were supported by the National Science
Centre, Poland (DEC-2013/10/E/HS1/00172).

Abduction in One Intelligence Test. Types of Reasoning Involved … 433



References

Ajdukiewicz, K. (1974). Pragmatic logic (O. Wojtasiewicz, trans.). Dordrecht: D. Reidel.
Blair, C. (2010). Fluid cognitive abilities and general intelligence. In R. M. Lerner, W. F. Overton,

A. M. Freund & M. E. Lamb (Eds.), The handbook of life-span development. Wiley.
Bors, D., & Stokes, T. (1998). Raven’s Advanced Progressive Matrices: Norms for first-year

university students and the development of a short form. Educational and Psychological
Measurement, 58(3), 382–398.

Carpenter, P., Just, M., & Shell, P. (1990). What one intelligence test measures: a theoretical
account of the processing in the raven progressive matrices test. Psychological Review, 97(3),
404–431.

Chan, C. S. (2014). Style and creativity in design (Vol. 17). Berlin: Springer.
DeShon, R., Chan, D., & Weissbein, D. (1995). Verbal overshadowing effects on Raven’s

Advanced Progressive Matrices: Evidence for multidimensional performance determinants.
Intelligence, 21(2), 135–155.

Forbus, K., Lovett, A., & Usher, J. (2010). A structure-mapping model of Raven’s Progressive
Matrices. Proceedings of CogSci, 10, 2761–2766.

Gabbay, D., & Woods, J. (2005). The practical turn in logic. In G. M. Gabbay & F. Guenthner
(Eds.), Handbook of Philosophical Logic (2nd Ed., pp. 15–122). Berlin: Springer.

Gittler, G., & Wuerfeltest D. (1990). Ein rasch-skalierter test zur messung des raeumlichen
vorstellungsvermoegens. Theoretische grundlagen und manual. Beltz Test, Weinheim.

Hayes, J. (1978). Cognitive psychology: Thinking and creating. Belmont: Dorsey.
Kunda, M., McGreggor, K., & Goel, A. (2010). Taking a look (literally!) at the raven’s

intelligence test: Two visual solution strategies. In Proceedings of 32nd Annual Meeting of the
Cognitive Science Society, Portland.

Kunda, M., McGreggor, K., & Goel, A. (2012). Reasoning on the Raven’s Advanced Progressive
Matrices test with iconic visual representations. In 34th Annual Conference of the Cognitive
Science Society (pp. 1828–1833).

Kunda, M., McGreggor, K., & Goel, A. (2013). A computational model for solving problems from
the raven’s progressive matrices intelligence test using iconic visual representations. Cognitive
Systems Research, 22, 47–66.

Lane, S., & Schooler, J. (2004). Skimming the surface verbal overshadowing of analogical
retrieval. Psychological Science, 15(11), 715–719.

Magnani, L. (2009). Abductive cognition: The epistemological and eco-cognitive dimensions of
hypothetical reasoning (Vol. 3). Berlin: Springer Science and Business Media.

Marr, D., & Vision, A. (1982). A computational investigation into the human representation and
processing of visual information. WH San Francisco: Freeman and Company.

Orzechowski, J., Nęcka, E., & Szymura, B. (2008). Psychologia poznawcza. Wydawnictwo
Szkoly Wyższej Psychologii Spolecznej “Academica”.

Preckel, F., & Thiemann, H. (2003). Online-versus paper-pencil version of a high potential
intelligence test. Swiss Journal of Psychology/Schweizerische Zeitschrift für Psychologie/
Revue Suisse de Psychologie, 62(2), 131.

Rasmussen, D., & Eliasmith, Ch. (2011). A neural model of rule generation in inductive reasoning.
Topics in Cognitive Science, 3(1), 140–153.

Raven, J., Raven, J., & Court, J. (2003a). Manual for Raven’s Progressive Matrices and
vocabulary scales (Section 1: General overview). San Antonio, TX: Harcourt Assessment.

Raven, J., Raven, J., & Court, J. (2003b). Manual for Raven’s Progressive Matrices and
vocabulary scales (Section 4: Advanced progressive matrices). San Antonio, TX: Harcourt
Assessment.

Reitman, W. (1965). Cognition and thought: An information processing approach. New York:
John Wiley & Sons, Inc.

Ricco, R., & Overton, W. (2011). Dual systems competence–procedural processing: A relational
developmental systems approach to reasoning. Developmental Review, 31(2), 119–150.

434 M. Kisielewska et al.



Roberts, M., Meo, M., & Marucci, F. (2007). Element salience as a predictor of item difficulty for
Raven’s Progressive Matrices. Intelligence, 35(4), 359–368.

Schurz, G. (2008). Patterns of abduction. Synthese, 164(2), 201–234.
Simon,H. A. (1973). The structure of ill structured problems.Artificial Intelligence, 4(3–4), 181–201.
Stanovich, K. (1999). Who is rational? Studies of individual differences in reasoning. Park Drive:

Psychology Press.
Stenning, K., & Van Lambalgen, M. (2008). Human reasoning and cognitive science. Cambridge:

MIT Press.
Thagard, P. (2000). How scientists explain disease. Princeton: Princeton University Press.
Thagard, P., & Verbeurgt, K. (1998). Coherence as constraint satisfaction. Cognitive Science, 22

(1), 1–24.
Urbański, M. (2009). Rozumowania abdukcyjne. Modele i procedury. Adam Mickiewicz

University Press, Poznań.
Urbański, M., Paluszkiewicz, K. & Urbańska, J. (2013). Deductive reasoning and learning: A

cross-curricular study. Research report. Institute of Psychology, Adam Mickiewicz University.
Urbański, M. & Żyluk, N. (2016). Sets of situations, topics, and question relevance. Research

report. Institute of Psychology, Adam Mickiewicz University.
Urbański, M., Żyluk, N., Paluszkiewicz, K., Urbańska, J. (2016). A formal model of erotetic

reasoning in solving somewhat ill-defined problems. In D. Mohammed & M. Lewiński (Eds.),
Argumentation and Reasoned Action. Proceedings of the 1st European Conference on
Argumentation. London: College Publications (in print).

Verguts, T., & De Boeck, P. (2002). The induction of solution rules in Raven’s Progressive
Matrices test. European Journal of Cognitive Psychology, 14(4), 521–547.

Vigneau, F., & Bors, D. (2008). The quest for item types based on information processing: An
analysis of Raven’s Advanced Progressive Matrices, with a consideration of gender
differences. Intelligence, 36(6), 702–710.

Wiley, J., Loesche, P., & Hasselhorn, M. (2015). How knowing the rules affects solving the Raven
Advanced Progressive Matrices test. Intelligence, 48, 58–75.

Williams, J., & McCord, D. (2006). Equivalence of standard and computerized versions of the
Raven Progressive Matrices test. Computers in Human Behavior, 22(5), 791–800.

Wiśniewski, A. (2013). Questions, inferences, and scenarios. London: College Publications.

Abduction in One Intelligence Test. Types of Reasoning Involved … 435



Thought Experiments as Model-Based
Abductions

Selene Arfini

Abstract In this paper we address the classical but still pending question regarding
Thought Experiments: how can an imagined scenario bring new information or
insight about the actual world? Our claim is that this general problem actually
embraces two distinct questions: (a) how can the creation of a just imagined sce-
nario become functional to either a scientific or a philosophical research? and
(b) how can Thought Experiments hold a strong inferential power if their structures
“do not seem to translate easily into standard forms of deduction or induction”?
(Bishop in Philos Sci 66(4):534–541, 1999). We contend that, in order to answer
both questions, we should consider the relation between the creation of the imag-
ined scenario and the inferential power of Thought Experiments. Specifically, we
will analyze Thought Experiments from an eco-cognitive point of view as
goal-oriented objects, explaining their inferential power considering their genera-
tion as the result of abductive cognition and the construction of an imagined sce-
nario as a process of scientific modeling. This will lead us to consider the creation
of a Thought Experiment as a case of sophisticated model-based abduction.

1 Introduction

How can an imagined scenario bring new information or insight about the actual
world? Variously and frequently re-addressed, this question encompasses the main
challenges faced by philosophers in the analysis of Thought Experiments (hereafter
TEs). Despite its apparent clear focus, this question (which could be considered the
original question) embraces two secondary but still relevant issues regarding TEs:

(a) how can a just imagined scenario become highly functional to either a
scientific or a philosophical investigation?
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(b) how can thought experiments hold a strong inferential power if their structures
“do not seem to translate easily into standard forms of deduction or induc-
tion”? (Bishop 1999).

Many philosophical investigations have been divided over either one of these
two focal points regarding TEs.

In order to solve the problem presented by the issue (a), numerous philosophers
have investigated the cognitive modalities within which the scenario is created.
Brown and others have considered the scenario a result of an a priori reasoning
(Brown 1999a), some have taken the chance to discuss the properties of visual
models (e.g. Gendler 2000 and Bishop 1999), and others have focused on whether
the scenario can or cannot be constructively reenacted using computational simu-
lations (Nersessian et al. 2012; Di Paolo et al. 2000; Skaf and Imbert 2013).
Addressing the issue (b), many other authors considered the analysis of TEs
inferential structure the principal direction of inquiry in order to prove or attack TEs
reliability. For example, according to the proponents of the “intuition account”, the
inferential power of TEs is partially explained by the fact they are triggers of (or
vessels for) plain argumentations and they can be defined as “intuition pumps”,
(Dennett 1984; Bealer 1998; Thagard 2014); a similar consideration prodded
Norton to label TEs as “just” disguised deductive arguments, (Norton 2004) and
drove Häggqvist and Wilkes to focus on the logical properties of the narrative shape
of TEs (Häggqvist 1996; Wilkes 1999). A third category of authors mainly consider
the comparison between TEs and empirical or “real” experiments and from there
they deal with either the issue a or b. In our opinion, also those who follow this path
end to focus on either the creation of the scenario or the inferential activity enabled
by a thought or a real experiment. The first group generally looks at the possibility
of the recreation of the scenario in the empirical environment rather than simply
imaging it, for instance Buzzoni (2013). The second group, instead, proposes to
already consider the logical structure of a TEs the abstract reenactment of a real
experiment, e.g. Lennox (1991), Sorensen (1992).

In this paper we aim at reflecting again over the original question considering
the a and b issues as essentially intertwined. We will consider the construction of an
imagined scenario as deeply connected to the particular inferential process which
underlies the creation of a TE, and at the same time the inferential structure of a TE
as depending on the development of the scenario. In order to clearly present the
perspective from which our investigation begins, we shall see the original question:
“How can an imagined scenario bring new information or insight about the actual
world?” as an abbreviation of a more specific one: “what is the relation between the
creation of imagined scenarios and the inferential reasoning performed in the
construction of TEs that constitutes them as effective and highly functional tools in
the scientific and philosophical research?”

Hence, to consider the newly presented original question, in the first section we
will examine the reasons why many epistemologists saw TEs as “exceptional tools”
in the history of thought. Then we will present our different evaluation, motivated
by the employment of an eco-cognitive and a bottom-up perspective, from which
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we will speak about TEs as goal-oriented objects and highly functional problem-
solving methods. In the second section we will analyze the process of creation of
TEs as a case of abductive cognition, employed in order to solve or better under-
stand intricate issues. Then, in the third section, we will proceed to describe the
construction of the imagined scenario as a mental modeling of theoretical possi-
bilities. Finally, in the fourth section, we will explain the relation between the
inferential pattern from which TEs emerge and the development of the imagined
scenario as converging on the construction of TEs as model-based abductions.

Shall we start, then, speaking about the controversial exceptionality of TEs and
the unexplored advantages of adopting a bottom-up and eco-cognitive point of view
in their analysis.

2 Thought Experiments and Ordinary Reasoning

2.1 The Mystique of Thought Experiments: Exceptional
Tools of Armchair Philosophy

Despite TEs played an important role in the history of thought, many modern
epistemologists consider them exceptional—both unusual and extraordinary—tools
in the development of science and philosophy. Indeed, TEs have been defined with
words of wonder, even enthusiasm, when appraised as much as with terms of
suspect and irritation when attacked. As David Gooding wrote, there is a sort of
“thought experimental mystique” that maintained through the years of analysis of
their methodology (Gooding 2002),1 and the mystique regarding TEs is actually
understandable. TEs do not require particular instrumentations nor a specialized
environment to be performed. Scientists and philosophers have used different TEs
in various fields of study in order to prove theories, in order to argument against
theses and to find easy ways to comprehend and express particular issues. As
well-described by Rowbottom, “they appear, on the surface, to be means by which
to delimit ways the world might be from the armchair” (Rowbottom 2012). Even
Norton, from his not-enthusiastic point of view, repeatedly admitted how TEs can
bring astonishment when confronted.

A scientist – Galileo, Newton, Darwin or Einstein – presents us with some vexing problem.
We are perplexed. In a few words of simple prose, the scientist then conjures up an
experiment, purely in thought. We follow, replicating its falling bodies or spinning buckets
in our minds, and our uncertainty evaporates. (Norton 2004, p. 1139)

1Actually, the reactions of appraisal and wonder are so common that who does not comprehends
nor approves the definition of TEs as an extraordinary tool—as Gooding, for one—has to
extensively justify his lack of enthusiasm (Gooding 2002).
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Considering TEs from this perspective, it actually seems that they are amazing
tools which permit to glimpse “the relevant laws—not the regularities, but the
universals themselves” (Brown 1991b, p. 127).

First, we should admit that the wonder or the rejection about TEs came often from
scientists and philosophers who were not TEs-users. The authors who employed TEs
rarely expressed amazement for their functionality and, actually, sometimes they did
not even affirm that their argumentations were based on TEs [for example, Einstein
never claimed that he was using such cognitive devices (Galili 2007)].

Second, we can recall the balanced kind of wonder expressed by the physicist
Ernst Mach, one of the firsts who paid attention to TEs as a recurring methodology
in science and tried to explain their success. In his paper “On Thought
Experiments” he expressed wonder about the use of TEs as the instantiation of what
Price and Krimsky (the two translators of his paper) defined as “the propensity of
men to experiment […] and while all experiments are guided by theory, not all
experiments require a laboratory” (Mach 1976, p. 450). Indeed, Mach, speaking of
TEs, referred to the capacity of a child to experiment the possibilities of his body
through its manipulation, the ability of dreamers, poets and “builders of castles in
the air” to thought experiment the unknown possibilities of reality. Before naming
the scientific TE of Newton’s Bucket, Mach referred to the ordinary reasoning, the
capacity and propensity of ordinary men to manipulate an imagined settings in
order to answer to more or less practical needs.

The connection between the use of TEs in philosophy and science and the
employment of simulative reasoning in ordinary circumstances was not just an
ingenuous consideration over a (once) newly analyzed topic. Inmore recent times, the
same reflection has been also redeemed by the proponents of a naturalistic view over
TEs as “mental models” (Nersessian 1992, Bishop 1999, Gendler 2000). Especially,
this reflectionwas highlighted byNersessian, who describedMach’s seminal ideas on
Gedankenexperiment, tracing a connection between scientific and philosophical TEs
and the model-based reasoning performed by ordinary agents in daily situations:

While thought experimenting is a truly creative part of scientific practice, the basic ability to
construct and execute a thought experiment is not exceptional. The practice is highly
refined extension of a common form of reasoning. It is rooted in our ability to anticipate,
imagine, visualize, and re-experience from memory. That is, it belongs to a species of
thinking by which we grasp alternatives, make predictions, and draw conclusions about
potential real-world situations (Nersessian 1992, p. 292).

These considerations are not intended to shape a deflationary picture of TEs in
scientific contexts. Instead, they help remind that even an extraordinary scientific or
philosophical reasoning is just a refined extension of ordinary reasoning. Hence, even
TEs can be described as instances of ordinary simulative or analogical reasoning used
in extraordinary circumstances—as in scientific or philosophical research.

Thus, in order to consider TEs as the results of ordinary reasoning employed with
epistemological value in scientific practice, we should analyze their generation as
goal-oriented objects created to answer to specific dilemmas. In order to elaborate
this task, in the next subsection we will adopt an eco-cognitive perspective, which

440 S. Arfini



will consent us to connect the dots from the reasoning behind the capacity of the
ordinary agent to say “If I were in your shoes…”? and Schrödinger’s ability to
display the concept of quantum superposition through the paradox of a cat simul-
taneously alive and dead in a box.

2.2 From an Eco-cognitive Perspective: Thought
Experiments as Problem-Solving Methods

First of all, we can define the eco-cognitive point of view as a naturalistic approach
in epistemology and logic, that has been introduced by Magnani in the last decade
(Magnani 2009, 2015a). As Magnani proposed, a research which is set up from an
eco-cognitive point of view is meant to investigate the cognitive resources and
heuristics employed by the “practical agent”, that is an individual agent operating
“on the ground”, in the circumstances of real life (Magnani 2009). In this context,
the practical agent employs a TE as a specific goal-oriented object, as a problem-
solving method in order to answer to a lack of knowledge. Indeed, despite the
different conditions and theories from which TEs emerged, they have always been
presented as effective means to theoretical aims, ways of consider and test particular
answers for specific questions. Indeed, according to Simon, a problem-solving
method is the knowledge of an effective procedure to generate and test the various
solutions for a specific problem (Simon 1997), and TEs have always been used
toward this epistemological target. In order to gather some examples to specify the
functions of TEs, we can recall TEs which represented controversial explanations
for particular phenomena (e.g. Maxwell’s Demon, Einstein’s Clock in a Box,
Newton’s Rotating Bucket),2 theoretical confirmations of a principle or a thesis (e.g.
Lucretius’ Spear Through the Universe, Stevinus’ Chain, Thompson’s violinist),3 or
critical (sometimes paradoxical) rejections of theoretical assumptions (Galileo’s
Falling Bodies, Bohr argument against Einstein’s Clock in a Box, Gettier’s
Problem).4 Thus, considering TEs as problem-solving methods implies two con-
ceptual specifications of their epistemological status.

2For the original version of Maxwell’s Demon firstly discussed in the letter to Peter Guthrie Tait in
1867 see Harman (1995, pp. 331–332, 2002, pp. 185–186) and the extended version in Maxwell
(1872, pp. 308–309); for the references to Einstein’s Clock in a Box see Bohr (1949); for Newton’s
Rotating Bucket, considered in 1687 Philosophiae Naturalis Principia Mathematica, see the recent
translation of Bernard Cohen, Anne Whitman and Julia Budenz, (Newton 1999).
3For the reference of Lucretius’ Spear Through the Universe, see De Rerum Natura 1.951–987,
translated by Bailey (1950, pp. 58–59); for an extended and commented version of Stevinus’ Chain
see Mach (1976); and for Thomson’s Violinist cf. Thomson (1971).
4For the reference of Galileo’s Falling Bodies see the translation of the 1638 text Discorsi e
dimostrazioni matematiche intorno a due nuove scienze attinenti alla mecanica ed i movimenti
locali by Crew and De Salvio (1914); for Bohr argument against Einstein’s Clock in a Box see
Bohr (1949); and for Gettier’s Problem, see Gettier (1963).
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First of all, we can affirm that TEs provide targeting solutions for ignorance
problems. In other words, TEs represent the initial proposition and consideration of
specific answers to precise questions. Specifically, a TE is the device that an author
uses in order to verify if a specific answer has the minimal requisites to be the
solution to the given problem. For instance, the famous Galileo’s TE of falling
bodies was precisely meant to disclaim Aristotelian theory that heavier bodies fall
faster than lighter ones, as well as his example of the Sailing ship was aimed at
showing only the human insensitiveness to Earth’s rotation.

The second specification is related to the possibility that TEs can fail. Assuming
that the complex know-how to solve a dilemma is not equal to knowing directly the
answer, TEs would represent tentative answers to questions, just possible solutions
to problems. A TE would illustrate the generation and the analysis of an hypo-
thetical solution, which has to be put in a process of testing and verification. From
this point of view, a TE is a process “usually best described as heuristic search
aimed at finding satisfactory alternatives, or alternatives that represent an
improvement over those previously available” (Hogart 1980). In this sense, the
generation of possible or alternative answers to replace unsatisfactory but available
ones, is not a guarantee of success. We can recall numerous renowned cases of
“failed” TEs, confirming that, if TEs are ingenious devices to wrap a convincing
answer to a problem, they do represent the ultimate one. Two of the most famous
examples of failed (as wrong or inaccurate) TEs are Lucretius’ Spear Through the
Universe, aimed at proving that space is infinite, and Einstein’s Clock in a Box
argument against Heisenberg uncertainty principle, disclaimed by Bohr’s
improvement of the same TE.5

Once assumed that TEs can well represent problem-solving methods employed
in scientific and philosophical research, we should deal with a last controversial
consideration. Notwithstanding the direct aim and the hypothetical essence of TEs,
is quite difficult to examine their inferential structure. As Bishop wrote, “They do
not seem to translate easily into standard forms of deduction or induction” (Bishop
1999). Expressed in other words, it is hard to recognize a similar pattern which
justifies the relation between the theoretical premises of TEs and the aim they are
meant to reach. This is probably the reason why, when taxonomies of TEs were
conceived, the problem of the inferential shape of TEs was avoided by considering
the specification of the particular goal that various examples of TEs were meant to
achieve. For instance, Popper distinguished between apologetic TEs (which are
constructed in favor of a theory), critical TEs (created in order to argument against
a theory) and the heuristic ones (aimed at illustrating a theory) (Popper 1959).
A similar distinction was presented by Brown, who divided between constructive
TEs (with the same definition of Popperian apologetic ones), destructive TEs
(analogous to the Popperian critical examples), and Platonic ones, which fulfill the

5For more reference on Einstein and Bohr’s argument on the clock in a box TE, cf. (Bohr 1949).
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two-sided function of disclaiming a thesis and generating an alternative one (Brown
1991b). Recently, also Borsboom, Mellenbergh and Van Heerden (Borsboom
2002) and Buzzoni have implemented the set of categories for TEs, respectively
adding the “functional cases” and the “empirical” and “theoretical” TEs (Buzzoni
2013).

All these classifications are aimed at speaking about the generation and func-
tionality of TEs (the relation between theoretical premises and aims), but they miss
the target. They do not refer to the cognitive processes that lead to the creation of
TEs but only to the effect the creation of particular TEs provide once they were
published and proved within the related theories. In this sense, no one of the
definitions provided by Popper or Brown or Borsboom is truly ineffective but none
of them covers all the possible types of TE; as proven by the recent increment of the
TEs categories, it could always be created a new TE which has an aim that is not
included in the previous categories. In this sense, the mentioned descriptions do
consider TEs as something theoretically aim-specific but not contextually expli-
cable. They do not speak about TEs as why they are created, and do not speak about
which aim they fulfill once they are thought. Therefore, by considering TEs as
problem-solving methods we point to overcome this view and analyze the gener-
ations of TEs as contextual dependent goal-oriented objects.

By conceiving TEs as effective epistemic and cognitive operations we aim at
comprehending their role as part of the inferential processes employed by the
scientists or the philosophers who created them. If we consider what Galileo,
Newton, Einstein6 did in physics, or what Thompson, Searle or Nozick7 accom-
plished in philosophy, we should be able to see a common pattern that they all
performed. They inferred from previous data a hypothesis, they considered its value
and presented it as a solution for a specific problem. In short terms, they provided
an answer and see if it could solve the problem at hand. The mechanism that they
performed obviously escapes a direct translation into forms of deduction or
induction. They did not inferred the theoretical hypothesis from a collection of data,
nor straightforwardly derived it from an analysis of previously conceived premises.
They exposed a case and saw if it could fit as solution for the dilemma. This process
is commonly defined by abductive reasoning, and in the next section we will
extensively present it as the logico/inferential frame appropriate to describe the
generation of TEs.

6See, for example, Galileo’s Falling Bodies in Crew and De Salvio (1914), Galileo’s TE on Inertia
and Galileo’s Floating Boat in Galilei (1953); Newton’s Rotating Bucket in Newton (1999),
Newton Cannonball or Orbital Cannon in Newton (1969); Einstein’s Elevator in Einstein (2009,
p. 510), Einstein Clock in a box in Bohr (1949), Einstein’s Twins in Einstein (2002, p. 198).
7See Thomson’s Violinist example in Thomson (1971), Searle’s Chinese Room in Searle (1980)
and Nozick’s Experience Room in Nozick (1974).
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3 The Generation of Thought Experiment as Performance
of Abductive Reasoning

Recently, Igal Galili also suggested that a third logical scheme beyond deduction
and induction should be considered in order to explain the inferential power of TEs
(Galili 2007). He gave this definition:

Thought experiment is a set of hypothetico-deductive considerations regarding phenomena
in the world of real objects, drawing on a certain theory (principle or view) that is used as
reference of validity. (Galili 2007, p. 12)

This description pushes in a good direction, but, from our point of view, also
ends in a narrow and old-fashioned road. Galili aimed at combining the different
definitions of TEs provided in the last thirty years.8 The definition which results
from his effort effectively overcomes the partial views offered by the previously
mentioned authors (Popper, Brown, Borsboom and colleagues and Buzzoni), but it
presents two weak points.

First of all, Galili’s definition just focuses on the inferential structure of TEs
without discussing the problems, mainly raised in the philosophical literature,
regarding the creation and the reliability of the scenario. Simply, it does not con-
sider important questions related to the construction and the development of the
narration—for instance, if it is an a priori or an experience-sensible model, whether
and why it can be considered reliable and reality-related, or whether it could be
conducted in an empirical context or using a computer simulation. Secondly,
describing the inferential structure of TEs, Galili appeals to a concept—the
hypothetico-deductive process—that does not stress the rich cognitive aspects
which the analysis of TEs creation should encompass.

Abduction is not only a concept which can define the structure of an explanatory
reasoning. Considering the growth of the studies on abduction, its cognitive sig-
nificance, and the specifications that can now refine its logical form, we can employ
it successfully to explain the complexity of TEs, considering both their hypothetical-
deductive structures and their tied connection with the scenario construction.
Therefore, in order to speak about the creation of TEs as problem-solving methods,
which instantiate forms of abductive reasoning, we can start considering the qualities
and downsides of abduction as a cognitive tool.

8Specifically, for its final definition, Galili considers Reiner and Gilbert’s claim that a “thought
experiment is a design of thought that is intended to test and/or convince others of the validity of a
claim” (Reiner and Gilbert 2000), judging it too inclusive. He evaluates Brown’s point of view too
general, as it defined a TE “a special type of mental window through which the mind can grasp
universal understandings” (Brown 1991a). Finally examining the modelist account “to perform a
scientific thought experiment is to reason about an imaginary scenario with the aim of confirming
or disconfirming some hypothesis or theory about the physical world” (Gendler 2004) Brown well
exposes the fact that Gendler (as others who shared the modelist view, like Bishop and
Nersessian), usually pays more attention to the creation of the imagined scenario in the TEs than to
the features of their inferential structure.
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3.1 Abduction and the Generation of Hypotheses

Abduction, as an inferential process aiming at finding out explanatory hypotheses
starting from a cluster of data, can be described starting from two different points of
view. One that focuses on its explanatory power, its efficiency in bringing out
hypotheses in order to find the best answer for a determined problem; and another
that brings into focus the fallacious form of abduction and its ignorance-preserving
trait. Indeed, starting from the latter viewpoint, abduction in its simplest form could
be sketched with the so-called “syllogistic” model (Magnani 2009, Chap. 2), in
which is presented as the “fallacy of affirming the consequent”:

P1: If A then B
P2: B
C: Then A

Nevertheless, this straightforward model is relatively meagre in giving off details
about how abduction actually works at the cognitive level. An analogous model of
abduction, which instead points out both its explanatory capacity and its cognitive
significance, is the standard three-steps exemplification provided by Charles
Sanders Peirce: (1) The surprising fact C is observed. (2) But if A were true, C
would be a matter of course. (3) Hence there is reason to suspect that A is true
(Peirce 1992–1998, vol. 2 pp. 226–241). In order to effectively refer to the double
nature of abductive reasoning, in 2005 Gabbay and Woods described abduction as
“a procedure in which something that lacks epistemic virtue is accepted because it
has virtue of another kind”, Gabbay and Woods (2005, p. 62). Thus, in the one
hand, abduction is the process of inferring certain facts and/or laws and hypotheses
that render some sentences plausible, that explain or discover some (eventually
new) phenomenon or observation; it is the process of reasoning in which
explanatory hypotheses are formed and evaluated and it is a fundamental mecha-
nism to account for the introduction of new explanatory hypotheses in science
(Magnani 2009). On the other hand, it derives its excellent explanatory capacity due
to the fact that it is a fallacious reasoning which presents an ignorance-preserving or
(ignorance-mitigating) character (evidenced by Gabbay and Woods 2005; Aliseda
2005; Magnani 2013, 2015a).9

The cognitive significance of abduction in the light of the analysis of TEs has to
be sought in its pivotal role in the context of discovery. The agent performing an
abduction does not simply select or generate an exploratory hypothesis, but the

9It is thanks to the GW-schema (cf. Gabbay and Woods 2005), that Gabbay and Woods criticize
the so called AKM model of abduction. A primary gift provided by the GW-schema was the
opening of the discussion about ignorance preservation but also about non-explanatory and
instrumental abduction, considered as not intrinsically consequentialist. Magnani extensively
illustrated non-explanatory and instrumental abduction, together with the classical AKM model, in
Magnani (2009, Chap. 2), also providing some case studies.
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most plausible one, that allows the agent to answer to a particular ignorance
problem.10

This implies that, as targeting hypothesis finders, TEs enact the structure of
abduction as the inference for the best explanation. The creation of an hypothesis or
the selection of it in an array of available ones is performed in TEs in the creation
and the development of the scenario. The selected hypothesis that must be evalu-
ated is the scenario itself, the answer is embedded in it. A TE must represent a good
case or a good situation that enables the listener or the reader to consider plausible
or reject a theory. In order to make an example, we can see how the abductive
process was performed in the creation of the TE of the Violinist, used by Thompson
in order to argument in favor of the permissibility of the abortion (Thomson 1971).
She needed a way to explain how an act which was considered by numerous moral
philosophers a ending of a person’s life, could have been seen as a legit gesture. In
the beginning of the TE, she claims that she wanted to start her argumentation from
the point of view of the anti-abortion supporters. She affirms “Opponents of
abortion commonly spend most of their time establishing that the fetus is a person,
and hardly anytime explaining the step from there to the impermissibility of
abortion. […] I propose, then, that we grant that the fetus is a person from the
moment of conception. How does the argument go from here?” (Thomson 1971,
p. 69). So, she asks what was needed to an anti-abortion supporter to see the
sentence “the abortion could be morally permissible” and “the fetus is a person” as
two valid assertions. In the frame of the three-step exemplification provided by
Peirce we mentioned before (Peirce 1992–1998), an abortion (the killing of a
person) considered acceptable by an anti-abortion supporter would correspond to a
surprising fact C. In order to explain it, she needed to get to the possible reasons
that could explain this fact. The hypothetical answer is embedded in the famous
moral TE.

In the scene we have a famous violinist who falls into a coma. The society of
music lovers determines from medical records that another person (the hypothetical
“you”) can save the violinist’s life by being hooked up to him for nine months. The
music lovers kidnap you and hook the unconscious and innocent violinist to you.

10Notwithstanding the fact that many standard perspectives on abduction demand two properties,
relevance and plausibility, which are presented as possessed by “every” kind of solution for an
abductive problem, we should point out the context- and time- dependent character of these
requirements, which is claimed by Magnani’s Eco-Cognitive model of abduction (Magnani
2015b). This results in the affirmation that irrelevance and implausibility not always are offensive
to the performance of a good abductive reasoning. Magnani claims that, in general, we cannot be
sure that our guessed hypotheses are plausible (even if we know that looking for plausibility is a
human good and wise heuristic), indeed an implausible hypothesis can later on result plausible.
Eventually, the plausibility of a guessed hypothesis results a trivial requirement and something
similar can be said in the case of relevance. In the case of TEs, the agent performing an abduction
select or generates what she thinks is the most plausible hypothesis, which depends on her
knowledge and her beliefs at her time. Therefore, plausibility and relevance are deemed as strict
requirements for the consideration of the guessed hypothesis primarily (and sometimes only) from
the author’s point of view.
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The analogy is clear: according to Thomson, a non-wanted pregnancy is conceiv-
able as the relation between two people, of whom the rights are threaten. The right
to live of the fetus can be related to the right to live of the violinist: he is uncon-
scious and he has no deals with the music lovers society; so he is innocent as the
fetus, according to the opponents of abortion. Analogously, the rights of the mother
to decide what shall happen in and to her body are equal to yours, as the person
attached to the violinist. Reframing the context in which the opponents of abortion
see it in a circumstance in which the rights of the mother are justified as much as the
rights of the fetus, Thomson completed the abductive process. Seeing the person
attached to the violinist as fully allowed to also “detach him” (the A hypothesis of
the Peirce’s exemplification) could explain why, even from a point of view which
sees the fetus as a person with all her rights, the abortion could be morally per-
missible. And so, a viewpoint which considers the fetus a person but the abortion
permissible, is explained [“hence there is reason to suspect that A is true” (Peirce
(1992–1998)].

The inferential power of TEs is based on the capacity of abduction to generate
and evaluate hypotheses in order to find a new and better solution to the available
ones. The hypotheses evaluated are embedded in a scenario which is not a neutral
addition to a linear argumentation, but that is related with the aims and the con-
ditions of the logical structure of the TEs. In the next section, we will deal with the
modalities through which the scenario is created in connection with the inferential
structure of TEs, finally presenting them as instantiation of model-based abductions.

4 Thought Experiments, Abduction, and Model-Based
Reasoning

The creation of a TE implies the creation of a narrative structure which canalizes the
purposes of the author’s argumentation. When Norton claimed that TEs are just
“ordinary argumentations disguised in some vivid and picturesque or narrative
forms” (Norton 2004) he was not just implying that the imagined scenario was
uselessly detailed, but also that the various details were randomly chosen. In other
words, he claimed that a determined TE could be disguised with other “picturesque
clothing” and it would lead to the same conclusions. This consideration derives
from the fact that, now, we can extrapolate the linear argumentation which underlies
TEs and replace the details of the scenario originally adopted by the author with
some others—as we could replace in our minds Schödinger’s cat with a dog or
Wittgenstein’s beetle with an orange.11 But this afterwards possibility does not
prove that those details were replaceable in the minds of the authors who thought
about them when formulating the related TEs. The details were useful as long as
helped the authors to construct the scenario within which they embedded their

11See Schrödinger (1983) and Wittgenstein (1958, p. 100).
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theories. Considering TEs as problem-solving methods implies also to see the
scenario as a functional part of this cognitive operation. Thus, instead of wondering
on the “superfluity” of the details of the scenarios we could more simply ask “why
did that precise scenario work and no others?” To this question, we can simply
answer speaking about the particular qualities of model-based reasoning.

The construction of the scenario has, indeed, a crucial relevance in the devel-
opment of the logical structure of TEs. As answers to problems, TEs are also a way
to reframe them. As Brown suggested, summarizing Kuhn’s words, thought
experiments can teach us something new about the world, even though we have no
new empirical data, by helping us reconceptualize the world in a new way (Brown
1991a). Through the creation of a narrative scenario, the TE-user can replace the
facade of the problem with a more approachable version. To make an example, we
can recall the exact words of Turing, who, in order to consider the question “Can
machines think?” and wanting to escape the loop of searching the meaning of the
two words “machine” and “think”, replaced the question “by another, which is
closely related to it and is expressed in relatively unambiguous words. The new
form of the problem can be described in terms of a game which we call the
’imitation game’” (Turing 1950, p. 433). By doing that, as Turing says later on, he
changed the question. The question, embedded in the Imitation game, became “Let
us fix our attention on one particular digital computer C. Is it true that by modifying
this computer to have an adequate storage, suitably increasing its speed of action,
and providing it with an appropriate programme, C can be made to play satisfac-
torily the part of A in the imitation game, the part of B being taken by a man?”
[p. 441]. It is a less catchy question than the initial one, but it is also more precise
and more interesting. In fact, the reason why the Imitation Game can be seen as an
effective substitute for the question “Can machines think?” is that after the TE has
been presented, the initial question displays a different meaning than before.

TEs, with the replacement of a straightforward argumentation with the pro-
duction of an imagined scenario, change the way the reader can see the meaning of
the linear thesis. As Brown advocated, they help to “reconceptualize” it in a new
frame. While the initial question “Can machines think?” is too obscure to be
investigated before the display of the Imitation Game, the new question asked by
Turing has no meaning without the TE. An effective TE as the one proposed by
Turing can survive beyond the expression of the linear argumentation because
changes the rules of the old reasoning. The sequences of “posing a question”,
“replacing it with an explanatory scenario” and “reveal the new question and
results” that Turing made explicitly is behind the generation of every TEs. The
creation of the scenario is a necessary part of the inferential process because it
causes it. But this is not enough to answer to the question “how there has to be this
scenario, instead of any others?” The answer to this question is effectively related to
the inferential schema that can be rendered by a model-based reasoning.

If we think about the creation of the scenario as replacing or reconceptualizing
the problem at stake, we can see that the tested hypothesis is not inside the TE, but
it is the experiment itself. And in that, the thinking activity is just not merely
propositional, but effectively model-based. As contended by Magnani, who
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embraces Peirce’s semiotic point of view, “all thinking is in signs, and signs can be
icons, indices or symbols. Moreover, every inferences is a form of sign activity,
where the word sign includes feelings, images, conceptions and other representa-
tion” (Magnani 2009). That is, a considerable part of the thinking activity is
model-based. Of course model-based reasoning acquires its peculiar creative rele-
vance when embedded in abductive processes, so that we can individuate a model-
based abduction. Hence, we must think in terms of model-based abduction (and not
in terms of sentential abduction) to explain complex processes like scientific con-
ceptual change. Different varieties of model-based abductions (Magnani 1999) are
related to the high-level types of scientific conceptual change (see, for instance,
Thagard 1992). A TE is nothing more than a hypothesis resulting from an infer-
ential activity which can be traced in the development (as the sequence posing a
question, replacing the question, showing the results) of the TE itself. The agent
elaborates an inference through the construction of an imagined scenario, which
represents the evaluation of an hypothesis and the presentation of it. Indeed this
model-based hypothesis is a “mental model” of a theoretical possibility, and the
inference that makes the cognitive process working is an abduction, Magnani
(2009).

In 1943 the Scottish psychologist and physiologist Kenneth Craik presented a
classical but useful definition of mental model, successively borrowed by Gendler,
Nersessian, and Bishop in order to develop the mental model account of TEs. In the
fifth chapter of his most notorious volume The Nature of Explanation he wrote:

If the organism carries a “small-scale model” of external reality and of its own possible
actions with its head, it is able to try out various alternatives, conclude which is the best of
them, react to future situations before they arise, utilize the knowledge of past events in
dealing with the present and the future, and in every way to react in a much fuller, safer, and
more competent manner to the emergencies which face it. (Craik 1943, p. 61)

Essentially, in Craik’s and successive elaborations,12 a mental model illustrates
the cognitive process of constructing a simpler and more affordable representation
of a complex system or a structure, which maintains the properties of the original
phenomenon and helps studying it. The agent employs a mental model in order to
carry on the investigation in a flexible structure of the phenomenon itself, which the
agent is more familiar with. Indeed, a TE is a device that permits the agent to
“manipulate a mental model instead of a physical one” (Bishop 1999). Moreover,
through a TE is performed what Kuhn defined as a model of Gestalt-switch, a
change of perspective, in order to see differently the original problem (Kuhn 1977).
Indeed, after the presentation of a TE, the problem is seen through a perspective that
encompasses already the hypothesis represented by the TE itself.

12The difference between Craik’s examination of mental models and the “mental model account”
of TEs proposed by Bishop, Nersessian and Gendler is extensively displayed in Johnson-Laird
(2004).
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The creation of the hypothesis, in the case of TEs the creation of the mental
model itself (with all its details), is what allows the agent to consider possibilities
beyond what has been already conceived. This possibility derives both from the
fallacious structure and the creative and heuristic power of abduction. TEs, as
model-based abductions, indeed, represent problem-solving methods because they
guarantee an highly refined response to an ignorance problem. In few words, the
production of a mental model is a compass directed to the creation of a more precise
answer for the ignorance problem. TEs as model-based abductions are ways to
discuss the terms of a theory, and suggest new principles to compose the problems
itself.

5 Conclusion

We can now reconsider the original question: how can an imagined scenario bring
new information or insights about the actual world? We have presented an answer
based on the main assumption that TEs are goal-oriented object, which have been
employed as problem-solving methods in the history of science and philosophy.
Their epistemological value depends on both their inferential power and the cog-
nitive impact the creation of the scenario represents.

Referring to the inferential structures of TEs as instantiations of abductive rea-
soning, we justified their explanatory power and displayed their role as methods for
discovering a solution to a problem, through the reconfiguration of the problem
itself. Adopting the definition of mental model, firstly presented by Craik and
successively employed by the defenders of the mental model account of TEs, we
justified the narrative structure of TEs as necessary design that enables the author to
carry out the experiments under more favorable conditions than would be available
in the original system. Finally, we presented TEs as instantiation of model-based
abduction, describing them as methods trough which it is possible to respond to a
problem of ignorance, generating and the evaluating highly sophisticated
hypotheses and embed them in adequately elaborated scenarios.
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Abduction and Its Eco-cognitive Openness

Aristotle’s ’Aπαγωγή Explained

Lorenzo Magnani

Unless man has a natural bent in accordance with nature’s, he
has no chance of understanding nature at all.

Charles Sanders Peirce, A Neglected Argument for the Reality of
God, 1908

Abstract Aristotle clearly states that in syllogistic theory local/environmental
cognitive factors—external to that peculiar inferential process, for example
regarding users/reasoners, are given up. Indeed, to define syllogism Aristotle first of
all insists that all syllogisms are valid and contends that the necessity of this kind of
reasoning is related to the circumstance that “no further term from outside (ἒξωθεν)
is needed”, in sum syllogism is the fruit of a kind of eco-cognitive immunization. At
the same time Aristotle presents a seminal perspective on abduction, which con-
trasts with the previous one on syllogismos: the second part of the article considers
the famous passage in the chapter B25 of Prior Analytics concerning ἀπαγωγή
(“leading away”), also studied by Peirce. I contend that some of the current
well-known distinctive characters of abductive cognition are already expressed,
which are in tune with what I have called Eco-cognitive Model of abduction. By
providing an illustration of the role of the method of analysis and of the middle
terms in Plato’s dialectic argumentation, considered as related to the
diorismic/poristic process in ancient geometry I maintain that it is just this intel-
lectual heritage which informs Aristotle’ chapter B25 on ἀπαγωγή. Even if, in
general, Aristotle seems to sterilize, thanks to the invention of syllogistic theory,
every “dialectic” background of reasoning, nevertheless in chapter B25 he is still
pointing to the fundamental inferential role in reasoning of those externalities that
substantiate the process of “leading away” (ἀπαγωγή). Hence, we can gain a new
positive perspective about the “constitutive” eco-cognitive character of abduction,
just thanks to Aristotle himself.
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1 The Eco-cognitive Openness of Aristotle’s ’Απαγωγή

To define syllogism1 Aristotle expressly contends that the necessity of this kind of
reasoning is related to the circumstance that “no further term from outside (ἒξωθεν)
is needed”, in sum we can say that syllogism is the fruit of a kind of eco-cognitive
immunization:

A deduction (συλλoγɩσμòς) is a discourse (λòγoς) in which, certain things having been
supposed, something different from the things supposed results of necessity because these
things are so. By “because these things are so”, I mean “resulting through them,” and by
“resulting through them” I mean “needing no further term from outside (ἒξωθεν) in order
for the necessity to come about” (Aristotle 1989, A1 24, 20–25, p. 2).

Contemporary logicians as Gabbay and Woods clearly echo Aristotle’s con-
tention, when they say:

As I have illustrated in a recent article (Magnani 2015a), logic, from its inception, has
sought to serve two masters. One is to specify and characterize sets of intuitively logical
properties and relations that are definable for propositional structures or for these in relation
to abstractively set-theoretic structures. Here the main goal is to get these target notions
right, where the question of rightness is intimately bound up with the issue of rightness for.
Accordingly, a logic gets consequence right if it is right for sets of sentences taken without
reference to factors of speaker-use and other pragmatic considerations (Gabbay and
Woods 2005, p. 241, emphasis added,).

The canons of strict reasoning are the focus of the new Aristotelian syllogistic
logic and of the subsequent developments, that is the extraction and clarification of
the inference-rules: truth conditions are guaranteed by appropriate syntactic infer-
ence rules. Aristotle favors an intrinsic view of the rules which govern good
arguments, to create those constraints that depict classical validity, thought in terms
of “necessitation”. A good syllogism is a valid argument whose premisses are non-
redundant, whose conclusion repeats no premiss, and whose conclusion is non-
ambiguously multiple [also, premisses do not have to contain a proposition and its
contradictory]. Reasoning by strict (or truth-preserving) consequence “is always a
matter of evacuating information already present in premisses. […] Under
Aristotle’s constraints every piece of archeological reasoning evacuates its pre-
misses of their total syllogistic information, which is then repackaged in the single
proposition that serves as the reasoning’s conclusion” (ibid.)

Hence, the theory of syllogism is related to a kind of eco-cognitive immuniza-
tion. However, it is well-known that Aristotle presents a seminal perspective on
abduction: in this case, his ἀπαγωγή exhibits instead a clear eco-cognitive openness,
which contrasts the closure indicated in the case of syllogismos. In this article I will
describe the role of the method of analysis and of the middle terms in Plato’s
dialectic argumentation, considered as related to the diorismic/poristic process in

1Aristotle insists that all syllogisms are valid (by definition) (Woods 2014), there is no such thing
as an invalid syllogism. We know the syllogistic tradition began to relax this requirement quite
early on.
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ancient geometry, showing it as a theoretical heritage which informs Aristotle’s
chapter B25 of Prior Analytics, concerning abduction, I am introducing in this
section. Thanks to Aristotle we can gain a new positive perspective about the
“constitutive” eco-cognitive character of abduction.2

It seems Peirce was not satisfied with the possible Apellicon’s correction of
Aristotle’s text about abduction: “Indeed, I suppose that the three [abduction,
induction, deduction] were given by Aristotle in the Prior Analytics, although the
unfortunate illegibility of a single word in his MS, and its replacement by a wrong
word by his first editor, the ‘stupid’ [Apellicon],3 has completely altered the sense
of the chapter on Abduction. At any rate, even if my conjecture is wrong, and the
text must stand as it is, still Aristotle, in that chapter on Abduction, was even in that
case evidently groping for that mode of inference which I call by the otherwise
quite useless name of Abduction—a word which is only employed in logic to
translate the [ἀπαγωγή] of that chapter” (Peirce 1931–1958, 5, 144–145, Harvard
Lectures on Pragmatism, 1903].

At this point I invite the reader to carefully follow Aristotle’s chapter from the
Prior Analytics quoted by Peirce. In this case the discussion turns arguments that
transmit the uncertainty of the minor premiss to the conclusion, rather than the
certainty of the major premiss. If we regard uncertainty as an epistemic property,
then it is reasonably sound also to say that this transmission can be effected by
truth-preserving arguments: by the way, it has to be said that this is not at all shared
by the overall Peirce’s view on abduction, which is not considered as truth pre-
serving (with the exception of the knowledge-enhancing case—see my article
Magnani (2013)—which instead depicts a kind of “casual” truth preserving
character).

I want first of all to alert the reader that in the case of the Aristotelian chapter,
abduction does not have to be discussed keeping in mind the schema of the fallacy
of affirming the consequent, which depicts abduction as a fallacious reasoning, if
seen in the light of the classical logic. What is at stake is abduction considered
either (1) the classification of a certain “unclear” dynamic argument in a context-
free sequence of three propositions; or (2) the introduction in a similar “unclear”
dynamic three-propositions argument (in this case no longer context-free) of few
new middle terms. Hence, ἀπαγωγή—leading away (abduction)—is, exactly (in the
Aristotelian words we will soon entirely report below)

1. the feature of an argument in which “it is clear (δῆλoν) that the first term belongs
to the middle and unclear (ἄδηλoν) that the middle belongs to the third, though
nevertheless equally convincing (πɩστóν) as the conclusion, or more so”
(Aristotle 1989, B25, 69a, 20–22, p. 100);

2. the introduction of suitable middle terms able to make the argument capable of
guiding reasoning to substantiate an already available conclusion in a more

2I have described in detail the eco-cognitive model of abduction in Magnani (2015a, 2016).
3Apellicon was the ancient editor of Aristotle’s works. Amazingly, Peirce considers him, in other
passages from his writings, “stupid” but also “blundering” and “scamp” (Kraus 2003, p. 248).
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plausible way: Aristotle says in this way we “are closer to scientific under-
standing”: “if the middles between the last term and the middle are few (ὀλίγα)
(for in all these ways it happens that we are closer to scientific understanding
(πάντως γάρ ἐγγύτερoν εἴναɩ συµβαίνεɩ τῆς ἐπɩστήµης))” (Aristotle 1989, B25,
69a, 22–24, p. 100).

It is clear that the first case merely indicates a certain status of the uncertainty of
the minor premiss and of the conclusion and of the related argument; the second
case, from the perspective of the eco-cognitive openness (eco-cognitive model) of
abduction, is much more interesting, because directly refers to the need, so to speak,
of “additional/external” interventions in reasoning. It has to be said that Aristotle
does not consider the case of the creative reaching of a new conclusion (that is of a
creative abductive reasoning, instantly knowledge-enhancing or simply presump-
tive): however, I will illustrate in the following section that this case appears
evident if we consider the method of analysis in ancient geometry, as a mathe-
matical argument which mirrors the propositional argument given by Aristotle,
provided we consider it in the following way: we do not know the
conclusion/hypothesis, but we aim at finding one thanks to the introduction of
further “few” suitable middle terms.

The following is the celebrated chapter B25 of the Prior Analytics concerning
abduction. The translator usefully avoids the use of the common English word
reduction (for ἀπαγωγή): some confusion in the literature, also remarked by Otte
(2006, p. 131), derives from the fact reduction is often rigidly referred to the
hypothetical deductive reasoning called reductio ad absurdum, unrelated to
abduction, at least if intended in Peircean sense. Indeed, the translator chooses the
bewitching expression “leading away”.

XXV. It is leading away (ἀπαγωγή) when it is clear (δῆλoν) that the first term belongs to the
middle and unclear (ἄδηλoν) that the middle belongs to the third, though nevertheless
equally convincing (πɩστóν) as the conclusion, or more so; or, next, if the middles between
the last term and the middle are few (ὀλίγα) (for in all these ways it happens that we are
closer to scientific understanding (πάντως γάρ ἐγγύτερον εἴναι συμβαίνει τῆς ἐπιστήμης)).
For example, let A be teachable, B stand for science [otherwise translated as “knowledge”],
and C justice [otherwise translated as “virtue”]. That science is teachable, then, is obvious,
but it is unclear whether virtue is a science. If, therefore, BC is equally convincing (πɩστóν)
as AC, or more so, it is a leading away (ἀπαγωγή) (for it is closer to scientific understanding
(ἐγγύτερον γάρ τoν ἐπίστασθαɩ) because of taking something in addition, as we previously
did not have scientific understanding (ἐπɩστήµη) of AC). Or next, it is leading away
(ἀπαγωγή) if the middle terms between B and C are few (ὀλίγα) (for in this way also it is
closer to scientific understanding (εἰδέναɩ)). For instance, if D should be “to be squared,” E
stands for rectilinear figure, F stands for circle. If there should only be one middle term of E
and F, to wit, for a rectilinear figure together with lunes to become equal to a circle, then it
would be close to knowing (ἐγγύς άν εἴη τοῦ εἰδέναɩ). But when BC is not more convincing
(πɩστóτερoν) than AC and the middles are not few (ὀλίγα) either, then I do not call it
leading away (ἀπαγωγή). And neither when BC is unmiddled: for this sort of case is
scientific understanding (ἐπɩστήµη) (Aristotle, B25, 69a, 20–36, pp. 100–101).
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This passage is very complicated and difficult. I have indicated words and
expressions in ancient Greek because they stress, better than in English, some of the
received distinctive characters of abductive cognition:

1. ἄδηλoν [unclear] refers to the lack of clarity we are dealing with in this kind of
reasoning; furthermore, it is manifest that we face with a situation of ignorance
—something is not known—to be solved;

2. πɩστóν [convincing, credible] indicates that degrees of uncertainty pervade a
great part of the argumentation;

3. the expression “then it would be close to knowing (ἐγγύς άν εἴη τoῦ εἰδέναɩ)”,
which indicates the end of the conclusion of the syllogism,4 clearly relates to the
fact we can only reach credible/plausible results and not ἐπɩστήµη; Peirce will
say, similarly, that abduction reaches plausible results and/or that is “akin to the
truth”;

4. the adjective ὀλίγα [few] dominates the passage: for example, Aristotle says, by
referring to the hypotheses/terms that have to be added—thanks to the process
of leading away—to the syllogism: “Or next, it is leading away (ἀπαγωγή) if the
middle terms between B and C are few (ὀλίγα) (for in this way also it is closer to
scientific understanding (εἰδέναɩ))”. The term ὀλίγα certainly resonates with the
insistence on minimality that dominates the so-called classical AKM model of
abduction I have illustrated in Magnani (2009).

I favor the following interpretation (Phillips 1992, p. 173): abduction denotes
“the method of argument whereby in order to explain an obscure or ungrounded
proposition one can lead the argument away from the subject to one more readily
acceptable”.

In the passage above Aristotle gives the example of the three terms “science”
[knowledge], “is teachable”, and “justice” [virtue], to exhibit that justice [virtue] is
teachable: Aristotle is able to conclude that justice [virtue], is teachable, on the basis
of an abductive reasoning, that is ἀπαγωγή. A second example of leading away is
also presented, which illustrates that in order to make a rectilinear figure equal to a
circle only one additional middle term is required; that is the addition of half circles
to the rectilinear figure.

I do not think appropriate to consider, following Kraus (2003, p. 247), the
adumbrated syllogism (first Aristotelian example in the passage above)

AB Whatever is knowledge, can be taught
BC Virtue (e.g., justice) is knowledge
AC Therefore virtue can be taught

4I have already said above that Aristotle insists that all syllogisms are valid; there is no such thing
as an invalid syllogism. The syllogistic tradition began to relax this requirement: here, and in the
following, I will use the term syllogism in this modern not strictly Aristotelian sense.

Abduction and Its Eco-cognitive Openness … 457



just an example of a valid deduction, so insinuating Peirce’s interpretation failure.
Indeed, it seems vacuous to elaborate on the syntactic structure of the involved
syllogism, as Kraus does: the problem of abduction in chapter B25 is embedded in
the activity of the inferential mechanism of “leading away” performed thanks to the
introduction of new terms, as I explained above. He also says that the second
Aristotelian example

Whatever is rectilinear, can be squared
A circle can be transformed into a rectilinear figure by the intermediate of lunes
Therefore, a circle can be squared

still a simple deduction, was questionably supposed by Peirce to be fruit of the
correction of Aristotle’s original text due to the “stupid” Apellicon, considered
responsible of blurring Aristotle’s reference to abduction. Indeed, Kraus suggests
that, following Peirce, the original text would have to be the following:

Whatever is equal to a constructible rectilinear figure, is equal to a sum of lunes
The circle is equal to a sum of lunes
Therefore, the circle is equal to a constructible rectilinear figure

which indeed fits the Peircean abductive schema. At this point Kraus (2003, p. 248)
ungenerously—and, in my opinion, erroneously, as I have already said—concludes
“Peirce’s argument surely is bad. It begs the question”. I disagree with this skeptical
conclusion.

We need a deeper and better interpretation of Aristotle’s passage. To this aim we
need analyze some aspects of Plato’s dialectic,5 ancient geometrical cognition, and
the role of middle terms: I am convinced we will gain a new positive perspective
about the constitutive eco-cognitive character of abduction, just thanks to Aristotle
himself.

2 Geometry and Logic: Models/Constructions and Middle
Terms in Abduction

Many researchers (for example Faller 2000; Karasmanis 2011) contend that
Aristotle’s passage above reworks two examples already given by Plato in theMeno
dialogue (Plato 1977). The interpretative conundrum is related to the role played by
the middle term: first of all Aristotle points out that abduction is such “when it is
clear (δῆλoν) that the first term belongs to the middle and unclear (ἄδηλoν) that the
middle belongs to the third, though nevertheless equally convincing (πɩστóν) as the
conclusion, or more so”. This good situation does not always hold. In this last case,

5I agree with the following claim by Woods: “Whatever else it is, a dialectical logic is a logic of
consequence-drawing” (Woods 2013, p. 31), that is not merely a logic of “consequence-having”
(on these concepts cf. my recent article Magnani 2015b on the-so-called “naturalization of logic”).

458 L. Magnani



Aristotle says that to have an abduction an act of introducing “something in
addition” is necessary, and the addition can also be characterized by more middle
terms: “That science is teachable, then, is obvious, but it is unclear whether virtue is
a science. If, therefore, BC is equally convincing (πɩστóν) as AC, or more so, it is a
leading away (ἀπαγωγή) (for it is closer to scientific understanding (ἐγγύτερον γάρ
του ἐπίστασθαι) because of taking something in addition, as we previously did not
have scientific understanding (ἐπιστήμη) of AC). Or next, it is leading away
(ἀπαγωγή) if the middle terms between B and C are few (ὀλίγα) (for in this way also
it is closer to scientific understanding (εἰδέναɩ)).”

A more careful analysis of the passage requires a reference to some central
Plato’s ideas about dialectic argumentation. Already in the Meno dialogue Socrates
“dialectically” reflects upon the various relationships between virtue, knowledge,
and teachability and also furnishes the example of a geometrical “analysis” (or
“method of hypothesis”), so-called in the literature pertaining ancient mathematics.6

2.1 ʼΑπαγωγή and Geometry

The method of analysis in geometry, already employed by Hippocrates of Chios,
can involve, to creatively solve the problem at hand, (1) a diorism, which resorts to
the finding of the definite conditions under which one construction might be
inscribed within another, and (2) a porism, which refers to direct or intentional
discovery through suitable higher constructions related to the finding of indefinite
cases, eventually capable of innumerable solutions, so looking for a higher unifying
solution. What is important to note is that in the method of analysis new strategic
constructions have to be found: translated in syllogistics terms, this means it is
necessary “taking something in addition”, as Aristotle says in the passage above,
that is a new “middle” (or new “middles”).7

6Cf. for example Hintikka and Remes (1974).
7Porism is usually translated as lemma or corollary. I am referring here to another meaning that
goes deeper into the philosophy of ancient Greek mathematics. In this case porisms are active in
solving problems in which it is necessary to adopt new suitable constructions. The most famous
collection of porisms of ancient times was the book The Porisms of Euclid. This work is lost: the
trace survived thanks to the Collection of Pappus. Playfair noted that, thanks to porisms, the
analysis of all possible particular cases of a proposition would establish that: (1) under some
conditions a problem becomes impossible; (2) under some other conditions, indeterminate or
related to an infinite number of solutions the problem can be solved. Classical works on porisms
are Playfair (1882), Simson (1777). The concept is controversial and still subjected to studies and
interpretations provided by researchers in ancient philosophy: a rich reference to the literature
available is given in Karasmanis (2011, pp. 39–40).
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The activity of finding new geometrical constructions (or new middle terms) is
clearly a heuristic process8—based on a dynamics of subsequent steps—aiming at
discovering new geometrical truths, a process which is a case of ἀπαγωγή, that is of
abduction, also in the modern sense of the word.9 In a syllogistic perspective, which
regards arguments in general, not necessarily geometrical, the method of analysis
still resorts to the activity performed for finding the suitable middle term(s) able to
substantiate the reasoning at play.

It is absolutely important to note that in Plato the logico-dialectical anticipation
of the Aristotelian syllogistic relationship between virtue, knowledge, and teacha-
bility is directly derived from the geometrical example, as Socrates expressly says
in the Meno dialogue (see below, the following subsection). From Hippocrates of
Chios to Proclus, ἀπαγωγή is the fundamental pre-Euclidean method for solving
problems, as a method of discovery, and at the same time also for proving theorems
(Karasmanis 2011), no surprise that it is implicitly central in Plato and still
explicitly present in Aristotle’s Prior Analytics. In this perspective, we will soon
see, the English translations “reduction” and “leading away” both stress the fact that
the process involves a transition from a problem or theorem to another, which, if
known or constructed, will make the original problem or theorem evident and
solved (or potentially solved).

2.2 ’Απαγωγή, Dialectics, and Logic

Socrates and Meno, by constructing the arguments on whether virtue is teachable
are engaged in clarifying the following syllogism (obviously valid, but where both
the second premiss and the conclusion are far from being reliable)

AB Whatever is knowledge, can be taught
BC Virtue (e.g., justice) is knowledge
AC Therefore virtue can be taught

Faller (2003a, b) explains that Socrates, exactly thanks to what Aristotle calls a
“leading away” (ἀπαγωγή) argument—that is the introduction of new middles—,
had established that since virtue is “good” and “there is nothing good that is not
embraced by knowledge, our suspicion that virtue is a kind of knowledge would be
well founded” (Plato 1977, 87d), consequently, Meno can say: “We must now
conclude, I think, that it is; and plainly, Socrates, on our hypothesis that virtue is

8I have provided an analysis of heuristics in the light of abductive cognition in Magnani (2014).
Heuristics, in so far they can be algorithmically rendered, are still rules-based, even if these rules
are weaker from the normative point of view, when compared with the logical rules, and typically
closer to what actual human reasoners do.
9In Magnani (2009, Chaps. 2 and 3), I illustrate how abductive cognition is characteristically also
related to various examples of diagrammatic reasoning (based on porisms, we can say), for
example in the case of the discovery of the first non-Euclidean geometries.
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knowledge, it must be taught” (89c). In the Aristotelian terms exploited in chapter
B25:

AB Whatever is knowledge, can be taught
BC Virtue (e.g., justice) is knowledge
MC Virtue is good10

BM Good is knowledge
AC Therefore virtue can be taught

The first premiss is evident, the second uncertain, and the conclusion is even
more uncertain. We can arrive—using the Aristotelian words—“closer to scientific
understanding (ἐγγύτερον γάρ του ἐπίστασθαι)”, with the introduction of a new
term “good” and the propositions “virtue is good” and “good is knowledge”, which
can possibly support the second premiss of the original syllogism.

Plato starts from AC, which reflects a situation of ignorance, a hypothesis to be
justified, instead of its contrary; BC would guarantee the result but it has to be
supported. MC, the “leading away” at stake, is the further hypothesis chosen to
perform this task: MC results obvious and true.11 Then Plato establishes that “good
is knowledge” (BM) and concludes that “virtue is knowledge”. Through this pro-
cess (dialectical) AC is rendered—again, using the Aristotelian words—”closer to
scientific understanding (ἐγγύτερον γάρ του ἐπίστασθαι)”.

Meno accepts this conclusion but Socrates is not satisfied: to solve the problem
we need—still in Aristotelian words—another “leading away”. Indeed Socrates
initiates a second argument consisting of a further hypothesis, that “if virtue is
teachable, then there would be teachers of it”. Unfortunately, because of the
empirical fact that there are no teachers of virtue, virtue is not teachable, a con-
clusion which conflicts with the previous one about teachability. In sum, to prove
that virtue is teachable it has been necessary to analyze its nature: “what is virtue”;
it has been necessary this method of hypothesis to examine the features of an
obscure subject.

First of all we have to note and remember that (1) in the example about virtue
Plato adopts exactly the same method used in geometrical “analysis”. We also have
to stress that (2) we reached two conflicting conclusions (already available, one
statement and its negation) and further steps would have to be performed to execute
what is usually called cutdown process (cf. Magnani 2013) to arrive to be “closer to
scientific understanding (πάντως γάρ ἐγγύτερον εἴναι συμβαίνει τῆς ἐπστήμης)”,
that is to a unique conclusion (the best result, which echoes abduction as the best
explanation). Exactly in the spirit of Peircean original perspective on abduction, we
have to select (and so to prefer) one of the two conflicting conclusions.

10Karasmanis usefully notes that the term “good” is not given in the analogous Aristotelian
example I have illustrated in the previous subsection. Aristotle only says that an intermediate term
is introduced (Karasmanis 2011, p. 37).
11This proposition corresponds to that arche (ἀρχἠ) which was so called, in the case of the
geometrical analysis, by Hippocrates of Chios (cf. Magnani 2001, Chap. 4).
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Again, let me stress that Plato’s argumentation about virtue is the dialectic
analogue of a diorismic/poristic geometrical model-based process, which in turn
substantiates the Aristotelian “taking something in addition”, where various
strategies can be activated: various kinds of arguments (for example the reaching of
evident higher hypotheses from which the initial one can be deduced), considera-
tions of simplicity, looking for consequences, (for example in terms of empirical
ascertainments and testing), which are able not only to create new cognitive per-
spectives (fill-up aspect) but also to select (cutdown aspect) the multiple or
conflicting flow of results.

2.3 Geometry and Logic Entangled: The Eco-cognitive
Openness of ’Απαγωγή

Geometrical analysis initially transforms a given problem into one that is more
abstract and general: even if there are conflicting views in the available literature on
the subject,12 we can say that diorisms and porisms (often consisting in the
depicting of locus13 problems) favor a form of further geometrical cognition
devoted—thanks to the study of auxiliary objects—to finding the conditions of
possibility of an actual process of subsequent diagrammatic constructions, in turn
finalized to solve the problem. Diorisms aim at determining the overall properties of
the solutions, and so represent a wide range of mathematical activities, which “lead
away” from the problem at hand to other unexplored porismic territories (diagrams
and sentential proofs for example, but, for the sake of generality of various cog-
nitive processes, we can also add other model-based or manipulatory activities
totally eco-cognitively open). In the diorismic/poristic stage, the geometrician
exploits the adopted auxiliary objects to show that a single solution is always
possible, or if not, the limitations of the process or how many solutions there may
be and how they are arranged (Saito and Sidoli 2010).

The process performs a reduction of the problem—caused by the hypothetical
question to be solved—to another one (again, it is the Aristotelian syllogistic
“leading away”), which we expect will enable us to solve the original problem (I
have already said that in the Aristotelian passage above the word ἀπαγωγή is often
translated with “reduction”, and that we need interpret reduction as the transition to
another cognitive sub-process and not as the reduction ad absurdum).

In the case of Plato’s second problem—the geometrical one—we are to deter-
mine whether a certain rectilinear figure could be constructed along the diameter of
a circle examining it by means of “a certain helpful hypothesis” (that is by means of
an additional term, in Aristotelian terms), expressed in the following passage (see

12Cf. above, footnote at p. 7.
13It is interesting to note that the term topoi (in Latin loci) migrates to Aristotle’s rhetoric and later
rhetoricians’ studies, probably parasitic of its origin in geometrical analysis (Faller 2003b).
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the emphasis I have added), where a state of ignorance is immediately declared”. [I
have already stressed in the previous subsection that it is important to note that in
Plato it is just the “clarification” of the dialectic relationship between virtue,
knowledge, and teachability, which is directly derived from the geometrical
example, as Socrates expressly says]:

So it seems we are to consider what sort of thing it is of which we do not yet know what it
is! Well, the least you can do is to relax just a little of your authority, and allow the question
– whether virtue comes by teaching or some other way – to be examined by means of
hypothesis. I mean by hypothesis what the geometricians often do in dealing with a
question put to them; for example, (86e) whether a certain area is capable of being inscribed
as a triangular space in a given circle: they reply – “I cannot yet tell whether it has that
capability; but I think, if I may put it so, that I have a certain helpful hypothesis for the
problem, and it is as follows: If this area is such that when you apply it to the given line [as
a rectangle of equal area] of the circle you find it falls short by a space similar to that
which you have just applied, then I take it you have one consequence, and if it is impossible
for it to fall so, then some other. Accordingly I wish to put a hypothesis, before I state our
conclusion as regards inscribing this figure in the circle by saying whether it is impossible
or not” (Plato, 86e, 87a).

Let me reiterate that Socrates explicitly analogizes his reasoning about virtue to
the one used in the geometrical example, and we can reasonably guess that the
source of the analogy is exactly the just illustrated geometrical example:14

In the same way with regard to our question about virtue, since we do not know either what
it is or what kind of thing it may be, we had best make use of a hypothesis in considering
whether it can be taught or not, as thus: what kind of thing must virtue be in the class of
mental properties, so as to be teachable or not? In the first place, if it is something dissimilar
or similar to knowledge, is it taught or not – or, as we were saying just now, remembered?
(cit., 87b).

To determine whether a certain rectilinear figure could be constructed along the
diameter of a circle Socrates establishes the hypothesis which I have emphasized in
the first passage above from the Meno dialogue: the hypothesis needs be worked
thanks to a diagrammatic process, a “leading away”, which opens up the reasoning
to an eco-cognitive dimension, which in our case corresponds to the ἀπαγωγή: an
abduction, endowed with its degrees of uncertainty. The echo of this reference to
the importance of diagrams in analyzing reasoning is still vivid in Peirce: “I said,
Abduction, or the suggestion of an explanatory theory, is inference through an
Icon” (Peirce 1997, p. 276).

14A strict relationship between geometry and dialectics stills echoes in Proclus: “[…] mathematics
reaches some of its results with analysis, others by synthesis, expounds some matters by division,
others by definition, and some of its discoveries binds fast by demonstration, adapting these
methods to its subjects and employing each of them for gaining insight into mediating ideas. Thus
its analyses are under the control of dialectic, and its definitions, divisions, and demonstrations are
of the same family and unfold in conformity with the way of mathematical understanding. It is
reasonable, then, to say that dialectic is the capstone of the mathematical sciences” (Proclus
Diadochus 1873, 43, p. 35).
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A brief note on recent cognitive rich research on diagrammatic geometrical
reasoning has to be introduced. Fresh studies have shown that false premisses (also
due to the presence in models/diagrams of both substantive and auxiliary
assumptions, indeed spurious problematic sub-diagrams and new “individuals” can
pop-up at any step of geometric constructions (Crippa 2009, p. 105)) are not
exploited in the cognitive abductive process, because, in the various heuristics, only
the co-exact properties are exploited. The notion of co-exact properties, introduced
by Manders (2008), is worth to be further studied in fields that go beyond the realm
of deductive processes of classical geometry, in which it has been nicely under-
scored, so usefully touching various discovery cognitive processes.15 Mumma
illustrates that in Euclid’s deductive framework diagrams contribute to proofs only
through their co-exact properties: I suggest that this is also typical of
diorismic/porismic processes and of their creative counterparts, exactly endowed
with an objection-refuting role. Indeed

Euclid never infers an exact property from a diagram unless it follows directly from a
co-exact property. Exact relations between magnitudes which are not exhibited as a con-
tainment are either assumed from the outset or are proved via a chain of inferences in the
text. It is not difficult to hypothesize why Euclid would have restricted himself in such a
way. Any proof, diagrammatic or otherwise, ought to be reproducible. Generating the
symbols which comprise it ought to be straightforward and unproblematic. Yet there seems
to be room for doubt whether one has succeeded in constructing a diagram according to its
exact specifications perfectly. The compass may have slipped slightly, or the ruler may
have taken a tiny nudge. In constraining himself to the co-exact properties of diagrams,
Euclid is constraining himself to those properties stable under such perturbations (Mumma
2010, p. 264).

In the Aristotelian (and Platonic) perspective (see chapter B25 of the Prior
Analytics) I have delineated in this section we can definitely conclude that the
general concept of abduction must be seen as constitutively and widely eco-cogni-
tive-based. Indeed, by contrast, we have to remember that Aristotle says, in the
passage I have already quoted and that I am reporting again, that a valid syllogism—
by necessity—is instead not at all open to something “external”: “A deduction
(συλλογισμὸς) is a discourse (λόγος) in which, certain things having been supposed,
something different from the things supposed results of necessity because these
things are so. By ‘because these things are so’. I mean ‘resulting through them,’ and
by ‘resulting through them’ I mean ‘needing no further term from outside (ἒξωθεν)
in order for the necessity to come about’ ” (Aristotle 1989, A1 24, 20–25, p. 2)
(emphasis added).

15Manders’ definition describes the co-exact properties “as those conditions unaffected by some
range of every continuous variation of the diagram” and the exact ones as “those which, for at least
some continuous variation of the diagram, obtain only in isolated cases” (Manders 2008).
“Diagrams of a single triangle, for instance, vary with respect to their exact properties. That is, the
lengths of the sides, the size of the angles, the area enclosed, vary. Yet with respect to their
co-exact properties the diagrams are all the same. Each consists of three bounded linear regions,
which together define an area” (Mumma 2010, p. 264).
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Even if in this article I cannot illustrate in detail the diagrammatic constructions,
which make possible to afford the geometrical problem illustrated by
Plato-Socrates,16 it is clear that, in syllogistic terms, the geometrical diagrammatic
process, as well as the analogue argumentation about virtue, are ways of finding a
“middle” ground that solves the problems at hand. Aristotle concludes, in Posterior
Analytics “Thus it results that in all our searches we seek either if there is a middle
term or what the middle term is. For the middle term is the explanation, and in all
cases it is the explanation which is being sought” (Aristotle 1993, B, 90a, 5, p. 48).

At this point there is clear evidence that both Socrates’ examples are recalled,
with slight differences, in Aristotle’s celebrated passage about abduction from the
chapter B25 of Prior Analytics.

Let us come back to the geometrically puzzling example present in the
Aristotelian passage, already reported above, involving the effort to square the
circle through the lunes, a problem typical, together with the one related to the
reduction of the famous Delian problem, of the geometrical research deriving from
Hippocrates of Chios

DE Whatever is rectilinear, can be squared
EF A circle can be transformed into a rectilinear figure by the intermediate of lunes
DF Therefore, a circle can be squared
[D = square, E = rectilinear figure, F = circle]

The first premiss is known and true, the second is uncertain, the conclusion even
more uncertain: a “leading away”, towards the lunes, has to start. In the above
syllogism we introduce a new term (N = lune) and two new premisses “EN = the
lunes become rectilinear” and “NF = the circle is a sum of lunes”: thanks to and
together with the related diagrammatic constructions, the schema becomes

DE Whatever is rectilinear, can be squared
EF A circle can be transformed into a rectilinear figure by the intermediate of lunes

EN The lunes become rectilinear
NF The circle is a sum of lunes

DF Therefore, a circle can be squared

The new additional premiss, fruit of a “leading away”, aims at supporting the
second uncertain premiss EF to approximate knowledge and so to solve the
problem (Karasmanis 2011, p. 27). Moreover, Aristotle clearly notes, we have to
deal with one or few new intermediate terms: the importance of minimality of
abductive cognition is prefigured. The concept of abduction is finally established: it
is leading away (ἀπαγωγή), Aristotle concludes, if the middle terms between B and
C are few (ὀλίγα) (for in this way we are also closer to scientific understanding
(εἰδέναι)). The efficacy of the abductive procedure is thus dependent on a minimum

16An interesting reconstruction is given in Faller (2003b).
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of middle terms, because too many moves will generate excessive distance for the
argument to be convincing. In case of multiple kinds of middle additional terms
which lead to different conclusion we still have to select/discriminate both the
appropriate/productive additional middles and the and best related final result
(cut/down problem).

3 Conclusion

Also following Aristotle, we illustrated in this article that abduction is related to
local, pragmatic, user-sensitive factors associated to situatedness, that is to factors
that are subject to the influence of strong eco-cognitive constraints and chances. On
one side Aristotle clearly states that in syllogistic theory local/environmental cog-
nitive factors—external to the inferential process, for example regarding
users/reasoners, have to be given up: the related reasoning is “by necessity”; on the
other side Aristotle presents a seminal perspective on abduction, which is instead in
tune with my EC-Model: Aristotle’s ἀπαγωγή presents a clear eco-cognitive
openness. I have provided an illustration of the role of the method of analysis and of
the middle terms in Plato’s dialectic argumentation, considered as related to the
diorismic/poristic process in ancient geometry, showing it as a theoretical heritage
which informs Aristotle’s chapter B25 of Prior Analytics, concerning abduction.
Thanks to Aristotle we can gain a new positive perspective about the “constitutive”
eco-cognitive character of abduction.
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Beyond Telling: Where New
Computational Media is Taking
Model-Based Reasoning

Sanjay Chandrasekharan

Abstract The emergence of new computational media is radically changing the
practices of science, particularly in the way computational models are built and
used to understand and engineer complex biological systems. These new practices
present a novel variation of model-based reasoning (MBR), based on dynamic and
opaque models. A new cognitive account of MBR is needed to understand the
nature of this practice and its implications. To develop such an account, I first
outline two cases where the building and use of computational models led to
discoveries. A theoretical model of the possible cognitive and neural mecha-
nisms underlying such discoveries is then presented, based on the way the body
schema is extended during tool use. This account suggests that the process of
building the computational model gradually ‘incorporates’ the external model as a
part of the internal imagination system, similar to the way tools are incorporated
into the body schema through their active use. A central feature of this incorpo-
ration account is the critical role played by tacit and implicit reasoning. Based on
this account, I examine how computational modeling would change model-based
reasoning in science and science education.

1 Introduction

Modern science deals with entities and patterns that exist at size, time and com-
plexity scales that are not available to human perception and action. Examples
include galaxies, gravitational waves, DNA, molecular forces, evolution, plate
tectonics, oscillating reactions, biological arms races, complex feedback loops etc.
These entities and patterns are described using abstract external representations,
such as equations, graphs, models, simulations, theories, etc., and experimentally
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investigated using complex and opaque instruments, which themselves embed
abstract concepts and mathematical models. Learning modern science (and tech-
nology) thus requires learning to:

(1) Imagine detailed mental models
(2) Transform external models and related representations
(3) Integrate the mental models and external models

These three skills form the core of Model-Based Reasoning (MBR), which is
now considered the dominant component of scientific reasoning (Hestenes 2011,
2013). Most discussions on MBR focuses on internal models, and not on external
models. Until recently, most discussions about MBR-based science discovery
(Nersessian 1999, 2010) and learning (Hestenes 2013; Lehrer and Schauble 2006)
did not critically examine the media on which the external model is based, par-
ticularly the role this factor plays in discovery and learning. This is because most
examined external models were based on static media (such as equations, graphs
and physical models), and MBR was analysed from the perspective of these static
media. Following this static media view, the knowledge encoded in external models
was considered persistent and available for examination and analysis.

The current widespread use of computational modeling requires changing these
static media assumptions, as computational models are both dynamic and opaque
(Chandrasekharan et al. 2012). Following the shift to computational modeling in
scientific practice, such models are now used in science education as well
(Wilensky and Reisman 2006). Given its unique properties, computational mod-
eling presents a novel variation of model-based reasoning (MBR), particularly
MBR based on dynamic and opaque models, and a new cognitive account of MBR
is needed to understand the nature of this practice and its implications. To develop
such an account, I first outline two cases where the building and use of computa-
tional models led to discoveries. A theoretical model of the cognitive and neural
mechanisms underlying such discoveries is then presented, based on the way the
body schema is extended during tool use. This account suggests that the process of
building the computational model gradually ‘incorporates’ the external model as a
part of the internal imagination system. A central feature of this incorporation
account is the critical role played by tacit and implicit reasoning.

2 The Nature of Computational Media

One way to understand the impact of science moving to new computational media
is to examine other such media transitions in history. A recent and central one is the
transition from orality to literacy. This shift, which emerged over 6000 years,
changed the nature of cognition. Ong (2013) examines the nature of this shift, and
highlights the following points:
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1. Oral cultures never “looked up” anything; they only used recall. Writing low-
ered the need for recall, as well as memory techniques that supported this
cognitive process (such as mnemonics, verse and rote learning).

2. Oral thought emphasized redundancy, as the spoken word does not persist.
Sparse, linear, analytic thought is thus a product of writing.

3. Oral thought was conservative, as society regarded highly those wise old men
and women who specialize in conserving knowledge. This conservation
emphasis inhibited intellectual experimentation (a central value of science).

4. Oral thought was close to the human lifeworld, as learning or knowing meant
achieving close, empathetic, communal identification with the known. Writing
created distance, separating the knower from the known. This set up conditions
for “objectivity”, in the sense of personal disengagement or distancing.

Taken together, this view suggests that writing is a critical factor that enabled the
development of science and its supporting values and practices. Hestenes (2011)
argues that science and mathematics was made possible by writing. Rotman (2008)
takes these points further, examining how the nature of writing is related to western
cultural notions of the Self, God, and the Platonic nature of mathematics. Also
worth noting is the key power shift associated with the move to writing, where the
value of chanting (in Sanskrit/Latin/Arabic) was eroded, paving the way to the
‘writing class’ replacing the ‘chanting class’. More broadly, writing enabled new
institutional mechanisms, such as land titles, paper contracts, written law and paper
money, which together made possible the economic framework within which sci-
ence functions. The current pedagogical and institutional mechanisms for educa-
tion, such as standardised curricula, lecture-driven classrooms, written-exams, and
certification, are also shaped by the nature of writing and print media.

Similar to writing and print media enabling and reshaping oral knowledge,
learning traditions and associated values, the rise of computing is leading to the
emergence of a powerful new media system that is inherently dynamic, interactive,
participatory and social—features not readily provided by static print media. These
powerful features of new computing media allow re-imagining current discovery
and learning practices, particularly model-based reasoning, and institutional
mechanisms related to science and science education. Similar to the shift to writing,
this move will bring in new value systems. This ongoing shift is widely understood
and acknowledged, but what is not clear is the direction of this rapidly unfolding
change. An analytic, particularly cognitive, understanding of this systemic shift is
critically needed, as this will help society adapt more quickly. This is all the more
important because the shift is happening in Internet time (*50 years), while the
shift to writing happened over thousands of years.

As a starting point for the analysis of how new media would change the science
and science education landscape, the following list captures some of the features
supported by print media (text and graphics) and new computational media. It is
worth noting that new computational media include text, which suggests that the
transition from print would be different from the shift from orality. Particularly,
print will not be replaced, but would be augmented.
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Print media New computational media

Static (i.e. does not move) Dynamic

Non-manipulable Manipulable and interactive

Individual focused Social

Removed from the world Can be hooked to the world

Linear navigation Multiple navigation paths and trajectories

Explicit encoding of knowledge Knowledge emerges from interaction

The following sections outline two cases studies and a theoretical model that could
help understand the nature of the shift in science to computational media, and how this
is changing model-based reasoning. The first section outlines how the building of a
computational model led to a remarkable discovery in an interdisciplinary lab. The
second section outlines the way basic science discoveries are made using new crowd
sourcing games in biology. The third section examines a theoretical model of the
possible cognitive/neural mechanisms involved in these two cases, and how inter-
acting with computational models and games could lead to scientific discoveries. The
final section examines the broader implications of this model, particularly one pos-
sible trajectory of change for science and science education.

3 Building to Discover

In the fields of biomedical engineering and systems biology, computational models
are built to develop insights into the behavior of complex biological systems. Based
on this understanding from modeling, new technologies are developed to control
biological systems, such as neuronal populations (Chandrasekharan 2009) and
metabolic pathways (Chandrasekharan and Nersessian 2015). In such cases, com-
putational models are built to understand highly non-linear systems that are too
complex to be modeled using traditional approaches based on equations and graphs.
Since the phenomena they model are highly complex and dynamic, the models are
highly complex and dynamic as well, which makes an explicit understanding of the
multiple interactions between different variables (usually above 10) not feasible.
However, fundamental discoveries about the natural phenomena have emerged
from such ‘opaque’ (Di Paolo et al. 2000) models and control systems have been
built based on this understanding (Lenhard 2006; Winsberg 2006). What is the
nature of model-based reasoning in such cases of discovery and innovation? I
briefly outline one such case of discovery below, see Chandrasekharan and
Nersessian (2015) for details.

Understanding metabolic pathways (a network of biochemical reactions) is a key
problem in systems biology, particularly when seeking to reengineer the pathways
to develop new organisms, such as plants that allow cheap production of biofuel.
One central problem in the production of biofuel is efficiently breaking down lignin,
the key biochemical in the plant cell wall. Developing genetically modified plants
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with lower amounts of lignin would lead to more efficient biofuel production.
Modeling would help in identifying systematic ways to lower lignin levels in plants.
In the case we report (Chandrasekharan and Nersessian 2015) G10, an electrical
engineer with no background in biochemistry, develops a model of lignin, in two
phases, first for poplar, then for alfalfa. Based on these models, he made a series of
modifications to the scientific understanding of the lignin pathway. One spectacular
finding stood out: The modeling showed G10 that the traditional pathway—used by
almost everyone in the field for 20 years—is incomplete, and an element (named X
by G10) outside the standard pathway has a significant regulatory effect on the
behavior of the lignin pathway.

G10’s collaborators found this proposal provocative, and did experiments to test
this proposal. The experiments identified a possible candidate metabolite that
played the specific roles X played in G10’s models. A paper outlining the modeling
and experimental results was published in a high-impact modeling journal, and the
paper was written jointly with the experimental collaborators. This result illustrates
clearly the ideal case of modeling—of the model making a significant experimental
prediction, which is then tested and validated by the experimentalists. It shows how
modeling can lead to discovery, and the value modeling can provide for
experimentalists.

Note that the original goal of the lignin project was tweaking a given pathway so
as to make lignin break down more readily for biofuel production, which is an
engineering goal. But G10 ended up changing the standardized pathway, the sci-
entific consensus on the mechanism underlying lignin production. This is a basic
biological science discovery, generated by an electrical engineer, based on a few
months of modeling. The remarkable discovery shows that the built external model
is not just a replica of an existing standardized structure (the pathway) for the
purpose of tweaking. The external model, and its building, is a mechanism that
affords discovering unknown features of the pathway. Approaching this discovery
event from the point of view of understanding the role of computational models,
and more broadly external representations, in science cognition, a key question is:
What are the cognitive changes involved in building the external simulation model,
and how could these changes lead up to the discovery?

We propose (see Chandrasekharan and Nersessian 2015 for details) that the key
cognitive change is that within the course of many iterations of model building and
simulation, the external model gradually becomes coupled with the modeler’s inner
mental system, particularly his imagination (simulative mental model) of the phe-
nomena he is modeling. Based on this coupling, the modeler explores different
scenarios. The building process thus slowly creates an “external imagination” that is
closely coupled to the modeler’s imagination system. This coupling allows “what
if” questions in the mind of the modeler to be turned into detailed, and close to
actual, explorations of the system.

It is important to note that the model acquires this external imagination role only
in a gradual manner, through its incrementally acquired ability to enact the behavior
of the system that it is modeling. As it is built over many iterations (such as the first
poplar model), using many data sets, the model’s output/behavior comes to parallel
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the pathway’s dynamics. Each replication of experimental results by the model adds
data, and by proxy, real-world complexity, to the model, and this process continues
until the model fits all available experimental data well. At this point, the model can
enact the behavior of the real system—the pathway that is being examined—and
thus support detailed “what if” explorations that are not possible to do in the mind
alone (see also Kirsh 2010) or in experiments. Importantly, the model’s ability to
enact the real system behavior is a very complex judgment made by the modeler,
based on a large number of iterations, where a range of factors, such as sensitivity,
stability, consistency, computational complexity, nature of pathway, and so on are
explored. The gradual confidence in the model is thus a complex intuition about its
overall performance, emerging over a long series of interactions and revisions, and
does not depend just on data fitting, even though fitting is the most critical process
leading to this judgment.

As the enaction ability of the model develops gradually through the building
process, the model starts making manifest many behaviors the modeler might have
only imagined previously. But, the model goes further, as it also makes visible
many details of the system’s behavior, which the modeler could not imagine (Kirsh
2010) because of the fine grain and complexity of these details. The gradual process
of building creates a close coupling between the model and the modeler’s imagi-
nation, with each influencing the other. The computational model now works as an
external component of the imagination system. This coupling significantly enhances
the researcher’s natural capacity for simulative model-based reasoning
(Chandrasekharan 2009; Chandrasekharan et al. 2012; Nersessian 2010), particu-
larly in the following ways:

1. It allows running many more simulations, with many variables at gradients not
perceivable or manipulable by the mind (say 0025 of metabolites a and b).
These can then be compared and contrasted, which would be difficult to do in
the mind.

2. It allows testing what-if scenarios that are impossible to do in the researcher’s
mind. Such as, what would happen if I change variable 1 and 2 downwards,
switch off 6 and 21, and raise 7 and 11 with a time lag between 16 and 19?

3. It allows stopping the simulation in between and checking its state. It also allows
tracking the simulation’s states at every time point and, if something desirable is
seen, tweaking the variables to get that effect more often and consistently. This
“reverse simulation” is impossible to do in the mind or in experiments.

4. It allows taking apart different parts of the system as modules, simulating them,
and putting them together in different combinations.

5. It allows changing the time at which some in-between process kicks in (say,
making it start earlier or later), and this can be done for many processes, which
is very difficult to do in the mind or in experiments.

6. It exposes the modeler to system-level behavior that experimenters would never
encounter, as most of the above complex manipulations are not possible in
experiments.
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The process of building this distributed model-based reasoning system com-
prising researcher(s) and model leads to the creation of new or enhanced cognitive
capacities. We thus propose an “incorporation” account of how computational
models leads to discovery (see Chandrasekharan and Nersessian 2015), where the
building process leads to two kinds of integration. First, incorporation of real-world
data into the model, which allows the model to enact the behavior of the system it
parallels. Second, incorporation of the model as part of the imagination system,
such that imagined scenarios are tried out in the model, and the results are inte-
grated into the internal model of the system the model parallels. This notion of
incorporation is novel, and the cognitive mechanisms involved in this process
would be wider than just perception, and would involve cognitive systems relating
to the processing and understanding of motor control and tool use (see
Chandrasekharan 2014). The possible cognitive/neural basis of incorporation is
examined in the theoretical model that follows after the next section.

4 Building with Games

A second example of how new computational representations are radically
changing the way scientific knowledge is generated, most notably in the biological
sciences and bioengineering, is the case of Foldit, a video game (built on top of a
computational model) that allows novel protein-folds to be designed by web-based
groups of people not formally trained in biochemistry. Using Foldit, a 13-year-old
player (Aristides Poehlman) designed protein folds that were judged better than the
best biochemists’ folds in CASP (Critical Assessment of Techniques for Protein
Structure Prediction), the top international competition on protein-folding
(Bohannon 2009). This remarkable result provides an interesting cognitive
insight: the process of building new protein folds, using the video game interface,
allowed the novice player to implicitly develop an accurate/veridical sense of the
mechanics and dynamics of the protein folding problem. In this paper, I provide
details of this process more generally, and develop a theoretical account of how
discoveries could emerge from building.

The approach of ‘crowd sourcing’ difficult scientific problems to novices using
novel interfaces is now widely accepted, especially after Nature published a paper
(Cooper et al. 2010) where roughly 200,000 Foldit players were included as
authors. The paper proposed that harnessing people’s implicit spatial reasoning
abilities using such model-based games could be a new method to solve challenging
scientific problems. This proposal is now confirmed, with Foldit players making
some remarkable discoveries, including building the structure of a protein causing
aids in rhesus monkeys, which was an unresolved problem for 15 years (Khatib
et al. 2011). The game is currently being refined to support the development of new
drugs by the players. A spin-off game from Foldit, EteRNA, allows players to build
RNA folds, and every week the most promising folds from the gamers are syn-
thesized by a Stanford lab. The synthesis results are then fed back to the gamers,

Beyond Telling: Where New Computational Media … 477



who use these real-world results to improve their designs. This closed loop building
process has led to the gamers discovering fundamental design principles underlying
RNA structure (Lee et al. 2014; Koerner 2012). Other similar crowd sourcing
games include Phylo (helps optimize DNA sequences) Eyewire (helps map 3D
structure of neurons). Eyewire recently helped answer some basic research ques-
tions about the way retinal cells detect motion (Kim et al. 2014).

These games mark an important shift in the direction of knowledge flow in
science, which has traditionally been from implicit to explicit. For instance, in many
areas of biology, the effort is to capture implicit procedural knowledge (such as
flight patterns and navigation of birds) in explicit declarative terms (such as aero-
dynamics and signaling). In physics, procedural knowledge (such as the qualitative
understanding of force) is considered to lead to misconceptions, and declarative
knowledge (such as Newton’s Laws) is used to explain many aspects of phe-
nomenal experience. Given this procedural-to-declarative trajectory of scientific
knowledge, the case of Foldit and similar games marks a new approach to dis-
covering scientific knowledge, as such cases re-represent declarative knowledge
using computational models and a manipulable interface, so that naive participants
can use their procedural knowledge to build up novel patterns. At the heart of such
games and other similar digital media for discovery is a re-representation—con-
verting explicit conceptual knowledge, developed by science (structure of protein,
possible folds, hydrophobic/hydrophilic interactions etc.) to build a control inter-
face that can be manipulated using a set of actions. This interface allows building of
new representations by novices, using their implicit spatial knowledge. These
games thus present a fundamental shift in the practice of science, particularly an
acknowledgment of the role played by tacit/implicit sensorimotor processes in
scientific cognition (Polanyi 1958, 1966). The success of this approach suggests
that there is a close connection between procedural and declarative knowledge.

This is a radical epistemic shift, and it is driven by two irreversible factors. One
is the focus on understanding interdisciplinary problems such as climate change,
where the phenomena under investigation are spread across many time-scales and
spatial levels, and complex feedback loops are standard features of the domain.
Existing theory and automated methods are not able to solve the multi-scale
combinatorial problems that emerge in such areas. It is also possible that in these
domains, as von Neumann (1951) observed, the phenomena are the simplest
descriptions possible, and any good model would need to be more complex than the
phenomena. A second factor is the emergence of ‘Big Data’, where petabytes of
data are generated routinely in labs, particularly in biological sciences. It is not
possible to analyze this avalanche of data without computational models and
methods, which themselves fail to work for many problems. A good example is the
classification of galaxies using data from the Hubble space telescope, a difficult
problem that led to the development of Galaxy Zoo, the first effort to crowd-source
science. This web-based citizen-science project has led to at least 30 peer-reviewed
papers, and a new astronomical object (Hanny’sVoorwerp) named after the Dutch
schoolteacher who identified it.
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The crowd sourcing approach to scientific problem-solving is new, but the idea
of using the human sensorimotor system to detect patterns, particularly in dynamic
data generated by computational models, has been applied right from the beginning
of computational modeling. Entire methodologies, disciplines, and phenomena
challenging existing models have been built just from visualized patterns on
computer screens. These include Complexity Theory (Langton 1984, 1990),
Artificial Life (Reynolds 1987; Sims 1994), models of plant growth (Prusinkiewicz
et al. 1988; Runions et al. 2005), computational bio-chemistry (Banzhaf 1994;
Edwards et al. 1998), computational nanotechnology (reported in Lenhard 2004;
Winsberg 2006), and climate change (Schneider 2012). All these novel areas of
exploration are based on visualizing data from computational models. Apart from
the visual modality, protein structure has been generated as music (Dunn and Clark
1999), and scanning microscope output has been used to generate haptic feedback
(Sincell 2000).

This approach to making scientific discoveries, by coupling the sensorimotor
systems of a crowd of novice humans to data embedded in novel computational
media, raises a number of questions about MBR and cognition. Particularly, what
cognitive mechanisms mediate the re-representation (and back) of scientific
knowledge as manipulable on-screen structures? What is the relationship between
declarative and procedural knowledge, such that this conversion is possible and
new discoveries could emerge from this conversion process? At a more applied
level, how could the visual and tactile manipulation of model elements on screen,
by groups of non-scientists, quickly lead them to build valid structures representing
imperceptible molecular entities they have never encountered, especially structures
that have eluded practicing senior scientists for many years? What cognitive and
biological mechanisms support this manipulation-based discovery process? How
can these mechanisms be harnessed better, to develop other collaborative
games/interfaces that address more complex and abstract scientific and engineering
problems with wider applicability?

Answering these questions is critical for practicing as well as learning this new
form of science and engineering. To address these questions, we require a general
theoretical account that captures how discoveries could emerge from the building of
new computational representations, particularly computational models, and
re-representation of data from these models.

In the following section, I propose a novel theoretical account of how building
and using such computational models could help in making new discoveries. This
account extends the incorporation account sketched in the G10 case above, pro-
viding a specific model of the cognitive/neural mechanisms at work in the process
of incorporation.
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5 Incorporation: The Biological Mechanisms

Since the above cases show how novices can make discoveries in complex scientific
domains by building computational structures, the mechanism underlying such dis-
coveries cannot be domain-knowledge based. The computational model is helping the
modelers extend their imagination to an external structure in the world, where
manipulations can be tried out. The results from these manipulation are coupled
seamlessly with the internal imagination system. What cognitive/neural mechanism
makes this seamless coupling possible? I suggest that this is made possible by a
version of the mechanism that extends the body schema during the use of tools.

A number of studies in monkeys have shown how the body schema is extended
to incorporate external objects, particularly tools (for a review, see Maravita and
Iriki 2004). One influential study (Irikiet al. 1996) examined the firing of bimodal
neurons before and after a monkey learned to use a stick to gather food. Bimodal
neurons in the intra-parietal cortex respond to both somato-sensory and visual input
on or near the hand. That is, the bimodal neurons coding for the hand area will fire
when the hand is touched, as well as when a light is flashed on the hand.
Interestingly, this firing happens when the light is flashed not just on the hand itself,
but also in the space close to the hand (“peripersonal space”), indicating that the
neurons code for the space of possible activity, rather than just the hand. Iriki et al.
examined whether this firing pattern changed when the monkey started using a stick
as a tool. This investigation was done in three phases (see top panels, Fig. 1,
adapted from Maravita and Iriki 2004).

In the first phase, there was no stick and the light was flashed on and near the
hand, and the bimodal neuron fired. In the second phase, the monkey passively held

Fig. 1 Monkey with electrodes embedded in the intra-parietal cortex doing the tool task. Top
panels show the three phases on the task, and how the per-personal space changes. The bottom
panel shows the way the action-space of the monkey changes
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the stick, and the investigators flashed the light near the monkey’s hand, as well as
at the end of the stick. The bimodal neuron fired only when the light was flashed
near the hand. In the third phase, the monkey used the stick to retrieve food from a
location that was not reachable by its hand. Immediately after this intentional
action, the investigator flashed the light on the hand as well as at the end of the
stick. The bimodal neuron now fired for light flashes near the hand as well as at the
end of the stick, showing that the peripersonal space (the area of possible activity
coded for by the neuron) had been extended to include the area covered by the stick
(bottom panels, Fig. 1). The intentional action led to the stick being incorporated
into the body, and the monkey’s peripersonal space (possible activity space) now
extended to the entire area, and objects, reachable by the stick. I will term this
“active” incorporation, as the extension occurs only through intentional action. This
extension of peripersonal space is important, as it shows that such incorporation is
not just about adding an external entity to the body schema. Incorporation expands
the range of possible activities the monkey can do—in terms of location of activity,
other entities involved, nature of activity, the number of activities, and the per-
mutations and combinations of activities. This expanded range also extends the
monkey’s understanding/knowledge of the stick, as well as the space around it,
which is now understood in relation to the stick. The monkey’s cognitive capacities
are thereby expanded. Similar incorporation of external entities into the body
schema has been shown with humans as well (Farne et al. 2005).

An interesting variation of this incorporation effect (which I term “passive”
incorporation) is the rubber hand illusion (Botvinick and Cohen 1998). In this
experiment, one hand of the participant is placed on a tabletop, and is visible to the
participant. The other hand is placed on the participant’s knee, under the table, and is
not visible to the participant. The experimenter then places a rubber hand on the
tabletop, above and parallel to the unseen hand, and next to the seen hand. The wrist
end of this rubber hand is covered with a cloth. The experimenter then touches the
unseen hand (under the table) and the seen rubber hand, synchronously, using a
brush. After some time, the participant feels the rubber hand as part of his body, and
he feels physically threatened if a knife is brought near the rubber hand. This feeling
of threat is indicated by a raised galvanic skin response. When the stroking of the
unseen hand and the rubber hand is asynchronous, the participant does not report
feeling the illusion, and the heightened skin response does not occur. The RHI has
recently been extended to induce the feeling of having three arms (Guterstam et al.
2011), and also an “invisible hand effect” when a hand is felt when empty space in
front of the participant is stroked in synchrony (Guterstam et al. 2013).

The incorporation of the rubber hand into the body is similar to the incorporation
of the tool by the monkey. But it is also different, as the incorporation occurs not
through intentional action, but through a dissociation of visual and tactile inputs.
One way to understand the relation between passive and active incorporation is to
consider the passive as a faint case of the active, where the perceptual effect appears
similar to the effect of using a tool, even though no intentional action is executed. In
the tool case, the tactile input is seen and felt in a distant manner, but it occurs in
synchrony with the visual input of the tool moving. This synchrony could be one of
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the factors that lead to the tool being incorporated as part of the body schema. In the
passive case, a similar synchrony is detected, with no tool present. The brain then
“fills-in” the missing tool, by incorporating the locus of the synchrony (the external
entity) into the body schema, even though there is no intentional action executed
with the entity. Recent results show that such passive incorporation also has cog-
nitive effects. For instance, when asked to bisect a horizontal line midway, most
people show a leftward bias (pseudoneglect), which is attributed to the dominance
of the right brain hemisphere. This bias is reduced after the rubber hand illusion.
This compensatory effect is specific to individuals who report having vividly
experienced the illusion (high responders) as opposed to individuals who do not
(low responders). Also, pseudoneglect was eliminated only after RHI application to
the left hand (Ocklenburg et al. 2012). This suggests that passive incorporation
changes the nature of actions that follow, and the cognitive events related to such
actions. The extension of the peripersonal space after such incorporation has not
been investigated, though the following study seems to suggest that such a change
could occur following passive incorporation.

In a further variation of the RHI effect, a remarkable new study has shown that a
similar synchronous splitting of the visual and tactile inputs can lead to the feeling of
being out of one’s body, and owning another body of a different size (van der Hoort
et al. 2011). In this experiment, participants lie down, with their head looking toward
their feet, while wearing a virtual reality headset that shows the legs of a mannequin
lying next to them. An experimenter then simultaneously strokes the participant’s
legs, as well as the legs of the mannequin, with a rod. This simple manipulation
creates a sensory dissociation similar to the RHI: the stroking is felt in one’s own leg,
but it is seen as happening synchronously in the mannequin’s leg. Similar to the RHI,
the synchronous dissociation creates the feeling that the feet of the mannequin are
the participant’s own. Interestingly, the participants then feel like they themselves
are the size of the mannequin, and they feel threatened if the mannequin is attacked.
This ‘out-of-body’ experience has remarkable cognitive effects. If the incorporated
mannequin is small, the subjects feel short, and when asked to use their hands to
judge the size of small boxes shown to them, participants judge the boxes as quite
big. Conversely, if the incorporated mannequin is huge, participants feel they
themselves are huge, and thus judge really large boxes as small.

Extending this effect further, a similar synchronous dissociation has been shown
to create the feeling of being out of one’s own body, and being in a point of space
outside. This happens when the participant feels the tactile input in her chest, but
sees the visual input in a point in space behind her, an illusion achieved using
virtual reality goggles. This leads to the incorporation of this (empty) space into the
body schema, and the shifting of the visual perspective to that point in space. This
effect is quite remarkable, as it shows that the perceptual synchrony can lead to a
form of idealized incorporation, where empty space is incorporated into the body
(similar to the invisible hand illusion), by shifting the visual perspective to that
point in space. This incorporation also has cognitive effects, such as a different
judgment of the distance one needs to walk to reach a target (Ehrsson 2007;
Lenggenhager et al. 2007). This experiment shows passive incorporation at the
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level of the whole body, and this type of incorporation seems to alter the nature of
cognitive activities performed by the subject, and the space and perspective asso-
ciated with these cognitive activities. How this global-level incorporation affects
possible actions/activities and extension of peripersonal space is not clear, as this
has not been explored yet.

These experiments indicate that: (1) Objects are incorporated into the body
schema when used as tools, (2) Objects resembling body parts are easily incor-
porated into the body schema through a synchronous dissociation mechanism, and
such incorporation has cognitive effects, (3) Space outside the body can easily be
incorporated into the body schema, and this leads to cognitive effects. These results
show the possibility of extending your body schema to incorporate external entities
and perspectives (and thus knowing them by participation), and how such incor-
poration can lead to cognitive changes. These are early and indicative results, but
taken together with the tool-use case, and the ease with which incorporation occurs,
they suggest that such incorporation is possible, and it is very common. The
cognitive effects illustrated by these experiments also suggest that such incorpo-
ration of external entities and space into the body schema could be a mechanism
through which we understand/know external objects—via the new activities, per-
spectives, or the different ways of doing/examining old activities, which the objects
and their features make possible.

The incorporation account provides a new way of understanding how
model-based reasoning based on computational models lead to discovery, partic-
ularly discovery based on games such as Foldit. Essentially, scientific discovery
games work by re-representing conceptual knowledge as a control interface, where
global knowledge of the system can be gained through actions on models and
feedback from these actions. The above account of how the body schema is
extended to incorporate external tools and artifacts suggests the underlying mech-
anism in the case of Foldit and similar games could be a similar gradual integration
of the internal imagination process and the external model, and the implicit
understanding of the system’s behavior that emerges from this incorporation.

Further, this account could be extended to model-based-learning, where con-
ceptual knowledge is gained through similar actions and feedback, via the manip-
ulation of models and physical artifacts. In mathematics and science education,
manipulatives and models are commonly used to improve learning of abstract
concepts, such as fraction concepts and area concepts, and unperceivable patterns,
such as DNA structure and stereochemistry. More broadly, there are standard
approaches to learning based on actions and feedback, such as learning-by-doing
and activity-based-learning, and software platforms that promote action-based
learning, such as Geogebra, Netlogo (Wilensky and Reisman 2006), and Kill Math,
which seeks to promote learning of math and science concepts through manipula-
tions of objects and numbers on screen. The incorporation account of model-based
learning allows understanding learning situations involving manipulable models and
novel digital media (Landy et al. 2014; Landy and Goldstone 2009; Majumdar et al.
2014; Marghetis and Nunez 2013; Ottmar et al. 2012), and also extend learning
frameworks based on modeling (such as Modeling Theory, Hestenes 2006).
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6 Beyond Telling

Computational models are complex, opaque and highly dynamic entities that embed
experimental data and theoretical concepts. The two cases discussed above suggests
that discoveries made by novices using such models significantly exploit implicit
knowledge, of patterns (case 1) and visuo-spatial structure (case 2). Understanding
model-based reasoning using computational models thus require an account where
implicit knowledge plays a significant role. The incorporation account
(Chandrasekharan 2009; Chandrasekharan and Nersessian, 2015), proposes such a
theoretical model, where discoveries based on computational models are based on
the gradual development of a coupling between the internal imagination system and
the external model. This coupling emerges through the process of building the
model and running thousands of simulations and variations. I propose here that the
cognitive mechanism underlying incorporation is a reuse/extension of the mecha-
nism involved in the incorporation of tools into the body schema (also see
Chandrasekharan 2014).

Since computational models and media are here to stay, what broader implica-
tions for science practice and science education are offered by these case studies and
the incorporation account? I explore four implications below:
1. From a cognition perspective, a key implication is the wide acceptance of

implicit knowledge as a critical component of model-based reasoning and dis-
covery. Computational modelers, in combination with their models, know more
than they can tell (Polanyi 1958). Related to this is a focus on the process of
building the model, and how building contributes to incorporation, and thereby,
discoveries. The building process is poorly understood, and most studies of
modeling ignore this critical component, particularly when building is done by
communities of modelers, as in the case of Foldit. This three-fold combination,
of implicit processes, building, and incorporation, could eventually lead to an
embodied cognition account of MBR.

2. This shift in scientific practice will be reflected in science education, with the two
dominant modes of training in science, apprenticeship and classroom training
(which Bruner calls “showing” and “telling” modes), augmented by a modeling-
based training. This new “enactive”mode is more social, participatory (as systems
such as Foldit allow students to work with real problems) and decentralized than
the currently dominant “telling” mode practiced in classrooms. While less
embodied than the “showing” mode of learning in research laboratories, the
enactive mode is more powerful in terms of exploration. The currently domi-
nant telling mode is both enabled by and built around static media such as text and
diagrams, and the dynamic nature of new computational media, particularly
simulations and visualisations, is already disrupting science education based on
this mode.

3. Computational models are constantly revised and expanded, through the
embedding of experimental data and theoretical developments. Coupled with
their role as generators of counterfactual scenarios and innovations,
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computational models develop a complex and constantly changing relationship
with the external world. Their correspondence with the real world is achieved,
contingent, and constantly evolving. The central role played by computational
models in contemporary practice suggests that this nature—achieved, contingent,
and constantly evolving—will reshape our understanding of the nature of sci-
entific knowledge, towards science-as-engineered-artifact that becomes part of
reality and changes it, rather than (just) the view that science accurately captures
pre-existing reality.

4. A central feature of computational models is their extreme ability to generate
counterfactual scenarios and mechanisms. This feature makes them ideal for
developing new technologies and mechanisms, and this makes computational
models one of the key structures supporting the ongoing blending of science and
engineering into engineering sciences, particularly in biology. The acceleration of
this blending, and the blending of the related distinction between discovery and
innovation, is a key practice implication of the shift to computational models and
media.

7 Conclusion

The shift from the traditional static media such as text and graphics to computa-
tional modeling is set to change the practices of science and science education,
particularly model-based reasoning based on external models. I examined two
instances of the use of computational modeling to make key discoveries, and
proposed an incorporation account of how building these models lead to scientific
discovery. This incorporation account was extended further to propose an under-
lying cognitive mechanism, based on the way the body schema is extended during
tool use. I then examined some of the major implications of this account. This
account just begins the process of understanding the systemic shift to computational
media and its implications for science and science education. A lot more needs to
done before we can get a good grasp of the nature of this shift, particularly to design
institutional structures around computational media.
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Is There a Scientific Method? The Analytic
Model of Science

Carlo Cellucci

Abstract The nature of the scientific method has been a main concern of philos-
ophy from Plato to Mill. In that period logic has been considered to be a part of the
methodology of science. Since Mill, however, the situation has completely chan-
ged. Logic has ceased to be a part of the methodology of science, and no Discourse
on method has been written. Both logic and the methodology of science have
stopped dealing with the process of discovery, and generally with the actual process
of scientific research. As a result, several first-rate scientists, from Feynman and
Weinberg to Dyson and Hawkins, have concluded that philosophy has become
useless and totally irrelevant to science. The aim of this paper is to give some
indications as to how to develop a logic concerned with the process of discovery
and a methodology of science dealing with the actual process of scientific research.

1 Introduction

The nature of the scientific method has been a main concern of philosophy from
Plato to Mill. In that period, logic has been considered to be a part of the
methodology of science. In particular, Aristotle’s Analytics is a treatise of both logic
and methodology of science. Aristotle refers to it as a single work, ta analutika [The
Analytics], and states that it is an inquiry “about demonstration,” so it has a single
object, namely, “demonstrative science” (Aristotle, Analytica Priora, A 1, 24 a 10–
11). The titles Analytica Priora and Analytica Posteriora were probably added by
later editors to designate two parts of a single work.

Since Mill, however, the situation has completely changed. Logic has ceased to
be a part of the methodology of science, and no Discourse on method has been
written. Frege maintains that logic cannot be concerned “with the way in which”
new results “are discovered” but only “with the kind of ground on which their”
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justification “rests” (Frege 1959, 23). The question of discovery is a merely
subjective, psychological one, and hence “may have to be answered differently
for different persons,” only the question of justification “is more definite” (Frege
1967, 5). Similarly, logical positivism maintains that the methodology of science
cannot be concerned with the actual process of scientific research, because it
“cannot provide general procedural rules for the discovery of a new theory,” it can
only “formulate precise objective criteria which, for any proposed hypothesis H and
evidence sentence E, determine whether or to what degree E confirms H” (Hempel
2001, 375). That is, it can only formulate precise objective criteria for the justifi-
cation of theories already discovered.

As a result, although discovery is a crucial aspect of the process of scientific
research, in current textbooks of logic or methodology of science you will hardly
find any treatment of the process of discovery, and generally of the actual process of
scientific research.

This situation is unsatisfactory. Considering the present condition of logic,
Kowalski asks: “Is logic really dead or only just sleeping?” (Kowalski 2001, 2). His
answer is: “Even if logic”might be “only half awake today,” it “can at worst be only
sleeping, to come back with renewed and more lasting vigour in the near future”
(ibid., 3). Kowalski’s answer, however, seems to be more an expression of hope
than a statement of fact, because logic is really sleeping. Having failed to provide a
secure foundation for mathematics and a workable basis for artificial intelligence,
logic has lost two kingdoms and has not yet found a new role. The question is: How
can logic be awakened from its sleep? A similar question can be raised about the
methodology of science: How can the methodology of science be awakened from its
sleep? The aim of this paper is to suggest an answer to these questions.

2 The Tenet of Classical Analytic Philosophy

At the basis of the assumption that logic and the methodology of science cannot be
concerned with the process of discovery of new results but only with the justifi-
cation of results already found, there is the tenet of classical analytic philosophy,
that philosophy does not advance knowledge but only tries to clarify what we
already know. Thus Wittgenstein states that philosophy “consists essentially of
elucidations” (Wittgenstein 2001, 4.112). We “do not seek to learn anything new by
it” but only “to understand something that is already in plain view” (Wittgenstein
2009, § 89). Dummett states that “philosophy does not advance knowledge: it
clarifies what we already know” (Dummett 2010, 21). From this it follows that logic
and the methodology of science cannot be concerned with the process of discovery
of new results, but only with the justification of results already found.

The tenet of classical analytic philosophy, however, has not contributed to the
reputation of philosophy. In particular, it has led many first-rate scientists—from
Feynman and Weinberg to Dyson and Hawkins—to conclude that philosophy has
become useless and totally irrelevant to science. (For references, see Cellucci 2014).
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3 Contrast with Aristotle’s View of Logic

The view that logic and the methodology of science cannot be concerned with the
process of discovery of new results, contrasts with Aristotle’s view.

According to a widespread opinion, Aristotle’s logic is about deduction. Thus
Boger states that Aristotle’s “principal concern” is “with deduction” (Boger 2004,
106). Striker states that “Aristotle’s logic” is “a general theory of deductive argu-
ment” (Striker 2009, xviii). Smith states that “all Aristotle’s logic revolves around
one notion: the deduction” (Smith 2011).

But it is not so. Aristotle’s logic is mainly concerned with the question of how to
find premises for solving any problem proposed, and hence is both a logic and a
methodology of science. Indeed, Aristotle states that the main task of logic is to tell
us “how to reach for premises concerning any problem proposed, in the case of any
discipline whatever” (Aristotle, Analytica Priora, B 1, 53 a 1–2.). Logic must tell us
“by what method we will find the premises about each thing” (ibid., A 27, 43 a 21–
22). It must indicate to us “how we must hunt for them” (ibid., A 30, 46 a 11–12).
For “surely we ought not only to investigate how syllogisms are constituted, but
also have the ability to produce them” (ibid., A 27, 43 a 22–24). In other words, we
ought not only to investigate the morphology of syllogisms, but also have the
ability to find premises capable of yielding the desired conclusion. For this reason
Aristotle states that, while “arguments are made from premises,” the “things with
which syllogisms are concerned are problems” (Aristotle, Topica, A 4, 101 b
15–16). That is, while arguments infer conclusions from the premises, the thing
with which syllogisms are concerned is finding solutions to problems. From this it
is apparent that Aristotle’s logic is primarily intended to be a logic of discovery.

Consistently with this view, Aristotle indicates how to find premises for solving
problems. Premises can be obtained from the conclusion “either by syllogism or by
induction” (Aristotle, Topica Θ 1, 155 b 35–36). ‘By syllogism’, Aristotle means:
by the procedure for “seeking what the middle term is” (Aristotle, Analytica
Posteriora B 2, 90 a 1). This is the procedure described in Analytica Priora A
27–31, that the medievals called inventio medii since it is a procedure for seeking a
middle term—and hence the premises—for a given conclusion. Such procedure “is
the same for all subjects, in philosophy as well as in the technical or mathematical
disciplines” (ibid., A 30, 46 a 3–4). For a presentation of this procedure, see
Cellucci 2013a, Chap. 7.

4 Factors of the Denial of a Logic of Discovery

At least four factors have concurred in the view that logic and the methodology of
science cannot be concerned with the process of discovery of new results, but only
with the justification of results already discovered.
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The first factor is Romanticism, which exalts intuition and genius. Thus Novalis
states that scientific discoveries “are leaps—(intuitions, resolutions)” and products
“of the genius—of the leaper par excellence” (Novalis 2007, 28). The method of
science is the “method of the divinatory genius” (ibid., 100).

The second factor is the development, in the nineteenth century, of theories
which employ unobservable entities and processes, and hence cannot be derived
from observation. Since such theories cannot be derived from observation, Whewell
states that “an art of discovery is not possible. At each step of the progress of
science, are needed invention, sagacity, genius; elements which no art can give”
(Whewell 1847, I, viii). Discovery “must ever depend upon some happy thought, of
which we cannot trace the origin” (ibid., II, 20). This produces a hypothesis which
is then “verified, and followed to its consequences” (ibid., II, 41).

The third factor are the foundational problems of the infinitesimal calculus,
which suggested that what was urgently needed was a logic of justification rather
than a logic of discovery. Thus Frege states that “almost insuperable, difficulties
stood in the way of any rigorous treatment” of the infinitesimal calculus, in par-
ticular “the concepts of function, of continuity, of limit and of infinity have been
shown to stand in need of sharper definition” (Frege 1959, 1). Therefore, today
there is need for “rigour of proof, precise delimitation of extent of validity, and as a
means to this, sharp definition of concepts” (ibid.). Then logic must not concern
itself with the question of discovery, but rather with the question of “how we can
provide” a judgment “with the most secure foundation” (Frege 1967, 5).

The fourth factor is the opinion that a logic of discovery should provide an
algorithmic method for solving problems. This opinion is widespread throughout
classical analytic philosophy. In particular, logical positivism maintains that a logic
of discovery is impossible because such a logic should provide an algorithmic
method for solving problems. Thus Carnap states that a logic of discovery is
impossible because there cannot be a “machine—a computer into which we can put
all the relevant observational sentences and get, as an output, a neat system of laws
that will explain the observed phenomena,” for the purpose of discovery “creative
ingenuity is required” (Carnap 1966, 33). Similarly, Hempel states that a logic of
discovery is impossible because “there is no generally applicable mechanical rou-
tine of ‘inductive inference’ which leads from a given set of data to a corresponding
hypothesis or theory” (Hempel 2001, 31). Scientific hypotheses and theories “are
not mechanically inferred from observed ‘facts’: They are invented by an exercise
of creative imagination” (ibid., 32).

5 Logic of Discovery and Logic of Testing

While maintaining that a logic of discovery is impossible because such a logic
should provide an algorithmic method for solving problems, logical positivism
claims that a logic of testing is viable because there is a machine for testing. Thus
Carnap states that, while there is no machine for discovery, there can be a “machine
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with a much more modest aim. Given certain observation e and a hypothesis h,” it
“is in many cases possible to determine, by mechanical procedure,” the “degree of
confirmation of h on the basis of e” (Carnap 1966, 34).

But the assumption that a logic of testing is viable because there is a machine for
testing, is unjustified. By Church’s undecidability theorem, there is even no
machine for testing whether or not a sentence is logically valid. As Putnam states, if
“there is no logic of discovery” because there is no machine for discovery, then “in
that sense, there is no logic of testing, either” (Putnam 1975–1983, I, 268). The
“view that correct ideas just come from the sky, while the methods for testing them
are highly rigid and predetermined, is one of the worst legacies of the Vienna
Circle” (ibid.). In fact, “all the formal algorithms proposed for testing, by Carnap,
by Popper, by Chomsky, etc., are, to speak impolitely, ridiculous: if you don’t
believe this, program a computer to employ one of these algorithms and see how
well it does at testing theories!” (ibid.).

Lakatos mockingly states that “primitive men worship algorithms” and feel
unsafe if they move “beyond the bounds of ritual,” into the wilderness of heuristic
methods, therefore they “prefer decision-procedures” (Lakatos 1978, II, 72). But
“the Greeks did not find a decision-procedure for their geometry,” they “did,
however, find a compromise solution: a heuristic procedure” which “does not
always yield the desired result, but which is still a heuristic rule, a standard pattern
of the logic of discovery” (ibid.).

6 Algorithmic and Heuristic Methods

The opinion that a logic of discovery or testing should be algorithmic is based on
the assumption that “the word ‘method’ is a synonym for an algorism” (Agassi
1980, 187). This assumption is motivated by the wish that a method be always
successful, but makes it impossible to develop a logic of discovery or testing. If we
want to have such logics, we must consider heuristic methods rather than algo-
rithmic ones.

While algorithmic methods guarantee to achieve a solution to a problem in all
cases, heuristic methods do not guarantee that. And yet they greatly reduce the
search space, that is, the domain within which the solution to a problems is sought.
This makes a solution feasible when an algorithmic method is not available. The
formal literature on heuristics tends to suggest that the purpose of heuristics is to
formulate mechanical rules that can be programmed on a computer, but this is
misleading. The purpose of heuristics is rather to find non-mechanical rules that will
guide one to solve problems, even if it takes some skill to apply them.

That methods need not be algorithmic was already recognized in antiquity.
Mathematics and medicine were the first areas where the need for methods to solve
problems arose, and the earliest methods of which we have notice, namely the
method of Hippocrates of Chios for mathematics, and the method of Hippocrates of
Cos for medicine, were heuristic methods. Actually, both Hippocrates of Chios and
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Hippocrates of Cos used the same heuristic method to solve problems, that is, the
analytic method, also known as the method of analysis (see Cellucci 2013a, Chap. 4).
This is the oldest method of science that is known to us, and I will argue that it is
the only method of science which is still plausible today.

7 The Analytic Method

The analytic method is the method according to which, to solve a problem, we look
for some hypothesis that is a sufficient condition for solving the problem, that is,
such that a solution can be deduced from the hypothesis. The hypothesis is obtained
from the problem, and possibly other data already available, by some non-deductive
rule (such as induction, analogy, metaphor, etc.), and must be plausible, that is, the
arguments for it must be stronger than those against it on the basis of experience.
The solution to the problem is then deduced from the hypothesis. But the
hypothesis is in its turn a problem that must be solved, and is solved in the same
way. That is, we look for another hypothesis that is a sufficient condition for solving
the problem posed by the previous hypothesis, it is obtained from the latter, and
possibly other data already available, by some non-deductive rule, and must be
plausible. The solution to the problem posed by the previous hypothesis is then
deduced from the new hypothesis. And so on, ad infinitum. Thus solving a problem
is a potentially infinite process.

The reason why, in the analytic method, hypotheses are obtained by
non-deductive rules rather than by deductive rules, is that deductive rules are
non-ampliative, that is, the conclusion is contained in the premises. For example, in
implication elimination (modus ponens),

AA ! B
B

;

the conclusion B is literally a part of the major premise A → B. Generally, nothing
follows from the conclusion of a deductive rule that does not already follow from
the premises.

On the contrary, non-deductive rules can be ampliative, that is, the conclusion is
not contained in the premises. For example, in induction by enumeration,

Aða1Þ; . . .;AðanÞ
8xAðxÞ ;

the conclusion, 8xA(x), is not contained in the premises—if the universe of dis-
course includes individuals other than a1,…, an.
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8 The Role of Logic in the Analytic Method

In the analytic method, logic primarily serves to find hypotheses for solving prob-
lems, therefore the analytic method involves non-deductive rules. It, however, also
involves deductive rules because, while hypotheses are obtained by non-deductive
rules, solutions to problems are deduced from hypotheses. Moreover, to see that
hypotheses are plausible, one will use the following plausibility test procedure,
which involves deduction:

1. Deduce conclusions from the hypotheses.
2. Compare conclusions with each other, to see that the hypotheses do not lead to

contradictions.
3. Compare conclusions with other hypotheses already known to be plausible and

with results of observations or experiments.

9 Non-deductive Rules

The non-deductive rules by which hypotheses can be obtained are not a closed set,
given once for all, but rather an open set which can always be extended as research
develops. Each such extension is a development of the analytic method, which
grows as new non-deductive rules are added. As Bacon states, “the art of discovery
may grow with discoveries” (Bacon 1961–1963, I, 223). (For a list of basic
non-deductive rules, see Cellucci 2013a, Chaps. 20 and 21.)

Let us consider a simple example of use of a non-deductive rule in discovery.
We say that two things are quasi-equal if, while not identical, they are a very close
approximation to each other. Let a ≅ b: a is quasi-equal to b. Analogy by
quasi-equality is an inference by the rule:

a ffi b AðaÞ
AðbÞ :

This rule is non-deductive because two quasi-equal things are not equal,
therefore the conclusion is not contained in the premises.

An example of use of analogy by quasi-equality in discovery, is Antiphon’s
discovery of the hypothesis that the area of a circle is half the circumference times
the radius. Simplicius tells us that “Antiphon, having drawn a circle, inscribed in it
one of the polygons that can be inscribed” (Simplicius, In Aristotelis Physicorum
Libros Quattuor Priores Commentaria, 54.20–22). The polygon can be viewed as
consisting of n isosceles triangles with the same base b and the same height h, and
hence with the same area, 1

2 bh:
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h

b

If p = nb is the perimeter of the polygon, the area of the polygon will be
nð12 bhÞ ¼ 1

2 ðnbÞh ¼ 1
2 ph:

Then Antiphon observed that, by increasing the number of sides n, “a polygon
would be inscribed in the circle whose sides would by and large coincide with the
circumference of the circle” (ibid., 55.7–8). That is, the polygon and the circle
would be quasi-equal. From the fact that the area of the polygon is 1

2 ph, by analogy
by quasi-equality, Antiphon inferred that the area of the circle is 1

2 cr, where c is the
circumference and r the radius.

10 Heuristic Logic Versus Mathematical Logic

Since, in the analytic method, logic primarily serves to find hypotheses for solving
problems, the logic underlying the analytic method may be called ‘heuristic logic’.
There are some basic differences between heuristic logic and mathematical logic.
Mathematical logic is based on the following assumptions, originally stated by Frege.

1. The goal of logic is to give a secure foundation for mathematics. Its purpose is
“to place the truth of a proposition beyond all doubt” (Frege 1959, 2).

2. Logic pursues this goal through the study of the method of mathematics. This
will show “the ultimate ground upon which rests the justification for holding” a
proposition “to be true” (ibid., 3).

3. The method of mathematics is the axiomatic method. We start from axioms
“expressly declared as such, so that we can see distinctly what the whole
structure rests upon,” and proceed from them by rules of deduction “specified in
advance” (Frege 1964, 2).

4. Logic need only express what is necessary for the axiomatic method. It may
“forgo expressing anything that is without significance for the inferential
sequence” (Frege 1967, 6). Everything “necessary for a correct inference is
expressed in full, but what is not necessary is generally not indicated” (ibid.,
12). Then logic will fail to express all aspects of mathematics. But logic “is a
device invented for certain scientific purposes,” that is, to give a secure foun-
dation for mathematics, “and one must not condemn it because it is not suited to
others” (ibid., 6).
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5. Logic can actually give a secure foundation for mathematics. Admittedly, logic
can give no answer to the question whether the axioms are true, but an answer is
provided by intellectual intuition, which is “the logical source of knowledge”
(Frege 1979, 267). Intellectual intuition is capable “of grasping a thought,”
where “what is grasped, taken hold of, is already there and all we do is take
possession of it” (ibid., 137).

On the other hand, heuristic logic is based on the following assumptions.

1. The goal of logic is to develop tools for acquiring new knowledge. Only so it
can be considered to be fruitful.

2. Logic pursues this goal through the study of the method of mathematics, and
science generally. This will show how new knowledge can be acquired.

3. The method of mathematics, and science generally, is the analytic method. One
starts from a problem and finds hypotheses to solve it by means of
non-deductive rules.

4. Logic must express all that is necessary for the analytic method. It must consider
expressing anything that is significant for acquiring new knowledge.

5. Logic can actually develop tools for acquiring new knowledge. For it provides
non-deductive rules by means of which one may find hypotheses for solving
problems.

These assumptions show the differences between mathematical logic and
heuristic logic. From them, it is apparent that mathematical logic is intended to be a
logic of justification, while heuristic logic is intended to be a logic of discovery.

11 The Axiomatic Method

As we have seen, mathematical logic assumes that the method of mathematics is the
axiomatic method, while heuristic logic assumes that the method of mathematics,
and science generally, is the analytic method. Since antiquity, the axiomatic method
has been viewed as an alternative to the analytic method. But in the Republic Plato
criticizes the axiomatic method arguing that, in such method, “the principle,” being
unjustified, “is not known,” and hence “the conclusion and the intermediate steps
are constructed out of unknown material” (Plato, Respublica, VII 533 c 3–5). Then
the principle, the intermediate steps and the conclusion are mere conventions, and
“what artifice could ever transform this fabric of convention into a science?” (Plato,
Respublica, VII 533 c 5–6).

According to a widespread view, in the Republic Plato criticizes mathematics,
denying it the status of knowledge. For example, Bostock states that “in the Meno
mathematics had certainly been viewed as an example of knowledge, but now in the
Republic it is denied that status” (Bostock 2009, 13). This, however, is a misun-
derstanding, because what Plato criticizes in the Republic is not mathematics, but
rather the use of the axiomatic method in mathematics, being based on principles, or
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axioms, that are unjustified. Plato’s criticism is similar to Hippocrates of Cos’
criticism of the use of the axiomatic method in medicine (see Cellucci 2013a,
Chap. 3).

Specifically, what Plato criticizes is a version of the axiomatic method that does
not require a preliminary justification of principles, or axioms. Alternatively, as a
criterion for the acceptance of axioms, Hilbert requires that axioms be consistent
and proved to be consistent by absolutely reliable means. Indeed, he states that
“there is a condition” to which the axiomatic method “is subject, and that is the
proof of consistency” (Hilbert 1967, 383). Such proof must be carried out without
using “any dubious or problematical mode of inference” (Hilbert 1996c, 1139).
Hilbert’s requirement on axioms can be seen as a response to Plato’s criticism of the
axiomatic method.

12 The Axiomatic Method and Gödel’s Incompleteness
Theorems

Without Hilbert’s requirement on axioms a science would be a mere convention.
But even with Hilbert’s requirement the axiomatic method is inadequate. Indeed, it
is incompatible with Gödel’s incompleteness theorems.

The axiomatic method is incompatible with Gödel’s first incompleteness theo-
rem. For according to such method, all true sentences of a theory must be deducible
from the axioms of the theory. But, by Gödel’s first incompleteness theorem, for
any theory in a given field satisfying certain minimal conditions, there is a sentence
which is true but not deducible from the axioms of the theory.

The axiomatic method is incompatible with Gödel’s second incompleteness
theorem. For according to such method, the axioms should be consistent and proved
to be consistent by absolutely reliable means. But, by Gödel’s second incom-
pleteness theorem, for any theory in a given field satisfying certain minimal con-
ditions, the axioms of the theory cannot be proved to be consistent by absolutely
reliable means.

That the axiomatic method is incompatible with Gödel’s incompleteness theo-
rems shows that mathematical logic cannot be really a logic of justification. Indeed,
in addition to its incompatibility with Gödel’s incompleteness theorems, there are
also other reasons why the axiomatic method is inadequate; see Cellucci 2013b.

13 The Analytic Method and Gödel’s Incompleteness
Theorems

Contrary to the axiomatic method, the analytic method is compatible with Gödel’s
incompleteness theorems.
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The analytic method is compatible with Gödel’s first incompleteness theorem.
For according to such method, the solution to a problem of a given field is obtained
from the problem, and possibly other data already available, by means of hypotheses
not necessarily belonging to that field. Since Gödel’s first incompleteness theorem
implies that solving a problem of a given field may require hypotheses from some
other fields, Gödel’s result even provides evidence for the analytic method.

The analytic method is compatible with Gödel’s second incompleteness theo-
rem. For according to such method, the hypotheses for the solution to a problem are
not definitive, true and certain, but only provisional, plausible and uncertain, so no
solution to a problem can be absolutely certain. Since Gödel’s second incom-
pleteness theorem implies that no solution to a problem can be absolutely certain,
Gödel’s result even provides evidence for the analytic method.

That the analytic method is compatible with Gödel’s incompleteness theorems
means that the latter are no obstacle to heuristic logic being a logic of discovery.
Indeed, in addition to compatibility with Gödel’s incompleteness theorems, there
are also other reasons why the axiomatic method is adequate; see Cellucci 2013b.

14 Some Misunderstanding About the Axiomatic Method

Several people tend to take for granted that the method of mathematics is the
axiomatic method, for at least two reasons.

1. They believe that Euclid’s Elements are the prototype of all mathematics. But
they overlook that Euclid’s Elements are only a compilation and reorganization
of earlier texts for didactical purposes. Indeed, in the Elements Euclid “did not
bring in everything he could have collected,” but only “theorems and problems
that are worked out for the instruction of beginners” (Proclus 1992, 69.6–9). He
omitted matters that “are unsuitable for a selection of elements because they lead
to great and unlimited complexity” (ibid., 74.21–22).

In compiling and reorganizing earlier texts for didactical purposes, Euclid fol-
lowed Aristotle’s indications on teaching. Aristotle states that “all teaching and all
intellectual learning come from already existing knowledge” and also “the math-
ematical sciences are approached in this way” (Aristotle, Analytica Posteriora, A 1,
71 a 1–4). They are taught and learned through the axiomatic method, which is not
the method of mathematics but the method of the teaching of mathematics. For
teaching is carried out through arguments “which proceed from the principles
appropriate to each branch of learning,” that is, through axiomatic demonstrations,
which are the “didactic arguments” (Aristotle, De Sophisticis Elenchis, 2, 165 b
1–2). Indeed, didactic arguments are the “demonstrative arguments” which are
“treated in the Analytics” (ibid., 2, 165 b 9). Demonstrative arguments must not be
confused with discovery arguments which, as we have seen, Aristotle bases on
inventio medii and induction. The distinction between discovery arguments and
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demonstrative arguments is made clear by Cicero, who states that “all methodical
treatment of rational discourse involves two arts, one of discovering” and one of
demonstrating or “judging”, and while the Stoics “pursued the art of judging” but
“completely neglected” the “art of discovering,” conversely “Aristotle came first in
both” (Cicero, Topica, 6).

That Euclid followed Aristotle in assuming that the axiomatic method is not the
method of mathematics but the method of the teaching of mathematics, is apparent
from the fact that Euclid did not use the axiomatic method in his own research
works. In particular, Euclid’s Data, Porisms, and Surface Loci were part of “the
so-called Treasure of Analysis,” a “special body of doctrine provided for the use of
those who, after finishing the ordinary elements, are desirous of acquiring the power
of solving problems,” which “is the work of three men, Euclid, the author of the
Elements, Apollonius of Perga, and Aristaeus the Elder, and proceeds” not by the
axiomatic method but “by the method of analysis and synthesis” (Pappus
1876–1878, VI, 634, 3–11). Then it is unjustified to see Euclid’s Elements as the
prototype of all mathematics.

2. They believe that Hilbert identifies the method of mathematics with the axiomatic
method, and indeed that Hilbert “has thought mathematicians to think
axiomatically” (Dieudonné 1971, I, 311). Thus, however, they overlook that
Hilbert views “the axiomatic exploration of a mathematical truth” as “an
investigation which does not aim at finding new or more general theorems being
connected to this truth, but to determine the position of this theorem within the
system of known truths together with their logical connections, in such a way that
it can be clearly said which conditions are necessary and sufficient for giving a
foundation of this truth” (Hilbert 1902–03, 50).

According to Hilbert, the axiomatic method does not serve to obtain new results,
but only to provide a foundation and a justification for already known results.
Hilbert aims at “finding a secure foundation for mathematics,” and states that the
method he follows to this purpose “is none other than the axiomatic” (Hilbert
1996b, 1119). In his view, “for the final presentation and the complete logical
grounding of our knowledge the axiomatic method deserves the first rank” (Hilbert
1996a, 1093).

15 The Hypothetico-Deductive Model of Science

The axiomatic method and the analytic method are the basis of two different models
of science, the hypothetico-deductive model and the analytic model of science.

According to the hypothetico-deductive model, to formulate a scientific theory
about a class of things or facts means to formulate hypotheses, then to deduce
consequences from them, and finally to compare such consequences with one
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another to see whether the hypotheses are consistent, and with the observational and
experimental data to see whether the hypotheses stand the test of reality.

Thus Popper states that science “always proceeds on the following lines. From a
new idea, put up tentatively, and not yet justified in any way–an anticipation, a
hypothesis, a theoretical system, or what you will–conclusions are drawn by means
of logical deduction” (Popper 2002, 9). These conclusions are first “compared with
one another,” in order to test “the internal consistency of the system” (ibid.). Then
the theory is tested “by way of empirical applications of the conclusions which can
be derived from it” (ibid.). Finally the theory is compared “with other theories,
chiefly with the aim of determining whether the theory would constitute a scientific
advance should it survive our various tests” (ibid.).

However, the hypothetico-deductive model of science is faced with some basic
difficulties. Being based on the axiomatic method, the hypothetico-deductive model
is incompatible with Gödel’s incompleteness theorems. Moreover, the hypothetico-
deductive model leaves to one side the crucial issue of how to find hypotheses, it
merely states that discovery requires “creative intuition” (Popper 2002, 8).
Furthermore, the hypothetico-deductive model is incapable of accounting for the
process of theory change, that is, the process in which one theory comes to be
replaced by another. For according to it, a theory has no rational connection with
the preceding one, except that it agrees with more observational and experimental
data than the preceding one. Thus the hypothetico-deductive model leaves to one
side not only the crucial issue of the discovery of hypotheses, but also the equally
crucial issue of theory change.

In addition to the hypothetico-deductive model, we might consider the semantic
model. But the semantic model is faced with as many difficulties as the hypothetico-
deductive model; see Cellucci 2016.

16 The Analytic Model of Science

According to the analytic model of science, to formulate a scientific theory about a
certain class of problems means to formulate hypotheses that are sufficient condi-
tions for solving them by means of some non-deductive rules, then to formulate
hypotheses which are sufficient conditions for solving the problems posed by such
hypotheses by means of some non-deductive rules, and so on. All the hypotheses
thus formulated must be plausible, that is, the arguments for them must be stronger
than those against them.

A theory comes to be replaced by another one when the hypotheses reached at a
certain stage are no longer plausible. The hypotheses of the new theory are for-
mulated through an analysis of the reasons why the hypotheses of the old theory
were no longer plausible. Therefore, the new theory is rationally connected with the
old theory.
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Heuristic logic is a part of the analytic model of science, so it is a part of the
methodology of science, meant as concerned with the actual process of scientific
research.

The analytic model of science is not subject to the problems of the
hypothetico-deductive model. Indeed, being based on the analytic method, the ana-
lytic model is compatible with Gödel’s incompleteness theorems. Also, the analytic
model is capable of dealing with the crucial issue of how to find hypotheses. They are
obtained by means of some non-deductive rule. Moreover, by what has been said
above, the analytic model is capable of accounting for the process of theory change.

Thus the analytic model of science is capable of accounting not only for the
crucial issue of the discovery of hypotheses, but also for the equally crucial issue of
theory change.

17 Truth and Plausibility

A further problem with the hypothetico-deductive model of science is that it
assumes that the goal of science is truth, in the sense of the correspondence theory.
Thus Popper states that “science is the search for truth” and “truth is therefore the
aim of science” (Popper 1996, 39). Specifically, “science aims at truth in the sense
of correspondence to the facts or to reality” (Popper 1972, 59).

But saying that the goal of science is truth, in the sense of the correspondence
theory, conflicts with the fact that the history of science offers us many examples of
important theories that at one stage were taken to be true but are false according to
present scientific theories (see Laudan 1981). Now, a theory that is true at one stage
in the sense of the correspondence to reality cannot become false at a later stage.
For either there is correspondence to reality or there is no correspondence.

Moreover, saying that science aims at truth, in the sense of correspondence to
reality, conflicts with the fact that the correspondence conception of truth does not
provide a criterion of truth, namely, a generally non-algorithmic means which
allows us to distinguish true statements from false statements. As Kant states, “I can
compare the object with my cognition” only “by cognizing it” (Kant 1992, 557).
That is, by cognizing the object. But “since the object is outside me, the cognition
in me, all I can ever pass judgment on is whether my cognition of the object
agrees,” not with the object, but only “with my cognition of the object” (ibid.,
557–558). Therefore, we cannot know whether a theory about the world is true in
the correspondence sense.

The analytic model of science is not subject to these limitations, because it does
not assume that the goal of science is truth. Instead, it assumes that the goal of
science is plausibility. Then it is not affected by the problem that theories which at
one stage were taken to be true are false according to present scientific theories.
A theory that is taken to be plausible at one stage may very well become
implausible at a later stage, when new data emerge which lead to conclude that the
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arguments against the theory are stronger than those for it. While truth is an
absolute concept, plausibility is a relative concept. Moreover, the analytic model of
science is not affected by the problem that the correspondence conception of truth
does not provide a criterion of truth. The plausibility tests procedure described
above provides a criterion of plausibility.

18 The Goal of Logic

As the hypothetico-deductive model of science assumes that the goal of science is
truth, mathematical logic assumes that the goal of logic is truth. Thus Frege states
that “all the sciences have truth as their goal, but logic is concerned with the
predicate ‘true’ in a quite special way” (Frege 1979, 128). For “the laws of logic are
nothing other than an unfolding of the content of the word ‘true’” (ibid., 3).
However, by assuming that the aim of logic is truth, mathematical logic is faced
with the same problems as the hypothetico-deductive model of science.

Conversely, heuristic logic assumes that the aim of logic is plausibility and
hence is not affected by those problems. Replacing truth with plausibility is
essential for a logic of discovery. This is made clear already by Aristotle, who states
that, in order to show that a hypothesis is plausible, we will “examine the arguments
for and the arguments against” (Aristotle, Topica, Θ 14, 163 a 38–b 1). Then, “if the
difficulties are solved and the accepted opinions are left standing, we shall have
proved the case sufficiently” (Aristotle, Ethica Nicomachea, H 1, 1145 b 6–7). This
is a process of discovery, because “the resolution of a difficulty is a discovery”
(ibid., H 2, 1146 b 7‒8). Indeed, the process of discovery consists not only in
finding hypotheses, but also in showing that the hypotheses thus found are
plausible.

19 Conclusion

If logic is to come back with renewed and more lasting vigour and the methodology
of science is to be useful, it is necessary to develop a logic concerned with the
process of discovery and a methodology of science dealing with the actual process
of scientific research.

Heuristic logic and the analytic model of science provide a framework for
developing such a logic and methodology of science. In particular, they are not
subject to the limitations of mathematical logic and the hypothetico-deductive
model of science.
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Ad Hoc Hypothesis Generation
as Enthymeme Resolution

Woosuk Park

Abstract To date there seems to be no disciplined way of distinguishing between
ad hoc hypotheses and legitimate auxiliary hypotheses. This is embarrassing not
just for Popperian falsificationist scientific methodology, for the need for such a
distinction seems an important part of scientific practice. Do scientists bother about
ad hoc hypotheses at all? Did any towering figure in the history of science care
about ad hoc hypotheses? Ironically, the answers to these questions seem to be
“Yes” and “No” in both cases. Inspired by Paglieri and Woods’ recent proposal for
a theory of enthymeme based on the principle of parsimony, I propose to approach
the problem of ad hoc hypothesis by interpreting it as a kind of enthymeme reso-
lution. One reason for this interpretative strategy lies in its potential for under-
standing the pervasiveness and the longevity of the Aristotelian scientific
methodology embedded in the scientific practice throughout the ages.

Keywords Ad hoc hypothesis � Enthymeme � Fabio Paglieri � Imre Lakatos �
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To date there seems to be no disciplined way of distinguishing between ad hoc
hypotheses and legitimate auxiliary hypotheses. This is embarrassing not just for
Popperian falsificationist scientific methodology, for the need for such a distinction
seems an important part of scientific practice, at least insofar as standard intro-
ductory textbooks of philosophy of science assume it. But do practicing scientists
bother about ad hoc hypotheses at all? Did any towering figure in the history of
science care about ad hoc hypotheses? Ironically, the answers to these questions
seem to be “Yes” and “No” in both cases. Inspired by Paglieri and Woods’ recent
proposal for a theory of enthymeme based on the principle of parsimony, I propose
to approach the problem of ad hoc hypothesis by interpreting it as a kind of
enthymeme resolution. No doubt, this approach is inspired by some recent attempts
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to view the problem of ad hoc hypothesis as a case of anomaly resolution. These
attempts again are stemming from the efforts to synthesize the recent advances in
logic and philosophy of science. To the best of my knowledge, however, no one has
hinted at understanding ad hoc hypothesis in terms of enthymeme. I shall show that
the different views of Popper, Lakatos, and others on ad hoc hypothesis can be
understood as emphasizing different standards for enthymeme resolution: i.e.,
parsimony and charity. One strong motivation for my interpretative strategy lies in
its potential for understanding the pervasiveness and the longevity of the
Aristotelian scientific methodology embedded in the scientific practice throughout
the ages.

1 The Problem of Ad Hoc Hypothesis

1.1 Popper: Ad Hoc Hypothesis and the Discovery
of Neptune

As is well-known, Karl R. Popper was preoccupied with the problem of ad hoc
hypothesis throughout his career. In his first book Logik der Forschung, he intro-
duces the problem, for example, in the context of examining some objections to his
criterion of demarcation of science and pseudo-science, i.e., falsifiability:

Itmight be said that even if the asymmetry is admitted, it is still impossible, for various reasons,
that any theoretical system should ever be conclusively falsified. For it is always possible to
find some way of evading falsification, for example by introducing ad hoc an auxiliary
hypothesis, or by changing ad hoc a definition (Popper 1934\1959\1975, pp. 41–42).

However, his most articulate discussion seems to be found in his “Replies to My
Critics” published in Living Philosopher series. Here, he explains how he under-
stands the meaning of “ad hoc” as follows:

I call a conjecture “ad hoc” if it is introduced (like this one) to explain a particular difficulty,
but if (in contrast to this one) it cannot be tested independently (Popper 1974, p. 986).

He is here referring to the case of the discovery of Neptune, by which he tries to
distinguish between ad hoc hypothesis and auxiliary hypothesis:

In the case of the disturbances in the motion of Uranus the adopted hypothesis was partly
revolutionary: what was conjectured was the existence of a new planet, something which
did not affect Newton’s laws of motion, but which did affect the much older “system of the
world”. The new conjecture was auxiliary rather than ad hoc: for although there was only
this one ad hoc reason for introducing it, it was independently testable: the position of the
new planet (Neptune) was calculated, the planet was discovered optically, and it was found
that it fully explained the anomalies of Uranus. Thus the auxiliary hypothesis stayed within
the Newtonian theoretical framework, and the threatened refutation was transformed into a
resounding success (ibid.).
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Apparently, Popper strenuously tries to distinguish between ad hoc and auxiliary
hypotheses. As Bamford perceptively notes, “Popper’s attitude to both auxiliary
and ad hocp hypotheses is negative, however, as both would remove the empirical
challenges confronting theories” (Bamford 1999, 375; see also Bamford 1993,
1996). All too probably, Popper would have wanted to view the disturbances in the
motion of Uranus as falsifying once and for all the Newtonian theory. However,
Uranus’ misbehavior turns out to be the momentum for the discovery of Neptune,
which is widely hailed as “a triumph without equal for celestial mechanics”
(Herrmann 1984, p. 38).1 Popper’s reluctance of distinguishing between ad hoc and
auxiliary hypotheses can be indeed detected from his own words:

For example the observed motion of Uranus might have been regarded as a falsification of
Newton’s theory. Instead the auxiliary hypothesis of an outer planet was introduced ad hoc,
thus immunizing the theory. This turned out to be fortunate; for the auxiliary hypothesis
was a testable one, even if difficult to test, and it stood up to tests successfully (Popper
1976, p. 42).

Even though he explicitly points out that the hypothesis of an outer planet was
introduced ad hoc, he was enforced to call it not an ad hoc but an auxiliary
hypothesis. Commenting on the paragraph just quoted, Bamford caricatures Popper
as treating the trans-Uranian Planet hypothesis “as a fellow traveler with ad hoc
hypotheses, mystifyingly remarking that it was ‘fortunate’ the hypothesis was
testable” (Bamford 1999, 379).

1.2 Lakatos

The essence of Lakatos’s scientific methodology is aptly summarized in his own
word as follows:

All scientific research programmes may be characterized by their ‘hard core’. The negative
heuristic of the programme forbids us to direct the modus tollens at this ‘hard core’. Instead,
we must use our ingenuity to articulate or even invent ‘auxiliary hypotheses’, which form a
protective belt around this core, and we must redirect the modus tollens to these. It is this
protective belt of auxiliary hypotheses which has to bear the brunt of tests and get adjusted
and re-adjusted, or even completely replaced, to defend the thus-hardened core. A research
programme is successful if all this leads to a progressive problem shift; unsuccessful if it
leads to a degenerating problem shift (Lakatos 1978a, p. 48).

1Herrmann explains rather convincingly the reason why as follows: “Although at the time of this
scientific achievement no one doubted the validity of the Newtonian law of Gravity, the under-
standing of the celestial laws had indeed been demonstrated in a particularly complete and con-
vincing way as a result of this achievement. Astronomical prognoses were at that time nothing new
for the researcher, but the discovery of a new large planet by means of the application of a theory
understandably made a great impression in the widest circles and was of particular propaganda
value, since the confirmation of theory through practice demonstrated the level of understanding of
celestial mechanical laws” (Herrmann 1984, p. 38).
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Lakatos believes that Netwon’s gravitational theory is “possibly the most suc-
cessful research programme ever”. When it was first introduced, according to him,
it was submerged in an ocean of ‘anomalies’. But Newtonians turned these
anomalies (counterexamples or difficulties) into corroborating instances, thereby
into a new victory of their programme. In terms of his celebrated metaphor of hard
core and protective belt, now Lakatos describes the fortuna of Newton’s programme
as follows:

In Newton’s programme the negative heuristic bid us to divert the modus tollens from
Newton’s three laws of dynamics and his law of gravitation. This ‘core’ is ‘irrefutable’ by
the methodological decision of its proponents: anomalies must lead to changes only in the
‘protective’ belt of auxiliary, ‘observational’ hypotheses and initial conditions (ibid.).

Against the background of what Popper had to say about ad hoc and auxiliary
hypothesis, exactly how are we to understand Lakatos’ stance?

1.3 Duhem-Quine Problem

Lakatos is no doubt the most serious critic of Popper’s scientific methodology. We
should not forget at the same time the fact that Lakatos is still a sort of falsifica-
tionist. Indeed, Lakatos himself contrasted his sophisticated methodological falsi-
ficationism with Popper’s naïve methodological falsificationism (Lakatos 1978a,
p. 31f.). In understanding these double aspects of Lakatos against the Popperian
heritage, there seems to be no better strategic point than the problem of ad hoc
hypothesis.

As Gillies points out, “[i]n the years 1963–4 when he published Proofs and
Refutations, he was a follower of Popper and a defender of Popperian philosophy”:

The purpose of these essays is to approach some problems of the methodology of mathe-
matics. I use the word “methodology” in a sense akin to Polya’s and Bernays’ “heuristic”
and Popper’s “logic of discovery” or “situational logic” (Lakatos 1976, p. 3; Gillies 2002,
p. 13).

According to Gillies, Lakatos has the same attitude towards Popper in his 1968
article: “Changes in the Problem of Inductive Logic”. In this article, Lakatos
defends Popper’s theory of corroboration against Carnap’s theory of confirmation.
But, in 1973, only 5 years later, everything changed drastically. Now Lakatos
attacks Popper in a ruthless fashion. To quote Lakatos himself:

Allegedly, Popper’s three major contributions to philosophy were: (I) his falsifiability
criterion - I think this is a step back from Duhem; (2) his solution to the problem of
induction - where I think he is a step back from Hume…; and (3) his literary masterpiece
“The Open Society by one of its enemies”… what is it called? The Open Society and its
Enemies. … The Open Society is frankly a literary masterpiece: not being a political
philosopher I cannot comment on its contents, but I certainly think it is a marvelous book.
So, in conclusion, two-thirds of Popper’s philosophical fame is based mis-judgement
(Lakatos 1999, pp. 89–90).
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Now, Gillies must be right in pointing out that Lakatos’ criticisms of Popper are
based fundamentally on the Duhem thesis:

In sum, the physicist can never subject an isolated hypothesis to experimental test, but only
a whole group of hypotheses; when the experiment is in disagreement with his predictions,
what he learns is that at least one of the hypotheses constituting this group is unacceptable
and ought to be modified; but the experiment does not designate which one should be
changed (Duhem 1962, p. 187; Gillies 2002, p. 16).

Gillies claims at this stage that “Lakatos proposes his methodology of scientific
research programmes as a solution to this problem of Duhem’s”, for, “according to
Lakatos, a scientist always works in the context of a research programme, which
has a hard core or negative heuristic.” All this can be confirmed by Lakatos’ own
words:

The appraisal of large units like research programmes is in one sense much more liberal and
in another much more strict than Popper’s appraisal of theories. This new appraisal is more
tolerant in the sense that it allows a research programme to outgrow infantile diseases, such
as inconsistent foundations and occasional ad hoc moves. Anomalies, inconsistencies, ad
hoc stratagems, even alleged negative ‘crucial’ experiments, can be consistent with the
overall progress of a research programme. The old rationalist dream of a mechanical,
semi-mechanical or at least fast-acting method for showing up falsehood, unprovenness,
meaningless rubbish or even irrational choice has to be given up. But this new appraisal is
also more strict in that it demand not only that a research programme should successfully
predict novel facts, but also that the protective belt of its auxiliary hypotheses should be
largely built according to a preconceived unifying idea, laid down in advance in the positive
heuristic of the research programme (Lakatos 1974, 319).

One salient consequence of adopting such a position, especially in connection
with Popper’s scientific methodology, is striking. Now Lakatos claims that there is
no such thing as crucial experiments:

My modification then presents a very different picture of the game of science from
Popper’s. The best opening gambit is not a falsifiable (and therefore consistent) hypothesis,
but a research programme. Mere ‘falsifications’ (that is anomalies) are recorded but need
not be acted upon. ‘Crucial experiments’ in the falsificationist sense do not exist: at best
they are honorific titles conferred on certain anomalies long after the event when one
programme has been defeated by another one (Lakatos 1974, 320).

However, as Hacking convincingly argues, Lakatos tends “to play down the role
of experiment too much” (Hacking 1983, p. 254). I will return to this issue in
Sect. 4.

1.4 The Different Meanings of Ad Hoc

Lakatos claims that there are “two clearly distinguishable senses” of Popper’s usage
of the pejorative term ‘ad hoc’: ad hoc1 and ad hoc2. Ad hoc1 refers to a theory that
is “without excess content”, while ad hoc2 refers to a theory that is “without excess
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corroboration” (Lakatos 1978b, p. 180, n. 1).2 Further, Lakatos identifies still
another unsatisfactory cases that are neither ad hoc1 nor ad hoc2: i.e., ad hoc3
(Lakatos 1978a, p. 40, n. 2; p. 88, n. 2). According to Lakatos, these are the cases of
progress “with a patched up, arbitrary series of disconnected theories” (ibid., p. 88).

Nickles counts the third ad hoc-ness rule “most Lakatosian and least Popperian
in motivation”. Why? Probably because ad hoc3 is characterized by Zahar, who
“explicitly articulates and further develops Lakatos’s ideas on ad hoc-ness”, as
follows:

[A theory is] ad hoc3 if it is obtained from its predecessor through a modification of its
auxiliary-hypotheses which does not accord with the spirit of the heuristic of the pro-
gramme (Zahar 1973, 101; see also Nickles 1987, 191).

Contrary to its prima facie Popperian outlook, Nickles claims that the third ad
hoc-ness rule “prohibits any heuristically unmotivated theory change” (ibid., 192,
Nickle’s emphasis). One striking consequence of this rule, according to Nickles, is
that “blind guesses and Popperian conjectures turn out to be ad hoc3” (ibid.).

On the other hand, Bamford reports that ‘ad hoc’ in ordinary English means “for
this or the particular purpose”, and calls it ‘ad hoce’ (Bamford 1999, 376; Shorter
Oxford). He further elaborates that this term is typically used “to describe some-
thing which is designed or adopted merely to satisfy a particular requirement, or for
the act of doing so”. More interesting in Bamford’s report is, however, pejorative
senses of ‘ad hoc’ both in ordinary English and in scientific community. In the
former, ‘ad hoc’ “also means ‘arbitrary’, ‘makeshift’, ‘stop-gap’, or the like, while,
in the latter, ‘artificial’, ‘cooked up’, ‘implausible’, ‘unreasonable’, ‘unnecessary’,
‘ugly’, or the like”.

Bamford aptly characterizes Popper’s use of ‘ad hoc’ as retaining “its original
English meaning, including its pejorative overtones”. But it seems more significant
that it is also based on such a usage of ‘ad hoc’ in the world of scientists. Bamford
draws our attention to Popper (1972, p. 287), where Popper claims that “it is well
known that ad hoc hypotheses are disliked by scientists”. Popper must be right in
his observation, and Bamford could be excused for his failing to give any intelligent
comments on it. Rigorously speaking, however, Popper could be begging the
question, for he does not provide us with any evidence. Even if he is right, it is not
evident which scientists he is referring to. Does he have in mind only the scientists
of our time, or Scientists after the 17th century scientific revolution, or all scientists
of all ages? Unlike Bamford, then, it might be useful to separate ‘ad hocs’ from ‘ad
hoce’.

Anyway, the sense of ‘ad hocp’ evidently goes beyond ‘ad hoce’ or ‘ad hocs’ by
requiring the independent testability. Furthermore, Bamford seems to assume that
the reason why scientists dislike ad hoc hypotheses does not have to be investigated
insofar as ‘ad hoce’ or ‘ad hocs’ have virtually the same meaning. Even if they have
virtually the same meaning, however, due to the special context, i.e., scientific

2For ad hoc1, Lakatos cites Popper (1934), § 19 and Popper (1963), p. 241. For ad hoc2, he cites
Popper (1963), p. 244, claiming that Popper introduces it since 1963 (ibid.).
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community, ‘ad hocs’ must add some further elements to ‘ad hoce’. In other words,
‘ad hocp’ must have been introduced by Popper in order to capture some such ‘ad
hocs’. If I am on the right track here, then there is further need to elaborate why
Bamford counts ‘ad hoc’ as “a tricky term in Popper’s lexicon”:

Firstly, the definiens for ‘ad hocp’ is a hybrid of the psychological (aiming to remove or
avoid a difficulty) and the methodological (non-independent testability). Secondly, a
hypothesis can be ad hoce without being ad hocp, as is any auxiliary hypothesis on his
definition above (Bamford 1999, 376).

Based on Popper (1976, p. 42, 1972, p. 244), Bamford shows that Popper
sometimes used ‘ad hoc’ as merely ad hoce, another times as ad hocp. and still
another times as “some stronger unexplicated sense of ‘ad hoc’ which in fact
implies that ‘ad hocp’ is inadequate”.

We also noted above Lakatos’ distinction between the three different pejorative
senses of ‘ad hoc’: i.e., ‘ad hoc1’, ‘ad hoc2’, and ad hoc3. So, we face a plethora of
the different senses of ‘ad hoc’, which is nicely enumerated by Martin Carrier.3 I
have no intention to discuss at length the subtle differences between all these senses
of ‘ad hoc’, though such a distinction seems mandatory for any serious philosopher
of science. But we should note the utmost importance of raising the following
question: Was ‘ad hoc’ used pejoratively in the world of scientists, i.e., ‘ad hocs’,
prior to Popper used it so? In other words, can we find textual evidence from the
scientific literature that ‘ad hoc’ did have pejorative sense? If so, since when, by
whom, and how widely was it used in that sense?

3Methodological literature provides us with a vast number of conditions for the ad hoc-ness of a
hypothesis. Apart from the concepts already discussed (i.e. apart from the predictivistic and the
post-Lakatos versions of the heuristic criterion) I am aware of no less than eight different notions
of ad hoc-ness (and I do not, of course, pretend to know them all).

(1) No excess empirical content or no independent testable consequences actually exist (Lakatos
1971a, 112; Grünbaum 1976, 337).

(2) No such consequences are known (Lakatos 1971a, 112; Grünbaum 1976, 336).
(3) No such consequences are confirmed (Zahar 1973, 101; Grünbaum 1976, 334).
(4) All such consequences are empirically refuted (Lakatos 1971a, 112).
(5) It is assumed that a hypothesis is independently testable, but it is further assumed (motivated

by the chains of some rival theory) that the hypothesis will fail in subsequent experimental
tests (Grünbaum 1973, 717).

(6) The hypothesis is empirically ad hoc in the senses (1) or (2) or (3) and has furthermore no
theoretical plausibility or sanction (Grünbaum 1976, 333–337).

(7) There are confirmed consequences but the hypothesis is not in accordance with the heuristic of
a research programme (Lakatos’s ‘ad hoc3’) (Lakatos 1971a, 112). In other words, concept
(6) holds theoretical plausibility to be a sufficient condition for non-ad hoc-ness, concept
(7) views it as a necessary one.

(8) A necessary condition for an ad hoc hypothesis is its ‘non-fundamentality’; it ‘fails to go to
the heart of the matter’ (Leplin 1982, 237; Carrier 1988, 216–217, n. 45).
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2 The Problem of Enthymeme Reconstruction

In what follows, I shall sketch an attempt to interpret the controversy between
Popper and Lakatos on ad hoc hypotheses in terms of enthymeme resolution. The
basic idea is very simple. It seems evident that both the problem of ad hoc
hypothesis and the problem of enthymemes are sub-species of the problem of
anomaly resolution (see Magnani 1999, 2001, 2009; Humphreys 1968; Brun and
Rott 2013; Zenker 2006; Schurz 2013). If so, it is natural and even mandatory to
compare problems, concepts, and theories in both areas. Further, we seem to have
enough ground to believe that enthymeme has a much longer history than ad hoc
hypothesis. If philosophers and scientists before the modern scientific revolution
had to face problems comparable to the problem of ad hoc hypothesis, I believe, it
would have been one of the most useful scientific methods, devices or procedures to
tackle them. To the best of my knowledge, history of enthymeme is yet to be
written. Still, there is huge literature on enthymeme, and I have no ambition to do
justice to the subtle and sophisticated rival theories. I am simply inspired by Paglieri
and Woods’ recent proposal of highlighting the role parsimony rather than charity
in the interpretation and reconstruction of enthymeme (Paglieri and Woods 2011a,
2011b). The contrast of parsimony and charity in the problem of enthymeme seems
to present an entirely new perspective for understanding Popper/Lakatos contro-
versy on ad hoc hypothesis.

2.1 What Is an Enthymeme?

Textbooks of introduction to logic usually provide us a short section on enthy-
meme. For example, Copi deals with it in a chapter entitled “Arguments in ordinary
Language”, and in a section preceding another section for sorites. According to
him, an enthymeme is

an argument that is stated incompletely, part being “understood” or only “in the mind”
(Copi 1982, p. 253).

After pointing out that enthymemes are everywhere in everyday discourse as
well as in scientific practice, he turns to the problem of how to test their validity:

In testing an enthymeme for validity, two steps are involved. The first is to supply the
missing parts of the argument; the second is to test the resulting syllogism (ibid., p. 255).

Copi’s brief characterization of enthymeme seems to represent what Paglieri and
Woods call “the modern conception of enthymeme”, which is “something of a
hybrid of elements drawn from” Epictetus’ and Aristotle’s definitions (Paglieri and
Woods 2011a, 463, 465–467). One essential feature of the modern conception is
reported by Paglieri and Woods as follows:
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According to the modern idea, there is some property Q that it is desirable for arguments to
have, such that an enthymeme lacks it yet its completion has it. Consider validity as an
example. Validity is what the enthymeme lacks and its completion has. An enthymeme of
this sort is a valid argument-in-waiting (ibid., 463).

Paglieri and Woods count incompleteness “as a key feature of enthymeme worth
preserving in the modern conception”:

We agree with the dominant view that something is missing and yet understood in
enthymemes; moreover, that something is essential to their interpretation (ibid., 468).

However, there are many features of the modern conception they found some-
what troublesome. For example, they want to avoid a possible confusion between
“interpreting an enthymeme” and “assessing its value”. Also, they believe that
“something is essential” in interpreting enthymemes does not mean “that, by
understanding the missing element, the hearer will be inclined to accept the argu-
ment as good” but merely “that the missing element is crucial to make an informed
assessment of the enthymeme, be it positive or negative” (ibid.). There are, of
course, many other problems and issues in defining an enthymeme, as there are
many different varieties of enthymemes. Paglieri and Woods enumerate at least the
following different varieties:

(a) Valid and sound elliptic argument: “Socrates is a man, therefore he is mortal”.

(b) Purely formal elliptic argument: “All P are Q, so some R are Q”.
(c) Unsound elliptic argument: “The mackerel is a fish, so it is colour-blind”.
(d) Crazy elliptic argument: “Today I am happy, therefore Mars is not a planet”.
(e) Invalid elliptic argument: “Every Catholic priest is male, so John is a Catholic priest”.
(g) Defeasible elliptic argument: “Ozzie is an ocelot, therefore Ozzie is four-legged”.
(h) Materially valid argument: “The shirt is red, therefore the shirt is coloured”.
(i) Complete argument, either valid or invalid: “Socrates is a man and all men are mortal,

therefore Socrates is mortal”, and “Lassie is mortal and every man is mortal, therefore
Lassie is a man”.

(j) Isolated statement: “Socrates is mortal” (Paglieri and Woods 2011a, 469–472).

Though it is apparently trivial, one interesting idea is that any invalid argument
might become a valid one by adding some appropriate premises. We may consider
any arbitrarily selected invalid argument, e.g., P/∴S. As Paglieri and Woods point
out, by adding to the premise-set a proposition, i.e., the conditional proposition with
P as antecedent and S as consequent, we can produce a valid argument. No one
would deny that an enthymeme cannot be “just any invalid argument validated by
addition of its corresponding conditional as premiss”. But how are we to distinguish
between valid and invalid enthymemes? What Paglieri and Woods call the de-
marcation problem, which is a central task for a theory of enthymemes, is nothing
but “to preserve the distinction, and to bring it to a decent level of theoretical
articulation” (ibid., 467).

Paglieri and Woods suggest the following as the definition of enthymeme:

ENTHYMEME: A is an enthymeme if and only if A contains at least one explicit premiss
explicitly linked to an explicit conclusion, and yet A can be assessed according to some
standard of argument evaluation if and only if A is first supplemented with some additional
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premiss P that preserves the relevance of all A’s premisses to A + P’s conclusion and is
selected by applying a general reconstructive principle to A (ibid., 468).

According to them, they included five main conditions in this definition:

(i) A is an argument in a minimal sense, i.e. it contains at least one (explicit stated)
premiss that carries the presumption of supporting at least one (explicitly stated)
conclusion.

(ii) A is not assessable on some standard of argument evaluation.
(iii) A + P is assessable on some standard of argument evaluation.
(iv) Adding P to A does not make irrelevant any of A’s premisses to A + P’s conclusion.
(v) The transition from A to A + P is not arbitrary, but rather governed by some general

principle (yet to be determined; see Sects. 2 and 3) (ibid.).

We can appreciate how judiciously Paglieri and Woods selected the conditions
for an enthymeme to satisfy in this definition. As intended by them, we may focus
on the problem of “determining the appropriate criterion that should guide the
reconstruction of enthymemes”.

2.2 Charity Versus Parsimony: The Two Rival Theories
of Enthymeme Resolution

According to Paglieri and Woods, we can distinguish between approaches that are
committed to the completion-as-amelioration doctrine and those that aren’t.
Approaches based on unrestrained appeals to charity are clear examples of the
former. Among the latter, Paglieri and Woods include their own theory based on
parsimony and other analyses of enthymemes that are not committed to the
completion-as-amelioration thesis, and yet differ also from their own proposal in
terms of parsimony, such as contextualism and anti-reconstructionism. Paglieri and
Woods briefly introduce contextualism as follows:

As the name implies, contextualism appeals to context to help identifying missing pre-
misses in enthymemes. Different versions of this approach focus on different contextual
features: among others, intended meaning of the speaker (Ennis 1982), evidence justifying
reconstruction of the enthymeme as an invalid argument (Gerritsen 2001), specific com-
mitments endorsed by the proponent of the enthymeme in the dialogical interaction where it
occurs (Walton 1998, 2008), and general conversational context against which single
arguments are to be assessed and understood by the arguers (Jacobs 1999; Paglieri and
Woods 2011a, 496–497).

Also, Paglieri and Woods explain anti-constructionism as follows:

As for anti-reconstructionism, this view does not consider enthymemes as in need of
reconstruction, but rather endeavours to define a theory of validity (or lack thereof)
applicable to enthymemes without prior supplementation of any “missing” premiss: for an
excellent attempt in this direction, see Hitchcock’s notion of enthymematic consequence
(1998) (ibid., 497).
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It is obviously beyond the scope of this paper to do justice to each and every one
of the theories identified by Paglieri and Woods. For my present purpose, it would
be enough to focus on approaches based on unrestrained appeals to charity as the
foremost example of completion-as-amelioration doctrine and Paglieri and Woods’
theory based on parsimony. Further, insofar as the former is the mainstream
dominant theory of enthymeme (see ibid., 496) and the idea of counting enthymeme
as a sort of valid argument-in-waiting is behind the notion of charity (see ibid.,
463), what is needed is understanding why and on what ground Paglieri and Woods
criticize the theory based on charity and present their own theory based on parsi-
mony as an alternative.

2.2.1 Against Charity

Paglieri and Woods devote an entire section for criticizing the theory based on
charity (ibid., Sect. 2 “Against Charity”, 473–476). However, the more serious and
important criticisms were made even before turning to the section. For they argue
that the following widely accepted idea cannot be true:

GOOD COMPLETIONS AS VALIDATING: A good enthymeme-completion selection
will be a premise that validates it (ibid., 472).

They believe that the existence of cases (e) above is enough to conclude that
way: (e) Invalid elliptic argument: “Every Catholic priest is male, so John is a
Catholic priest”. Good completion of this elliptic argument would need to sup-
plementing it with “John is male”. But that does not make the argument any more
valid. The only possibility left for the defenders of modern conception of enthy-
memes that Paglieri and Woods can figure out is as follows:

In contrast, the modern conception of enthymemes would force us to either exclude these
cases from the definition of enthymemes (because their completion is invalid, when
reconstructed in the most plausible way), or reconstruct them in ways that ensure validity
by adding bizarre and false premises (in this example, the conditional “If every Catholic
priest is male, then John is a Catholic priest”) (ibid., 471).

As a consequence, Paglieri and Woods claim that the doctrine of completion-as-
validation conflates two quite different tasks:

One is the task of spotting a premiss that completes an incomplete argument. The other is
the task of finding a premiss that will validate it (ibid., 472).

Encouraged by the possible liberating effect of separating the two tasks, Paglieri
and Woods even try to generalize:

GOOD COMPLETIONS/BAD ARGUMENTS: It cannot be typical of enthymemes that
they be properly complete only by premises that make them good arguments, in whatever
sense of good fits the particular case. In brief, completion is not amelioration (ibid., 473).
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As Paglieri and Woods point out, there is still “the problem of elucidating what
guides selection of the appropriate premiss to supplement the enthymeme with”.
Again, as they do not forget to mention, that is nothing but fleshing out the con-
dition (v) of their definition of enthymemes.

2.2.2 For Parsimony

Paglieri and Woods counts “the pragmatic question of why enthymemes are so
frequent in human communication” as another fundamental question that cannot be
answered by invoking charity:

Even assuming charity in interpreting each other’s arguments, why do we so often indulge
in enthymematic argumentation, and why are we so favourably disposed towards incom-
plete arguments? If charity were the rule, why would it be so? And why do we system-
atically fail to speak or write our arguments in a more complete and explicit fashion, relying
instead on the charity of the audience? (ibid., 477)

In order to answer these questions, Paglieri and Woods start with Herbert
Simon’s notion of bounded rationality (see Simon 1955, 1956). They explain that,
from the vast literature on bounded rationality, thy draw upon on a single aspect:
“how the fact that agents are cognitively resource-bounded affects their dialectical
capacities”, and “how this same fact should inform a good theory of argumentative
rationality” (ibid., 477). As they count resource-boundedness as a simple fact of
life, they find the need to be parsimonious in using the finite and scant resources as
inherent to the rationality of all our actions (ibid.).

So, Paglieri and Woods’ answer to the questions raised above is utterly simple:

In a nutshell, our hypothesis is that both the frequent use of enthymemes and the principles
governing their reconstruction are ultimately motivated by an attempt, by the arguer as well
as by the interpreter, to save valuable cognitive resources, without injury to the performance
of their respective tasks. Accordingly

PARSIMONY: It is parsimony, rather than charity, that inspires our enthymematic
inclinations (ibid., 477–478).

3 Ad Hoc Hypothesis Generation as a Kind of Enthymeme
Reconstruction

3.1 Understanding Popper and Lakatos in Terms
of Different Enthymeme Resolution Strategies

In order to interpret the problem of ad hoc hypothesis in terms of enthymeme
resolution strategies, it must be a prerequisite to identify exactly what enthymeme is
at stake. However, it may not be an easy matter to do without inadvertently taking
side with a particular theory. Let us use the discovery of Neptune as an example,
and focus on only Popper’s and Lakatos’ views. The enthymeme that would be
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identified by Popper may have the Newtonian theory of gravitation as the premise,
and the unexpected motion of Uranus as the conclusion. On the other hand, Lakatos
would have the Newtonian theory of gravitation together with some auxiliary
hypotheses as the premise, and the unexpected movement of Uranus as the
conclusion.

As we saw above, Popper thinks that “the observed motion of Uranus might
have been regarded as a falsification of Newton’s theory” (Popper 1976, p. 42;
supra, 1.1).

(N┠ U) & ¬U
∴ ¬N
(Popper’s Falsification)

This indicates that the enthymeme being considered by Popper would be
something like the following.

N
∴ ¬U
(Popper’s Enthymeme)

On the other hand, as with all other people convinced by Duhem-Quine thesis,
Lakatos thinks that the negative heuristic of the scientific programme forbids us to
direct the modus tollens at the ‘hard core’. Instead, according to him, “we must use
our ingenuity to articulate or even invent ‘auxiliary hypotheses’, which form a
protective belt around this core, and we must redirect the modus tollens to these”
(Lakatos 1978a, p. 48; Supra, 1.2).

((N&A)┠ U) & ¬U
∴ ¬ (N&A)
N
∴ ¬ A
(Lakatos’ Falsification)

So, the enthymeme considered by Lakatos would be rather like the following.

N
A
∴ ¬U
(Lakatos’ Enthymeme)

Further, there are apparent problems in applying Paglieri and Woods’ distinction
between enthymematic parsimony in the arguer and the enthymematic parsimony in
the interpreter. For it is not clear who could be the arguer using an enthymeme, for
which scientists try to provide an ad hoc hypothesis. Should it be Newton, or a
Newtonian astronomer in mid-19th century, or Nature herself? Be that as it may,
there would be no serious objection to count any scientist examining the case of the
discovery of Neptune as the interpreter of the enthymeme involved. Again,
Lakatos’ position would be easier to handle. Above all, he is trying to save the core
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of the Newtonian scientific research programme, i.e., the Newtonian theory of
gravitation, from the potential falsifier, i.e., the unexpected movement of Uranus.
Also, we may treat Lakatos as implicitly adopting the theory of enthymeme based
on charity. The idea of protecting the hard core of the scientific research programme
may be understood as an expression of the principle of charity. Also, Lakatos seems
to be a fine example of a theorist of charity who equates the good completion of an
enthymeme with the validation of the enthymeme.

To be sure, the major hurdle of Lakatos’ search for an ingenious auxiliary
hypothesis is that the addition of the new auxiliary hypothesis, i.e., the hypothesis
of existence of a new planet, to the initial set of auxiliary hypotheses yields an
inconsistency. As Sylvestre nicely points out, the initial set of auxiliary hypotheses
must have a proposition like “The solar system consists of exactly Mercury, Venus,
Earth, Jupiter, Saturn, and Uranus” (Sylvestre 2012, 521). If so, a new auxiliary
hypothesis such as “There exists an unknown planet beyond Uranus whose grav-
itational effect upon it is preventing the calculated positions from fitting the
observed data” must cause an inconsistency in the expanded set of auxiliary
hypotheses (ibid., 520). What does all this mean? Can we sustain our interpretative
hypothesis that Lakatos is an interpreter of the enthymeme championing the prin-
ciple of charity in this situation? The new set of auxiliary hypotheses, A*, is
unstated in the initial set of auxiliary hypotheses. But shouldn’t it be understood and
acceptable by the interpreters even then?

Now, let us turn to Popper’s case to see whether his position about ad hoc
hypothesis can be interpreted in terms of enthymeme resolution. Most philosophers
of science would be skeptical about such a possibility, for apparently Popper
himself seems to resist to such possibility. Above all, Popper does not suggest any
addition to the initial premise-set in order to validate the enthymeme being con-
sidered. He has absolutely no interest in validating any argument.

I think, all this is quite understandable. However, that is so, only insofar as we
uncritically accept the mainstream dominant view of enthymeme, i.e., the theory of
enthymeme based on the principle of charity. Paglieri and Woods’ proposal for a
theory of enthymeme based on the principle of parsimony may make it possible to
reinterpret Popper’s position on the problem of ad hoc hypothesis in terms of
enthymeme. In fact, this possibility itself is potentially much more interesting than
Lakatos’ case. Let me explain.

Popper’s stance toward an ad hoc hypothesis seems quite similar to “a drastic
way of reducing the consumption of cognitive resource … to refuse to process any
argument which is not completely and correctly stated by the arguer” Paglieri and
Woods discuss. As they point out, this would “imply remaining deaf to all
enthymemes”. They concede that such a way has definite connection with “a kind
of parsimony”. However, they deem it as “a very short-sighted one”, for “simply
disregarding any enthymeme would lead to save cognitive effort at the cost of
wasting potentially valuable information” (Paglieri and Woods 2011a, 483).

There is no doubt that Paglieri and Woods’ emphasis on the balance between
“the cognitive resources that we use to interpret each other’s messages” and “the
informational resources that we extract from them” is well-motivated. However, I
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instinctively feel that there might be some further defense for Popper’s position.
First of all, insofar as Paglieri and Wood’s theory of enthymeme based on the
principle of parsimony a novel alternative to the mainstream dominant theory of
enthymeme based on the principle of charity, it is by no means a small achievement
that Popper at least implicitly incorporating the principle of parsimony in dealing
with issues definitely related to enthymemes. Furthermore, I think, Popper could
defend himself by appealing to the very point of balance, by which Paglieri and
Woods criticize him.

Popper may point out that, only by flatly falsifying Newtonian theory of grav-
itation due to the disturbance in the motion of Uranus, we can ultimately revise our
belief in the much older “system of the world”, i.e., our belief that “The solar
system consists of exactly Mercury, Venus, Earth, Mars, Jupiter, Saturn, and
Uranus”. In other words, unlike Lakatos, Popper could have denied that our belief
in the constitution of the solar system is not one of the auxiliary hypotheses con-
stituting the protective belt. Rather, it belongs to even higher order than Newtonian
theory of gravitation. Or, we may say that it is closer to the center of the hard core
of Newtonian scientific research programme than the theory of gravitation.

By simply assuming that our belief in the constitution of the solar system is
merely one of the auxiliary hypotheses, Lakatos might be begging the question as to
the scope of Newtonian theory of gravitation, i.e., as universal rather than local. But
it is highly suspicious that Newton himself thought that way about his own cele-
brated theory. Be that as it may, in validating the enthymeme by revising our belief
in the constitution of the solar system, Lakatos is not licensed to introduce a new
premise, i.e., that there is another unknown planet. For, insofar as it is unknown,
there would be no way for it to be understood and acceptable by the scientific
community or the general public.

3.2 What Were the Discoverers of Neptune Doing?

If I am on the right track by interpreting the problem of ad hoc hypothesis in terms
of enthymeme resolution, it becomes rather obvious that all this should be
approached not merely philosophically but more historically. Who were actual
arguers introducing an enthymeme at stake? Who were the particular scientists
trying to introduce ingenious ad hoc hypotheses? To say the least, we should be
well informed enough to understand the episode of the discovery of Neptune
historically.

From this point of view Norwood Russell Hanson’s study seems to be invalu-
able. First, he describes the problem situation Leverrier was facing by directly
quoting him:

[In June, 1846], Leverrier wrote: I have demonstrated… a formal incompatibility between
the observations of Uranus and the hypothesis that this planet is subject only to the actions
of the sun and of other planets acting in accordance with the principle of universal grav-
itation (Hanson 1962, 361).
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According to Hanson, Leverrier was conscious of the fact of Newton’s law had
been suspect. For example, figures like Huygens, Leibniz, John Bernoulli, Cassini
and Miraldi were hostile to the initial formulation the law. Anti-Newtonians seized
energetically the theoretical notion of lunar perigee. Then, Moon’s secular accel-
eration was the difficulty for the Newtonians. Nevertheless, he himself never doubts
the exactitude of Newton’s theory, for, whenever it had been suspect, it had become
victorious by distinguished scientists. Lunar difficulty was overcome completely by
Clairault and Euler. Laplace resolved the problem of Moon’s secular acceleration.
Finally, “[a]fter 1826 the Uranian discrepancies the inverse-square law required
another term again raised doubts about the inverse-square, and minor modifications
were regularly entertained by astronomers” (ibid.).

Hanson seems to be too quick at this stage by jumping to the following report:

Now the hypothesis of an unseen planet acting on Uranus is publicly entertained. (Note
again that this is where Adams began his inquiry). (ibid., 362)

But what is important is, at least, Hanson tries to understand in what situation
Leverrier was raising the following question:

Is it possible that Uranus’ inequalities may be due to a planet located in the ecliptic, at a
mean distance double that of Uranus? And were this so, where is the planet now? What is
its mass?’ What are the elements of its orbit? (ibid.)

Hanson emphasizes that Leverrier’s and Adams’ problem was “the inverse
perturbation problem”, i.e., “describing the disturbances in Uranus, from which he
then infers the mass and orbital elements of the disturbing planet”, which should be
sharply contrasted with the classical problem of perturbations, i.e., “determining a
planet’s disturbances in another body with the knowledge of its mass and its orbital
elements” (ibid.).

Finally, most pertinent for my purpose, Hanson reconstructs Leverrier’s argu-
ment as follows:

(1) Uranus’ aberrations are formally incompatible with the New-tonian predictions, (2) But
Newtonian mechanics is unquestionably true, (3) And the observations of Uranus’ orbit are
unquestionably accurate. (4) This tension would be resolved were there some mass having
just those dynamical properties required by theory to generate Uranus’ observed positions
(ibid., 364).

What is interesting is Hanson identifies the pattern of this argument as Peircean
retroduction. He writes:

A further comparison with logic is apposite. Leverrier’s question is not “What follows from
these premises (Newton’s laws and Uranus’ positions)?” Nor is it “How can I summarize
and generalize these data?” The question is rather, “Given Uranus’ aberrant positions as a
conclusion, from what further premise (besides Newton’s laws) could this conclusion be
generated?” The logical structure of retroduction is easily appreciated when viewed against
Hempel’s analysis of explanation and prediction (ibid.).
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Hanson must have very good reason to be impressed by detecting the logical
structure of abduction from Leverrier’s discovery of Neptune. However, it is rather
surprising that he fails to notice the structural similarity between Leverrier’s query
and that of the charity oriented interpreters of an enthymeme. For they also always
pose to themselves the question “From what further premise (besides the explicitly
expressed premise) could this conclusion be generate?” It is one thing that the
inference by which Leverrier and the interpreters of enthymeme arrive at the
conclusion could be abduction. But it is another that the whole context in which
they abduce the conclusions is that of enthymeme resolution.

4 Back to Bacon, if not Aristotle

As we saw above, Popper simply assumed that scientists have strong feeling against
ad hoc hypotheses. But I am rather suspicious about this assumption. In order to see
whether it is true, probably we need to wait for some future empirical study. As for
whether it can be grounded firmly on historical documents, again I am somewhat
skeptical. Even if there are some supporting cases in history of science, I surmise,
they might be rather exceptional. Be that as it may, let us check what antecedent
cases have been noticed in the literature.

As Bamford points out, “Popper suggests surprisingly few examples of ad hocp
hypotheses”:

Popper (1934\1959\1975, p. 83) once claimed the Lorenz-Fitzgerald contraction hypothesis
was ad hocp, and although he later accepted that it was not, he still suggested that perhaps
this hypothesis illustrates ‘degree of ad hocness’ (Bamford 1999, 377).

There are some other examples like Pauli’s neutrino hypothesis Popper dis-
cussed in his writings, of course. Still Popper’s examples are indeed few. Further,
those few cases are from the 20th century science. In other words, Popper seems to
have extremely weak evidence for his radical assumption that throughout the his-
tory of science scientists have been antagonistic against ad hoc hypotheses. Lakatos
seems to agree with Popper that there is strong dislike of merely ad hoc hypotheses
among scientists (see, for example, Lakatos 1970, 38–39). Indeed, what Popper has
in mind seems to be clearly expressed by the following remarks of Lakatos:

Why aim at falsification at any price? Why not rather impose certain standards on the
theoretical adjustments by which one is allowed to save a theory? Indeed, some such
standards have been well-known for centuries, and we find them expressed in age-old
wisecracks against ad hoc explanations, empty prevarications, face-saving, linguistic tricks.
* [* Molière, for instance, ridiculed the doctors of his Malade Imaginare, who offered the
virtus dormitiva of opium as the answer to the question as to why opium produced
sleep. One might even argue that Newton’s famous dictum hypotheses non fingo was really
directed against ad hoc explanations – like his own explanation of gravitational forces by an
aether-model in order to meet Cartesian objections. (Lakatos’s own footnote)] (Lakatos
1970, p. 32)
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No doubt, Lakatos is drawing our attention to some of the most interesting
episodes in history of science. Notwithstanding of their rhetorical power, however,
these are still quite controversial. No matter how it sounds absurd to Popper and
Lakatos, I think, the virtus dormitiva has certain value in the development of
science. Any commentator of Newton’s thought must have something to say about
the celebrated “Hypothesis non fingo”. But I do not know anyone else who adopts
Lakatos’s interpretation of Newton as referring only to ad hoc hypothesis by
“hypothesis” in the phrase.

In Hempel’s classical Philosophy of Natural Science (1966), we find the fol-
lowing as examples of ad hoc hypothesis:

About the middle of the seventeenth century, a group of physicists, the plenists, held that a
vacuum could not exist in nature; and in order to save this idea in the face of Torricelli’s
experiment, one of them offered the ad hoc hypothesis that the mercury in a barometer was
being held in place by the “funiculus”, an invisible thread by which it was suspended from
the top of the inner surface of the glass tube (Hempel 1966, p. 29).

According to an initially very useful theory, developed early in the eighteenth century,
the combustion of metals involves the escape of a substance called phlogiston. This con-
ception was eventually abandoned in response to the experimental work of Lavoisier, who
showed that the end product of the combustion process has greater weight than the original
metal. But some tenacious adherents of the phlogiston theory tried to reconcile their
conception with Lavoisier’s finding by proposing the ad hoc hypothesis that phlogiston had
negative weight, so that its escape would increase the weight of the residue (ibid., pp. 29–
30).

Of course, these are well-known familiar cases persuasive enough for us to
ridicule 17th century plenists and the phlogiston theorists. However, none of these
cases can be the last word for the historical question whether scientists have always
disliked ad hoc hypotheses. Not to mention the fact the plenists and the friends of
phlogiston also deserve the honorable title of “scientists”, it is simply impossible to
draw any conclusion about how those allegedly absurd ad hoc hypotheses were
received by the scientific communities and the general public at the time when they
were suggested.

Howson and Urbach present us more examples of ad hoc hypothesis by invoking
the cases like Velikovsky, Dianetics of L. Ron Hubbard, IQs of different groups of
people, and the Neptune hypothesis (Howson and Urbach 2006, pp. 118–121).
However, what is truly invaluable in their treatment of ad hoc hypothesis seems to
be found in the following:

These two criteria were anticipated some four hundred years ago, by the great philosopher
Francis Bacon, who objected to any hypothesis that is “only fitted to and made to the
measure of those particulars from which it is derived”. He argued that a hypothesis should
be “larger and wider” than the observations that gave rise to it and said that “we must look
to see whether it confirms its largeness and wideness by indicating new particulars” (1620,
I, 106). Popper (1963, p. 241) advanced the same criteria, laying down that a “new theory
should be independently testable…”. Bacon called hypotheses that did not meet the criteria
“frivolous distinctions”, while Popper termed them “ad hoc”.* (* The first recorded use of
the term ‘ad hoc’ in this context in English was in 1936, in a review of a psychology book,
where the reviewer criticized some explanations proffered by the book’s author for certain
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aspects of childish behavior: … (Sprott (1936), p. 249…)) (Howson and Urbach 2006,
p. 121; see also Urbach 1982)

Howson and Urbach’s historical conjecture of Francis Bacon’s anticipation of
Popper’s negative views about ad hoc hypothesis seems to be supported by recent
studies of philosophy of crucial experiments in history of modern science (see
Dumitru 2013; Jalobeanu 2011; Anstey 2014). For example, according to Dumitru,
we can trace “the development of the concept of the crucial experiment from
Bacon’s instantia crucis to Robert Boyle’s experimentum crucis and, finally, to
Robert Hooke’s use of these phrases in Micrographia” (Dumitru 2013, 46).4

In his influential Representing and Intervening (1983), Hacking starts Chap. 15
“Baconian Topics” with the claim that “Francis Bacon (1560–1626) was the first
philosopher of experimental science” (Hacking 1983, p. 246). According to
Hacking, Bacon was truer and wiser than later philosophers of science in that he
was not victimized the false dichotomy between (1) making crucial experiments
absolutely decisive, and (2) claiming, as Lakatos does, that ‘there have been no
crucial experiments in science’. As Hacking emphasizes, “Bacon claimed only that
crucial instances are sometimes decisive” (ibid., p. 250). The heart of the matter lies
in whether experiments are crucial at the time when they were performed, or only
with hindsight. Popperians and Lakatosians may be grasping the first and the
second horn of this dilemma respectively. This contrast seems to be quite consonant
with the rivalry between the parsimony view and the charity view in enthymeme
resolution.

I tend to think this way. It is one thing whether there has been any absolutely
decisive crucial experiment in the history of science, or whether such an experiment
is logically possible at all, quite another whether some particular scientists or
scientific community of their time believe some experiment as a crucial one.

5 Concluding Remarks

Indeed, the problem of ad hoc hypothesis and the problem of crucial experiment
seem to be the two sides of the same coin. The different perspectives of Popper and
Lakatos on ad hoc hypothesis must parallel their different perspectives on crucial
experiments. Popperian falsificationism without crucial experiment seems incon-
ceivable. If so, Popper’s reluctance to concede that there can be and sometimes are
auxiliary hypotheses in spite of their evidently ad hoc character is quite under-
standable. As a matter of fact, Popper probably should not have conceded that
much. In other words, he should have found some other way of explaining the
discovery of Neptune without making such a concession. Once such a concession is

4According to Jalobeanu, it is Hooke who coined the term “experimentum crucis” (see Jalobeanu
2014, p. 60). However, as Dumitru and Anstey quote, there is textual evidence that Boyle also
used the term “experimentum crucis”.
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made, it is just a matter of time that the possibility of crucial experiment itself is
questioned. As Cantor points out, “[p]hilosophers of science now generally
downplay the significance of such experiments, denying them any major role”
(Cantor 1989, p. 176). Also, as Rowbottom laments, “Popper’s work isn’t taken all
that seriously in contemporary Anglo-American philosophy” (Rowbottom 2010,
p. xi). I believe that the observations of Cantor and Rowbottom are essentially
correct. And I think it is unfortunate to underestimate the significance of crucial
experiment and the lessons from Popperian falsificationist scientific methodology.

To many, the problem of ad hoc hypothesis appears to be a local issue within the
falsificationist camp. It is just a problem of how to distinguish between truly bad ad
hoc hypotheses on the one hand, and justifiable auxiliary hypotheses regardless of
their apparently ad hoc character. In other words, Duhem-Quine thesis caused an
irrevocable conflict between Popper and Lakatos. However, our discussion above
seems to indicate that the value of the problem of ad hoc hypothesis should be
found rather in broader perspectives. In order to understand the problem of ad hoc
hypothesis properly, it might be much more meaningful to scrutinize it as a com-
mon agenda for the entire scientific community throughout the ages. What is so bad
about ad hoc Hypotheses? Was there anyone who anticipated the problem of ad hoc
hypothesis? Who should care about ad hoc Hypothesis?

My attempt to interpret the problem of ad hoc hypothesis in terms of enthymeme
is merely a tiny venture to answer these fundamental questions in scientific
methodology. At the same time, however, it can be understood as an attempt to
reinterpret the role and function of enthymemes. Why does enthymeme matter? In
what context have we used enthymemes? How are we to fruitfully employ
enthymemes in particular context? In other words, I believe that the usual treatment
of enthymeme merely as an issue in rhetoric is unfortunate. Such a custom is just a
result of historical accident, i.e., that Aristotle discussed in his Rhetoric. Even if we
understand enthymemes as a rhetorical device, we should expand our perspective,
at least to the uses of enthymeme in the scientific context of argumentation. Cantor
believes that the reason why contemporary philosophers of science have lost
interest in crucial experiment is “partly because they fail to recognize them as
rhetorical, dramatic devices” (Cantor 1989, p. 176). Then he points out a revealing
fact:

For those seeking excitement in science, the historical record is packed with these dramatic
episodes, the history of optics being no exception. During the optical revolution of the early
nineteenth century, when the wave and particle theories of light were seen as menacing
rivals, experimentum crucis abound (ibid.).

This is revealing at least for two reasons. First, thanks to Cantor, we now know
that there was at least one century in which crucial experiments were an essential
part of scientific methodology of practicing scientist. Secondly, Cantor’s reminder
of the importance of the rhetoric in science can support my attempt to interpret the
problem of ad hoc hypothesis in terms of enthymeme resolution, for enthymeme
has been studied even until today mostly studied in rhetoric.
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Fortunately, there are some recent studies that are consonant with this line of
thought. Some scholars detect the similarities between enthymemes and thought
experiments (Crick 2004). Others pursue the deep connection between enthymeme
and abduction (Gabbay and Woods 2005). Still others try to interpret enthymemes
in terms of belief revision (Brun and Rott 2013). And, of course, there can be any
number of combining these approaches. For example, Schurz’s discussion of
abductive belief revision seems to quite close to my attempt (Schurz 2013).
Furthermore, insofar as the problem of enthymeme resolution is a sub-problem of
the general problem of anomaly resolution (Magnani 2001; see also Magnani
2015), we may connect the problem of interpreting ad hoc hypothesis as an
enthymeme resolution with some other big issues in scientific epistemology. For
example, Thagard’s intriguing taxonomy of conceptual revolutions can be refor-
mulated in terms of enthymeme resolution (Thagard 1992). Exactly what differ-
ences are there between branch jumping and tree switching? Can we explain the
differences in terms of the rules governing enthymeme resolution?
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The Search of Source Domain Analogues:
On How Luigi Galvani Got a Satisfactory
Model of the Neuromuscular System

Nora Alejandrina Schwartz

Abstract I introduce the answers given by the current cognitive theories of anal-
ogy and by the historical-cognitive method to the problem related to the medium
through which scientists can accede to potential analogous models. Then, I argue
that it is required a point of view focused on the role of the environment as a
supplier of appropriate objects to be employed as analogous models. From this
perspective, I analyze a scientific research case: “the animal electricity discovery”
by Luigi Galvani. This case shows that the Bolognese physician used the elec-
trophore, the tourmaline and the Leyden jar as models of the seat of opposite
electricity within an animal tissue and that he could have recognized those objects
as bearers of relevant information from his experimental practice in the laboratory.

Many problems, particularly the scientific ones, can be solved by using analogies.
One step that must be taken in order to generate solutions in this way is to represent
a similarity between the source domain and the target domain (Gick and Holyoak
1980), which in turn, requires to have an available source analog, i.e., an object or
situation that can satisfy the salient constraints of the target. So, a very relevant
issue is to determine how this analog can be obtained (Thagard et al. 1990). It is
possible to consider some models used within the scientific scope as instances of the
source analogues and, therefore, to formulate the question just posed in the fol-
lowing manner: How is it that scientists come to have models that are able to give
solutions to target domain problems? This question comprehends others, among
which the following ones can be mentioned: Through which media can scientists
access to potential analogous models? Can the salient information that these models
embody only emerge if they are imagination constructions, or can it be carried by
objects available within the environment or within the memory?
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In this paper I will bring in the answers that can be given to these questions from
the perspective of the current cognitive theories of analogy and from Nancy
Nersessian’s historical-cognitive approach. It will be seen that cognitive theories
point out that source analogues with an informational structure ready to be mapped
can be recognized through memory. On the other hand, historical-cognitive analysis
establishes that frequently suitable analog models are not at hand through any
medium, and that the information which, in conceptual change episodes, meets the
target domain constraints and is new, emerges within imaginary objects laboriously
built.

As opposed to the cognitive theories of analogy mentioned before, I will argue
that, although humans and, therefore, scientists can retrieve source analogs from
memory, they can also recognize them within the environment. As well, I will hold
that, as long as the information to be mapped can be embodied in perceivable
objects within the environment, scientists can access to it right there, without
requiring to build imaginary objects within which to emerge. Thus, I will point out
the necessity to take a point of view frankly focused on the environment role in
order to understand the whole issue more completely (Sect. 1).

One way to embrace this view is appealing to the study of scientific research
historical cases within which plausibly, the environment took the role of supplying
potential analogous models. The “animal electricity discovery” offers the oppor-
tunity to do it. That is why, after identifying the objects that Galvani used as
analogous models of the opposite electricity seat in an animal tissue, I will argue
that the Bolognese physician could have recognized those objects as bearers of
relevant information from his laboratory experimental practice (Sect. 2).

1 Cognitive and Historical Analysis About the Source
Analogues

Traditionally cognitive sciences have assumed that potential source analogues to
analogically solve a target problem are pieces of information which are codified or
represented in the memory (Vattam 2012, cf. p. 117). Besides, they have held that
those source analogs have structures ready to be mapped and generate a solution in
the new problem domain (Nersessian 2008, cap. 5). This means that there are
informational structures that meet thoroughly the considered relevant features of the
target domain which can be get retrieving them from memory. The analogy
structure mapping theory by Gentner (1988) and the analogy multi constraint theory
by Thagard et al. (1990) are examples of this way of conceiving how one can get
source analogues.

Indeed, according to D. Gentner, the base or source situation is represented in a
person’s long term memory. After accessing to this situation, the selected structure
is mapped to the target domain. The multi constraint theory also considers that
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source analogues potentially useful are retrieved form memory. There the person
recognizes those patterns of elements that seem promissory to establish a similarity
with the target domain for semantic, structural and pragmatic reasons, i.e., those
which satisfy constraints of three kinds: semantic similarity, isomorphism and
pragmatic centrality.

On the other side, Nancy Nersessian holds that scientific models used in con-
ceptual change episodes are frequently imaginary constructs obtained along an
extended process. Using the “historical-cognitive method”, a moderate environ-
mental approach within cognitive studies of science, and differing from the cog-
nitive theories of analogy mentioned before, she argues that often scientific models
that display new and satisfying structures are no at hand, and that to have them
implies a pretty hard intellectual labour (Nersessian 2005). Nersessian analyzes
modelling as an iterative process through which constraints supplied by the
respective source domains and by the target domain, are abstracted, interact and are
integrated. In this process, each intermediate model that is constructed achieves a
higher satisfaction of the constraints of the target domain, and contributes to con-
struct the following model. Intermediate models are hybrid, i.e., they embody not
only the constraints of the target domain, but also those of the respective source
domains (Nersessian 1999, p. 21). The elaboration of analogous models is carried
out by a cognitive system constituted by internal representations, usually coupled
with real world resources. They are representational practices that may be inter-
preted as distributed, i.e., that they can be expanded through internal-external tra-
ditional domains. These representations are “(…) created and used in the
cooperative practices of persons as they engage with natural objects, manufactured
devices, and traditions, as they seek to understand and solve new problems”
(Osbeck and Nersessian 2006, p. 8).

Although the way of understanding how humans—and, therefore, scientists—
come to get source analogues through memory provided by current cognitive
theories of analogy has empirical support; and, on the other hand, although the
explanation of the method by which scientists like Faraday have built mental
models put in by Nersessian is convincing; I consider that the full comprehension of
this issue requires to pay attention to the role played by the environment within
which the scientist is, as supplier of appropriate objects to be used as analogous
models. One way to do it is studying scientific historical cases that allow to do this
exam.1

1Of course, it is not the same to be able to find a satisfactory source analog within the environment
as to build it from the constraints supplied by the environment. I examine here the first alternative,
while Nersessian has emphasized the study of the second one.
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2 The Environment as Medium of Potential Models:
an Analysis Case

The “animal electricity discovery” case allows to analyze the role that laboratories
in which Luigi Galvani worked, especially the one that he occupied since 1784,
could have played as suppliers of objects that bear an information able to make
them representing an anomalous phenomenon.2 The episode at issue is an instance
of conceptual change, mostly motivated by the difficulty to understand the existence
of an electrical unbalance within an animal organism—something that did not result
physical o physiologically plausible, given the conductive nature of the body tis-
sues.3 In other words, through his research, Galvani was able to answer successfully
to a representational kind of problem.4

The path he followed with that objective was to think analogically: he appealed
to the domain of electrical tools searching for information that could suggest how to
understand the mentioned anomaly within the domain of the animal physiology,
i.e., he took and electrophysiological approach. Solving the problem supposed to
select an electrical dispositive as adequate model of the neuromuscular system,
more specifically, of the places within the animal tissue where there could exist an
excess of electricity and a defect of electricity.

In what follows I will try to identify the objects that Galvani used as analog
models of the seat of the opposite electricity within an animal tissue. Then I will
refer to the issue of the media through which he may have acceded to the infor-
mation that they embodied, focusing on the function that the environment may have
taken in that. It is possible to make this examination taking as primary sources the
manuscripts not published by L. Galvani, specifically two memoirs written in
October of 1786 and in August of 1787 (Galvani et al. 1967), and the report of his
own research published in the De viribus electricitatis in motu musculari com-
mentarius (Galvani et al. 1791). In recent years, Marco Piccolino and Marco
Bresadola have appealed to these sources in order to reconstruct the path that led

2Galvani, as many other Bolognese professors in the XVIII century, developed the experimental
research activity in his own house. So, his changes of residence meant changes of laboratories: one
was in his father-in-law’s house, the physicist Galeazzi, until 1774; another one, in a house that
was property of the religious order of the Teatini until 1774; and, finally, his own residence at the
center of Bologna, where he lived since 1784 (Piccolino and Bresadola 2003).
3This problem had been posed by the supporters of Haller’s theory of irritability as an objection to
the neuro electric theory. Both conceptions presupposed Franklin’s theory of electricity, according
to which an unbalanced body is the one which reaches a positive state (plus) or rests in a negative
state (minus), normally by electrification. This process consists in taking some of the only one sort
of electrical fluid from a body and bringing it to another. If nerves (like muscles and surrounding
tissues) were conductive, there could not exist any electrical imbalance in animal organism,
because conductive humors are able to dissipate any electrical imbalance generated within them
(Piccolino and Bresadola 2003; Roller and Roller 1964).
4Representational problems involve that, in a given situation certain phenomenon escapes
understanding and the solver does not know how to obtain the new conceptual resources to
understand it (Nersessian 2008, cf. p. xii).
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Galvani to establish the hypotheses of the animal electricity. Their description of
this itinerary constitutes an invaluable help to begin the research about how Galvani
came to have a model of the emplacement of the electrical unbalance within the
animal tissue (Piccolino and Bresadola 2003; Piccolino 2008; Bresadola 2011).

2.1 Analog Models

In the memoir of 1786, Galvani mentions the Leyden jar—the first electrical
condenser—as a dispositive which takes part in the production of an electrical
current, and the electrophore—an electrical generator and condenser. Indeed, he
refers to the circuit which is formed through the Leyden jar within an electrical
discharge experiment as a representation of a flow of an extremely tenuous nervous
fluid within the prepared frog, that he had conjectured from the observations and
experiments with metallic arches on the animal. Galvani understands that the
hypothetical electrical circuit between the frog nerve and the muscle is analogous to
the electrical circuit produced by the presence of the two forms of electricity, placed
on the inner and the outer metallic plates (“armatures”) of a Leyden jar. From this,
Galvani infers that the electrical unbalance is placed on the animal parts between
which the circuit of nervous fluid is described, so he asserts that “no doubt can
subsist that, of the said two forms of electricity, one is situated in muscle and the
other in nerve” (Galvani et al. 1967, p. 176).

The other electrical tool mentioned in 1876, the electrophore, is made of two
different kinds of components: a metal disk conductor of electricity and other disk, a
resinous torte, i.e., metal wrapped in an isolating substance, able to store electricity.
Galvani employs it as physical model of the seat of the opposite electricity within
the muscle, which has, on one side, conductive matter and, on the other side,
non-conductive substance that can hold electricity. With Galvani’s words, “(…)
there is in muscles a big quantity of substance, which for its nature, may be apt to
develop and hold electricity, in spite of the presence inside it of conductive matter
(…) This is not unlike what we saw happening in electrophores which are made of
analogous substances. If that would appear it would be perhaps justified to call
muscle animal electrophores” (Galvani et al. 1967, p. 169).

In the memoir of 1787, Galvani introduces a new object with the purpose of
representing the neuromuscular system, now at a microscopic level: the tourmaline,
and makes a new reference to the Leyden jar. The tourmaline is a semi-precious
stone with pyroelectrical properties, which the Bolognese scientist employed as a
model of the emplacement of the electrical unbalance within a muscle fiber coupled
to a nervous fiber. In this way he reiterates the idea of 1786 about the muscle and
the nerve—although now tiny—as the place of the double electricity. On one side,
he points out that the stripes or colorless and opaque lines of the tourmaline,
visually correspond to the muscle and nervous fibers within the animal tissue. On
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the other side, he establishes a functional or mechanical analogy between the
tourmaline and the fibers, for example, a similarity between, on one hand, the
electrical effects both within the whole stone and within its little pieces—when it is
heated or cooled—and, on the other hand, the contraction of both the whole muscle
and of its little fibers—when the nerve is electrically stimulated in the appropriate
way.

Our electricity has much in common with that of tourmaline stone, for what concerns its
localization, distribution, and property of parts. In this stone we observe indeed a double
matter, transparent and reddish the first one, opaque and colourless the other; this second
one is arranged in stripes. Nobody can ignore that nerves are laid down between the layers
of muscular fibres, and when these ones are devoid of blood they are transparent, while
nerves are opaque. In tourmaline the poles of the double electricity appear to be situated on
the same opaque line, so it is in muscles in the same direction. The double electricity of
tourmaline does not belong only to the entire stone, but to every fragment. Similarly, in
muscles, the admitted double electricity does not belong only to the entire muscle body, but
to every part of it (Galvani et al. 1967, p. 194).

The new reference to the Leyden jar is made in relation to an experimental
context. In fact, in this memoir Galvani analyzes the effects on the production of
muscular contractions of the frog legs, given the experimental condition that metal
foils were applied on which he supposed was the seat of the double electricity
within the animal tissue: nerves and muscles. This experiment evoked studies in
which a Leyden jar was subjected to a similar condition, i.e., the application of
metal foils on the opposite surfaces of the glass container which constituted the
body of the Leyden jar (Bresadola 2011, p. 200).

Lastly, in the De viribus Galvani models the neuromuscular system as a physical
Leyden jar. This instrument has an internal and an external plate; and also, it has a
metallic wire, connected to the internal plate and protruding through the Jar orifice,
which works only as a conductor. Strictly, obeying to the microscopic perspective
that Galvani had adopted yet in relation to the tourmaline in 1787, the final model is
a set of minute Leyden bottles.

The central idea is that in the physical Leyden jar the positive electricity and the
negative electricity were in the same bottle. In a similar way, Galvani places
the electrical unbalance of the prepared animal in the muscle and understands that
the nerve only serves as conductor in order to allow opposite charges to put in
contact producing in this way the necessary discharge to have the muscle con-
traction. More precisely, Galvani thinks that the electrical imbalance seat is not the
whole muscle, but a muscular fibre penetrated inside it by a nervous fiber:

It would perhaps be a not inept hypothesis and conjecture, no altogether deviating from the
truth, which should compare a muscle fibre to a small Leyden jar, or other similar electric
body, charged with two opposite kinds of electricity; but should liken the nerve to the
conductor, and therefore compare the whole muscle with an assemblage of Leyden jars
(Galvani et al. 1791).
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2.2 Memory and Environment

According to the above, Galvani used the electrophore, the tourmaline and the
Leyden jar as models, since these electrical tools bore an information that makes
them candidates to represent the seat of the electrical imbalance of the neuro-
muscular system. Lorenzo Magnani proposed calling this kind of information
“implicit knowledge” or “tacit knowledge”, extending the meaning that Polanyi had
given to that expression. Magnani points to “a sort of tacit information “embodied”
into the whole relationship between our mind-body system and suitable external
representations” (Magnani 2007, 3.2).

Galvani could have appealed to different media in which relevant information of
the electrical tools indicated could have been codified. It is plausible that memory
had been one of them, since those devices are mentioned in the scientific literature
of the time that he consulted (Piccolino and Bresadola 2003, pp. 275–276). Besides,
Galvani came from a family of metalsmiths and probably had been able to evoke
the knowledge that the jeweler had of the tourmaline. Indeed, they heated that
semiprecious stone to know its composition and, therefore, its value. In this way
they had realized that when heated, it was electrified and attracted ashes (Bresadola
2011, p. 109).

However, also the environment within which Galvani worked could have sup-
plied the potential models mentioned before. In particular his laboratory was similar
to a cabinet of Physics and could have worked as a kind of repository of knowledge
embodied in the tools that were there (Piccolino and Bresadola 2003, p. 338).

The role of imagination in getting an adequate model seems to have been limited
to modifying the dimensions of the final analogous representation, without intro-
ducing changes in the structures and functions mapped to the target analog. So, it
was not necessary that Galvani built an imaginary object in which new information
could emerge, in order to have an adequate model, he could perceive Leyden jars
around him or recall them and recognize in them the relevant implicit knowledge.

Piccolino suggests that Galvani left aside the model of the electrophore and the
one of the tourmaline because they did not allow to understand certain experimental
results. These consisted in that, when he wrapped the muscle and crural nerve in
thin metal foils, and he connected them by a conductive arc, the physiological
effects of the animal electricity were stronger than without those foils (Piccolino
and Bresadola 2003, p. 343).

However the Leyden jar model allowed to establish correspondences with all the
salient aspects of the target analog including these experimental results. So Galvani
searched in it the information that could offer a new solution for the representational
problem he had faced. He knew that in the Leyden jar, the insulating substance, the
glass, is in the interface of the double electricity, i.e., the inner and the outer sides of
the glass flask. This is how he explains that in this physical condenser the two forms
of electricity (positive and negative) could be without the dispersion of the positive
electricity present in the conductive matter (the water inside the flask). Galvani
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transferred this solution to the target domain in a conjectural manner: may be an
insulating substance inside the very muscular fibre, precisely in the interface
between the place of the positive electricity and the place of the negative electricity?
So Galvani considers:

It is even more difficult that the existence of a duplex electricity in every muscular fibre
itself could be denied if one thinks not difficult, nor far from truth, to admit that the fibre
itself has two surfaces, opposite one to the other, and this from consideration of the cavity
that not a few admit in it, or because of the diversity of substances, which we said the fibre
is composed of, diversity which necessarily implies the presence of various small cavities,
and thus of surfaces (Galvani et al. 1791, p. 196).

By this conjecture Galvani was able to face the main objection against the role of
electricity in the animal physiology.

3 Conclusion

The problem relative to the manner in which scientists get satisfactory analogous
models is complex. One of the questions implied in it refers to the media through
which they can be recognized—if they are already available in some channel of
information and, therefore, it is not needed to build them. This aspect of the
problem was tackled by different cognitive theories of analogy and by an approach
within the cognitive studies of science, the Nersessian’s historical-cognitive
method.

Nevertheless, I pointed out that these answers alone are not enough and that it is
necessary to make a research that emphasizes the role that plays the environment in
which scientists are, as a supplier of the suitable objects to be employed as anal-
ogous models. On the other hand, I considered the possibility of undertaking such
investigation through case studies and began to carry out this task, examining the
“animal electricity discovery” by Luigi Galvani.

The case study showed that the Bolognese physician could solve a representa-
tional problem selecting electrical devices available in his laboratory as models of
the neuromuscular system. These objects could be retrieved from his memory, but
also they could have been provided in the environment where he worked. Besides,
the case allows to support the idea that visual and functional information embodied
in the final model employed by Galvani to represent the electrical imbalance within
the muscular fibre—the Leyden jar—was implicit in existent and perceivable
objects within the environment or in evocable objects. This means that this infor-
mation was not an emergent structure within an imaginary object. What is left to be
found is an adequate theoretical frame to conceptualize and articulate the results
reached here. One way to that is to explore in future works the “ecological” realism
tradition proposed by Gibson.
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The No Miracle Argument and Strong
Predictivism Versus Barnes

Mario Alai

Abstract Strong predictivism, the idea that novel predictions per se confirm the-
ories more than accommodations, is based on a “no miracle” argument from novel
predictions to the truth of theories (NMAT). Eric Barnes rejects both: he recon-
structs the NMAT as seeking an explanation for the entailment relation between a
theory and its novel consequences, and argues that it involves a fallacious appli-
cation of Occam’s razor. However, he accepts a no miracle argument for the truth
of background beliefs (NMABB): scientists endorsed a successful theory because
they were guided by largely true background beliefs. This in turn raises the prob-
ability that the theory is true; so Barnes embraces a form of weak predictivism,
according to which predictions are only indirectly relevant to confirmation. To
Barnes I reply that we should also explain how the successful theory was con-
structed, not just endorsed; background beliefs are not enough to explain success,
scientific method must also be considered; Barnes can account for some measure of
confirmation of our theories, but not for the practical certainty conferred to them by
some astonishing predictions; true background beliefs and reliability by themselves
cannot explain novel success, the truth of theories is also required. Hence, the
NMAT is sound, and strong predictivism is right. In fact, Barnes misinterprets the
NMAT, which does not involve Occam’s razor, takes as explanandum the building
of a theory which turned out to predict surprising facts, and successfully concludes
that the theory is true. This accounts for the practically certain confirmation of our
most successful theories, in accordance with strong predictivism.
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1 The No Miracle Argument, Strong Predictivism,
and Barnes’ Weak Predictivism

Some scientific theories make very detailed predictions about novel surprising
phenomena. For instance, Newton’s gravitation theory predicted the existence of
Neptune with its mass and orbit; Mendeleev predicted new elements with their
chemical properties; Fresnel predicted a bright spot at the centre of the shadow of a
dark disk; Einstein predicted the bending of light with high precision;1 etc. When
this happens, a large majority of scientists conclude that there must be some sub-
stantial truth in the theory, for these successes would be unexplainable if it were
completely false. In fact, it would be a “miracle” (i.e., a miraculously lucky coin-
cidence) if a completely false theory successfully predicted phenomena it has not
been designed to account for. Now, it is extremely unlikely that miracles or
miraculous coincidences happen; so, it is extremely likely that the theory is true (or
at least partially and/or approximately so: in the following I will always write ‘true’
and ‘truth’ with this implicit qualification). This is the “no miracle” argument for
scientific realism proposed by Smart (1968), Putnam (1975, 73), Musgrave (1988),
and others, which here I will call more precisely “the no miracle argument for the
truth of theories” (NMAT).

The NMAT is also why predictivists2 claim that astonishing novel predictions
confirm theories much more than mere accommodation of old phenomena: while
the only possible explanation for predictive success is truth, even a false theory may
account for known phenomena, if it was built to fit them.

One might object that it is logically possible that false theories have true con-
sequences: among all the conceivable theories, considered as eternal platonic
objects, some are false, yet entailing true novel predictions, and the theorist might
have found one of them just by luck. But this depends on how bold (i.e. precise and
informative, hence a priori improbable and surprising) is the prediction. For the
more informative a claim is, the fewer are the theories from which it follows (the
least informative claims, tautologies, follow from everything, and the most infor-
mative ones, contradictions, follow only from contradictions). A weak and unsur-
prising prediction, like “there is an unknown planet in the universe”, would follow
from many cosmological theories; but a bolder prediction, like the existence of a
new planet with precise location, mass and orbit, follows only from very few. So,
among all the possible theories (true and false alike) only a small minority entail
predictions as bold as the abovementioned ones; hence the likelihood that a theorist

1Michel Ghins reminded me that even Newton, on the basis of his corpuscularist conception of
light, believed it was subject to gravitation. But that opinion had been abandoned with the
appearence of the electromagnetic theory.
2Among whom Whewell (1840), Peirce (1883), Duhem (1906), Popper (1962), Lakatos (1970),
Musgrave (1974, 1988, 1999), Kuhn (1962, 1977), Giere (1983), Maher (1988, 1990, 1993),
Worrall (1978a, b, 1985, 1989a, b, 2005, 2006), Lipton (1991), Leplin (1997), Zahar (1973a, b),
etc.
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picks one of them just by luck is negligible. For instance, the value of the magnetic
moment of the electron predicted by quantum electrodynamics was
1,159,652,359 × 10−12, while the value obtained by experiment was
1,159,652,410 × 10−12. So, how many randomly taken theories would made an
equally accurate prediction? On some admittedly questionable but reasonable
assumptions Wright (2002, 143–144) has figured only 1 over 508.

So, if in a certain field F a theory T has been proposed entailing the bold new
prediction E, the likeliest explanation is not chance, for that would be a “miracu-
lous” coincidence; nor is it purposeful accommodation, since by hypothesis E had
not been used in constructing T; rather, it is the following: among all possible
theories in F only an extremely small minority entail E; but if we consider the
subset of theories in F which are true and fecund (i.e. deep and rich of potential
unforeseen empirical consequences), among them a good many (at least a
non-negligible minority) entail E. So, the finding of a theory which entailed E can
be explained if we assume that the theorist sought for a true and fecund theory, and
was enough skilled and reliable in this search to actually find one, which therefore
had a non-negligible probability of entailing E (Alai 2014a, Sect. 3.2).3

Against predictivism, consequentialists4 object that confirmation is a logical
relation between the theory and its consequences (pertaining to the context of jus-
tification), while novelty is a contingent fact (pertaining to the context of discovery),
irrelevant to truth and confirmation. Moreover, they cite historical cases in which
novelty appears to have been either not necessary or not sufficient to confirmation
(Alai 2014a, 301–302). Therefore some predictivists retreat to weak predictivism:
they grant that novelty per se has no particular confirming power, but maintain that it
is evidence of some other virtue, which in turn increases the likelihood that a theory
is true (Lange 2001).5 For instance, novelty may show that the theory has not been
fudged (Lipton 1991, 170–184), or that the scientist is reliable (White 2003) or
talented (Kahn et al. 1992), or that the data have not been overfitted (Hitchcock and
Sober 2004). Strong predictivism, on the contrary, holds that prediction per se
strongly supports the truth of theories, via the “no miracle” argument.

In his thorough and instructive (2008) Eric Barnes calls “the paradox of pre-
dictivism” the contrast between the predictivist and consequentialist intuitions on
the advantage of prediction over accommodation. He accounts for this contrast by

3Of course it makes sense to say that the theory found by the scientist had a good probability of
entailing E if we refer to it opaquely, as the theory which resulted from his/her efforts. But if we
refer to it transparently, as the theory which in fact it is, i.e. T, then it is just a logical fact that E is
among its consequences.
4Among whom Mill (1843, III, Chap. 14, Sect. 6), Keynes (1921, 305), Rosenkrantz (1977, 169
ff.), Horwich (1982, 108–117), Schlesinger (1987), Howson (1988), Howson and Franklin (1991),
Achinstein (1994), Collins (1994), etc.
5The labels ‘weak’ and ‘strong’ are applied by Lipton to a related but different distinction:
according to “weak predictivism” when theories make predictions they are more confirmed
because either the theory or the data tend to be different and better; for “strong predictivism”,
instead, a predicted datum confirms a theory more than the same datum would have confirmed the
same theory if it had been accommodated (1991, 165).
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arguing that the no miracle argument for the truth of theories (NMAT) I expounded
above is invalid, hence predictions cannot offer direct evidence for the truth of
theories, and strong predictivism is wrong. In fact, he reconstructs the NMAT as
seeking an explanation for the entailment of certain consequences E by a theory T,
and argues that it involves a fallacious application of Occam’s razor. However, he
accepts a no miracle argument for the truth of background beliefs (NMABB): first,
he distinguishes between constructing T and endorsing it, i.e., attributing it a high
probability of being true;6 second, he claims that it is not epistemically relevant how
T was constructed, but why it was endorsed, and this is what we should explain.
Third, he argues that scientists endorsed the successful theory T because they were
guided by largely true background beliefs. So, having endorsed a successful theory
is evidence that the endorsers held true background beliefs, hence that they were
reliable. Besides, their reliability raises the probability that the theory they endorsed
is true. Therefore novel predictive success is at least indirectly relevant to confir-
mation. Thus, Barnes embraces a form of weak predictivism: predictive success per
se does not show that T is true, but that T has a virtue (being endorsed by reliable
scientists) which makes it likelier that it is true.

I reply to Barnes on a number of points: theory construction is also an important
explanandum, along with endorsement; background beliefs are not enough to
explain the scientists’ reliability, scientific method and skills must also be con-
sidered; Barnes’ weak predictivism can account for the confirmation of theories up
to a certain degree, but it cannot explain why some outstanding predictions make
theories practically certain; most importantly, the scientists’ true background beliefs
and reliability by themselves cannot explain novel success, the truth of theories is
also required. This shows that strong predictivism is right, and the NMAT is sound.

Eventually, in fact, I show that Barnes’ criticisms of the NMAT are based on
various misunderstandings: in its most appropriate form the argument does not
involve Occam’s razor, it takes as explanandum the building of a theory which
turned out to have novel and bold consequences, and correctly concludes to the
truth of the theory, as held by strong predictivism. Thus it accounts for the prac-
tically certain confirmation of our most successful theories.

2 From the No NMAT to the NMABB

To begin with, Barnes formulates an anti-superfluity principle (ASP), a version of
Occam’s razor, stating that we should not accept more than one explanation of the
same explanandum. ASP is then used in the following reconstruction the NMAT
(129):

6Endorsement is defined as a gradual and contextual notion; but the probability attributed to T
must be (i) no lower than an indepedent’s evaluator own probability, and (ii) sufficiently high so
that any new evidence for T raises the endorser’s credibility: pp. 35–36.
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If (F) is the fact that a theory T entails a conjunction of true observation statements
E, then

(a) (F) stands in need of explanation.
(b) There are just two possible adequate explanations: (1) T was built to fit E, and

(2) T is true (for if neither (1) nor (2) obtained (F) would be a “miracle”).
(c) Now, if (1) T was built to fit E, then we have an adequate explanation of (F)—

and there is no need to endorse (2) (by ASP).
(d) If instead T was not built to fit E, then we should endorse (2) the truth of T,

since it is the only adequate explanation of (F).
(e) Thus if T was not built to fit E, it is probably true.

To the argument so reconstructed Barnes objects that

(i) while (2) (the truth of T) explains why T entails a true consequence, (1) (that T
was built to fit E) does not. For (1) is a contingent fact, hence it cannot explain
the entailment relation between T and E, which is a logical fact; nor can it
explain the fact that E is true (130–131).

Therefore

(ii) Premise (b) of the NMAT is false, as there are not two possible explanations of
(F), but just one.

Therefore

(iii) ASP cannot be properly applied in step (c), for ‘built-to-fit’ and truth are not
explanations of the same explanandum.

Therefore

(iv) Conclusion (e) of the NMAT is unwarranted (130–137).

This is a quite puzzling argument, and I shall criticize it in Sect. 4. But two
problems can be noticed here. First, claim (i) may engender some confusion: Barnes
is right that the fact (1) that T was built for a certain purpose (fitting E) is con-
tingent, and as such it cannot explain the logical fact that T entails E. But he should
grant that it can explain the contingent fact that

(C) the theorists built a theory which entailed E, as opposed to other possible
theories which did not.

In fact, I will soon point out that for his own NMABB Barnes takes as an ex-
planandum precisely a contingent fact like (C). Equally, he might have interpreted
more charitably the NMAT as explaining a fact of the same sort (for when so
reformulated the NMAT succeeds, as we shall see in Sect. 4). Still concerning (i), it
might be noticed that the truth of T does not explain why T entails E; but it explains
why T’s consequence E is also true. I shall come back to these topics in Sect. 4
when offering a better reconstruction of the NMAT.
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The second problem with Barnes’ criticisms of the NMAT is this: if we concede
that (i) the building of T to fit E does not explain (F) (i.e. the entailment of E by T),
then he is right that (ii) premise (b) of the NMAT is false, since there is just one
possible explanation, viz. the truth of T. But then it is possible to conclude directly
to the truth of T, without assuming ASP. So, the NMAT works even better and
more simply. Actually, we shall see in Sect. 4 that there is more to say for a correct
reconstruction of the NMAT, but Barnes’ criticism fails anyway.

At any rate, after rejecting the NMAT Barnes proposes a different no miracle
argument, which does not prove the truth of T, but the truth of the background
beliefs which led to its endorsement (NMABB): first, he argues that the epistemi-
cally relevant notion is not theory construction, but theory endorsement: for a
theorist Connie might construct T but believe that it is false, while another scientist
Endora might accept it as true: if T were subsequently shown to be true, we would
consider reliable Endora, who endorsed it, not Connie who constructed it (35).
Thus, the relevant novelty notion is endorsement novelty: a prediction E is
endorsement novel for theory T and scientist S if and only if it is not among the
reasons why S endorses T.

One wonders why and how a theorist should construct a theory without
endorsing it: perhaps just in order to impress the community or improve one’s
publication record; but these goals cannot be achieved unless there are good reasons
for endorsing the theory. Moreover, theories are not found ready-made, but con-
structed through subsequent steps or stages, and theorists do not proceed to the next
step without at least provisionally endorsing the earlier ones. Of course T’s author
will not swear on the complete truth of T, and may even suspect that this or that
particular assumption of T is false; but no doubt she will endorse the larger part of
T. However, in particular cases a theory might be advanced just as an exercise of
ingenuity. Moreover, even if authors usually endorse their theories, typically not all
endorsers are authors; besides, a scientist might build a theory for accidental rea-
sons (like Kekulé’s dream), and then the evidence relevant to assessing the theory
will be that used by the endorser, not by the author. In other words, at least in
principle, there is an epistemic asymmetry between building and endorsing (i.e.,
between discovery and justification), and Barnes wishes to preserve it.

Next, he correctly argues that when seeking an explanation for the success of T
we are not really asking why T entails E (since this is just a logical fact), nor why E
is true (since this is already explained by the meaning of E and the way the world is)
(130–131). What we are asking, instead, is how

(EE) scientists came to endorse precisely a theory that has the true consequences E

(as I noticed, therefore, he should have used a similar explanandum in his recon-
struction of the NMAT). Now, he claims, we would get the required explanation if
we found that T was built to fit E, and then endorsed precisely because it fits E (134;
but if so, he should acknowledge that the building of T is as epistemically relevant
as its endorsement). On the other hand, he goes on, if T has not been endorsed
because it fits E, then there is just one explanation, besides a miraculous coinci-
dence: that the background beliefs which led to the endorsement of T were
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themselves true, so making the theorists reliable in their endorsement (98, 131,
137–9, 141–144).7

This is what I have called Barnes’ “no miracle argument for background beliefs”
(NMABB). He then goes on arguing that the reliability of the endorsers of T and
their true background beliefs make it likelier that T is true; and this, by general-
ization on all theories with novel success, supports scientific realism. This is why he
accepts weak predictivism: novelty is not directly evidence for the truth of theories,
but only for different virtues (i.e., being endorsed on the basis of true background
beliefs and reliability) which in turn are positively correlated with truth.

There is no room here to explore how exactly Barnes understands background
beliefs, or why and how in his view they make scientists reliable. But this will not
be crucial here: it is prima facie plausible that true background beliefs enhance
reliability, and I shall concede it. But I will argue that reliability is not enough to
explain scientific success without also assuming the truth of the theory, as the
NMAT does.

3 Problems with Barnes’ Weak Predictivism

One problem with Barnes’ account is that its neglect of theory construction seems
to unduly restrict the scope of novelty in theory confirmation: for him T’s conse-
quence E is novel just if it has not been used in endorsing T. However, if E has been
used in endorsing T but not in building T, we still need to explain how scientists
were able to build a theory predicting E. And if this explanation involves the truth
of T (as I show in Sect. 4), E is still novel in the crucial sense of confirming T more
than if it had been used in building T.

Perhaps Barnes believes that if one built T without endorsing it, that is because
she did not have enough good reasons for believing in the truth of T; and if so the
prediction of true E would certainly be ‘lucky’ and thus provide no special evidence
for T (beyond the mere fact of E’s truth).8 But, as noticed in Sect. 2, in typical cases
one could not build T without having good reasons for believing in its truth, and so
at least provisionally endorsing it. Besides, as explained in Sect. 1, if E is really
new and bold, striking it by chance is practically impossible.

Another problem is that in framing his NMABB Barnes distinguishes himself
from Maher (1988, 1990) and White (2003), who also see novelty as evidence for
the reliability of theorists, but trace reliability to their method: novel success, for
them, is evidence that they followed a reliable method. On the contrary, he claims
that ‘method’ is a very vague term, referring both to specific prescriptions and to
very general ones, and it is hard to tell in which sense the most general prescriptions

7He also denies that the empirical adequacy of background beliefs is a possible alternative
explanation (155–162).
8I owe this suggestion to an anonymous referee.
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could be considered reliable. Besides, creativity is also involved in theory con-
struction, and it is not dictated by any method (115–116). So, theorists are rather
made reliable by the truth of their background beliefs.

But to begin with, this claim launches an infinite regress: if we explain the
endorsement of theory T by the endorsement of the true background beliefs BB,
then we should explain the endorsement of BB by that of further background
beliefs, and so on. Barnes stops this regress by claiming that “take-off” theories are
not endorsed on the basis of further background beliefs, but only of their simplicity
(147–155); but isn’t this just reintroducing method (specifically, the methodological
prescription of simplicity) as the basic justification for the theorists’ reliability?

Perhaps not, since for Barnes background beliefs do not include only factual
beliefs, but also methodological and prescriptive beliefs, such as, e.g., “Theoretical
inference can be truth conducive in chemistry” (94). So, “take-off” theories could be
based on background belief like “Simple theories are probably true”. Perhaps in this
way Barnes could substitute the vague notion of “method” with more precise
methodological beliefs.9

But then Barnes’ substitution of method with background beliefs would become
mainly terminological, or reduce to a different contrast, that between general and
specific prescriptions: for the advocates of method-based reliability might simply
say that what makes scientists reliable are the specific methodological prescriptions
followed by them.

Moreover, if Barnes based the endorsement of take-off theories on method-
ological beliefs, one could ask why those beliefs were endorsed, and the regress
would start again. On the contrary, it is clear that some factors of reliability do not
consist either in true factual beliefs or in sound methodological beliefs, nor can be
captured by beliefs, but have to do with skills and behavioural methods which are
learned by practice and followed unreflectively, plus individual virtues like inge-
nuity, sensibility, sensitivity, intuition, etc.

Further, as noticed, it is not enough to explain why scientists are reliable in
endorsing theories, but also why they are so reliable in constructing them to pro-
duce theories with true unforeseen consequences. Sometimes Barnes considers
theories as eternal abstract objects in a platonic Hyperuranium (135–136), or as
generated by random machines (65); but actual theories are never randomly gen-
erated; and while they can be abstractly conceived as platonic entities, scientists
cannot inspect and choose them ready-made as by a noetic intuition: in actual
scientific practice scientists must “construct” them through a step-by-step
problem-solving, ideation, appraisal, acceptance or rejection of hypotheses, based
on background beliefs but also disciplinary skills, reasoning, creativity, etc.

An even more serious problem concerns Barnes’ weak predictivism: at most it
can explain why (indirectly) predictions confirm theories somewhat more than
accommodations. But there is much more to be explained: bold novel predictions
do not simply make the truth of theories more probable, but practically certain.

9I owe also this suggestion to the same referee.
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This means that those predictions leave no serious doubts that at least the
assumptions essentially used in their derivation are true: for instance, we are
practically certain that light is a undulatory phenomenon as assumed by Fresnel,
that Mendeleev’s periodic law is true, that General Relativity is at least partially
true, etc.10 After their bold predictions were confirmed, these theories ceased to be
just promising hypotheses and were substantially accepted by the scientific com-
munity. Now, simply assuming that T was endorsed on the basis of true background
beliefs is far from making practically certain that T is true: ceteris paribus it makes
the endorsers more reliable, and the truth of T more likely; but reliability is not
infallibility, and likelihood is not practical certainty.

Besides, Barnes explains that scientists endorsed T because they had true
background beliefs. But typically T is endorsed only after E is observed (before
that, T is just a hypothesis). So, the most plausible explanation is rather that
scientists endorsed T because they observed E; i.e., because they reasoned by the
NMAT: “if T predicted E, and E is novel and true, T must be true”.11

Other versions of weak predictivism suffer from the same problem: non-fudging
and non-overfitting are simply features of sound scientific method, and sound
scientific method makes the finding and endorsement of true theories possible, but
by no means guaranteed. Even a posteriori accommodation can be achieved on the
basis of true background beliefs, without any fudging or overfitting: but then just
ingenuity and puzzle-solving ability can explain why the theory accounts for the
data, and there is no need to assume that it is (partly) true. The practically con-
clusive confirmation of some theories can be provided only by the NMAT, and so
by strong predictivism: as I suggested in Sect. 1, and will argue in more detail in
Sect. 4, when a theory which anticipates surprising phenomena is found, the only
possible explanation includes the truth of that theory.

Actually, Barnes’ own NMABB could not stand without an implicit appeal to the
truth of theories: as we saw, he thinks that scientists can endorse a theory entailing
novel predictions because their true background beliefs make them reliable (98, 131,
138–9, 141–144). But I suggest that whatever reliability is,12 it is certainly not like
an extra-sensorial perception, enabling to track the bold prediction E directly, as a
truffle hound’s smell for truffles: it can only consist in the ability to find (and
endorse) theories which are largely true and fecund, and as such sufficiently likely to
have true bold consequences. Thanks to this ability, scientists actually found and
endorsed a theory which had enough true content to entail E. So, they found an
E-entailing theory by finding a true theory (which then they endorsed).

Thus, reliability is necessary but not sufficient to explain a bold novel prediction:
it makes it probable, not certain. A reliable scientist might still have come up with a

10Which of course leaves open both in-principle skeptical doubts, and the possibility of amending
these theories on many accounts.
11I owe this suggestion to Michel Ghins.
12I shall say more on this at Sect. 4. In any case, it is the actual disposition to find and/or endorse
successful theories, not the reputation of being reliable.
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theory which was mainly false, and as such didn’t entail E (for, as noticed in
Sect. 1, it is extremely improbable that false theories make true bold predictions).
Hence, one must in addition assume that the scientist actually succeeded in finding
a theory with enough true content. So, Barnes’ NMABB is parasitic on some form
of NMAT, and his weak predictivism on strong predictivism.

All this is shown rather clearly by Barnes’ own example of NMABB, concerning
Mendeleev’s prediction of the new elements Gallium, Germanium and Scandium
on the basis of his periodic law (PL). He notices that PL was based on raw
laboratory data interpreted by Cannizzaro’s atomic weight calculations. So, PL was
based on the conjunction of raw data and the background belief

(Km) Cannizzaro’s methods of atomic weight calculation are sound.

Hence, the confirmation of novel predictions drawn from PL strongly confirmed
the truth of Km:

Mendeleev’ s predictions about the discovery of heretofore undiscovered elements and
about the eventual correction of currently accepted values for atomic weights are extrap-
olations of the same pattern of atomic weight data [provided by Cannizzaro’s method]. The
probability of the extrapolation being confirmed, if Km is true, is reasonably high, for if Km
is true then Mendeleev’s atomic weight values are correct, and thus they serve to confirm
PL fairly strongly. But the probability of the extrapolation being confirmed if Km is false is
quite low - for if Km is false then no conclusion about atomic weights are entailed by
Mendeleev’s data, and PL is entirely unsupported, leaving us with no reason to expect his
predictions to be confirmed. Thus, if we let E = Mendeleev’s predicted data, it follows that
the ratio of p(E/Km)/p(E/* Km) is quite high - and E offers much confirmation of Km
(unlike the accommodated atomic weight data) (98).

In synthesis, he claims that the truth of PL would be quite improbable if Km were
false; moreover Mendeleev’s novel predictions E would be quite improbable if PL
were false, hence E would be quite improbable if Km were false; therefore, the
observation of E strongly confirmed the truth of background belief Km.

But by the same reasoning, and a fortiori, Mendeleev’s predictions should
strongly confirm the truth of PL, for the implicit reasoning scheme is

(1) PL presupposes (raw data and Km) [since PL is a bold theory, a priori
improbable, and only made probable by (raw data and Km)]

(2) E presuppose PL [since E are a priori improbable predictions, made probable
only by PL]

(3) *Km → most probably * PL [by 1]
(4) *PL → most probably * E [by 2]
(5) E [by empirical observation]
(6) Most probably, PL [by 4, 5, double negation, probabilistic MT]
(7) Most probably Km [by 3, 6, double negation, probabilistic MT].

So, the truth of background beliefs Km is confirmed (at step 7) only by first
confirming the truth of the theory PL (at step 6): the NMABB implicitly presup-
poses the NMAT.
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4 Rescuing the NMAT and Strong Predictivism

All this shows that the NMAT and strong predictivism should be preserved, in spite
of Barnes’ objections. In fact, in Sect. 2 I raised some problems with those
objections, and now I will show that his reconstruction of the NAMT is a straw
man, and propose a better reconstruction. So, let us consider his reconstruction
again:

If (F) is the fact that a theory T entails a conjunction of true observation statements
E, then

(a) (F) stands in need of explanation.
(b) There are just two possible adequate explanations: (1) T was built to fit E, and

(2) T is true (for if neither (1) nor (2) obtained then (F) would be a ‘miracle’).
(c) Now if (1) T was built to fit E, then we have an adequate explanation of (F)—

and there is no need to endorse (2) (by ASP).
(d) If instead T was not built to fit E, then we should endorse (2) the truth of T,

since it is the only adequate explanation of (F).
(e) Thus if T was not built to fit E, it is probably true.

Now, first of all, if (F) is understood literally, and theories are considered as eternal
objects in a platonic realm, it might seem that (F) does not need an explanation, so
premise (a) is false. In fact, there are two components of (F): that T entails E, and
that E is true; but neither component needs an explanation, since that E is a
consequence of T is just a logical fact, and that E is true is just a semantic fact about
the meaning of E and the state of things (Barnes 133; White 2003, 660). However,
(F) does not reduce to these two components, it rather it consists in the relation
between them: it is the fact that T has a consequence which is true (i.e., that one of
T’s consequences13 is true). Now, for this fact we can envisage some possible
explanations, although still rather shallow: for instance, that

(ct) T is completely true, hence all of its consequences are true;
or, more realistically, that
(pt) a part of T is true, and E follows from that part;

or still other explanations, as I will shortly indicate. Anyway, Barnes is right that
(b-1) (i.e., that T was built to fit E) is not one of the possible explanations of (F) in
this literal reading, so premise (b) (that there are two possible explanations of F) is
false. But premise (b) and Occam’s razor (ASP) are not necessary to the NMAT: on
the contrary, without (b-1) and premise (b) the argument works even better and
more directly; for then, instead of (b), one can assume that

13A consequence referred to opaquely, qua consequence of T: not transparently, qua E, for then, as
just explained, we wouldn’t need an explanation of its truth beyond the meaning of E and the way
the world is.

The No Miracle Argument and Strong Predictivism Versus Barnes 551



(b′) The (partial) truth of T is the only possible explanation (except miracles);

so, also the appeal to ASP in step (c) is no longer required. Thus the argument can
be better reconstructed, dropping (b) and (c), in the straightforward form of an
inference to best (or rather, to the only plausible) explanation:

If (F) is the fact that a theory T entails a conjunction of true observation statements
E, then

(a′) (F) stands in need of (shallow) explanation.
(b′) (pt) (i.e., that a part of T is true, and E follows from that part) is the only

possible explanation (except miracles);
(c′) Since the only possible explanation is probably true (by inference to only

possible explanation) T is probably at least partially true.

Hence, contra Barnes, there is no fallacious application of Occam’s razor (ASP) in
this argument. No doubt, however, the reader will feel that something is still wrong
with this reconstruction, for (b′) overlooks the possibility of alternative explana-
tions, and the conclusion is reached a bit too easily. This has to do with a further
problem of Barnes’ original reconstruction: (b) is wrong not only because
‘built-to-fit’ is not a possible explanation of (F), but also because there can be still
another (shallow) explanation: since false assumptions can have true consequences,
another explanation may be that

(fce) T has also (or only) false components, E follows from them, and E is true due
to its meaning and the way the world is.

So, (b') must be substituted by

(b″) There are two possible explanations of (F): (pt) (i.e., that a part of T is true, and
E follows from that part); and (fce).

At this point, however, the argument is blocked, for in Barnes’ formulation we find
no reason to choose between the shallow explanations (pt) and (fce).

But Barnes’ reconstruction does not make justice to the actual NMAT, because
the explanandum (F) should not be understood literally, but in a richer implicit way,
which allows to break this deadlock between (fce) and (pt):

(F′) scientists built (or “found”) (and endorsed) a theory (i.e., T), which has some
bold true consequences (i.e., E) (White 2003, 662).

In other words, the explananda are not just the logic fact that T entails E and the
semantic fact that E is true, for both of which shallow explanations are enough;
there is also the epistemic fact that T was built (and endorsed). (F′) is a contingent
fact just like the abovementioned facts (C) (which could be explained by the fact
that T was built to fit E) and (EE) (which Barnes takes as explanandum in his own
NMABB) (Sect. 2). Now, unlike (F), (F′) requires a deep explanation, which can be
only one of the following:
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I. Scientists built T to fit E, this is why T entails E, although T is (possibly even
completely) false (fce).

II. By chance scientists found a theory (i.e., T) which entails E, although it is
(possibly even completely) false (fce).

III. By chance scientists found a theory (i.e., T) with some true parts, from which
E follows (pt).

IV. Scientists reliably sought for a true and fecund theory, and they did find one
(i.e., T) with enough true content to entail the novel E (pt).

It can be appreciated that the “built-to-fit” explanation, which had no place in
Barnes’ reconstruction, finds its intuitive role in possible explanation I. Moreover,
the deep explanations I and II entail and explain the shallow explanation (fce): they
show how scientists built a theory which, though largely or completely false, has
true consequences. On the other hand, the deep explanations III and IV entail and
explain the shallow explanation (pt): they show how scientists succeeded in finding
a theory which has enough true content to entail E.

Explanation I is the most natural one in many cases, but it is not possible if E is
novel. Explanation II may apply when E is very generic and poor in content (hence,
a priori probable, and following from many possible theories), so that it was pos-
sible to find a false but E-entailing theory by chance. But if E is novel and bold
(highly specific and informatively rich), then finding such a false but E-entailing
theory by chance would have been miraculous coincidence (Alai 2014a, 307–309).
So, barring miracles, also II is ruled out. Therefore, novel and bold predictions
cannot be explained by (fce), and we are left only with explanations III and IV,
based on (pt), the (partial) truth of T.

In order to choose between III and IV we must ask how did scientists succeed in
building a theory with enough true content to entail E. Since in principle there are
infinite (completely) false theories compatible with any body of known data,
finding a theory that is even partially true (and besides entails E) by pure chance
(III) would be a miraculous luck: even more miraculous than finding a false theory
compatible with all the known data plus E. So, when E is novel and bold, the only
possible explanation is IV, that the theorists succeeded in their search for truth
thanks to their reliability. The deep explanation of (F') offered by White (2003) is
just that the theoretician was reliable, but as we noticed, this is not enough: a
scientist might be very reliable, yet fail to find a theory with enough true content to
entail E. Success in getting truth and fecundity is also necessary: i.e., any deep
explanation must entail (pt).

So IV is the only workable explanation; but is it also plausible? I think so, for
there is at least a realistically possible story which justifies IV, i.e. which explains,
in turn, what makes scientists so reliable to find (and endorse) partially true and
fecund theories in a non-miraculous way (Alai 2014b, Sect. 5): it assumes that

(a) scientists have skills, ingenuity, true background beliefs, and employ sound
scientific method;
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(b) scientific method is truth-conducive, since (i) it is based on the assumption that
nature is simple, uniform and intelligible, hence it can be known through
analogy, induction, and abduction, and (ii) nature actually is simple, uniform
and intelligible.

Summing up, a correctly reconstructed NMAT shows that the only plausible
explanation of how scientists managed to build theories entailing bold novel pre-
dictions involves the assumption that they built (partially) true theories (pt). This
fact is explained by the scientists’ reliable search for truth and fecundity (IV), which
in turn is explained by (a) and (b). So, by inference to the only plausible expla-
nation, in these cases (pt), IV, (a) and (b) can be safely assumed. This accounts for
the practically conclusive confirmation of our most successful theories, and for the
scientific realist claim that in general we can have cogent reasons to believe in the
(partial) truth of theories.14 So, contra Barnes, the NMAT is correct, and since it
supports (pt), also strong predictivism is correct: novel success is direct evidence
for the truth of theories.

Acknowledgment I thank an anonymous referee and Michel Ghins for very useful comments to
earlier versions of this paper.
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Traditional East Asian Views
and Traditional Western Views
on the Heavens: The Discovery of Halley’s
Comet

Jun-Young Oh

Abstract Traditional astronomy in East Asia developed very differently from that
of the Western world, and it was informed by the views of nature inherent to East
Asia. This research aims to examine how fundamental forces such as “yin-yang
polarity,” a core concept of the East Asian view of nature, were reflected in the
traditional astronomy of the region. In East Asia, astronomical works that carefully
examined the celestial bodies were considered very important, and an astronomical
system that was connected to the “human condition” was established. Analogical
reasoning or correlative or “associative” thinking were dominant in the region. This
connection with the human condition played an important role in the unique
astronomy of East Asia, contrasting the mechanical worldview typical in Eastern
Europe.

Keywords Yin-yang polarity � Human condition � Associative thinking

1 Introduction

Although traditionally West science is seen as the pursuit of universal knowledge,
where observations of astronomical phenomena are used to confirm theories, East
Asians interpreted the regular movement of the sun, moon, and stars as representing
the state of our world. In particular, they considered solar eclipses as portents of
disaster and the appearance of comets as heralding misfortune. Thus, comets and
solar eclipses were monitored with great interest (Lee 2012). East Asians sought to
observe abnormal astronomical phenomena and understand their meaning in rela-
tion to how human society ran. This was grounded in “correlative thinking,” where
all aspects of the universe were seen as closely interconnected (National Institute of
Korean History 2007, p. 34). In the traditional Western world, people believed in
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the completeness and invariance of the sky. However, in the East, people did not
have such preconceived ideas (Oh 2007, p. 123).

Therefore, the aim of this study is to understand the discovery of Halley’s Comet
during Korea’s Cho-sun Dynasty, based on the traditional Western view of nature.

2 Heaven-Human Correlation Theory (天人感應說)
and the Hypothetico-Deductive Method

Abstraction is a crucial feature of rational and scientific thinking, because when
comparing and classifying the immense variety of shapes, structures, and phe-
nomena around us we cannot take all of their features into account, but have to
select a few significant ones. Thus, we construct an intellectual map of reality in
which things are reduced to their general outlines (Capra 2010, p. 27). The dif-
ference between abstraction and idealization is the difference between an epistemic
matter, as when we ignore properties while abstracting, and an ontological matter,
as when we claim that an object lacks certain properties and idealize it (Nolar 2004,
p. 304).

Western philosophy, which is a discipline of thought, is composed of things that
cannot be seen, things that cannot be touched, and things that do not exist. If not
precisely structured, things cannot be verified. Therefore, the reason why the study
of logic is so developed in the Western world is that they developed their thoughts
based on “things that do not exist.” Because philosophy itself is a structural system
of thoughts, the precision of all thought becomes an important issue. However,
Eastern thought placed more importance on the validity and communication of
experience rather than the elaboration of thoughts. Therefore, logic did not play
such a pivotal role (Choi 2015, p. 177).

In the traditional Eastern world, what was ultimately lacking was deductive
thinking and a geometrical model. Also, because deductive reasoning at the veri-
fication stage of the so-called hypothetico-deductive method was lacking, people
had no choice but to stick to the method of discovery. This method significantly
weakened the effectiveness of quantitative observation, measurement, and experi-
ments in the study of nature (Yamada 1982). This is in contrast to the case of the
Ancient Greeks, who established a geometric model in which the sun, moon, and
planets revolve in a circular motion around the Earth, which in turn set the apparent
motion of these celestial bodies. This led to success in explaining the observable
motion of these celestial bodies. This model was the geocentric theory. Of course,
Copernicus’ heliocentric theory came to dominate from the 16th century, but the
geocentric theory was the beginning of the methodology of modern science, which
starts with a hypothesis to explain a phenomenon. In traditional East Asian
astronomy, although there was an attempt to directly understand generalities by
investigating the apparent phenomena, they did not start with a hypothesis before
searching for an explanation for a phenomenon (Yabuwoochi 1970, p. 51).
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Who knew that the cold rain would become a monsoon when crops are growing
well into autumn? It is because I did not have any virtue that I could not move the
heart of the sky (未能感格天心) and brought about such an extreme situation.
Therefore, if I am not vigilant nor strive (苦無飭勵之事), how would I impress the
sky? (何以格感) It is obvious that I must start with myself (宜自寡始) (translated
by Park 2014, p. 24) (Yeong-jo Age, Yeong-jo 4th year [1728], at dawn, July 27).

The preceding kings were used to looking up to the sincerity of revering the
heavens (昔年敬天之誠) and the virtue of loving the people from a young age
(translated by Park 2014, p. 143) (御製續自省編).

When a comet appears, should we just sit and be a victim to national catastro-
phe? We shall read the “Gu-dang-seo,” and “Cheon-mun-ji.” In the Jeong kwan
(貞觀) 9th year (635), August 23, Paesung (comets) appeared in Huh-soo (the
Emptiness mansion: 虛宿) and Wie-soo (the Roof mansion: 危宿) and passed
through Hyun-hyo (Aquarius: 玄枵). It only disappeared after November passed.
King Tae-jong (太宗) asked his servants by his side, “What kind of catastrophe is
this?” Wu Se-nam (558-638) replied, “From what we hear, if the leader does not
cultivate the virtues in governing people, even when the comet appears there is no
way to help this leader. If there is no flaw in politics, even if there is an abnormal
natural phenomenon, how could it have a negative effect on the national affairs? We
ask of you that your highness do not show off his greatness in his achievements that
are higher than his predecessors, and do not become careless or haughty in mind
just because peace has lasted for a long time. If you refrain from these first, last, and
all the time, how could a comet become a thing of worry?” (Oh 2007, pp. 128–129).

Here the leader is being asked to adopt the heaven-human correlation theory
(天人感應説) to become a benign ruler. The astronomical phenomena constantly
warn the emperor of catastrophe, and interpreting the celestial phenomena accu-
rately and reflecting them in politics is seen as the best way to avoid catastrophes.
This is the ultimate goal of “astronomy and calendrical science” (Oh 2007, p. 129).
This means that the celestial bodies in the sky and the humans living on the land
influence each other and interact (Lee 2012).

The utmost leader of China was called the “son of the heavens” (天子), and this
term was based on the unique Chinese political concept that leaders ruled according
to the ways of the heavens. Rather than viewing the heavens as a creator god, they
thought that the heavens presided over all beings, possessed the utmost morality,
and contained the order of nature. Moreover, they claimed that the heavens had
their own will and demonstrated this on good and bad politicians through astro-
nomical phenomena as well as natural phenomena on Earth. The son of the heavens
incessantly strived to understand the meaning of the heavens through natural
phenomena and to rule accordingly. The order of the heavens can be defined as the
law of nature, but for Asians the natural laws could not be ultimately explained by
human effort. In Greece, which was the origin of modern science in Europe, natural
laws were understood through human exploration, and this knowledge was a great
source of power in the development of modern science. However, in the Eastern
world, including China, the sky, which was an embodiment of natural law and
order, was seen as having its own will and could freely create natural phenomena.
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This kind of belief was an important reason why Asians never developed the fervor
to explore the laws of nature.

3 The Traditional Eastern View of Nature Based
on a Traditional Western Perspective: The Philosophy
of Plato and Lao Zhang

3.1 Euclidean Geometry, Chinese Algebra

The pioneers of the 17th century, Hobbes and Newton, deduced the laws of nature
using mathematical methods, especially Euclidean geometry in Hobbes’ case. In
Euclidean geometry, all prepositions must follow a logical necessity. Therefore,
even in physics they demonstrated that all phenomena ensue from a preceding
natural necessity. In other words, a certain cause leads to certain consequences
(Bronowski 1977, p. 69).

According to Euclid, each proposition flows from those which precede it by
logical necessity; and so in physics, it is argued, each action must flow from those
which precede it by natural necessity. Cause must lead unalterably to effect. The
laws of nature are thus like the laws of deductive reasoning: by these steps we go
from first to last, from cause to last effects, along a path that is unique, certain, and
(in principle) predictable in every detail (Bronowski 1980, p. 34).

Westerners thought that if something existed, it existed as only one. It existed in
unity and the trait that supported this unity was its “essence.” If one had an essence,
it was not to be shared with another. Monkeys that are similar to humans should not
have any part of the essence of humans. Rationality in humans is the essence that is
the foundation of the unity that defines humans, and this is called “substance.” This
world is perceived to be standing on a certain fundamental foundation. The human
ability to understand this substantial world and grasp the rational relationship
between humans and such a world is called “rationality” (Cho 2015, p. 178).
According to Yugawa, in this kind of scientific methodology, up until the 17th and
19th centuries, science did not really separate its abstract processes from the real
world. In the 20th century, only a very small portion of what came out of the
mathematical achievements of highly abstract physical theories could be directly
verified.

The Ancient Greeks, far more than their contemporaries, speculated about the
nature of the world they found themselves in and created models of it. They
constructed these models by categorizing objects and events and generating rules
about them that were sufficiently precise for systematic description and explanation.
This characterized their advances in (and some have said invention of) the fields of
physics, astronomy, axiomatic geometry, formal logic, national philosophy, natural
history, and ethnography. While many great contemporary civilizations, as well as
the earlier Mesopotamian and Egyptian and the later Mayan civilizations, made
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systematic observations in all scientific domains, only the Greeks attempted to
explain their observations in terms of underlying principles. Exploring these prin-
ciples was a source of pleasure for the Greeks (Nisbett 2003, p. 4). Early in their
study of the heavens, the Chinese believed that cosmic events such as comets and
eclipses could predict important occurrences on Earth, such as the birth of a con-
queror. However, when they discovered regularity in these events, far from building
models of them, they lost interest in them.

The Greeks were concerned with understanding the fundamental nature of the
world, though in a way their methods changed across eras. The fifth century saw a
move toward abstraction and distrust of the senses. Plato claimed that if the senses
seemed to contradict conclusions reached from first principles and logic, it was the
senses that had to be ignored. Aristotle thought of attributes as having a reality
distinct from their concrete embodiments in objects (Nisbett 2003, pp. 8–9).

The abstract characteristic of Ancient Greek philosophy had no counterpart in
Chinese philosophy. For the Chinese, the given background for the nature of the
world was that it was a mass of substances rather than a collection of discrete
objects. All Chinese philosophy shared concerns about harmony, holism, and the
mutual influence of everything on almost everything else. However, the Greek
philosophers were focused on objects composed of particles (Nisbett 2003, p. 18).

The Renaissance can be characterized firstly by its separation from tradition. It
can be defined as the extinction of a particular tradition and the revival of another.
This time period broke with the tradition of Aristotelian and Scholastic philosophy
that predominated Europe during the Middle Ages for a long time, and instead
revived the Platonic view of the world and atomism. In particular, the mathematical
tradition stretching from Pythagoras to Plato in Ancient Greece gave a new sense of
inspiration to intellectuals in the Renaissance.

3.2 Newtonian Mechanics and Yin-Yang Polarity

An idea born in Greece, solidified by Galileo, and spread through Europe by
Descartes and Newton was “mathematics is a language.” Supported by continuous
discoveries, this led to the mechanistic classical physics of Newton. Mechanical
physics explains natural phenomena based on natural cause and effect, mechanistic
rules, and the idea that matter is composed of particles.

Euclid theorized an axiomatic system; that is, a system consisting of a small set
of axioms and postulates (propositions not proved in the axiom system but assumed
to be true within the system) and large theorems derived from the axioms by
deduction in adherence to the rules of logic. The most famous theory in physics to
be presented as an axiomatic system was Newton’s mechanics. The theory origi-
nally consisted of three axioms, to which Newton later added a fourth of greater
importance. The explanatory and predictive power of Newtonian mechanics was
revealed by mathematical deduction of the vast range of regularities from the
un-derived four axioms of Newtonian mechanics (Rosenberg 2012, pp. 117–121).
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However, East Asians never thought mathematics could be a language and,
therefore, did not think that mathematics could be used for explaining natural
phenomena; instead, they discussed nature based on yin and yang (Jullien 2005,
p. 24).

Because disharmony in the heavens supposedly indicated disharmony in the
emperor’s rule, astronomy became a matter of national importance at an early point
and received official patronage, with an imperial astronomy office being established
and operated (McCllan and Dorn 1999, p. 131).

With comets a portent of disaster, Chinese astronomers carefully logged 22
centuries worth of commentary and observations from 613 B.C. to A.D. 1621,
including the appearance of Halley’s Comet every 76 years from 240 B.C.
However, unlike the Greeks, they did not develop explanatory models for planetary
motion. They mastered planetary periods without speculating about orbits (McCllan
and Dorn 1999, p. 132).

East Asian modes of thought proved inimical to logical, objective scientific
reasoning of the sort that developed in the West. Historians have identified a
persistent cultural pattern in East Asia variously labeled as “analogical reasoning”
or “correlative” or “associative” thinking. This style of thinking, it is said, strove to
interpret the world in terms of analogies and metaphorical systems of paired cor-
respondences between diverse things (such as virtues, colors, directions, musical
tones, numbers, organs, and planets) based on the fundamental forces of yin and
yang and the five “phases” of metal, wood, water, fire, and earth. Yin and yang thus
parallel female and male, day and night, wet and dry, the emperor and the heavens.
“Wood” is associated with “spring” and the cardinal direction “east,” and so on
(McCllan and Dorn 1999, p. 138). This way of thinking may have put the Chinese
at a disadvantage compared to the logical, objective, and scientific inference
developed in the West.

4 Discovery of Halley’s Comet in the Western World:
Deduction-Induction (Oh et al. 2015; Magnani 2009)
Involving Mathematical Abstraction

It was as if the laws of nature became very similar to deductive reasoning.
According to this method, we walk along a predestined and solitary path from the
cause at the beginning to the result at the end, and by principle, every detailed part
of the path can be predicted.
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4.1 Deduction

Assuming Newton’s law was correct and considering the sun and comet as point
mass, Jupiter’s perturbation (mathematical abstraction: auxiliary hypotheses), and
the times of the last observations of the comet, Halley calculated the time of its next
return. He boldly predicted that the comet would be seen in late December, 1758
(expected data).

4.2 Induction

The comet did reappear as predicted, near Christmas of 1758 (observation data),
and the only alternative hypothesis was that another comet with the same orbit just
happened to appear right around the predicted time 76 years later. That seemed to
everyone extremely unlikely, so the data provided very good evidence that the
Newtonian model fit.

The concern with abstraction characteristic of ancient Greek philosophy have no
counterpart in Chinese philosophy. For the Chinese, the background scheme for the
nature of the world was that it was a mass of substances rather than a collection of
discrete objects p. 18). All Chinese philosophy hared concerns about harmony,
holism, and the mutual influence of everything on almost everything else. However,
the Greek philosopher would have been an object composed of particles.

5 Analogical Reasoning in the East

The heaven-human correlation theory of the Chinese Han Dynasty explained the
relationship between the sky and humans by describing the way of the heavens
through yin and yang theory and arguing for the mutual connectivity between
heaven and humans through the so-called principles of analogical reasoning (Lee
2000, p. 32). The observations from Gwansang-gam office of Cho-sun Dynasty,
Korea, about Halley’s Comet (Nha 2016, p. 155). Comets were an ominous sign to
kings, because they are an irregular phenomenon of the sky. Therefore, it was
believed that if the tail of a comet pointed to a king’s country, that king and his
country would have bad luck.

5.1 Analogical Reasoning

Heaven is yin and the emperor is yang.
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During the reign of King Young-jo of the Cho-sun Dynasty in Korea, based on
observations made in Shandong, China, it was reported that the tail of Halley’s
Comet was pointing east; that is, at Cho-sun (an astonishing phenomenon). King
Young-jo raised the question that, if the tail of a comet is pointed at Cho-sun, would
it not be a bad sign to the country, especially the king, and therefore would it not be
necessary to observe it more carefully?

5.2 Question Raised by King Yong-Jo

The line of reasoning here is as follows: If a comet that appears suddenly in the sky
has a long tail, a sudden mishap will lead to serious misfortune for the King; and if
it is true that the sky is yin and the king yang, and that the sky and ground influence
each other, it must mean that Cho-sun and its king will have a problem. Therefore,
would the people of Cho-sun not have to carefully observe the direction of the
comet’s tail? Figs. 1 and 2.

5.3 Opinion Based on Observations by Gwansang-Gam

However, the observations by Gwansang-gam office of Cho-sun Dynasty showed
that the tail of Halley’s Comet would be pointing at the west in the morning and the
East in the evening, without a particular direction. As it was stated:

Therefore, since yin-yang is certainly correct, the observation from Shandong
regarding the tail of the comet, which implied misfortune in the Cho-sun Kingdom,
was not supported. However, we [should] observe [comets] carefully, because

Fig. 1 Analogical reasoning about heaven and earth based on Yin-Yang polarity
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unusual natural phenomena were the warnings against politics, it was not something
that could be predicted by humans (translation by Park 2014).

Holism suggests that every event is related to every other event. A key idea is the
notion of resonance. For example, if you pluck a string on an instrument, you
produce a resonance in another string. Man, heaven, and Earth create resonances in
each other. If the emperor does something wrong, it throws the universe out of kilter
(Nisbett 2003, p. 17).

6 Conclusion and Discussion

According to Collins (1998), during the 17th-century scientific revolution, math and
science, once considered to be significantly different (opposing factions), became
very close. In addition, intellectual networks between mathematics and philosophy
were established. Mathematics and science involving philosophy were propelled
forward in new and surprising directions by the development of technology. Collins
states that the East, including India, did not experience this intellectual revolution
seen in the West.

This study explored how traditional Western thought spread to the East through
the discovery of Halley’s Comet. Firstly, in the process of discovering Halley’s
Comet, the view of nature in the East Asia focused on living, organic nature instead
of mechanical nature, which was governed by Newton’s laws.

Secondly, the Western world follows the mechanical explanation of Descartes,
describing mathematical abstraction that takes into consideration only the important
factors according to the intentions of human beings. Descartes’ mechanical phi-
losophy explains that the observers on Earth are irrelevant to the phenomena of the
sky. However, in the East, because science was specific and experiential, and

Fig. 2 Sungbyun Dunglok
(星變謄錄), observations of
Halley’s Comet, 07–09 April,
1759 (Ahn 2013, p. 191), 星
變測候單子. ⓒ韓國文化財

保護 財團
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because the observers on Earth and the celestial phenomena were seen as organi-
cally related, the development of thought differed from Western mathematical
abstraction.

Thirdly, the West was interested in observing astronomical phenomena because,
unlike the Earth, it was possible to identify heavenly bodies’ regular, invariable
phenomena. In the East, because these phenomena were thought to influence the
people on the land (especially the emperor), astronomical observation was per-
formed at the national level. In the Western world, celestial phenomena were
usually used to justify a desired scientific model that could be derived through
abstraction. In the Eastern world, on the other hand, because science was specific
and experiential, and thus mathematical abstraction was difficult to conduct, it was
challenging to develop a scientific model.

Conclusively, the Western worldview, typified by simplicity using mathematical
abstractions as opposed to East Asia’s complexity, are appropriate in the field of
science, because simple models are easy to test and revise.

In the traditional East, including China and Korea, the observance of comets was
not done for the purpose of discovering a scientific law or theory, but was com-
pletely separate from humans, as in the modern West. The surest way for a leader to
avoid disasters was through the accurate observation and interpretation of celestial
phenomena. Eventually, such phenomena would reflect on one’s ruling, based on
the heaven-human correlation theory or heaven-human correspondence theory, in
which the will of heaven is realized through natural phenomena, with yin and yang
as the medium. In the traditional East, the way of thinking was ultimately based
more on deductive reasoning than it was in the Western world, and it lacked a
geometric basis. Because the deductive reasoning that is the verification stage of the
hypothetico-deductive method was lacking, East Asians had no choice but to
remain at the observation stage (see Table 1).

Table 1 Characteristics of the science cultures of the traditional west and east

Science culture of the traditional
west

Science culture of the traditional
east

Formation
of model

The level of abstraction by
simplification is high. They
search for the essence of nature.
analytical due to abstraction

The level of abstraction by
complexification effect is low.
Holistic, combined

Nisbett
(2003)

Verification
of model

Verification by deduction
(hypothetico-deductive), Euclid’s
geometry, Newtonian mechanics,
A construct that is built from
basic principles and basic
concepts like other structures

Understanding of the heaven’s
intentions rather than verifying.‘
Fundamental being’ does not
exist and the explanations are a
web of concepts and models
interconnected

Yamada
(山田慶兒),
(1982)

Origin of
model

Human’s reason, Plato’s theory
of ideals

Human’s instincts and intuition,
Yin and yang dualism of Taoism

Cho (2015)

Opinion on
scientific
knowledge

The knowledge of natural science
that excludes the observer is a
being that has a fixed structure
with mechanical order

The knowledge of natural science
including the observers is a
changing process that is
ecological and organic

Capra (2010)
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The mechanistic worldview of classical physics, involving Newton’s mechanical
rules, is useful for the description of the kind of physical phenomena we encounter
in our everyday lives and thus appropriate for dealing with our environment. It has
also proved extremely successful as a basis for technology. It is inadequate,
however, for the description of physical phenomena in the submicroscopic realm.
Opposed to the mechanistic conception of the world is the view of the mystics from
the traditional Eastern world, which may be epitomized by the world “organic,” as
it regards all phenomena in the universe as integral parts of an inseparable, har-
monious whole (Capra 2010, pp. 303–304).

Our scientific knowledge can often stay abstract and theoretical. Many of today’s
theories actively support a society based on the mechanistic, traditional Western
worldview, without seeing beyond such a mechanistic world, towards a oneness of
the universe that includes not only our natural environment, but also us human
beings based in the organic world.
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Search Versus Knowledge in Human
Problem Solving: A Case Study in Chess

Ivan Bratko, Dayana Hristova and Matej Guid

Abstract This paper contributes to the understanding of human problem solving
involved in mental tasks that require exploration among alternatives. Examples of
such tasks are theorem proving and classical games like chess. De Groot’s largely
used model of chess players’ thinking conceptually consists of two stages: (1) detec-
tion of general possibilities, or “motifs”, that indicate promising ideas the player may
try to explore in a given chess position, and (2) calculation of concrete chess variations
to establish whether any of the motifs can indeed be exploited to win the game. Strong
chess players have to master both of these two components of chess problem solving
skill. The first component reflects the player’s chess-specific knowledge, whereas the
second applies more generally in game playing and other combinatorial problems. In
this paper, we studied experimentally the relative importance of the two components
of problem solving skill in tactical chess problems. A possibly surprising conclusion
of our experiments is that for our type of chess problems, and players over a rather
large range of chess strength, it is the calculating ability, rather than chess-specific
pattern-based knowledge, that better discriminates among the players regarding their
success. We also formulated De Groot’s model as a Causal Bayesian Network and set
the probabilities in the network according to our experimental results.

1 Introduction

Consider human solving of mental tasks such as theorem proving, symbolic
manipulation problems, and classical games such as chess or checkers. A general,
widely accepted computational model of solving such problems involves searching
among alternatives (Newell and Simon 1972). In games, for example, this amounts

I. Bratko (&) � M. Guid
Faculty of Computer and Information Science, University of Ljubljana,
Večna pot 113, 1000 Ljubljana, Slovenia
e-mail: bratko@fri.uni-lj.si

D. Hristova
University of Vienna, Vienna, Austria

© Springer International Publishing Switzerland 2016
L. Magnani and C. Casadio (eds.), Model-Based Reasoning in Science
and Technology, Studies in Applied Philosophy, Epistemology
and Rational Ethics 27, DOI 10.1007/978-3-319-38983-7_32

569



to searching through “my” possible moves, then for each “my” move considering
all possible opponent’s replies, then again considering my possible moves for each
of the opponent’s replies, etc. This search may stop when positions are encountered
that are estimated without doubt as drawn, or good or bad for one of the sides. The
result of search is “my” move (if exists) that guarantees my win against any
possible opponent’s reply.

In fact, this simple algorithm is in principle sufficient to solve problems of the
types mentioned above. However, in cases of high combinatorial complexity of
problems, such as chess where there are many alternatives at each step, this is
practically infeasible because it takes too long for humans, and even for computers.
Therefore the search has to be carried out intelligently, relying on search heuristics
that are based on the problem solver’s knowledge about the domain. Newell coined
the term knowledge search (1990) describing the way an agent uses their directly
available long-term knowledge to bear on the current situation in order to control
the search. These heuristics guide the search in promising directions and thus
reduce the complexity of search needed to solve problems. The usual, empirically
observed relation between the amount of solver’s problem-specific knowledge and
the amount of search required is: the more knowledge the problem-solver possesses,
the less search is needed.

In this paper, we study this trade-off between knowledge and search in human
game playing, and investigate their relative importance for success. To this end, we
conducted experiments in human problem solving in the game of chess. The
problem for the participants was: given a chess position, find the best move for the
side to move. The human problem solving model for this case, relevant to our
study, was stated in the classical work by De Groot (1946, 1978) and was also used
by Tikhomirov and Poznyanskaya (1966).

De Groot’s model of chess players’ thinking about best moves conceptually
consists of two stages: (1) position investigation, and (2) investigation of possi-
bilities, or search. Stage 1, “position investigation” consists of identifying general
properties of a position like “Black king is not well protected, so a direct attack on
Black king should be considered”, and familiar patterns like “White knight is
pinned by the Black bishop, so the knight might be in danger”. Such patterns make
the player suspect that there might be a way to checkmate Black king, and that
White knight might be attacked by other enemy pieces and eventually lost because
a pinned knight cannot escape from the attack. However, no search among concrete
moves is done at Stage 1. This is done at Stage 2, “investigation of possibilities”.
This consists of the calculation of concrete moves and variations that may lead to
the actual exploitation of the spotted motifs. That is, in our examples, to force the
checkmate of the king, or force the capture of the knight. Stage 2 is similar to the
usual computational problem solving model that involves search described earlier.
In this paper, Stage 1 will be referred to as “detection of motifs”, and Stage 2 as
“calculation of variations”. Strong chess players have to master both components of
problem-solving skill: detection of motifs, and calculation of variations. The first
component is based on the player’s chess-specific knowledge, which reflects the
player’s general understanding of the game. The player has acquired such an
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understanding through experience and her study of chess literature. The second
component, i.e. calculation, seems to be less specific to chess, and is reflected in the
player’s ability to reliably calculate in his or her mind the possible variations.

The research question explored in this paper is: which of these two components
better separates successful players from unsuccessful ones. By successful players
we mean those who find best moves more often.

2 Examples of Motifs and Calculation

To further clarify the two stage model of chess problem solving, we now present
concrete examples of motifs and calculations.

Figure 1, diagram (a), illustrates “a pin”, one of the most common and effective
motifs (patterns) in chess. White rook attacks Black knight. The knight cannot
escape because this would leave Black king under attack. Black cannot do anything
to prevent the loss of the knight, and White wins. Diagram (b) shows how such a
motif enables the player to find the right move for White almost without any
calculation. The motif itself immediately suggests the winning move rook b1-b7. It
then remains to calculate that after all possible Black king moves, White rook can
capture the knight. This amounts to searching some 8 positions altogether.

Fig. 1 Diagram a. Black to move: One of the simplest and most common motifs in chess, called a
“pin”. White rook is attacking the Black knight. The knight cannot escape from the rook’s attack
because if the knight moves away Black king will come under the rook’s attack (indicated by the
red arrow) which means a knight’s move is illegal. Therefore the Black knight is said to be pinned,
and in fact lost in our case. Diagram b, White to move: The White player in a glance notices an
instance of the familiar pin motif (Black knight and Black king are both on the same line), so the
player will immediately perform a little calculation to see whether this motif can actually be
exploited. The winning move is: rook moves from square b1 to b7 (green arrow) to pin the knight.
After any Black’s reply, the knight will be captured by the rook
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Without the motif, the unguided calculation would have to consider incompa-
rably more positions, something like 30.000. This estimate can be roughly worked
out as follows. Let White perform, for example, the breadth-first search. To solve
the problem of Fig. 1b, the required depth of search is four half-moves. That is: first
level moves by White, then Black’s replies, and then the second level moves by
White and another level of Black’s replies. In each position, White has roughly 22
possible moves (maximally 14 moves by the rook plus 8 moves by the king). Black
has roughly 16 possible moves in each position (maximally 8 moves by the knight
and 8 by the king). Taking into account gradual reduction of the number of moves
with increasing level, this means something roughly in the order of 30.000 posi-
tions; compared with 8 when the motif is available.

It should be noted that the pin is a very general concept. It does not have to
necessarily involve a rook and a knight and a king, as in our example. A pin occurs
between any three pieces where the pinning piece is a long range piece that moves
either horizontally, vertically or diagonally (a queen, a rook or a bishop), the pinned
piece and the target piece that is indirectly threatened by the pinning piece:

Pinning piece                           Pinned piece                        Target piece     

The arrows show the line of attack by the pinning piece. The pinned and the target
piece are of the same colour, and the pinning piece is of the opposite colour. The
dashed line only becomes available to the pinning piece when the pinned piece
moves away and frees the path to the target piece. Typically, a pin is all the more
effective if the target piece is more valuable than the pinned piece. If the pinned

Fig. 2 Diagram a: There is no pin yet on the board, but can White achieve a pin by forcing the
Black pieces into the same line? Yes, withWhite rook move from b1 to b8 (green arrow). After the
move Black king is in check and has to move to the 7-th rank, from h8 to h7 or g7. Then the
familiar motif appears (diagram b)
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piece moves away to escape the attack, the pinning piece may capture the target,
possibly winning even more material than just the pinned piece.

Figure 2 shows an example where a pin cannot be immediately created in one
move, but can be forced in two moves. The calculation now becomes more
demanding, but not significantly so because the motif still guides search very
effectively. Any reasonably strong player will immediately look for a way of
forcing a pin, and find it in no time.

Figure 3, diagram (a), shows a rather more complex example on the same theme.
The pin motif is the same, but two additional rooks now significantly complicate the
calculation. But even so, the calculation proceeds in more or less a similar way as in
the previous examples according to the familiar mechanisms of exploiting a pin.

Fig. 3 Diagram a: The pin motif in a more complex position with an extra rook for White and
Black. The same idea works forWhite as in Fig. 1, but the calculation here is more complex. White
may start with rook from b1 to b7, pinning the knight. Now Black has more defensive resources
enabled by the presence of Black rook. One way is to play Re8-e7, defending the knight with the
rook, and interrupting Black knight pin against Black king. However, the knight is still pinned, this
time against Black rook. So White, seeing this, logically increases the pressure on Black knight by
playing Ra1-a7, further exploiting the pin. Black knight may try to flee to d5, also defending Black
rook. But the rook is then attacked by two White rooks, so White captures twice on e7 and wins.
Instead of moving knight to d5, Black may try to check White king with rook f7 check. Now White
has to be careful and move the king to e2 which wins eventually, but not to g2 (or g1 or g3)
because after that, Black can deliver another check by rook f7-g7. After White king g2-h2 Black
has no further checks, but can save himself with Nc7-e6. Suddenly, Black pieces have reorganised
themselves, Black rook is now protected by both the king and knight, and position is drawn. This
example nicely shows the role of calculation. The calculation is driven by the motifs, but the final
truth is determined by calculation. Diagram b: This is the same as diagram (a) except that White
king is now at f4 instead of f2. This small difference offers Black additional defensive possibilities
and further complicates the calculation drastically. AfterWhite rooks have doubled on the 7th rank,
Black knight can move out of attack to d5 or e6 with check. This way Black gets out of the pin
trouble. But in the process, the knight gets misplaced and cannot return towards his king.
Eventually White pieces can trap the knight and win. We do not give concrete variations because
they become numerous and very long
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Estimates of the number of positions to be searched are: (1) a few tens if guided by
the motif, and (2) some 6.000.000 if unguided, which is completely outside human
calculation capability. This example illustrates the typical law that the difference
between the complexity of guided vs. unguided search grows exponentially with the
required search depth. Figure 3b is a small variation of 3a in which White king is at
f4 instead of f2. This example shows that, although the main pin motif remains the
same as in 3a, the small variation enormously increases the calculation complexity
and even brings in several additional motifs in different variations.

3 Experimental Setup

We investigated our research question with an experiment in which 12 chess
players of various chess strengths were asked to solve 12 tactical chess problems.
A chess position is said to be tactical if finding the best move requires calculation of
variations, in addition to detecting tactical motifs in the positions.

Our players’ chess strength, in terms of official FIDE chess ratings was in the
range between 1845 and 2279 rating points. The strength of registered chess players
is officially computed by FIDE (World Chess Federation), using the Elo rating
system. This rating system was designed by Arpad Elo (Elo 1978). For each player,
this rating is calculated and regularly updated according to the players’ tournament
results. The rating range of our players, between 1845 and 2279, means that there
were large differences in chess strength between the players. The lowest end of this
range corresponds to club players, and the highest end to chess masters (to obtain
the FIDE master title, the player’s rating has to reach at least 2300 at some point in
their career). There were actually two chess masters among our participants.
According to the definition of the Elo rating system, the expected result in a match
between our top ranked player against our lowest ranked player would be about
92 % against 8 % (the stronger player winning 92 % of all possible points).

In addition to the differences in chess strength expressed through chess ratings,
one could also consider other differences between the players. One such factor
might be the chess school where a player was taught, or the particular instructor by
whom the player was trained. However, in this paper we did not explore the effects
of such additional factors. The 12 chess problems were selected from the Chess
Tempo web-site (www.chesstempo.com) where the problems are rated according to
their difficulty. Chess problems are rated in a similar way as the players. However,
in Chess Tempo a problem’s rating is determined by the success of the players
when solving the problem. The principle is as follows: If a weak player solved a
problem then this counts as strong evidence that the problem is easy. So the
problem’s rating goes down. If a stronger player solved the problem, the problem’s
rating still goes down, but not as much as for a weak player. On the contrary, if a
strong player failed to solve the problem, this counts as strong evidence that the
problem is hard, and the problem’s rating increases. In detail, a problem’s rating in
ChessTempo is determined by using the Glicko rating system (Glickman 1999)
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which is similar to the Elo system. The Glicko system, at difference with Elo, takes
into account the time a player has been inactive. In cases of longer inactivity, the
player’s rating becomes uncertain. To illustrate the meaning of ratings in
ChessTempo, a player with rating 2000 has a 50 % chance of correctly solving a
problem with the same rating of 2000. The same player has a 76 % chance to solve
a problem with the rating 1800, and a 24 % chance to solve a problem rated 2200.

In our selection we ensured a mix of problems that largely differ in their diffi-
culty. Our selected positions were all tactical chess problems, randomly selected
from Chess Tempo according to their difficulty ratings. Based on their Chess
Tempo ratings, our problems can be divided into three classes of difficulty: “easy”
(2 problems; their average Chess Tempo rating was 1493.9), “medium” (4 prob-
lems; average rating 1878.8), and “hard” (6 problems; average rating 2243.5).
While the problems within the same difficulty class have very similar difficulty
rating, each of the three classes is separated from their adjacent classes by at least
350 Chess Tempo rating points. Some problems have more than one correct
solution. To ensure correctness, all the solutions were verified by a chess playing
program.

The experimental setup was as follows. Chess problems, that is chess positions
in which the participant was asked to find a winning move, were displayed as chess
diagrams on a monitor, and the players’ solution moves were recorded. Allowed
solving time per position was limited to 3 min.

During the player’s problem solving, the player’s eye movements were tracked
by an eye-tracking device EyeLink 1000 and recorded into a database. In the last
decades, with wide availability of eye tracking devices, studying eye movements
has turned into one of the main methods of research in chess decision making
(Reingold and Charness 2005). The processing of recorded eye-movements reveals
roughly on which squares of the chessboard the participant was focussing at any
time during problem solving.

After the player finished with the 12 problems, a retrospection interview was
conducted in which the player described how he or she approached the problem. It
was possible to detect from these retrospections what motifs were considered by the
player, and roughly how the calculation of variations driven by the motifs was
done. Other details of the experiments are described in (Hristova et al. 2014a, b)
where the question of automated assessment of the difficulty of chess problems was
tackled.

In this paper, we analyse the experimental data with respect to the research
question of this paper. The relevant experimental data includes the following. For
each player and position, the relevant information consists of: (1) correctness of the
solution proposed by the player, (2) the motifs considered by the player in com-
parison with the motifs needed to solve the problem, and (3) the correctness of the
calculation of variations. The motifs considered were found through the players’
retrospections, and to some extent verified by the eye movement data, although this
verification cannot be done completely reliably.

Figure 4 shows an example of how the eye tracking data can be used. It should
also be noted that not all relevant motifs in a position were needed to solve the
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problem. Some of the motifs did not give rise to a winning move. Sometimes there
were several alternative winning moves, and there were accordingly several alter-
native motifs, any of them being sufficient to find at least one of the solutions. Some
winning moves were derived from a calculation that required a combination of
more than one motif.

These possibilities had to be taken into account when deciding whether the
player detected a complete set of motifs needed to carry out correct calculation. To
this end, for each position and each possible solution of the position, we defined the
“standard” set of motifs necessary and sufficient to find the solution. In defining the
standard sets of relevant motifs, we took into account all the motifs mentioned by
all the players. In very rare cases when needed, we had to add motifs that fully
enabled correct calculation for each possible solution. In doing this, we used our
own chess expertise (two of us have chess ratings over 2300 and 2200 respectively).
As we verified all the solutions and corresponding chess variations by a chess

Fig. 4 One of the more difficult test positions. The colouring was extracted from eye tracking
data, and shows the intensity of eye focussing on areas of the chess board by a player (red is the
most intensive, then follow yellow and green; white means no significant focussing). The two
diagrams correspond to two players, call them A and B. There are two main motifs in this position:
(1) attack Black king who is placed very uncomfortably and can be attacked e.g. by the White rook
at square e4 (middle of the board) and White Queen moving to square e3. The directions of attack
by these moves are indicate by red arrows; (2) Black Queen is surrounded by White pieces and it
looks that it might be trapped; some relevant moves by a White Knight against Black Queen are
shown with blue arrows. Calculation of concrete variations reveals that attacking Black King does
not win for White, but trapping Black Queen does (by moving the Knight from c2 into the bottom
left corner of the board). Player A, according to retrospection, considered both motifs and solved
the problem. Player B only considered attacking Black King and failed to solve the problem. This
difference in motif detection by the two players is indicated in the eye tracking images, although
rather subtly
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program, we believe that there would be very little room for defining reasonable
alternative standard sets of motifs.

4 Results

4.1 Experimental Data and Basic Statistics

Our experimental data consisted of the performance of 12 players in all 12 posi-
tions, that is 144 players’ solutions. Out of these, we omitted four cases that were
meaningless because the player misunderstood the task (confused the side to move
in the position). This gives a total of 140 proposed solutions that we analysed in the
sequel (144 − 4 = 140).

Here are some results relevant to our research questions. The players correctly
found a winning move in 89 out of 140 problems, i.e. 63.6 %. The players correctly
detected all the motifs relevant to a solution in 121 problems (86.43 %). Note that
this is the percentage of cases in which the players perfectly detected relevant
motifs. The calculations were completely correct in 35.7 % of the problems. It
should be noted that a problem was often solved correctly even in the case of
imperfect calculation or imperfect detection of motifs.

In the sequel we slightly refine the possible outcomes and introduce the fol-
lowing notation:

• Variable S stands for “success”, that is correct solution found.
• Variable M stands for the event “motifs detected”. For a problem and a player,

M is true if the player correctly detected all the motifs in the problem position
that are relevant to a solution of the problem (perfect detection of motifs);
otherwise M is false.

• Variable C stands for “calculation correctness”. For a problem and a player, C
may take one of three possible values:

• C = CC if the player’s calculation in the position is completely correct; that
is, it clearly states the critical variations

• C = CA if the player’s calculation is “adequate”. That is, the calculation is
basically correct, it does suggest a correct move to play (although possibly
with a bit of luck), but it is incomplete and/or indicates the player’s uncer-
tainty. For example, the calculation is accompanied by the player’s com-
ments like “I was not able to calculate everything”, “I had to rely on
intuition”, etc.

• C = CI if the player’s calculation is clearly incorrect, although it may,
through sheer luck, even suggest a correct move to play, but for wrong
reasons

CC (calculation correct) occurred in 35.7 % of all 140 cases, CA (calculation
adequate) occurred in 22.1 % of all cases, and CI in 42.1 %. Note that these do not
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exactly sum up to 100 % because of rounding errors. Taking these relative fre-
quencies as simple estimates of probabilities we have:

P(CC) = 0.357
P(CA) = 0.221
P(CC v CA) = 0.579
P(CI) = 0.421

Again, the numbers above do not sum up exactly due to rounding errors.
The following results are indicative of the importance of motif detection.

Relevant motifs were not perfectly detected in 19 problems. In none of these
problems, the calculation was correct; moreover, it was not even adequate in any of
them. Estimating probabilities by relative frequencies, we have:

P(CC | * M) = 0/19 = 0.0
P(CC v CA | * M) = 0.0

From this, one may conclude that it is very unlikely to perform correct or adequate
calculation without relevant motifs.

On the other hand, a successful solution may be found with a bit of luck even in
the case of incorrect calculation. This happened in 8 out of 59 cases, so relative
frequency is:

P(S | CI) = 0.1356

Even more, a successful solution may be found by luck in the absence of
detected motifs and under incorrect calculation. This happened in 2 out of 19 cases,
giving relative frequency:

P(S | * M & CI) = 0.1053

Regarding our question about the relative importance for success between
detection of relevant motifs and calculation, correlations between some of the
variables in our domain are important. These variables are: success in a player
finding a correct move in a given position, detection of motifs, and correctness of
calculation. We computed Pearson’s sample correlation coefficients, which requires
numerical input data. To this end we defined corresponding numerical variables as
follows:

• Success = 1 if the problem was successfully solved; otherwise Success = 0
• MotifsDetected = 1 if all the relevant motifs were detected in the position,

otherwise MotifsDetected = 0
• CalculationOK = 1 if the calculation was correct or adequate (in our notation

CC or CA), otherwise CalculationOK = 0 (i.e. calculation incorrect, CI)

The correlations between pairs of these variables are:

r(Success, Motifs-Detected) = 0.4368
r(Success, CalculationOK) = 0.8870
r(MotifsDetected, CalculationOK) = 0.4643
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It should be noted that the correlation between success and correctness of cal-
culation is much higher than the other two correlations above. This confirms that
the correctness of calculation is a more important predictor of success than the
detection of motifs. This can be explained by the facts that motifs are highly needed
for correct calculation, but they are not highly sufficient for correct calculation.

4.2 Causal Bayesian Network Model of Problem Solving
in Our Domain

We can formulate a probabilistic model of our chess problem domain as a Causal
Bayesian Network. We will use the three binary variables Success, MotifsDetected
and CalculationOK. However, in a Bayesian network it will be more convenient to
treat them as Boolean variables rather than numerical, so the numerical value 1 will
be replaced by true, and 0 by false.

It is most natural to view the causal dependences between these three events
according to the problem solving process:first, the player looks for relevantmotifs, then
she uses these motifs to drive the calculation which results in a successful or unsuc-
cessful solution. This corresponds to the structure of the Bayesian network in Fig. 5.

Note that the link betweenMotifsDetected and Success cannot be ignored because
Success also depends probabilistically on MotifsDetected when CalculationOK
is known.

The probabilities for this network are:

P(MotifsDetected) = 0.8643
P(CalculationOK | MotifsDetected) = 0.6694
P(CalculationOK | * MotifsDetected) = 0.000
P(Success | CalculationOK ^ MotifsDetected) = 1.000
P(Success | CalculationOK ^ * MotifsDetected) = 1.000
P(Success | * CalculationOK ^ MotifsDetected) = 0.150
P(Success | * CalculationOK ^ * MotifsDetected) = 0.1053

It is interesting to check what happens if we omit the link between
MotifsDetected and Success, which makes the structure of the model simpler, more
intuitive, and better reflect De Groot’s basic model of chess thinking (the stage of
motif detection is followed by the calculation of variations, then the solver’s
solution emerges). The structure then becomes:

MotifsDetected CalculationOK Success

MotifsDetected CalculationOK

Success

Fig. 5 The structure of a
Bayesian network model of
chess problem solving
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The list of conditional probabilities in the Bayesian network is now also simplified
into:

P(MotifsDetected) = 0.8643
P(CalculationOK | MotifsDetected) = 0.6694
P(CalculationOK | * MotifsDetected) = 0.0
P(Success | CalculationOK) = 1.0
P(Success | * CalculationOK) = 0.1356

The simpler Bayesian model is in fact a good approximation to the full Bayesian
model. Table 1 gives a comparison between complete joint probability distribution
computed with the full model and with the simplified one. Mean absolute difference
between full model’s joint probabilities and simplified model’s joint probabilities is
0.0021. Mean absolute difference relative to the average probability value in this
distribution (i.e. 0.125) is 1.6 %.

5 Discussion

The following observations are indicated by our experimental results:

• The results largely confirm de Groot’s problem solving model. The first stage of
problem solving is concerned with the detection of motifs, and the second stage
is devoted to the calculation of concrete variations to verify whether motifs can
actually be exploited. In all the 19 cases when relevant motifs were not detected,
the calculation of variations was incorrect. It seems that it is practically
impossible to calculate variations correctly without relevant motifs. When the
motifs were detected, the calculation was at least adequate in about 67 % of the
cases.

• In rare cases, about 10 %, a player did manage to solve the problem successfully
even without detecting the motifs and with incorrect calculation. This can be
explained by the fact that the number of generally reasonable moves in a chess
position may be rather small, so even a random choice may succeed occasionally.

Table 1 M, C, S stand for
MotifsDetected,
CalculationOK, and Success
respectively. Pfull and Psimple

are the probabilities of the
indicated combined events
according to the full Bayes
model and the simplified
model, respectively

M C S Pfull Psimple

t t t 0.5786 0.5786

t t f 0.0000 0.0000

t f t 0.0429 0.0387

t f f 0.2429 0.2470

f f t 0.0000 0.0000

f t f 0.0000 0.0000

f f t 0.0143 0.0184

f f f 0.1214 0.1173
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• Relevant motifs were correctly detected in 121 cases, that is 86 % of the total of
140 cases. In these 121 cases, the calculation was completely correct in 43 % of
the cases, and calculation was at least adequate in 67 % of the 121 cases. This
indicates the conclusion that for our players and type of chess problems, it was
easier to detect the motifs than to perform the calculation.

This last point indicates that in our experiment, the dominant discriminating
problem solving component between the players’ success and failure was the cal-
culation of variations and not detection of motifs (that is domain specific knowl-
edge). Not much difference, in terms of players’ problem solving performance,
arises from the differences in players’ pattern-based knowledge. This may be sur-
prising because our players’ chess strength (measured in Elo ratings) varied so
much. The results show, possibly against the common intuition, that it is the cal-
culation ability that decisively differentiates between players’ chess problem solv-
ing success and failure.

To interpret this finding carefully, it should be noted that in our experiment, we
used tactical chess problems. In contrast to long term strategic problems (also referred
to as “positional play”), tactical problems are expected to require more calculation.
However, as our results show, calculation alone without pattern knowledge (motifs)
is far from sufficient.

Statistical evidence supporting this conclusion regarding pattern knowledge vs.
search is also reflected in the correlations between variables. The correlation
coefficient between the players’ correctness of solutions and the players’ success in
detecting relevant motifs is 0.4368. On the other hand, the correlation between the
correctness of solutions and at least adequacy of calculation is much higher: 0.8870.
It should be admitted that the correctness of calculation was, for each player and
position, evaluated somewhat subjectively by a chess expert as explained in
Sect. 3.1. However, this does not change the overall conclusion that follows from
the experimental data. Namely, that the ability to calculate variations is more dis-
criminative among the players regarding their success than is the ability to detect
relevant motifs.

The conclusion about calculation ability being more discriminative than pattern
knowledge is relevant to a discussion in chess of different views regarding chess
teaching and training even at top grandmaster level (Kotov 1971; Wenzhe 2001).
The question is which component of chess skill is more important and deserves
more attention in teaching and training: chess-specific pattern knowledge, or the
ability to calculate variations. There is a common agreement that both of these
components are necessary to play really well. However, one side of this discussion,
including the Soviet school of chess (Kotov 1971), puts more emphasis on the deep
understanding of chess, which includes chess-specific pattern knowledge. The other
view is that deep understanding of chess is not sufficiently effective in practical
game playing without very reliable support from calculation. Therefore some put
relatively more emphasis on the ability to calculate concrete variations. The results
of this paper might be interpreted as supportive of the latter approach in respect of
this particular dilemma.
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The differences between the two approaches are also reflected in chess training
of very strong players. This is well illustrated by the following comments by the
Russian grandmaster, a former world champion and successful chess coach
Alexander Khalifman in the article “Le Quang Liem and the Soviet school of chess”
(Chessintranslation.com 2011). Khalifman commented on the young Vietnamise
player Le Quang Liem, the surprising winner of a very strong chess tournament in
Moscow in 2011. Khalifman explains: “What a school is and what its presence or
absence means is something that you can understand very well if you analyse with
Asian chess players…. I worked a little bit with Le Quang Liem, and I will say
honestly that sometimes my eyes popped out of my head. He is also a very talented
boy… and he is trying very hard to grow. But at the moment all he does is calculate
and calculate variations. He calculates very well, by the way. But a school is, in my
opinion, what you would call a basis of positional principles, playing from general
considerations…” This is how Khalifman described his view on the relative defi-
ciency of elements of Soviet chess school in the young Asian player who was, in
Khalifman’s opinion, overwhelmingly relying on calculation.

6 Conclusions

Our results indicate that the dominant discriminating problem solving component is
the calculation of variations and not detection of motifs. This may come as a
surprise in the view that traditional chess teaching puts so much emphasis on
general chess knowledge which includes detection of chess motifs.

In our experiments, no significant difference in players’ problem solving per-
formance arises from the differences in players’ pattern-based knowledge (ability to
detect motifs), despite large Elo rating differences between the players.

Our results also clearly confirm one aspect of classical De Groot’s model of chess
thinking. Namely, that satisfactory calculation is not possible without detection
of motifs.

It should be noted that these findings are limited to the type of problems used in
our experiments, that is tactical chess problems. One question for future work is
whether the relative importance of calculation vs. chess pattern-knowledge also
extends to non-tactical positions, particularly to long-term positional play. A first
intuition on this might be that in such chess positions calculation of variations is
relatively less important than in tactical positions. On the other hand, even in sharp
positional play it is important to calculate how positional motifs can be realised by
concrete sequences of moves.

Another topic of future work is to develop a program for automatically detecting
players’ motifs directly from the players eye tracking data. This task seems to be
rather demanding, but it could help to reduce some uncertainty in interpreting
players’ retrospections regarding the detection of motifs.
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Explorative Experiments in Autonomous
Robotics

Francesco Amigoni and Viola Schiaffonati

Abstract The debate on the experimental method, its role, its limits, and its pos-
sible applications has recently gained attention in autonomous robotics. If, from the
one hand, classical experimental principles, such as repeatability and repro-
ducibility, play as an inspiration for the development of good experimental prac-
tices in this research area, from the other hand, some recent analyses have
evidenced that rigorous experimental approaches are not yet full part of the research
habits in this community. In this paper, in order to give reason of a part of the
current experimental practice in autonomous robotics that cannot be satisfactorily
accommodated under the traditional concept of controlled experiment, we will
advance the notion of explorative experiment. Explorative experiments in this
context should be intended as a form of investigation carried out in the absence of a
proper theory or theoretical background, where the control of the experimental
factors cannot be fully managed from the beginning. We show that this notion
arises from (and is supported by) the analysis of the experimental activities reported
in a significant sample of papers that have been given awards at two of the largest
and most impacting robotics research conferences.

1 Introduction

The discussion on experiments and the effort in developing good experimental
methodologies have gained attention in autonomous robotics in the very last years.
This field is oriented to develop robot systems1 that are autonomous in the sense
that they have the ability to operate without continuous human intervention, in
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1Generally speaking, and for the purpose of our presentation, a robot system is an artifact that
interacts with the external environment through its sensors and actuators and that is controlled by
software programs.
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order to work in places hardly accessible by humans or in cooperation with humans
in common environments. In autonomous robotics, human operators evolve from
being active controllers of the robot systems to being more passive supervisors of
the same robot systems.

The increasing attention to experimental issues in this field can be attributed to
many factors. For sure, disciplinary and scientific ones play an important role, as
autonomous robotics strives for reaching the same methodological standards of
other scientific disciplines. Also practical accomplishments are essential in pro-
moting standard ways to measure performance and parameters (e.g., those related to
safety). Finally, commercial purposes are emerging with the aim of having standard
benchmarks to evaluate products. Accordingly, a number of initiatives have been
promoted, ranging from workshop series (Bonsignorio et al. 2015), to special issues
of journals (Bonsignorio and del Pobil 2015), to European projects funded under
different programs (Rawseeds 2015; RoCKIn 2015), to a generalized interest to
experimental issues.

When analyzing the experimental trends emerging in the community, two dif-
ferent tendencies can be observed: on the one hand, the principles of experimental
method (such as comparison, reproducibility, repeatability, justification, and gen-
eralization) play an inspirational role in the direction of defining a more rigorous
approach to experiments; on the other hand, these rigorous approaches are not yet
full part of the current research practice in robotics. For instance, from the sys-
tematic analysis presented in (Amigoni et al. 2014), it emerges that only few of the
experiments conducted in a significant sample of autonomous robotics articles
come close to controlled experiments in the sense employed by (Tedre 2015) for
computing in general.

To better investigate the nature and the role of experiments in autonomous
robotics within this heterogeneous and dynamic context, we believe that the current
debate needs to be widened. It has to take into account not only the traditional tools
of the philosophy of science, in the form of the philosophy of experimentation, but
also other disciplines, both already existing (such as the philosophy of technology)
and under development (such as the interdisciplinary field labelled philosophy and
engineering). In this paper, we propose to stretch the traditional idea of experiment,
with the aim of introducing the (still preliminary) notion of explorative experiment
to give reason of a part of the current practice in autonomous robotics. To a first
approximation, explorative experiments are forms of empirical investigation on the
functioning of technical artifacts and on their interaction with the environment, in
absence of a proper theory or theoretical background and without the typical
constraints of controlled experiments. Our main original contribution is thus a step
toward an enlarged framework that can satisfactorily account for all the different
forms of experimentation in autonomous robotics.

With the aim of making the discussion more concrete, and without any attempt
of being exhaustive, we analyze the papers that in the last years have been given
awards at the IEEE International Conference on Robotics and Automation (ICRA)
and at the IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), which are two large and impacting robotics research conferences. Our goal

586 F. Amigoni and V. Schiaffonati



is to show how the notion of explorative experiment emerges from the current practice
and how it can give reasons of some current experimental activities in autonomous
robotics, in addition and beyond the traditional notion of experimentation.

In the following, we widen the framework of experimentation by considering the
many faces of experiments already proposed for computing2 and the notion of
directly action-guiding experiment, and by analyzing the crisis of the traditional
experimental paradigm, as it has been conceptualized for experiments with new
technologies (Sect. 2). We, then, survey how experiments are conducted in the
current practice of autonomous robotics and how they can fit within the already
existing categories of experiments in computing (Sect. 3). Finally, we advance a
definition of explorative experiments capable to take into account a significant part
of the current experimental practice in autonomous robotics (Sect. 4).

2 Widening the Experimental Framework

In this section, we introduce the concepts that enable to enlarge the framework for
reflecting on experimentation in autonomous robotics.

The many faces of experimentation. The term ‘experiment’ is used in the field
of computing in a variety of ways. As it has been reconstructed in detail by (Tedre
2015), at least five different views of experiments can be recognized in the practice
of the field. There are the so called feasibility experiments aimed at empirically
demonstrating (‘demonstration’ and ‘experiment’ are terms commonly used as
synonymous in computing) the proper development and working of a technology.
There are trial experiments, evaluating some aspects of a system using predeter-
mined variables in a laboratory, and field experiments, aimed at evaluating these
aspects of a system outside the laboratory, in the real world. There are also com-
parison experiments devoted to compare different solutions to look for the best one
for a specific problem. And, finally, there are controlled experiments, those more
similar to the traditional notion of experimentation and aimed at achieving gener-
alization and prediction. What is important in this account is not how the notion of
experiment should be used, but how it is actually used: “Many would object against
calling, for instance, feasibility demonstrations ‘experiments,’ arguing that the term
‘experiment’ has a special meaning in science. They are right. But if one looks at
how authors in computing have used the term—not how it should be used—those
five uses are easily found” (Tedre 2015, 190). The differences introduced by these
categories are surely of great importance in our discussion and in the next sections
we will argue for their extension to autonomous robotics at the light of the
experimental activities reported in the papers we surveyed.

2In this work we use the terms “computing”, “computer science”, and “computer science and
engineering” in an interchangeable way to name the academic discipline. While recognizing the
relevant difference between the theoretical and practical ends of the computing spectrum, intro-
ducing a taxonomy is beyond our scope here.
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Directly action-guiding experiments. Besides the traditional notions of
experiment, such as the ones just presented, we introduce here that of directly
action-guiding experiments, as technological forms of experimentation already
present in pre-scientific times. In particular, the difference between epistemic
experiments and directly action-guiding experiments, as recently conceptualized in
Hansson (2015), can help emphasizing not only that explorative experiments we
discuss in this paper are performed on technical artifacts (and not on natural phe-
nomena), but also that they have different purposes than the epistemic ones. An
experiment is epistemic when it aims at providing information about the workings
of the natural world, whereas an experiment is directly action-guiding when it
satisfies two criteria: (a) the outcome looked for consists in the attainment of some
desired goal of human action and (b) the interventions studied are potential can-
didates for being performed in a non-experimental setting in order to achieve that
goal. A clinical trial of an analgesic is one of the examples provided by Hansson to
illustrate a directly action-guiding experiment, where the outcome looked for is the
efficient pain reduction and the experimental intervention is the treatment that might
be administered. A systematic test on an autonomous robot employed to assist an
elderly person in her home is also an example of a directly action-guiding exper-
iment: the outcome looked for is the proper interaction of the robot with the person
and the experimental intervention consists in the careful tuning of the abilities that
the robot must possess to positively achieve this goal.

Exploratory experiments. Directly action-guiding experiments contribute also
to introduce an explorative element that characterizes experimentation in autono-
mous robotics, as we will see in the next sections. The concept of experiment as
exploration is not new. For example, in some recent philosophical research, ex-
ploratory experimentation labels those forms of experimentation in science which
are not always guided by theories. One of the first authors to recognize the epis-
temic importance of exploratory experiments (Steinle 1997) defines exploratory
experimentation as driven by the desire to obtain empirical regularities when no
well-formed theories or no conceptual frameworks are available. What is important
in this characterization (that in this case is based on a detailed reconstruction of the
early research in electromagnetism) is that the experimental activity may be highly
systematic and driven by the typical experimental guidelines, despite its indepen-
dence from specific theories. The same term is used with a slightly different
meaning in another article appeared in the same year but in the context of some
early research in protein synthesis (Burian 1997), where exploratory experimen-
tation is seen as a style of inquiry not guided by theory. These and other similar
works are mainly directed to contrast the theory-driven approaches of most of the
philosophy of science in the spirit of experimentation as having a life on its own
(Hacking 1983). Even if they recognize that exploratory experimentation is typi-
cally not completely free of theory, they aim at showing that the epistemic sig-
nificance of those inquiries are not primarily theory-driven by presenting several
detailed case studies. The idea that “the aim of exploratory experiments is to
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generate significant findings about phenomena without appealing to a theory about
these phenomena for the purpose of focusing experimental attention on a limited
range of possible findings” (Waters 2007, 5) is probably that serving better as an
inspiration for more recent works devoted to provide evidence of the exploratory
shift observed in the methodology of some areas of biology (Franklin 2005).

Experimental control. Controlling the experimental factors that are investigated
constitutes one of the key issues of the experimental method. To deploy an
experimental system, knowledge and control of the interactions between the system
and its environment need to be managed. Controlled experiments are usually per-
formed having in mind quite precise expectations of the possible outcomes. The
research questions are clearly stated and the hypotheses to be investigated are made
explicit. Then, on a general account, experiments are designed and performed
varying the different experimental parameters in order to determine which of the
different experimental conditions are indispensable and, then, looking for stable
empirical rules. For producing stable and repeatable experiments, experimenters
vary a number of factors in their experimental systems to examine whether they are
relevant or not. The fact that experiments are performed in laboratories responds
exactly to this attempt of control.

The crisis of the traditional notion of control. Traditionally the control
paradigm for experimentation, as it has been devised in the history of science, relies
on two assumptions (Kroes 2015): the experimenter is not part of the system on
which the experiment is performed and (s)he is in control of the independent
variables and of the experimental set-up. Accordingly, the experimenter is able to
intervene both by changing these variables to evaluate their influence on the
dependent ones and by varying the experimental set-up. This traditional control
paradigm becomes problematic, and a consequent shift in the notions of interven-
tion and control is observed, when considering new technologies as socio-technical
systems, namely as hybrid systems composed of natural objects, technical artifacts,
human actors, and social entities. The idea of controlling the experimental system
from a center of command and control that is outside the system becomes highly
problematic (Kroes 2015). Reasons are that the distinction between the experi-
mental system and its environment is critical, but also that the environment is
complex, where complexity arises from the co-presence of technical artifacts and
natural and social elements.

It is interesting to note that the same crisis in the traditional notion of control can
be observed also in a part of the current experimental practice in autonomous
robotics. Although the kind of technology we are discussing here does not possess
in a full and complete way the features of large-scale socio-technical systems, such
as the world civil aviation system (Vermaas et al. 2011), it nevertheless shares some
of their characteristics. We could say that the experimental system in the case, for
instance, of experiments with autonomous robots is hybrid, in the sense that not just
technical components play an essential role for the functioning of the system, and
thus have to be evaluated, but also natural objects, human actors, and social entities
need to be taken into account (e.g., for their interaction with the robot systems).
Moreover, if in the natural sciences it is prescribed that the experimenter should be
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an outsider of the phenomenon to be investigated, it is not clear how a person
developing autonomous robots, namely computation-based artifacts, could be an
outsider with respect to a phenomenon (i.e., an artifact) that (s)he has created (Tedre
2011). Except for some significant examples, in autonomous robotics, tests on the
artifacts are usually performed by the same people that created them, losing the sort
of independence of the experimenter that is prescribed in the classical experimental
protocol.

One could ask what is the reason for a robotician to test the artifacts that (s)he
has developed and, thus, should know in detail. To answer this question, it is
important to recognize at least two sources of unpredictability, arising in the arti-
fact, due to its complex nature and to its interaction with the physical environment
(including humans) surrounding it, respectively. This is particularly evident in the
case of autonomous robotics, where the goal is that of having robots that do not
require continuous human supervision. Autonomous robots are very complex
entities composed of interacting modules ranging from sensors, to actuators, to
software programs, whose overall behavior is hardly predictable, even by their own
designers, especially when considering their interaction with the external physical
(and social) world. Not only tests that a given robot is working properly (and
possibly better than others) have to be performed without the required indepen-
dence of the experimenter, but also autonomous robots have to be tested for their
proper interaction with environments (including in most of the cases other human
beings) that is hardly predictable.

In summary, autonomous robotics, as several other new technologies, can benefit
from a wider framework in which its experimental activities can be discussed, as we
further argue in the following of this paper.

3 A Survey of Different Experiments in Autonomous
Robotics

In this section, we present some considerations emerging from the survey we have
conducted on the papers that have been awarded the Cognitive Robotics Best Paper
Award and the CoTeSys (Cognition for Technical Systems) Cognitive Robotics
Best Paper Award at ICRA and at IROS, respectively, from 2010 to 2015. In total,
we consider 11 papers that we deem represent a significant sample of current
research on autonomous robots, as they are witnessing the awarded research in two
of the main conferences of the field (see Table 1).

As discussed in the previous section, in Tedre (2015) some classes of experi-
ments are identified from the analysis of current practice in computing. According
to our sample of representative papers, examples of experiments that fall in these
classes are also largely present in autonomous robotics, although some new char-
acterizations of experiments as explorations also emerge.
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Feasibility experiments. These experiments are basically a form of empirical
demonstration, intended as an existence of proof of the ability to build a robot
system to perform some task. The outcome of a feasibility experiment is typically
binary: positive, if the robot is able to accomplish what it is intended to do;
negative, otherwise. Examples of this kind of experiments in the papers we ana-
lyzed are reported in Table 2.

Trial and field experiments. These experiments take a step further and evaluate
various aspects of robot systems using some predefined variables which are mea-
sured in laboratories or in real contexts of use (with some limitations), in the case of
trial experiments, or outside the laboratory in complex socio-technical contexts of
use, in the case of field experiments. In these experiments, some quantities, like
velocity and acceleration of parts of the robots, accuracy and time required for
performing a task, or error with respect to a reference (ground truth), are measured
to evaluate robot systems. Sometimes, measuring quantities amounts to resort to

Table 1 Papers (references and titles) analyzed in our survey

Hoffman and
Weinberg (2010)

Gesture-based human-robot jazz improvisation

Grollman and Billard
(2011)

Donut as I do: learning from failed demonstrations

Bergstrom et al.
(2011)

Generating object hypotheses in natural scenes through human-robot
interaction

Thobbi et al. (2011) Using human motion estimation for human-robot cooperative
manipulation

Tenorth et al. (2012) The RoboEarth language: representing and exchanging knowledge
about actions, objects, and environments

Daniel et al. (2012) Learning concurrent motor skills in versatile solution spaces

Chu et al. (2013) Using robotic exploratory procedures to learn the meaning of haptic
adjectives

Fasola and Mataric
(2013)

Using semantic fields to model dynamic spatial relations in a robot
architecture for natural language instruction of service robots

Deisenroth et al.
(2014)

Multi-task policy search for robotics

Gemici and Saxena
(2014)

Learning haptic representation for manipulating deformable food
objects

Boularias et al. (2015) Grounding spatial relations for outdoor robot navigation

Table 2 Some excerpts relative to feasibility experiments, according to the taxonomy proposed
by (Tedre 2015)

Tenorth et al.
(2012)

“The experiment shows that the system is able to encode the
information required for mobile pick-and-place tasks” (p. 1289)

Fasola and Mataric
(2013)

“These examples illustrate the ability of the system to parse natural
language input, ground noun phrases, infer command semantics, plan,
and execute an appropriate solution while obeying natural language
directive constraints” (p. 147)
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human judgement about the observed behavior of the robots. Some examples
extracted from the papers we analyzed are reported in Table 3.

Comparison experiments. These experiments refer to comparing different
solutions in some set-ups and are based on some precisely-defined measures and
criteria to assess the performance. The compared entities could be different versions
of the robot system under testing (for instance, the same robot with or without a
specific component) or alternative systems to perform the same task (for instance,
systems proposed by other researchers). Table 4 shows some examples of this kind
of experiments that are reported in the papers we analyzed.

Table 3 Some excerpts relative to trial and field experiments, according to the taxonomy
proposed by (Tedre 2015)

Grollman and
Billard (2011)

“To evaluate our techniques we are concerned not only with whether
the task is eventually performed successfully (which it is), but also
with the breadth of possibilities that are generated” (p. 3807)

Thobbi et al. (2011) “Ten trials were performed to test how quickly the algorithm could
converge to an optimal policy” (p. 2876)
“True velocity and acceleration are derived from the observed
position, and are shown in the figure for comparison with the predicted
values” (pp. 2876–2877)

Fasola and Mataric
(2013)

“To evaluate the ability of our robot system to follow natural language
directives, we first analyzed the effectiveness of the semantic
interpretation module to infer the correct command specifications
given the natural language input” (p. 147)

Boularias et al.
(2015)

“Participants were separately asked to point to the goal they would
choose for executing each command. The best answer, chosen by a
majority vote, is compared to the robot’s answer” (p. 1981)

Table 4 Some excerpts relative to comparison experiments, according to the taxonomy proposed
by (Tedre 2015)

Grollman and
Billard (2011)

“Because there are more possibilities to explore, in our experiments
the donut method took more interactions to succeed than the balanced
mean” (p. 3808)

Bergstrom et al.
(2011)

“Again, we conclude that point initialization outperforms cluster
initialization” (p. 832)
“In addition we evaluate how the method in [10] compares to our
method” (p. 833)

Thobbi et al. (2011) “Figure 8 shows the trajectories of both ends of the table for cases
where the proposed system was used (case I: with predictions) and the
case where only the reactive controller was used (case II: without
predictions)” (p. 2877)

Daniel et al. (2012) “We also compare our approach to the standard unimodal REPS
algorithm” (p. 3595)

Gemici and Saxena
(2014)

“We compare the performance of our reward based manipulation
approach against the baseline algorithms” (p. 644)
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Controlled experiments. These experiments are the golden standard of exper-
imentation in the natural sciences and refer to the original idea of experiment as
controlled experience, where the activity of rigorously controlling (by adopting
experimental principles such as reproducibility or repeatability) the factors that are
under investigation is central, while eliminating the confounding factors and
allowing for generalization and prediction. In the current experimental practice of
autonomous robotics (discussed at the beginning of this paper and in Amigoni et al.
2014), it is hard to find experimental activities that completely fit within this
category.

Along with the above categories of experiments, the analyzed papers report
evidence of other forms of empirical investigation on the functioning of artifacts
and on their interaction with the environment, which are in the direction of
explorative experiments and can be roughly organized in the following way
according to their purposes.3 (Note that the categories below are separated for
presentation clarity, but their boundaries are rather fuzzy.)

Investigating the role of parameters. Complex software programs controlling
robot systems often involve several parameters whose values influence their
behavior. For example, the software programs controlling robots could make
decisions according to thresholds, or sensor data could be filtered according to
factors depending on environment conditions. Often, the designer has only a rough
a priori idea of the relationship between values of parameters and behavior of robot
systems, and experiments are used to elucidate and make more precise this
relationship. In a sense, the design of a robot system R requires tests in an
experimental setting S in order to be refined with the proper values of parameters P
that are good for S. To this end, some experiments reported in the surveyed papers
are set up to elucidate the qualitative and quantitative effects of different parameters
values on some measurable quantities relative to the behavior and the performance
of the robots (Table 5).

Confirmation of expectations or hypotheses. When developing robot systems,
the designers consider (and build upon) a set of expectations and hypotheses about
the behavior of the artifacts when inserted in their operating environments. Usually,
in autonomous robotics, due to the difficulty of building reliable models of the
interaction between robots and the portion of the physical world in which they are
inserted (Amigoni and Schiaffonati 2010, 2014), these expectations and hypotheses
are not based on a solid theoretical ground and can be confirmed only empirically.
Schematically, the designer expects a robot system R to show behavior B when it is
inserted in experimental setting S, and would like to confirm such expectation. This
class of experiments (Table 6 reports a sample taken from surveyed papers) pro-
vides a very simple feedback to the design phase in the context of a continuous

3Although it is out of the scope of the present paper to investigate the exact positioning of
explorative experiments, we believe they represent an orthogonal dimension with respect to the
five categories of experiments introduced by (Tedre 2015) and discussed before.
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iteration between design and experiments.4 For example, they are used to provide a
posteriori justifications on some assumptions, in the sense that the design of the
robot system R is based on some hypotheses that are considered valid if R shows
the expected behavior B.

Getting insights on the behavior of the robot systems. In the most interesting
cases, explorative experiments are used to get intuitions on how robot systems work
and on how they perform tasks. Usually, these experiments provide quantitative
results that the designers use to inspect, and possibly modify, the design of the
internal methods of robot systems (see Table 7 for some examples taken from the
surveyed papers). In this case, the qualitative or quantitative influence (or effect, or
role) of module M of robot system R on behavior B (observed when R is put in an
experimental setting S) are investigated. Note that experiments used with this
explorative intention provide a richer knowledge than those used to investigate the
role of parameters, ranging from measuring values of internal variables to gener-
ating ideas for alternative design solutions.

Table 5 Some excerpts relative to experiments devoted to investigate the role of parameters in
robot systems

Hoffman and
Weinberg (2010)

“We have empirically sampled sound intensity profiles for different
solenoid activation lengths, and used those to build a model for each
striker” (p. 583)

Thobbi et al. (2011) “Figure 7 shows the role of the forgetting factor ϕ in determining the
confidence” (p. 2877)

Daniel et al. (2012) “We evaluate our approach with different bounding parameters k for
the responsibilities. […] In a second experiment, we evaluate the
influence of importance sampling” (p. 3595)

Gemici and Saxena
(2014)

“In this work, we manually tuned the reward functions for our
manipulation task for a reasonable level of exploration and
exploitation” (p. 644)

Table 6 Some excerpts relative to experiments devoted to confirm expectations or hypotheses

Grollman and
Billard (2011)

“Further, as expected, exploration with both techniques increased in
the middle portions of both tasks” (p. 3808)

Chu et al. (2013) “We first analyzed the feature vectors to confirm that they capture
meaningful differences in the feel of the objects” (p. 3053)
“This relatively low score supports our belief that multiple motions
should be combined to increase the recognition of haptic object
properties” (p. 3054)
“which supports the hypothesis that our methods can produce a
meaningful set of adjectives for completely new objects when using all
EPs” (p. 3054)

4Note that, in most of the papers we analyzed in our survey, this iteration process is only hinted
and only final successful tests are described in detail.
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Assessing the generality of robot systems. The most sophisticate way of
employing experiments with an explorative flavor is to gain knowledge about the
behavior of robot systems in settings that are different of those considered in their
design, in order to evaluate the generality of these systems. In this case, a robot
system R that has been designed and developed to perform in settings S is
experimentally tested in settings S’ (different from S). Table 8 reports some
examples taken from the analyzed set of papers. For instance, settings S’ could
involve noisy data (as opposite to error-free data assumed during development and
preliminary experiments) or data that the robot R has never seen before. This last
aspect is particularly relevant in the case of learning systems, like those proposed in
Deisenroth et al. (2014) and Gemici and Saxena (2014). In other cases, S’ could
involve special situations (e.g., unexpected behaviors of the humans that are
interacting with R) that are excluded from S.

Table 7 Some excerpts relative to experiments devoted to get insights on the behavior of robot
systems

Grollman and
Billard (2011)

“We believe the decreased agreement at the end of the movement
comes from accumulated drift during trajectory generation” (p. 3808)
“We believe this behavior (and some of the visual jagginess) arises
from our use of gradient ascent in the velocity generation and our
initialization” (p. 3808)

Bergstrom et al.
(2011)

“The slightly lower performance of the latter indicates that it might be
better to let the segments evolve on their own, rather than giving a
large bias from the start and having the risk of getting stuck in local
minima” (p. 832)

Thobbi et al. (2011) “Figure 5 shows the variation confidence (C) through the task”
(p. 2877)
“the trajectory is much smoother when the human is placing the table
down as compared to moving upwards […] It can also be speculated
that sophisticated velocity or torque controlled robots would yield
smoother motions and offer better improvements in performance using
the proposed technique” (p. 2878)

Fasola and Mataric
(2013)

“To illustrate the usefulness of the semantic field model towards
representing static and dynamic spatial relation primitives for use in
path generation and classification, Fig. 6 shows the progression of the
at, along, away from, and in semantic field values along the execution
paths generated for test runs #1–4, respectively” (p. 148)

Gemici and Saxena
(2014)

“This means that for most of the objects, one or two information
gathering actions was enough to determine the best task oriented
action to reach the subgoal” (p. 644)

Boularias et al.
(2015)

“We notice that complex commands help finding the right goals
because they are less ambiguous than simple commands” (p. 1981)
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4 Discussion

The examples of the previous section show that if, on the one side, the attempt of
autonomous robotics to conform its experimental methodology to that of controlled
experiments is not yet fully (and perhaps cannot be) carried out, on the other side
the current practice is characterized at various levels by a form of experimentation
that seems to deal with exploration. A purely controlled form of experimentation is
hardly possible due to the lack of some of the features that in the traditional protocol
allow to control the experimental factors. In particular, in the case of autonomous
robotics, modeling and predicting the behavior of the robot systems in their
interaction with complex environments is not only far beyond the current and
near-future technical knowledge, but it is also rather out of experimenter’s control
due to some intrinsic reasons: the experimenter is part of the system and (s)he is not
in full control of the experimental set-ups (Kroes 2015). When we turn, instead, to
the idea of exploration, experiments are seen as ways to explore possibilities,
to investigate opportunities, and to give back information that is iteratively used to
improve the artifacts both in their architecture and in their interaction with complex
environments. What is explored is only partially known in advance, and surely not
at the level of being expressed in the form of clear hypotheses derived from a strong
theory to be tested later in (controlled) experimental campaigns. In a sense,
explorative experiments are used to increase the confidence of designers on the
behavior of their robot systems in physical environments.

In the context of the widened framework suggested in this paper, we attempt
now a still primitive but—in our opinion—promising definition of explorative
experiments that is shaped on the analysis of experiments in autonomous robotics,
but that could hopefully be extended to other forms of experimentation in computer
engineering and, especially, in artificial intelligence. By explorative experiments in
autonomous robotics we mean experiments that are driven by the desire of inves-
tigating the realm of possibilities pertaining to the functioning of a robot system and

Table 8 Some excerpts relative to experiments devoted to assess generality of robot systems

Thobbi et al. (2011) “Figure 6 shows a non-typical case where the human chooses to take a
pause during the task” (p. 2877)

Fasola and Mataric
(2013)

“To demonstrate the generalizability of our approach and its usefulness
in practice with real robots in real environments, next we present
evaluation results of our robot software architecture using maps of real
environments that were generated by physical robots implementing
SLAM with onboard laser sensors” (p. 148)

Deisenroth et al.
(2014)

“We show that our MTPS approach allows to generalize from
demonstrated behavior to behaviors that have not been observed
before” (p. 3880)

Gemici and Saxena
(2014)

“In order to test the generalization of our algorithm to new object
categories, we also included a new category (tofu) not seen during
training” (p. 645)
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to its interaction with the environment in absence of a proper theory or theoretical
background. More precisely, explorative experiments are a special kind of directly
action-guiding experiments which possess the following features:

• They are devoted to testing technical artifacts, meant as artificial entities pur-
portedly built by humans to fulfill a purpose and, therefore, having a technical
function.

• Their focus is to iteratively refine the intervention, meant as the union of
knowledge and action characterizing experimental practice, and their ultimate
purpose is not to test a general theory, but to probe the possibility and limits of
the intervention.

• They do not force a sharp distinction between designers and experimenters and,
instead, the practitioners often become experimenters.

• The control of the experimental factors cannot be fully managed from the
beginning, but is in part carried out after the artifact has been inserted into its
environment.

The reason why we use the term ‘explorative’ instead of ‘exploratory’ is to mark
our difference from the philosophical work focused on accounting the distinction
between exploratory and theory-driven experiments and based on the ways in
which experiments depend on theory. In our attempt to characterize explorative
experiments we are interested, instead, in the appeal to complexity that has been
stressed in the philosophical literature (Burian 1997), where some systems are
considered too complicated to be investigated by means of a theory-driven
approach. This appeal to complexity certainly applies to biology, but we believe
that there are good reasons to extend it to computer engineering as well, in par-
ticular when the subjects of the experimentation are not just the artifacts per se, but
rather the ways in which these artifacts are able to interact with the surrounding
physical and social environment. The reference to complexity helps in defining one
important aspect we wish to stress in our characterization of explorative experi-
ments: the fact that there is not sufficient information (in most of the cases for the
lack of a proper theoretical background and/or previous experience) to provide
precise expectations of what investigators will find. Thus, explorative experimen-
tation is a way to find patterns of activities from which scientists could generate
novel hypotheses to improve artifacts and gain confidence in their behavior. In this
sense, explorative experiments are forms of empirical investigation of novel and
interesting ideas or techniques, without the rigorous constraints of typical experi-
mental methodologies. The role of explorative experiments appears thus particu-
larly important in autonomous robotics, because such robot systems are developed
to operate in environments that are largely unpredictable and difficult to capture in
models, with the consequence that the designers can hardly anticipate the possible
outcomes.
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5 Conclusions

In this work, we have substantiated the need of reconsidering the traditional notion
of experiments within the field of autonomous robotics. The partial, but significant,
survey we have presented shows that forms of experimentation as explorations are
already performed in the practice of the field. To account for these activities, we
have proposed the idea of explorative experiments, as forms of directly
action-guiding experiments inspired by the different elements discussed at the
beginning of the paper, in order to widen the current experimental framework.

We plan to further refine the definition of explorative experiments, in particular
in the direction of considering different forms of control, with respect to those
adopted in the classic experimental paradigm, that take place a posteriori, after an
artifact has been inserted into its environment. Moreover, the feedback that
explorative experiments can provide on design of autonomous robots will be
investigated in more detail. Finally, the questions relative to the limited repeata-
bility and reproducibility of explorative experiments, which could lead to
over-optimistic interpretations of results, will be addressed.
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Fundamental Physics, Partial Models
and Time’s Arrow

Howard G. Callaway

Abstract This paper explores the scientific viability of the concept of causality—
by questioning a central element of the distinction between “fundamental” and
non-fundamental physics. It will be argued that the prevalent emphasis on funda-
mental physics involves formalistic and idealized partial models of physical regu-
larities abstracting from and idealizing the causal evolution of physical systems.
The accepted roles of partial models and of the special sciences in the growth of
knowledge help demonstrate proper limitations of the concept of fundamental
physics. We expect that a cause precedes its effect. But in some tension with
this point, fundamental physical law is often held to be symmetrical and all-
encompassing. Physical time, however, has not only measurable extension, as with
spatial dimensions, it also has a direction—from the past through the present into
the future. This preferred direction is time’s arrow. In spite of this standard contrast
of time with space, if all the fundamental laws of physics are symmetrical, they are
indifferent to time’s arrow. In consequence, excessive emphasis on the ideal of
symmetrical, fundamental laws of physics generates skepticism regarding the
common-sense and scientific uses of the concept of causality. The expectation has
been that all physical phenomena are capable of explanation and prediction by
reference to fundamental physicals laws—so that the laws and phenomena of sta-
tistical thermodynamics—and of the special sciences—must be derivative and/or
secondary. The most important and oft repeated explanation of time’s arrow,
however, is provided by the second law of thermodynamics. This paper explores
the prospects for time’s arrow based on the second law. The concept of causality
employed here is empirically based, though acknowledging practical scientific
interests, and is linked to time’s arrow and to the thesis that there can be no causal
change, in any domain of inquiry, without physical interaction.
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1 Temporal Symmetry and Fundamental Physics

It is prevalently held that the fundamental or primary laws of physics are symmetric
in time and all-encompassing.1 Part of the plausibility of this understanding of
physical law depends on the relationship of physics to the special sciences. There is
a plausible sense in which physics is fundamental in relation to the special sciences.
If exceptions are found to laws or generalizations of the special sciences such as
psychology, biology or chemistry, then one reasonably seeks explanation in more
basic or underlying scientific laws or generalizations. Psychology may reasonably
seek answers to some of its problems in physiology or neurology, biology may look
to biochemistry, and chemistry may look to physics, etc.

But in physics the pursuit of underlying explanatory factors or mechanism
comes to an end, in the sense that there is no more basic natural science which
provides needed explanations or understanding of anomalies or exceptions in
physics.2 I see little ground to question the thesis. This is quite different, however,
from the claim that the special sciences are somehow incomplete or defective until
and unless they are fully explained by or reduced to details of physics.

Nobel Prize winning physicist, Steven Weinberg, emphasized a related point in
his 1992 book, Dreams of a Final Theory:

When we say that one truth explains another, as for instance that the physical principles (the
rules of quantum mechanics) governing electrons in electric fields explain the laws of
chemistry, we do not necessarily mean that we can actually deduce the truths we claim have
been explained. Sometimes we can complete the deduction, as for the chemistry of the very
simple hydrogen molecule. But sometimes the problem is just too complicated for us. In
speaking in this way of scientific explanations, we have in mind not what scientists actually
deduce but instead a necessity built into nature itself.3

The sense in which quantum mechanics explains laws of chemistry involves a
kind of projection from simple cases, where the relationship is clear, to more
complex cases, where the actual deduction of chemical laws or properties of
complex atoms and molecules is impractical. One reason that chemistry persists in
its special modes of understanding and explanation, instead of simply substituting
physics, is that the required physics is not fully suited to the complexities; and, in
effect, as Weinberg has it, “sometimes the problem is just too complicated for us.”
Still, where anomalies or exceptions to chemical laws appear, one expects that

1See, e.g., Davies (1977, p. 26), who puts it this way: “All known laws of physics are invariant
under time reversal,”—though noting the singular exception of processes involving K-mesons and
the weak force. Cf. Greene (2004, p. 145): “… not only do known laws fail to tells us why we see
events unfold in only one order, they also tell us that, in theory, events can unfold in reverse
order”.
2Cf. e.g., Fodor (1974), “all events that fall under the laws of any science are physical events and
hence fall under the laws of physics”.
3Weinberg (1992, p. 9).
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study of the relevant physics might be very helpful. While generally sympathetic to
what Weinberg says in this passage, I would emphasize, too, the small contrast I
introduced between thinking of this as a matter of reasonable scientific projection
and Weinberg’s talk of a “necessity built into nature itself.” Projections from a well
understood model can be more or less reasonable, given the state of scientific
knowledge, but talk of necessities of nature resists the gradation.

Within physics, there is a prevalent view that various laws, particles or physical
constants are more basic, fundamental, primary or foundational, usually in the sense
that they play a central role in explaining and ordering a wide range of physical or
scientific generalizations. This idea is reflected, for example, in detailed accounts of
the fundamental particles of the Standard Model of particle physics.4 But it is
sometimes explicitly held that the fundamental particles of the Standard Model are
simply those which are, as yet, not subject to further analysis or explanation.
A powerful particle collider, such as the LHC at Geneva, provides energy sufficient
to detect quarks within the proton and neutron, but no one has yet detected anything
smaller within quarks or electrons. It is important to distinguish, then, between
holding that some presently accepted generalizations are “fundamental” in relation
to what is presently known, and saying, on the other hand, that there must be some
system of fundamental physics governing all that will ever come to be known.

Temporal symmetry is a matter of the reversibility of physical events and pro-
cesses in accordance with physical law. The existence of an arrow of time, it has
been argued, “is puzzling,” because “all basic theories in physics seem to be time
symmetric or time reversal invariant.”5 Or, what is sometimes claimed to be
equivalent, is that the fundamental physical laws conserve information.6 Sean
Carroll argues, along related lines, that what is crucial is “our ability to reconstruct
the past from the present,” and “the key concept that ensures reversibility is con-
servation of information;” if the information needed to specify any state of the
world is always preserved, then “we will always be able to run the clock backward
and recover any previous state.”7

Applying fundamental physical laws, e.g., to atoms, molecules, or other bodies,
given their present positions and momentum, one could, in principle, equally cal-
culate their future or past positions and momentum. Given the fundamental laws,
information concerning physical units of a system at any given time, carries with it
implications regarding the system at any other time. As the British astrophysicist,
A.S. Eddington concisely put it, speaking to the issue of reversibility, “when the

4See, e.g., the brief account in Penrose (2004, pp. 627–654) and Carroll 2012, The Particle at the
End of the Universe, “Appendix Two, Standard Model Particles,” pp. 293–298.
5Savitt (1995, p. 6).
6See e.g., Susskind (2008, p. 87): “There is another very subtle law of physics that may be even
more fundamental than energy conservation. Its sometimes called reversibility, but let’s just call it
information conservation”.
7Carroll (2010, p. 121).
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[primary] laws are formulated mathematically,” then “there is no more distinction
between past and future than between right and left.”8 Though similar views are
widely held, I want to suggest that this idea has the ring of excessive idealization.

2 Background for Fundamental Physics

In spite of Eddington’s appeal to precise mathematical formulation, it seems best
for philosophical purposes to follow Einstein and Infield on “fundamental ideas”:

Fundamental ideas play the most essential role in forming a physical theory. Books on
physics are full of complicated mathematical formulae. But thought and ideas, not for-
mulae, are the beginning of every physical theory. The ideas must later take the mathe-
matical form of quantitative theory, to make possible the comparison with experiment.9

The symmetric, time invariant concept of fundamental physics is rooted, his-
torically, in the interpretation of Newton’s laws of motion and his theory of uni-
versal gravity. As Einstein put it, writing in 1940, “The first attempt to lay a
uniform theoretical foundation was the work of Newton”10

This Newtonian basis proved eminently fruitful and was regarded as final up to the end of
the nineteenth century. It not only gave results for the movements of the heavenly bodies,
down to the most minute details, but also furnished a theory of the mechanics of discrete
and continuous masses, a simple explanation of the principle of the conservation of energy
and a complete and brilliant theory of heat. The explanation of the facts of electrodynamics
within the Newtonian system was more forced; least convincing of all, from the very
beginning, was the theory of light.11

Newton’s physics eventually gave rise to the “iron determinism” of Laplace’s
Philosophical Essay on Probabilities.12 According to Laplace, the future is com-
pletely determined by the past; and equally, a complete knowledge of the present
state of every particle or body completely determines every past configuration. The
world is thus a causal “block universe,” to use the familiar philosophical term from
William James.13

Laplace, in an oft quoted passage from his “Essay on Probabilities,” provides
the following image of the Newtonian world, as viewed by some “immense
intelligence”:

8Callaway (2014, p. 76).
9Einstein and Infield (1938, p. 277).
10Cf. Einstein (1940, p. 488).
11Einstein (1940, p. 488).
12Laplace and Simon (1820/1902) the Introduction to his Théorie Analytique des Probabilités.
13See James (1909/2008, p. 47), in the 2008 edition: “Every single event is ultimately related to
every other, and determined by the whole to which it belongs.” In James’ general conception of the
block universe, the determination need not be causal.
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We ought to regard the present state of the universe as the effect of its antecedent state and
as the cause of the state that is to follow. An intelligence knowing all the forces acting in
nature at a given instant, as well as the monetary positions of all things in the universe,
would be able to comprehend in one single formula the motions of the largest bodies as
well as the lightest atoms in the world, provided that its intellect were sufficiently powerful
to subject all data to analysis; to it nothing would be uncertain, the future as the past would
be present to its eyes. The perfection that the human mind has been able to give to
astronomy affords but a feeble outline of such an intelligence.14

For this imagined and vastly powerful intelligence, which came to be called
“Laplace’s demon,” nothing would be uncertain, “the future as the past would
be present to its eyes.” This is a powerful philosophical image of a world of
mechanical, deterministic causation, as nearly comprehensive as the medieval
philosophical image of atemporal Divine omniscience.15

Writing in the late 1920s near the end of the period which saw the intensive
development of the twentieth century’s two great revolutions in physics, relativity
and quantum mechanics, Eddington posed the question and expressed some doubts
regarding the comprehensive character of “primary law.”

I have called the laws controlling the behavior of single individuals “primary laws,”
implying that the second law of thermodynamics, although a recognized law of Nature, is in
some sense a secondary law. This distinction can now be placed on a regular footing. Some
things never happen in the physical world because they are impossible; others because they
are too improbable. The laws which forbid the first are the primary laws; the laws which
forbid the second are the secondary laws. It has been the conviction of nearly all physi-
cists16 that at the root of everything there is a complete scheme of primary law governing
the career of every particle or constituent of the world with an iron determinism. This
primary scheme is all-sufficing, for, since it fixes the history of every constituent of the
world, it fixes the whole world-history.17

Eddington’s doubts concerning “iron determinism” and the “conviction of nearly
all physicists,” are directly connected with the status of the second law of ther-
modynamics. In any closed system, entropy, understood as a measure of the dis-
order of physical systems, tends to increase. That is to say that the usable energy,
suited or configured to perform work decreases. Time’s arrow follows a statistical
order of development—from less probable, but more orderly configurations toward
more probable and less orderly configurations. If the second law, telling us that
entropy in a closed system always increases (or at best remains constant) is demoted

14Laplace and Simon (1820/1902, p. 4).
15Contrast Lloyd (2006, p. 98): “Even if the underlying laws of physics were fully deterministic,
however, … to perform the type of simulation Laplace envisaged, the calculating demon would
have to have at least as much computational power as the universe as a whole.” This is to suggest
that the required computation is physically impossible.
16Eddington’s note: “There are, however, others beside myself who have recently begun to
question it.” See Eddington (2014, p. 85, Footnote 1).
17Eddington (2014, p. 85).

Fundamental Physics, Partial Models and Time’s Arrow 605



to “secondary” status, and thought of, say, as a practical means of keeping track of
developments on larger scales, when the micro-scale details of particles and
motions are too complex, then time’s arrow, as tracked by the second law, suffers a
similar demotion.

On a deeper level, though, the question may be posed of the relationship
between the statistical character of the second law and the probabilistic character of
quantum mechanics—according to which physical chance is basic. In spite of this
possible basis, the idea of a system of “fundamental” or primary and time sym-
metric physical law has often, even chiefly, survived the challenge posed to it by
quantum mechanics and by Heisenberg’s uncertainty principle.

To see why this is, we may return to Einstein’s related views. Taking into
account the varieties of science, focused on more limited domains and closer to
human experience, Einstein has it that “from the very beginning there has always
been present the attempt to find a unifying theoretical basis for all the single
sciences …”18 Such a “unifying theoretical basis,” as he sees it, consists

… of a minimum of concepts and fundamental relationships, from which all the concepts
and relationships of the single disciplines might be derived by logical process. This is what
we mean by a search for a foundation of the whole of physics. The confident belief that this
ultimate goal may be reached is the chief source of the passionate devotion which has
always animated the researcher.19

On this approach, fundamental physics aims to encompass all the concepts and
laws required for ideal comprehension and unification of scientific results, including
all more specialize and practical sub-disciplines; and there is clearly a strong
suggestion here of logical reduction of the “whole of physics” to the “fundamental
concepts and relationships.” To use the literary term, it is very much a matter of
searching for thematic unity—of a strictly logical and explanatory sort.

To the end of his life, Einstein worked at a “unified field theory,” which would
be a comprehensive fundamental theory, unifying the gravitational field of his
theory of general relativity, with the theory of the electromagnetic field, starting
from Maxwell’s equations. It was a desideratum of this program that it would
ultimately account for quantum mechanics as correct so far as it went, but
non-fundamental.20 He remained convinced of the “incompleteness” of quantum
mechanics, with its intrinsic chance, “quantum jumps,” super-positions and
non-local quantum entanglements.21 Einstein’s projection of a preferred direction of
the development of fundamental physics, however, came into conflict with the
actual, historical course of its development. Taking that lesson seriously, one will
also understand the tendency to identify “fundamental Physics” with investigation

18Einstein (1940, p. 488).
19Ibid.
20Cf. Sauer (2014, p. 287).
21See, e.g., the very influential “EPR paper”: Einstein et al. (1935).
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of the open problems arising from its best established theories.22 The best laid plans
of mice and men often go astray, and so it is with the best laid scientific projections
of fundamental physics.

Einstein’s doubts concerning quantum theory are usually viewed as obsolete.
Heisenberg’s uncertainty principle is taken to supersede Newtonian, Laplacean or
Einsteinian determinism, since there is a fundamental uncertainty in the positions
and velocities of the basic constituents of the universe. Few are the contemporary
physicists who would try to remove the uncertainty relation from physics. Yet, this
is not the end of the story, since there is also a quantum conception of determinism,
arising from the uniform evolution of the Schrödinger equation and its derivatives.
As Brian Greene has put the point, “Knowledge of the wave functions of all of the
fundamental ingredients of the universe at some moment in time allows a “vast
enough” intelligence to determine the wave functions at any prior or future time.”23

The point shifts determinism from the calculation of outcomes of physical inter-
actions to the calculation of the probabilities for groups of outcomes, while the
quantum uncertainty of prediction and measurement of individual results is
retained. Whether determinism belongs to fundamental physics comes, in this way,
to depend on the emphasis placed on calculation of probabilities vs. the uncertainty
of particular measurements.

3 Models in Physics and the Concept of the Graviton

The general wave-particle duality of quantum mechanics and quantum field theory
encourages postulation of the graviton, conceived in analogy to the photon as the
carrier of the gravitational force. In accordance with hypotheses directly quantizing
the gravitational field, the graviton would be a spin2 particle of zero mass and zero
electrical charge, traveling at the speed of light. Wave-particle duality is formalized
in contemporary physics, telling us that particle momentum p is equal to the Planck
constant h divided by wavelength λ.

p ¼ h=k

22See, for instance, Hewett et al. (2012). The editors of the volume comment that the Standard
Model of particles physics “leaves some big questions unanswered;” Some of these questions “are
within the Standard Model itself,” such as “why there are so many fundamental particles and why
they have different masses;” and “In other cases, the Standard Model simply fails to explain some
phenomena, such as the observed matter-antimatter asymmetry in the universe, the existence of
dark matter and dark energy, and the mechanism that reconciles gravity with quantum mechanics.”
If what is regarded as “fundamental” is viewed as open to question and inquiry, then the concept is
much less problematic.
23Green (2000, p. 341).
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This formula draws on Einstein’s work on the photoelectric effect, the equiva-
lence of mass and energy, and de Broglie’s hypothesis of matter waves. Thus, to
extend the argument, if there are gravitational waves, of a given wavelength, then
there will be corresponding particles, analogous to photons—of zero mass and very
small momentum. In Einstein’s general theory of relativity, information is never
transmitted faster than the speed of light, and on some models of quantum gravity,
the graviton is wanted to carry information concerning changing positions of
masses and the associated gravitational fields at finite speed and over unlimited
range. In effect, the hypothesis formulated in quantum field theory is that masses
interact gravitationally by exchange of gravitons.

However, the hypothesis of gravitational waves enjoys much firmer support.
Gravitational waves are a prediction of general relativity on most prominent
accounts.24 General relativity has been confirmed in repeated and varied empirical
tests for nearly a century. Though gravitational waves have not been detected, as of
yet (early 2015), they are firmly expected as a further confirmation of general
relativity. Much time, money and effort has been expended on the construction and
calibration of sensitive detection devices, such as LIGO (the Laser Interferometer
Gravitational Wave Observatory).25 Following Einstein, gravitational waves are an
expected effect of accelerating masses, in analogy with how electromagnetic waves
are created by moving charges. Yet gravity is the weakest of the four fundamental
forces of nature by many orders of magnitude, and in consequence, the displace-
ments that physicists can expect to measure with instruments such as LIGO, as the
signals of passing gravitational waves, are extremely small—on the order of
10−18 m, which is 1000 times smaller than the diameter of a single proton.26 The
experimental design depends on reflecting light along two long tracks, set at right
angles to each other, and bringing the beams of light back, via mirrors, to a central
point where interference can be detected, indicating a slight change in length of one
of the two paths.

One expected source of gravitational waves are pairs of small and extremely
dense neutron stars in mutual orbit, or again, pairs of black holes spiraling in toward
each other and their eventual fusion. Important observational results have shown
that identified binary pulsars do in fact lose energy, as they spiral inward, consistent

24See, for instance Weinberg (1977/1988, pp. 147–148): “Gravitational radiation interacts far more
weakly with matter than electromagnetic radiation, or even neutrinos” and he continues, “For this
reason, although we are reasonably confident on theoretical grounds of the existence of gravita-
tional radiation, the most strenuous efforts have so far apparently failed to detect gravitational
waves from any source.” On the history of the decades long theoretical debate, including
Einstein’s own occasional doubts, see Kennefick (2007). Approximate solutions of the Einstein
equations predicting gravitational waves date to Einstein (1916). See Einstein (1916).
25The LIGO project, with major facilities in Louisiana and Washington State, is the largest
scientific project ever funded by the U.S. National Science Foundation, to the tune of over
$300 million in capital investment and $30 million per year, since the early 1990s.
26See “Introduction to LIGO and Gravitational Waves,” at the LIGO web pages.
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with the prediction from general relativity of their loss of energy by emission of
gravitational waves. Astrophysicists Joseph Taylor and Russell Hulse were awarded
the Nobel prize for their related work, using the timing of a pulsar as a precise
clock, allowing a measurements, over decades, of the predicted energy loss.27

The prospect of detecting gravitons, in contrast, is extremely dim.28 The point
has been emphasized in writings of Freeman Dyson, and I quote from the defenders
of the detection of gravitons. In comparison with the prospects of detecting grav-
itational waves,

The possibility of detecting individual gravitons is far more daunting. Indeed Freeman
Dyson and colleagues have cogently estimated that it may in fact be infinitely more
daunting, namely that it is likely to be impossible to physically realize a detector sensitive
to individual gravitons without having the detector collapse into a black hole in the
process.29

Though both general relativity and quantum field theory are regularly counted to
fundamental physics, the graviton does not appear in general relativity or in the
Standard Model of particle physics—which does not encompass gravitation. The
graviton is instead a postulate which appears in projecting the quantum field theory
used in the Standard Model in the hope of unifying its three forces—the electro-
magnetic force, the strong nuclear force and the weak force—with gravity. A chief
point of interest in this, for present purposes, is to understand the contrast of
theoretical standing between the use of the word “model” in the description of the
Standard Model of particle physics, and the idea of including the graviton in a more
comprehensive model.

The standard model of particle physics is admittedly incomplete, since it does
not encompass gravity. Beyond that, it is generally recognized that most of the
matter in the universe (so-called “dark matter”) takes forms outside the standard
model.30 Yet the standard model is also extremely well supported by experimental
evidence, and the recent detection of the Higgs boson at CERN counts as further
confirmation. To speak of “the Standard Model,” as a model, is somewhat con-
cessionary, in light of its strong empirical support—with an eye to its incom-
pleteness. In a similar way, general relativity has met every test to which it has been
subjected, though the lack of integration of GR with quantum mechanics leaves

27See e.g., Taylor’s Nobel Lecture, describing his work, 1997. The observed loss of energy is
consistent with the generation of gravitational waves, in accordance with solutions of the Einstein
field equations.
28See Dyson (2012). See also Dyson’s review of Brian Greene’s The Fabric of the Cosmos, in The
New York Review of Books, May 13, 2004. On the prospect of detection of gravitons in a particle
collider, Sean Carroll writes, “Gravitons are only produced by gravitational interaction, which is so
weak that essentially no gravitons are made in a collider and we don’t have to worry about them.”
See Carroll (2012, p. 104–105).
29Krausss et al. (2014). See also Rothman and Boughn (2006).
30See e.g., Carroll (2010, p. 389): “… there must be dark matter, and we have ruled out all known
particles as candidates…”.
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room for new physics. However, the models of new physics which include the
graviton, are more theoretical and even speculative; and very little supporting
evidence is available. Weinberg writes:

Because string theories incorporate gravitons and a host of other particles, they provide for
the first time the basis for a possible final theory. Indeed, because a graviton seems to be an
unavoidable feature of any string theory, one can say that string theory explains why
gravitons exist.31

But this is a very weak sense of explanation and more a matter of a theoretical,
explanatory proposal. String theory predicts the existence of the graviton, as we
may understand Weinberg to claim, and would explain the graviton, if string theory
were sufficiently supported as a “final theory.”

While the Standard Model of particle physics and general relativity each belong
to more settled “fundamental physics,” models including the graviton are more
speculative theoretical projections or possible additions to fundamental physics.
They are invoked in particular proposals concerning quantum gravity, or the
problem of how to integrate general relativity with quantum mechanics; and they
treat of quantum field theory as something to be preserved at certain limits, as
“effective quantum field theory” and extended to gravitation. Yet models strongly
committed to postulating the graviton are only some among a variety of theoretical
approaches to the tensions between general relativity and quantum mechanics.32 As
a general matter, Dyson’s problem of detecting the graviton reflects the incom-
patibilities between GR and QFT, centered on the background metric assumed in
QFT versus the background independence of GR and the dim prospect of any
physical probing of the Planck length. The physical energies required to probe
structures at the scale of the Planck length of 10−33 cm are so great that they would
disrupt the physical geometry of the structures under study.33 The point casts some
doubt on the approach to quantum gravity based on string theory and QFT and
opens the door to approaches to quantum gravity based in background independent,
non-commutative geometry. From this perspective, even the well-confirmed
Standard Model of particle physics, in spite of its considerable strides and
impressive empirical support, is one among possible alternative models for new
physics beyond.

31Weinberg (1992, p. 216).
32See e.g. Oriti (2009, p. xvi): “I think it is fair to say that we are still far from having constructed a
satisfactory theory of quantum gravity, and that any single approach currently being considered is
too incomplete or poorly understood, whatever its strength and successes may be, to claim to have
achieved its goal, or to have proven to be the only reasonable way to proceed”.
33Cf. the discussion in Majid (2008, pp. 67–69).
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4 Quantum Indeterminacy and Temporal Symmetry

Newtonian mechanics, Maxwell’s theory of electromagnetism, and Einstein’s
revisions of Newtonian theory in special and general relativity count as fully
deterministic, in accordance with the claimed temporal symmetry of fundamental
physics; but there is also historical and contemporary interest in the challenge
represented by the Heisenberg uncertainty principle and the chance or probabilistic
element in quantum mechanics. This stands in tension with the strong contrary
tendency to think of quantum theory in terms of the uniform evolution of the wave
function of the Schrödinger equation and to discount the cogency of indeterministic
“quantum state reduction” or the “collapse of the wave function.” This is one way
in which the thesis of temporal symmetry enters into the complex of issues con-
nected with the interpretation of quantum mechanics.

Regarding the chance element in contemporary physics, we need to ask whether
chance will be fully subdued by and assimilated to the uniform evolution of the
wave function, or on the contrary, if it might better be regarded as something
ramifying through the complexities of the physical world and the wider domains of
scientific phenomena. Where isolated, a quantum system evolves in accordance
with the Schrödinger equation, which allows for the calculation of probabilities of
outcomes of measurements. The other element, however, shows how the state of the
system is reduced when an ideal measurement is carried out. While the Schrödinger
equation is time reversible, measurement operates only forward in time, and this
may be thought of as defining the quantum mechanical arrow of time. But since the
Schrödinger equation already determines the probabilities of measured outcomes,
via the Born rule, and nothing tells us which outcome will actually be measured on
a particular trial, this emphasizes the normal quantum mechanics of the Born rule.
To find the probability that the wave function will collapse to a specific state, you
take the square of the coefficient of that possible outcome in the Schrödinger
equation. The use of the Born rule is empirically adequate, and it does not follow
from the Schrödinger equation. In view of these two elements is quantum theory
deterministic and temporally symmetric or not?

Amongst the mathematical complexities of the physicists efforts to explain
exactly how and why all physical laws are “time-reversal invariant,” it seems
sometimes to be forgotten that there is a genuine paradox arising from this recurrent
motif of fundamental physics. Temporal invariance implies that it is possible, for
example, for a tree to shrink down to a shoot and return to the state of a seed, that
the old might evolve into younger people and eventually disappear by becoming
unborn, or that a dispersion of light could concentrate itself into a narrow beam and
return to a flashlight or laser, say. Reverse processes are not frequently observed in
nature, though the fundamental laws don’t dictate this result. The examples can be
multiplied at will, and they represent the physical reality of varieties of unidirec-
tional processes, consistent with our ordinary conception of time pointing from
past toward the future. Supposing they are extremely unlikely and not simply
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impossible, the question persists of why they are extremely unlikely. Why does
nature favor processes which increase entropy?

It is held by physicist Lorenzo Maccone, in a fascinating short paper, that

In fact, the laws of physics are time-reversal invariant. Hence there is no preferred direction
of time according to which we may establish a substantial difference between the two
temporal directions past-to-future and future-to-past.34

Maccone’s intriguing proposal is that though macroscopic reversals of entropy in
isolated systems are statistically and therefore physically possible,35 they leave no
evidence—where, as expected, “thermodynamic entropy is a quantity that measures
how the usable energy in a physical process is degraded into heat.”36 Avoiding any
“substantial” (or fundamental) conception of temporal asymmetry, Maccone also
takes the surprising view that “thermodynamic entropy is a subjective quantity,”
though “for all practical situations this is completely irrelevant.”37

His argument is that there is a hidden assumption build into the various state-
ments of the second law of thermodynamics, to the effect that whenever an isolated
system is obtained by combing two theretofore distinguished systems, “the second
law is valid only if the two systems were initially uncorrelated, i.e., if their initial
joint entropy is the sum of their individual entropies.”38 But, he holds, it is
impossible to know whether a given system is in fact correlated with another in
some unknown way, and in consequence, as a practical matter all systems are
considered uncorrelated without clear evidence to the contrary. Without this
assumption, he argues, “it would be impossible to assign an entropy to a system
unless the state of the whole universe is known.”39 In spite of the practicality of the
second law, then, Maccone’s proposals involve a more emphatic version of the
distinction between fundamental physics and secondary or derivative law.

The more emphatic character stands out in the general thesis of the article, which
states that though “the laws of physics are invariant for time inversion,” and “the
familiar phenomena of everyday are not,” the paradox is solved, according to the
argument of the paper, since it argues that “phenomenon where entropy decreases”
will fail to “leave any information of their having happened,” and this situation “is
completely indistinguishable from their not having happened at all.”40

The position is remarkable, since it preserves temporal invariance by placing any
evidence of processes of decreasing entropy beyond possible observation, and in
consequence, the second law of thermodynamics, according to Maccone, is reduced

34Maccone (2009, p. 5).
35Cf. the discussion in Greene (2004, pp. 159–163). Greene’s point is that the purely statistical
reasoning of the second law equally suggests that entropy will be found to increase in the past of
any system considered, since states of higher entropy are generally more probable.
36Maccone (2009, p. 1).
37Ibid.
38Ibid.
39Ibid.
40Ibid.
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to a “tautology.” This is a strong claim, and one may easily suppose to the contrary
that reverse processes may be observed—at least under simplified experimental
conditions.

Without considering Maccone’s central argument, which is based on the phys-
ical possibility of reverse processes resulting in decreasing entropy (greater free
energy), his position illustrates just how far physicists are willing to go to preserve
the claimed symmetry or temporal invariance of fundamental physics. It is a concise
and fascinating little paper, and I only aim to suggest doubts about its conclusion.
That we do not (or do not frequently) observe macroscopic temporal reversals of
physical processes (in closed systems) seems a point too physically significant to
want to explain away. The specifics of Maccone’s thought experiment are impos-
sible in practice, since it involves control at the quantum level of the results of the
forward process, and subsequent erasure of all evidence of it. Part of the interest of
the paper is that it rests on an equivalence of quantum processes with information.

Turning to a more prominent view of the relationship between fundamental
physics and quantum indeterminacy, I want to briefly consider Brian Greene’s
discussions of the arrow of time, and in particular, “Time and the Quantum,”
Chapter. 7, of his 2004 book. This is a fine exposition of the related questions,
posed in terms open to the broad, educated public. Greene defends the determin-
istic, temporal-symmetry orthodoxy. His question in the chapter is “whether there is
a temporal arrow in the quantum mechanical description of nature.”41 His con-
clusion reaffirms temporal invariance of fundamental law, including quantum
mechanics, and links the arrow of time to the surprisingly low entropy of the initial
condition of the universe, subsequent to the big bang—invoking a cosmological
arrow of time. However, while the cosmological arrow of time is widely accepted, it
too seems to require explanation.

Greene’s provides a concise overview of the theme of quantum decoherence,
together with an equally concise overview of the “quantum measurement problem,”
and his question is posed within this rich theoretical context. In general terms,
approaches to the interpretation of quantum mechanics via quantum decoherence
can be viewed as a contemporary up-date and revision of a controversial element of
the “Copenhagen interpretation” developed, early on by Niels Bohr, Heisenberg,
Max Born and associates. The decoherence approach removes the stress placed on
“observation” in earlier accounts of quantum-mechanical phenomena.

The “quantum measurement problem” is something of a mare’s nest, a for-
midable complex of old and new arguments and doubts, including on occasion, a
continuing, popular fascination with the idea of a special role of observers in
quantum mechanics, Einstein’s and Schrödinger’s early doubts about the
Heisenberg uncertainty principle and the Bohr-Einstein debate,42 Bohm’s hidden
variable theory, including, again, doubts on the absence of classical determinism in

41Greene (2004, p. 177).
42See, e.g., Born (1954), the Nobel Lecture, p. 256.
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quantum mechanics, discussions of the Bell inequalities, doubts about Alain
Aspect’s famous experimental results supporting Bell,43 the contemporary pro-
posals for “spontaneous collapse,”44 “multiple worlds” theories in which there is no
collapse, and every possible mixture of these issues and themes.

Greene acknowledge the appeal of the decoherence approach in obviating
aspects of the quantum measurement problem. The idea is that there is nothing
special about observation or measurement. “Human consciousness, human exper-
imenters, and human observations would no longer play a special role since they
(we!) would simply be elements of the environment, like air molecules and photons,
which can interact with a given physical system.”45 Measurement is, according to
the decoherence approach, simply one more interaction of a quantum system with
its environment, in which the wavefunction of the system, and the possibility of
interference-effects are reduced or modified. Again, “there would no longer be a
stage one—stage two split between the evolution of the object and the experimenter
who measures them. Everything—observed and observer—would be on an equal
footing.”46 There is no need of an ad hoc, or physically unmotivated distinction
between the quantum world and macroscopic objects or measuring instruments; and
the lack of quantum weirdness in the macroscopic world falls out as an effect of
environmental decoherence. Experimental detection of interference effects of
quantum mechanical systems depends on isolating them and considering very small
objects such as photons and electrons, as in the classical double-slit experiments,
but these idealized and isolated system are not typical of the complex interactions of
real-world happenings: “much as adding tagging devices to the double-slit exper-
iment blurs the resulting wavefunction and thereby washes out interference effects,
the constant bombardment of objects by constituents of their environment also
washes out the possibility of interference phenomena.”47 On the decoherence
approach, there is an answer to the puzzle posed by the thought experiment of
Schrödinger’s cat, since environmental decoherence would have plausibly taken
effect long before any observer looks in on the situation.

43See e.g., the Journal of Cosmology, Vols. 3 and 14 on consciousness and the quantum; Bohm
(1952), Bub (2010; arXiv:1006.0499v1), Bell (1993), Aspect et al. (1982).
44Regarding the “spontaneous collapse” proposal of Ghirardi, Rimini and Weber, Brian Greene
remarks that “they introduce a collapse mechanism which does have a temporal arrow—an
“uncollapsing” wavefunction, one that goes from a spiked to a spread out shape, would not
conform to the modified equations.” See Greene (2004, p. 214).
45Greene (2004, p. 212).
46Ibid.
47Greene (2004, p. 210). Cf. Carroll (2010, pp. 253–254) “In the many-worlds interpretation,
decoherence plays a crucial role in the apparent process of wavefunction collapse. The point is not
that there is something special or unique about ‘consciousness’ or ‘observers’ other than the fact
that they are complicated macroscopic objects. The point is that any complicated macroscopic
object is inevitably going to be interacting (and therefore entangled) with the outside world, and its
hopeless to imagine keeping track of the precise form of the entanglement. For a tiny microscopic
system such as an individual electron, we can isolate it and put it into a true quantum superpo-
sition, but for a messy system such as a human being … that’s just not possible”.
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I have little doubt that discussions of quantum measurement will continue
among the physicists for many years to come, simply in virtue of the complexities
involved. So long as the notion lingers that the measurement problem is a matter of
getting exact predictions on particular experimental runs, however, and the question
takes the form, e.g., “Why doesn’t the measurement of a particle in superposition
result in a superposition of measurements?”—or, “why does something happen in
measurement, not precisely predicted by the Schrödinger equation?”—then I sus-
pect that the physicists will be barking up the wrong tree—where they implicitly put
the uncertainty principle in question. As Greene puts the point, “Much in the spirit
of Bohr, some physicists believe that searching for such an explanation of how a
single, definite outcome arises is misguided.” Weinberg’s recent proposal is of this
general character.48 “During measurement,” Weinberg says, “the state vector of the
microscopic system collapses in a probabilistic way to one of a number of classical
states, in a way that is unexplained, and cannot be described by the time-dependent
Schrödinger equation.” Weinberg’s approach avoids the “many worlds” and
“hidden variables” views, and, borrowing from decoherence, avoids the classical
“Copenhagen” approach as well.

5 Conclusion: Causality and Indeterminacy

Causality and indeterminacy are fascinating and widely discussed philosophical
topics, and they come together in considering the relationships of quantum indeter-
minacy and fundamental physics to the arrow of time. Since the arrow appears crucial
in ordinary and scientific conceptions of causality, where an effect cannot proceed its
cause,49 it would certainly be of interest to the topic of causality and related debates to
find a quantum mechanical arrow in support of a thermodynamic arrow. The most
promising candidate for a quantum mechanical arrow of time is to locate it in the
inherently probabilistic collapse of the wavefunction. Greene puts the point as fol-
lows: “if the resolution of the measurement problem that is one day accepted reveals a
fundamental asymmetric treatment of the future versus the past within quantum
mechanics,” then “it could very well provide the most straightforward explanation of
time’s arrow.”50 This is not the approach Green most favors, however.

The point shows in Greene’s expressed doubts about decoherence. “Even though
decoherence suppresses quantum interference and thereby coaxes weird quantum

48Greene (2004, p. 213). Cf. Weinberg (2012, p. 2): Weinberg proposes a “correction” to quantum
mechanics which nonetheless eventuates in “inherently probabilistic collapse” of the state vector,
with probabilities given by “the Born rule of ordinary quantum mechanics”; cf Ghirardi et al.
(1985, 1986).
49The supposition is that this is true, even if, as sometimes argued, causality is an “emergent”
phenomenon. See for instance Norton (2003, p. 1), where the thesis is that though causation is not
fundamental, it “remains a most helpful way of conceiving the world”.
50Greene (2004, p. 215).
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probabilities to be like their familiar classical counterparts,” he writes, “each of the
potential outcomes embodied in a wavefunction still vies for realization. And so we
are left wondering how one outcome ‘wins’ and where the many other possibilities
‘go’ when that actually happens.”51

But, I submit that Greene’s first conjunct here is just what we cannot require of
an explanation, if the uncertainty principle is true and quantum chance is funda-
mental. Regarding the Bohm approach, since, according to Greene, equations are
needed that show “how a wavefunction pushes a particle around,”52 and this would
apparently require action superseding the speed of light in case of entanglement at
astronomical distances, there is significant physical justification for taking quantum
indeterminacy flatfootedly.

Will accepting unidirectional state reduction, quantum indeterminacy and a
quantum mechanical arrow help in understanding the observed unidirectional
increase in entropy in physical processes, and, on that basis, a thermodynamic
arrow of time? One idea is that nature favors state reduction toward conditions of
increased entropy and that increases of quantum entanglement, due to diverse
interaction increase entropy.53 But Greene is more intent on the cosmological
arrow, based on the initial condition of low gravitational entropy in the theory of
inflationary expansion. In spite of that, time symmetric laws cannot explain why the
observed world has a comparatively low entropy (contrasting the projected
heat-death of the universe) or why it had even lower entropy in the past. Moreover,
in related approaches, inflationary expansion evokes the multiverse and emphasis
on the “anthropic principle.”54 These are developments which many would like to
avoid.

The prospect of finding an explanation of time’s arrow within quantum
mechanics proper, continues to rest with the Born rule and the idea that in quantum
mechanics chance is fundamental. Repeating the same experiment (i.e. the same
cause), we get different measurements on different trials. Though resistance to
quantum mechanical indeterminacy has sometimes rested on holding onto tradi-
tional conceptions of universal causality, fundamental physical support for
causality’s arrow of time, may ultimately rest on quantum indeterminacy.

The point is somewhat obscured at present, and the obscurity is not unrelated to
the role of traditional conceptions of “fundamental physics” in the speculative
boom in contemporary physics. This has been stimulated by a number of factors,
including the end of the Cold War, the availability of the Large Hadron Collider at
CERN, the recent progress of the Standard model, and more basically, the con-
ceptual conflicts between general relativity and quantum mechanics. While there is

51Ibid, p. 212.
52Ibid, p. 214.
53See Lloyd (2006), Chaps. 4 and 5 on thermodynamics, information and quantum mechanics.
54Emphasis on the inflationary expansion in the early universe, the multiverse idea and the
anthropic principle is even more pronounced in Sean Carroll’s recent book, Carroll (2010). But see
pp. 339–345, where a range of doubts are discussed.
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no contrary evidence to these great twentieth-century paradigms of physics, there
has been much theoretical work, of a more speculative character, which aims at
models of unification. The possible approaches go off in many diverse directions,
though temporal symmetry in fundamental physics is the usual orthodoxy.
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Counterfactual Histories of Science
and the Contingency Thesis

Luca Tambolo

Abstract Within the debate on the inevitability versus contingency of science for
which Hacking’s writings (The social construction of what? Harvard University
Press, Cambridge, 1999; Philos Sci 67:S58–S71; 2000) have provided the basic
terminology, the devising of counterfactual histories of science is widely assumed
by champions of the contingency thesis to be an effective way to challenge the
inevitability thesis. However, relatively little attention has been devoted to the
problem of how to defend counterfactual history of science against the criticism that
it is too speculative an endeavor to be worth bothering with—the same critique
traditionally levelled against the use of counterfactuals in general history. In this
paper, we review the defense of counterfactuals put forward by their advocates
within general history. According to such defense—which emphasizes the essential
role of counterfactuals within explanations—good counterfactual scenarios need to
exhibit the right kind of plausibility, characterized as continuity between said
scenarios and what historians know about the world. As our discussion shows, the
same requirement needs to be satisfied by good counterfactual histories of science.
However, as we mention in the concluding part of the paper, there is at least one
concern raised by counterfactual history of science as used to support the contin-
gency thesis for which the defense based on the plausibility of the counterfactual
scenarios does not seem to offer easy solutions.

1 Introduction

Ian Hacking’s writings (1999, 2000) concerning the question of whether the results
of successful science are inevitable or contingent have provided the basic termi-
nology for the debate between so-called inevitabilists, on the one hand, and
so-called contingentists, on the other hand (see Soler 2008, 2015; Martin 2013;
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Kinzel 2015 for recent overviews). Contingentists maintain that history of science
may well have taken a path leading to some alternative S′, S″, S″′, etc., to our
current science S: this is the contingency thesis, typically defended by devising—or
at least, invoking the possibility to devise—alternative histories of science. Such
alternative, counterfactual histories are populated by theories alleged to be as
successful as the ones currently embraced by scientists, which according to the
inevitability thesis are unavoidable stages in the development of science. The more
plausible the envisaged counterfactual histories, the contingentists’ reasoning seems
to go, so much the worse for inevitabilists: if putting forward credible alternatives is
actually feasible, then the inevitability thesis will lose quite a bit of its prima facie
appeal.

Champions of the inevitability thesis find such contrary-to-fact speculations far
from compelling. For after all, they ask, how can one ascertain what consequences
would have followed, had things gone differently at some juncture in the history of
science? Counterfactual history of science then faces the same criticisms levelled at
the use of counterfactuals within general history. In what follows, we shall review
the defense of counterfactuals put forward by their advocates within general history.
According to such defense—which emphasizes the essential role of counterfactuals
within explanations—good counterfactual scenarios need to exhibit the right kind
of plausibility, characterized as continuity between said scenarios and what histo-
rians know about the world. As our discussion will show, the same requirement
needs to be satisfied by good counterfactual histories of science.

We shall proceed as follows. In Sect. 2, after some introductory remarks on the
current state of the debate on the inevitability versus contingency of science, we
shall focus on some essential features of counterfactual history of science as used to
support the contingency thesis. In Sect. 3, we shall deal with the defense of
counterfactuals within general history devised by advocates of what is variously
referred to as “alternative history,” “alternate history,” “‘what if?’ history,” “allo-
history,” and “counterfactualism,” and emphasize the role of counterfactuals within
explanatory models. In Sect. 4, some examples of counterfactual histories of sci-
ence, highlighting the importance of the plausibility of the counterfactual scenarios
and relating such plausibility to the viability of the models put forward by coun-
terfactual historians, will be discussed. In Sect. 5, we shall conclude by indicating
one concern raised by the use of counterfactual history of science in support of the
contingency thesis for which the above defense of counterfactuals does not offer
easy solutions.

2 Inevitability, Contingency, Counterfactual Histories

In order to clarify both the scope of the inevitability versus contingency of science
debate and the aim of the present paper, it will be useful to start our discussion with
a few preliminary remarks.
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First, Hacking’s writings have to a large degree shaped the most recent debate:
among other things they provide, as mentioned above, the very labels used to
designate the opposing camps and their respective claims.1 Nevertheless, the issue
of the inevitability versus contingency of the results of successful science is any-
thing but unknown to twentieth century philosophy of science. For instance, in The
Structure of Scientific Revolutions (1962/1970) Thomas Kuhn famously charac-
terized paradigms as rival sets of hypotheses competing to win the support of a
scientific community. As one of the most well-known practitioners of counterfac-
tual history of science recently put it, according to Kuhn’s theory of science,
“several of the rivals may have the ability to function effectively and contingent
circumstances may influence the outcome of the debate” (Bowler 2013, pp. 26–27)
between advocates of competing paradigms. To mention but one more example, the
later Paul Feyerabend devoted sustained efforts to a wide-ranging criticism of
realism, in which considerations pertaining to the vagaries of historical develop-
ments play a central role. In a 1989 paper tellingly entitled “Realism and the
historicity of knowledge,” later collected in his posthumous, unfinished Conquest of
Abundance (1999), Feyerabend railed against what he viewed as a key tenet of
realism, i.e., the separability assumption, which he formulated as follows:

what has been found in [a] idiosyncratic and culture-dependent way (and is therefore
formulated and explained in idiosyncratic, ad hoc, and culture-dependent terms) exists
independently of the circumstances of its discovery. In other words, we can cut the way
from the results without losing the result (1999, p. 133).2

Relatedly, as Sankey (2008) and Kidd (2011, 2016) have pointed out, not only
the specific developmental paths followed by individual sciences, but also the very
emergence of science as such can be viewed as a phenomenon resulting from
various contingencies (an issue to which Heidegger, Husserl, and Wittgenstein,
among others, devoted quite some attention). Only recently, however, has the
explicit discussion of counterfactual history become one focus of the reflection on
the inevitability versus contingency of science.3

Secondly, the two conflicting claims around which the inevitability versus
contingency debate revolves can be—and sometimes have indeed been—stated in
very general and somewhat stark terms. For instance, an often-mentioned champion

1Although in what follows we shall stick to the “inevitability versus contingency” couple and
cognate expressions, some terminological variations in the relevant literature are worth mention-
ing: for instance, French (2008, p. 572) contrasts “contingentists” with “necessitarians,” Henry
(2008, p. 552) “contextualists” with “positivists,” and Fuller (2008, p. 577) “underdeterminism”
with “overdeterminism.”
2Hacking is of course well aware of such antecedents, discussed at length in his analysis of the
debate on social construction (1999). For Feyerabend’s take on the contingency of science, see
especially Kidd (2016, Sect. 5); for his criticism of the separability assumption, see Tambolo
(2014).
3See especially the texts mentioned in Footnote 1, which together with Radick (2008) and Bowler
(2008) feature in a focus, published in Isis, devoted to “Counterfactuals and the Historian of
Science.”
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of the inevitability thesis once commented: “If we ever discover intelligent crea-
tures on some distant planet and translate their scientific works, we will find that we
and they have discovered the same [fundamental physical] laws” (Steve Weinberg,
quoted in Hacking 2000, p. S66). This phrasing of the inevitability thesis conveys
the idea that the results of our science are unavoidable stops along the way to an
“imagined end-run science” (ibid., p. S60) of which, according to die-hard inevi-
tabilists, they provide a preview of sorts. An equally strong version of the con-
tingency thesis can be formulated by borrowing Gould’s (1989) terminology:
nothing is inevitable in the development of a properly conducted physical inves-
tigation of the world; therefore, were it possible to “replay the tape” of history of
science, the path taken by the scientific enterprise would most likely differ very
significantly from the actual historical record.

As the debate proceeds, however, intermediate positions between the above
extreme versions of the inevitability and contingency theses are acquiring more and
more prominence. This is certainly related to the awareness that science can be
viewed as inevitable (contingent) along different dimensions: the social and cultural
conditions in which scientific inquiry takes place; the methods that happen to be
used by researchers; the evidence available to scientific communities; the standards
used to appraise theories; the concepts providing the framework for experiments;
etc. In other words, the contingentists’ claims concerning the empirical success of
putative alternatives to the theories that our scientific communities currently
embrace cover only one dimension of the inevitability versus contingency of sci-
ence issue—although arguably the most important one. Consequently, it has been
suggested, in order for the notion of the inevitability (contingency) of science to be
a useful analytical tool, the inevitability thesis and the contingency thesis ought to
be unpacked into various inevitability theses or claims and contingency theses or
claims, respectively (see Martin 2013; Kinzel 2015, esp. Section 5; and Soler
2015).

Here we shall not aim at doing justice to the nuances of the debate, for which in
the years to come the recently published collection Science as It Could Have Been
(Soler et al. 2015) will certainly be the mandatory reference. More modestly, we
shall focus on one argumentative strategy often deployed—and even more often
assumed to be readily deployable, should the need arise—in support of the con-
tingency thesis. The strategy consists in claiming that, although the historical record
attests that things went in a certain way, they may well have gone differently.
Therefore, today we may well find ourselves championing a science S′ which,
different from our current science S, would be made of theories enjoying the same
amount of empirical success as the ones that we now embrace. In rough outline,
then, the strategy used to defend the contingency thesis consists of three steps:
(i) some presumably crucial juncture in the past of science, at which things might
have gone differently, is identified; (ii) the counterfactual speculation is put forward
that, had things indeed gone differently, a different development would have fol-
lowed; (iii) depending on the author putting forward the counterfactual speculation,
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such different development is described in more or less detail (sometimes, it is just
evoked as a possibility).4

Unsurprisingly, champions of the inevitability thesis find such speculations less
than compelling. Indeed, alternative histories of science face basically the same
objections raised against counterfactual speculations in general history, famously
dismissed as “a parlour-game with might-have-beens” (Carr 1961, p. 97) by emi-
nent historians. In the next section, some of the arguments that champions of
counterfactual history have put forward in defense of their endeavors will be
reviewed.

3 Counterfactuals, Idealized Models and Historical
Explanations

It comes as no surprise that counterfactual speculations have attracted quite a lot of
criticism from practicing historians: reconstruction of the past as it actually hap-
pened, after all, figures prominently in their job description.5

One major concern that the devising of alternative pasts typically raises has to do
with the very subject matter of counterfactual history. A counterfactual history
starts with the identification of a certain juncture in the past at which things—
allegedly—might have gone differently, so that the subsequent events might have
unfolded in a different way. But given that at such crucial juncture things went
exactly as we know they went, the critics ask, is it not the case that the individual
who claims that they might have gone differently, thus bringing about different
developments, is just projecting her own prejudices on the past? To put it differ-
ently: is it not the case that the narrative resulting from a counterfactual approach
teaches us more on the historian writing it than on the reconstructed past? The very
same criticism can of course be raised against any reconstruction of the past;
nevertheless, critics of counterfactual history point out, the concern is clearly more
pressing in the case of narratives hinging on the choice to assume the past to have
been different from how we know it was.

Indeed, as emphasized by Gavriel Rosenfeld among others, “presentist motives”
(2002, p. 90) are far from extraneous to the genre of alternate history. In this
connection, Rosenfeld argues at length that some typical correlations obtain
between the way in which proponents of counterfactual histories view the present
and the way in which they recount the past. For instance, in nightmare scenarios,

4Note that advocates of the contingency thesis do not suggest that one can devise a full-fledged
alternative to our science: in view of the long-term collective investments of time, efforts, inge-
nuity, and resources involved in the emergence of anything as complex as our current body of
scientific knowledge, this is an impossible task (see especially Trizio 2008; Kidd 2016).
5For a recent critical survey of alternate history, see Evans (2014), which provides the reader with
plenty of references to explore the genre. Rosenfeld (2014) and Sunstein (forthcoming), among
others, offer critical assessments of Evans’ opinionated survey.
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the conjured up past compares unfavorably to the real historical record, so that the
present is vindicated; while in what Rosenfeld calls fantasy scenarios, the alter-
native past is depicted as superior to the real historical record in order to support the
writer’s critique of the present.

In spite of the overtly political agendas that often underlie alternative histories,
practitioners and defenders of counterfactual history have forcefully argued that its
primary goal is not that of criticizing or praising the past but, rather, that of
understanding it better. To mention but one example, the editors of the collection
Unmaking the West: ‘What-If’ Scenarios that Rewrite World History insist that “not
all counterfactual thought experiments are equally subjective and therefore equally
speculative” (Tetlock et al. 2006, p. 9). The alternative histories devised in the
chapters of their collection, they claim, aim at changing the questions around which
the debate on the rise of the West has traditionally revolved. When the question that
triggers historical inquiry is counterfactual (e.g., “Why did alternative develop-
ments fail to occur?”) instead of factual (e.g., “Why did a certain event happen?”),
they emphasize, “history looks different” (ibid., p. 5). This is of crucial importance
for anyone “interested in the cognitive processes of observing and drawing causal
lessons from history as in the historical record itself” (ibid.). To this end, Tetlock,
Lebow, and Parker claim, a counterfactual approach is especially useful because it
reminds one of the

many intricately interconnected assumptions scholars need to make to justify claims about
the inevitable or improbable rise and fall of civilizations. We see enormous intellectual
value—perhaps, indeed, the greatest service counterfactual historians can render—in
unearthing the labyrinthine logical complexity of “what-if” assumptions underpinning the
often all too confident claims about why the West, and not one of the rest, rose to global
hegemony (ibid., p. 9).

Note that, according to Tetlock, Lebow and Parker, shedding light on the his-
torians’ implicit assumptions is not the only advantage of a counterfactual
approach, and consequently, they go on to provide an in-depth discussion of the
various benefits—and challenges—of counterfactual history (on which see also,
e.g., Tetlock and Belkin 1996; Lebow 2000; Yerxa 2008). Here, however, we shall
not follow the details of their account. For our present purposes, what matters is that
the passages quoted above point the reader to a thesis that is emphatically embraced
by all defenders of alternative history: the thesis that there is a very close link—one
that cannot be severed—between counterfactuals and historical explanations.
Indeed, champions of counterfactuals take them to be ubiquitous in historical
research, since they are no less than a “by-product of any historical statement that
implies causality” (Kaye 2010, p. 38). More specifically, the idea is that whenever a
causal claim of the kind “x caused y” is asserted by the historian who attempts to
explain a certain event, the corresponding counterfactual “Had it not been the case
that x, it would not have been the case that y” is simultaneously endorsed, albeit
only implicitly. According to their advocates, counterfactuals are thus a funda-
mental ingredient of the explanatory practice of any historian—even of those who
officially dismiss counterfactual history as “history-fiction.”
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That counterfactuals somehow feature in causal explanations is certainly not an
exotic view: as Ronald Giere, for one, put it, “[t]o understand a causal system is to
know at least some counterfactuals about that system” (Giere 2015, p. 192). In the
case of non-experimental disciplines such as history, however, the point is of
special interest. Since the researcher cannot replay the tape of history at will,

one can hardly discuss the relative importance of causes without engaging in some kind of
thought experiment where one removes successively and separately each of the causes in
question and evaluates what difference the absence of this cause would have made to the
phenomenon in question (Elster 1978, p. 176).6

On Elster’s account, then, counterfactuals lend crucial support to researchers
dealing with the task to estimate, in spite of the scarcity of evidence, the impact of a
certain presumed cause on the observed effect that constitutes the object of inquiry.
Although Elster himself does not use the notion of model, we may say that the
importance of counterfactuals for historians depends on their being a key compo-
nent of explanatory models. Just like in the natural sciences, the researchers
investigating a historical phenomenon can be viewed as proposing an idealized
model of it, that is, “a deliberate simplification of something complicated with the
objective of making it more tractable” (Frigg and Hartmann 2012). Of the countless
elements constituting historical reality, only some—assumed to be causally relevant
for the historical outcome under inquiry—feature in the model, while others are
entirely disregarded.7 Allowing as they do the manipulation of one or more of the
elements featuring in the idealized model, counterfactuals make it possible to study
the relationships among the elements within the model. Of course, just like in the
natural sciences, model building is subject to constraints, and the idealized model
used to investigate a historical phenomenon cannot be manipulated at will, thereby
licensing any counterfactual scenario that one could possibly come up with. Quite
on the contrary, as our discussion here and in Sect. 4 will clarify, a key constraint
on counterfactual scenarios, both in general history and in history of science, is their
plausibility.

Unsurprisingly, counterfactuals in history can be defended by means of various
arguments. Nolan (2013), for instance, has recently enumerated no less than eight
different reasons why practicing historians should care about them, and Tetlock and
Belkin have emphasized how counterfactual speculations serve a variety of distinct
—although clearly related—theoretical purposes, “from hypothesis generation to
hypothesis testing, from historical understanding to theory extension” (1996, p. 16).
Nevertheless, it is hard to exaggerate the importance that defenders of

6The tradition that characterizes counterfactuals in historical explanations as thought experiments
dates back to Weber’s 1905 essay “Objective Possibility and Adequate Causation in Historical
Explanation,” published in English in Weber (1949). I wish to thank Marco Buzzoni for pointing
this out to me.
7As Frigg and Hartmann (2012) put it, idealized models characterized in this way instantiate the
so-called “Aristotelian idealization, which amounts to ‘stripping away,’ in our imagination, all
properties from a concrete object that we believe are not relevant to the problem at hand. This
allows us to focus on a limited set of properties in isolation.”
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counterfactuals in history attach to their connection with causal explanations:
counterfactuals, causal claims, and historical explanations are, in Johannes Bulhof’s
words, “three sides of the same strange three-sided coin; you cannot have one
without the other two” (1999, p. 147).

In most cases, such enthusiastic embrace of counterfactual speculations goes
hand in hand with the acute awareness that not all of them are equal. And although
the difference between sound alternative history on the one hand and history-fiction
on the other hand is not easily spelled out in the abstract, advocates of counter-
factual history have tried to lay down some best practice rules and guidelines.
Tetlock and Belkin (1996, pp. 16–31), for instance, proposed a number of criteria
for assessing the “legitimacy, plausibility, and insightfulness” of counterfactual
speculations, with the aim “to initiate a sustained conversation […] on what should
count as a compelling counterfactual argument” (ibid., p. 17). Martin Bunzl’s paper
“Counterfactual History: a User’s Guide” (2004) is one major contribution to such
conversation. As we shall see in the remaining of the present section, Bunzl pro-
poses a solution not only to the problem of telling sound from unsound counter-
factuals, but also to that of linking counterfactuals to evidence. The latter problem is
no less important than the former. In fact, critics of counterfactual history point out
that, since there is no way to ascertain what would have happened, had things gone
differently at some juncture in the past, there is simply no point in asking such
questions. By definition, the critics insist, contrary-to-fact reasoning does not
belong to the domain of proper historical inquiry, which is aimed at establishing
what claims concerning the past the available evidence licenses.

Now in a counterfactual conditional—such as, for instance, “Had Adolf Hitler
died in the trenches during World War I, no attempt at a final solution of the
so-called Judenfrage would have been carried out by the German government
during the 1940s’”—the antecedent is, of course, false. Those asserting the coun-
terfactual then have to deal with an obvious question: how can one tell what would
have happened, had Hitler died in the trenches during World War I? More gener-
ally: on what basis can one claim that the consequent of a counterfactual follows
from its antecedent? When can a counterfactual conditional be asserted? Bunzl
forcefully argues that sound counterfactual reasoning “can be grounded” (ibid.,
p. 845). In fact, sound counterfactual conditionals are plausible ones, which “bear
certain evidential markings that we can learn to read” (ibid., p. 849). More
specifically, a sound counterfactual conditional can be brought into contact with
evidence—if only indirectly—in such a way that its appraisal becomes feasible.
This requires one to view the plausibility of the counterfactual as depending not
only on the plausibility of the antecedent, but also on the plausibility of the
counterfactual inference, i.e., the inference that the consequent of the counterfactual
follows from the antecedent. On Bunzl’s account, in order for such an inference to
be plausible, it must be derivable from the conjunction of the antecedent with
appropriate background conditions. Among such appropriate conditions, Bunzl lists
“established theoretical and statistical generalizations” (ibid., p. 849), possessing
the property of projectability, with which the counterfactual conditional has to be
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consistent.8 The example in the next paragraph, proposed by Bunzl himself,
illustrates the point quite clearly.

Historian Albert Gunns has explained the collapse of the Tacoma Narrows
bridge—blown down by winds of 42 miles per hour in 1940, shortly after the
construction was completed—as the consequence of poor design. In fact, budgetary
constraints led to the design of a two-lane deck, narrower and lighter than the decks
of other contemporary suspension bridges that never exhibited the problems that put
a premature end to the life of the Tacoma Narrows bridge. Normal design practice,
Gunns argues, would have dictated the building of a roadbed more than two lanes
wide, which “would had resulted in a deck that was heavier and more rigid and
therefore less susceptible to aerodynamic effects” (Gunns, quoted by Bunzl 2004,
p. 850). Gunns counterfactually claims that, had the prescriptions of normal bridge
design practice been followed, the bridge would not have collapsed. The plausi-
bility of the counterfactual conditional asserted by Gunns, Bunzl suggests, depends
on the plausibility of the laws of mechanics from which (in conjunction with the
antecedent) the consequent can be derived.9 Since such laws are considered as
plausible because of their positive instantiations, the counterfactual conditional is
connected to the evidence, if only indirectly, via the laws involved.

The above example admittedly concerns the residual case in which a historian
can “borrow” from other disciplines the laws that ground the counterfactual con-
ditional, and therefore make the counterfactual inference plausible. However, Bunzl
insists, his defense of counterfactuals in history can be readily extended to cases in
which no such laws are available. In these cases, Bunzl hastens to add, “consid-
erations of rationality stand in for them” (ibid., p. 852). Here we shall not follow
Bunzl’s discussion of such cases in depth. What needs to be emphasized is that on
his account, when historians assess causal claims, they deploy the standards of
judgment endorsed by their professional community; the very same standards are
invoked, although “to a different purpose” (ibid., p. 855), when counterfactual
claims are assessed. In short, there are various ways to ground counterfactuals, and
one ought not to be misled by the fact that the laws and theories deployed by
historians are, in most cases, “what philosophers call ‘folk theories’” (ibid.).10 The
crucial point, Bunzl insists, is that sound counterfactuals can be grounded based on
generalizations—very often low-level ones, and subject to exceptions—that express

8These remarks raise the well-known problems faced by the consequentialist approach to coun-
terfactuals, such as, for instance, the delimitation of the set of background conditions, which Bunzl
seems to sidestep. Here, however, we are not concerned with the viability of Bunzl’s avowal of
counterfactual history; rather, we discuss it at some length because it is one of the most thorough
attempts to spell out the solution to the problem of telling sound from unsound counterfactuals in
the case of general history.
9This specific counterfactual explanation is rendered intuitively even more plausible by the fact
that, when the bridge was reconstructed, it had a roadbed with four lanes, and it never suffered
from the problems that led to the collapse of the first Tacoma Narrows bridge (Bunzl 2004, p. 851).
10This point was famously made by Hempel in his paper “The Function of General Laws in
History” (1942).
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our beliefs concerning how things go under normal circumstances, or in most cases,
and therefore help us to assess how things would have gone, had some circum-
stances been different.

As hinted above, Bunzl’s paper is only one of the contributions to the ongoing
discussion on the identification of compelling counterfactual arguments.
Unsurprisingly, champions of counterfactuals in history are not a school charac-
terized by unanimity, and there is a continuing disagreement among them con-
cerning how exactly one should spell out the insight concerning the connection
between causal claims and counterfactuals. For instance, Nolan (2013, esp. Sect. 2)
has challenged Tetlock and Belkin’s (1996) and Lebow’s (2000) characterization of
such connection, and has insisted on the well-known difficulties faced by the
consequentialist approach to counterfactuals deployed by Bunzl, as well as by the
attempts to analyze causation in terms of counterfactuals.

There is, however, a crucial point of agreement, concerning the fact that the
judgments that historians make when trying to ground a counterfactual claim are
continuous with the ones that they make when trying to justify causal claims. As
Nolan (2013, p. 329) put it:

Provided our ordinary competent reasoning about causation employs counterfactuals, and
especially if it does so in a way that cannot be codified easily and is not by explicit
algorithms, then a historian relying on that capacity should not also reject reasoning using
counterfactuals, on pain of their principles not lining up with their practice. I think this is
the best way to argue that the close links between causal and counterfactual judgments
mean that historians interested in causation (and most, if not all, should be) should not
reject a role for counterfactuals in historical reasoning.

To briefly sum up our discussion in the present section, defenders of counter-
factuals in general history take them to be an essential ingredient of historical
explanations. Despite their disagreements over the best way to characterize the
connection between counterfactuals, causal claims, and historical explanations, and
over the best way to tell sound counterfactual speculations from wild flights of
fancy, advocates of counterfactuals in history maintain that contrary-to-fact spec-
ulations lend themselves to rational scrutiny. The crucial insight here is that, in
order for this to happen, counterfactuals need to exhibit the right kind of plausi-
bility: the historians’ more or less “implicit sense of what is likely to have depended
on what” (ibid., p. 328) allows them to discriminate between good and bad can-
didate counterfactuals. Therefore, although general, formal criteria for spotting
sound counterfactual speculations are anything but easy to come by, the bottom line
of the defense of counterfactuals in general history can be couched in terms of the
counterfactuals’ consistency with what historians know about the world. It is the
historians’ admittedly partial and imperfect knowledge of how the world works, and
of how historical actors typically behave in this world, that allows them to rec-
ognize sound counterfactuals. As the examples discussed in the next section
illustrate, the plausibility of the alternative scenarios is a crucial feature also in the
case of counterfactual histories of science.
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4 On the Uses of Counterfactual History of Science

Just like counterfactual speculations in general history, not all counterfactual his-
tories of science are equal. For instance, they may greatly differ from one another
with respect to the kind of divergences from the historical record that they postulate.
One may imagine an alternative history in which Charles Darwin dies prematurely
and is therefore unable to put forward the theory of evolution by natural selection,
but one of his contemporaries—say, Alfred Russel Wallace—readily replaces him
as the first proponent of the idea. This would certainly qualify as a counterfactual
history of science, since as we know, On the Origin of Species was published in
1859 and Darwin died in 1882, aged 73, but in such a scenario, his premature death
would be quite inconsequential for the trajectory followed by scientific inquiry.
From the point of view of the inevitability versus contingency of science debate, a
much more interesting counterfactual history would be one in which Darwin does
not feature and his premature death does make a difference to the ensuing devel-
opment of biology. Historian of science Peter J. Bowler has conjured up one such
counterfactual history.

In Darwin Deleted: Imagining a World Without Darwin (2013), Bowler devises
a counterfactual world characterized by the fact that Darwin prematurely dies in
1832. In Bowler’s narrative, however, none of the contemporaries comes up with
the exact same idea: competing theories of evolution are put forward (as they were
in actual history of science), but natural selection is not “in the air.” Natural
selection, Bowler insists, “was by no means an inevitable expression of
mid-nineteenth-century thought,” and in that historical moment only Darwin, by
virtue of his unique, “right combination of interests” (ibid., p. 31), could formulate
it. In this Darwinless world,

it would have taken until the early twentieth century for the theory of natural selection to
come to the attention of most biologists. Evolution would have emerged; science would be
composed by roughly the same battery of theories we have today, but the complex would
have been assembled in a different way. In our world, evolutionary developmental biology
had to challenge the simpleminded gene-centered Darwinism of the 1960s to generate a
more sophisticated paradigm. In the non-Darwinan world, the developmental model would
have been dominant throughout and would have been modified to accommodate the idea of
selection in mid-twentieth century (ibid., p. 9, emphasis added).

It should be noted that Bowler is not particularly interested in the inevitability
versus contingency of science debate as such: he openly admits that his investi-
gations in counterfactual history of biology chiefly stem from the desire to defend
Darwin’s theory by refuting “the claim that the theory of natural selection inspired
the various forms of social Darwinism” (ibid., p. 10). According to him, the crucial
point that his counterfactual narrative helps to establish is that, had Darwin not
published On the Origin of Species, “racism and various ideologies of individual
and national struggle would have flourished just the same” (ibid., pp. 10–11), their
justification being derived from other theories of evolution. In any case, Bowler’s
counterfactual history has a clear contingentist flavor: the alteration of the historical
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record at a crucial juncture leads to a science that is (if only slightly) different from
the one that we currently embrace.

For our present purposes, what matters is that Bowler’s counterfactual history is
not a wild, unrestrained flight of fancy. In this regard, he insists that “the viability of
the counterfactual world can be substantiated by hard facts,” since “we have enough
evidence from our own world to show that the alternative could work” (ibid., p. 30).
Indeed, the historical record tells us what the rivals to natural selection were, and
we know for a fact that such rivals were viable, since they were widely accepted by
scientists before the triumph of Darwin’s theory.

These remarks suggest that just like in general history, within history of science
good counterfactual speculations need to exhibit the right kind of plausibility. In
Bowler’s case, decades of scholarly engagement with nineteenth century science
provide the historian with in-depth knowledge of the institutional setting in which
scientific inquiry was conducted, the evidence that was available to the scientific
community, the alternatives to natural selection that researchers pursued, the per-
sonalities and the interests of the scientists involved, etc. Based on his extensive
knowledge of the actual world, and his “sense of what is likely to have depended on
what” (Nolan 2013, p. 328), Bowler can not only defend Darwin’s theory, but also
explain Darwin’s uniqueness, making a strong case for the claim that had it not
been for Darwin, natural selection would have entered the scene much later. In
other words, Bowler created a very rich idealized explanatory model, in which a lot
of relevant information is included. His Darwinless world is such that the elements
featuring within the model are under the control of the researcher, who can
therefore manipulate them in a fine-grained way, within the limits imposed by the
constraint of plausibility. Needless to say, opinions differ concerning the accept-
ability of various aspects of Bowler’s elaborate account of a world without
Darwin.11 Nevertheless, as Tetlock, Lebow, and Parker remarked, “not all coun-
terfactual thought experiments are equally subjective and therefore equally specu-
lative” (2006, p. 9); Bowler’s book, it seems to us, nicely illustrates the point with
respect to the case of counterfactual history of science.

In the introduction to the symposium entitled “Counterfactuals and the Historian
of Science,” published in Isis, Gregory Radick commented that “remarkably little
systematic attention” (2008, p. 548) has been devoted to counterfactual history of
science. More recently, Léna Soler remarked that “counterfactual thinking about
science” and its history, as opposed to the use of counterfactuals within science,
“remains an underdeveloped activity” (2015, p. 9). Our lengthy discussion in
Sect. 3, together with the above summary of Bowler’s ventures in a Darwinless
world, ought to be viewed as an attempt to contribute, if modestly, to the most
recent attempts to engage in such an activity.

To the best of our knowledge, only cursory remarks concerning the similarities
between the use of counterfactuals in general history and the use of counterfactuals

11See, e.g., the review symposium of Darwin Deleted, featuring Alan C. Love, Robert J. Richards,
and Bowler himself (Love et al. 2015).
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in history of science are to be found in the relevant literature. We should never-
theless mention that the first example of alternative history discussed in the present
section, in which the explanatory role of counterfactuals is emphasized, is far from
exhausting the range of uses to which counterfactual history of science has been
put, both within and without the inevitability versus contingency of science
debate.12 Indeed, the examples discussed in the following make it clear that
counterfactual history of science has often played a critical, as opposed to an
explanatory, role, so that occasionally, the motive underlying the deployment of
counterfactual histories of science has been an “if only,” instead of a “what if”
question. Accordingly, alternative histories have been deployed not only in order to
challenge the inevitability thesis and the interpretation of the success of scientific
theories typically associated with it (that is, scientific realism, or at least some
versions of it). As we shall see in a moment, alternative histories are also a tool used
to criticize both the epistemic authority with which science is credited and the social
order allegedly going hand in hand with it.

The works of some famous feminist scholars provide examples of this latter use.
In The Death of Nature (1980), historian Carolyn Merchant has claimed that, had
the social milieu in which Western science emerged been different, the ensuing
trajectory followed by scientific inquiry would have been significantly different.
Her work may therefore be viewed as providing a historical backing to the claims
put forward by physicist Evelyn Fox Keller, who in a number of papers collected in
Reflections on Gender and Science forcefully argued that “were more women to
engage in science, a different science might emerge” (Keller 1985, p. 76).13

Within an analysis of the attitudes towards counterfactuals characterizing histo-
rians of science of different philosophical persuasions, John Henry has discussed
the case of such “sweeping changes” (2008, p. 557) as a cultural background com-
pletely different from that in which Western science arose and developed. In Henry’s
view, despite the efforts of Fox Keller, Merchant, and other feminist historians
and philosophers of science, “it is by no means clear what [the] alternative, and
supposedly very different, feminist science would look like” (2008, pp. 558–559).
Henry hastens to add that this does not reflect on the central claims of their philo-
sophical agendas, which do not stand or fall with the soundness of counterfactual
speculations. Whatever the case, for our present purposes it is important to emphasize
that when counterfactual history of science is deployed in a critical role, the coun-
terfactual scenario needs to exhibit the same kind of plausibility that is required when
counterfactual history of science is used, as in theDarwin Deleted example discussed
above, for explanatory purposes. As Soler put it, “what confers plausibility to a
counterfactual scientific narrative is its ‘close connection’ to the actual history of
science” (2015, p. 10).

12I wish to thank two anonymous reviewers for pressing me to address this issue.
13Admittedly, neither Fox Keller nor Merchant explicitly deploy full-blown counterfactual nar-
ratives, which they nevertheless plainly evoke.
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The notion of “close connection” is of course vague, and different authors dis-
agree on the plausibility of specific instances of counterfactual history of science. In
any case, when wide-ranging differences—such as a completely different cultural
background—between the actual historical record and the counterfactual narrative
are postulated, the resulting scenario is very likely to be impervious to assessments
concerning its plausibility (on this, see among others Kinzel 2015, p. 61). For
instance, one may ask whether a science emerging from a set of completely dif-
ferent initial conditions would be an investigation of roughly the same phenomena
that constitute the subject matter of our current science. In fact, in order for an
alternative to our science to qualify as an alternative, it has to deal with the same
material with which our science deals: as Trizio vividly put it, “there is little
epistemological interest in comparing what our science says about planets with
what one might have ended up thinking about viruses” (2015, p. 130). Given a very
different developmental history, it is certainly legitimate to postulate a very different
outcome, but it is of crucial importance being able to specify, exactly, different in
what respects. Wide-ranging differences in the initial conditions make it very dif-
ficult to speculate on the trajectory that an alternative science would follow, and
such alternative may well end up being simply incommensurable with our current
science.

To put the point differently, we may say that wide-ranging differences such as
those postulated by Merchant often lead to underdescribed idealized models. In a
well-designed idealized model, the researcher can control the elements constituting
it, which lend themselves to a fine-grained manipulation allowing one to study their
relationships. When wide-ranging differences in the initial conditions are postu-
lated, and the model is not supplemented with relevant information constraining it,
at most coarse-grained manipulations of the elements within the model are possible,
so that the researcher’s control over it is relinquished. Compare such cases with the
scenario conjured up in Darwin Deleted. In Bowler’s model, every other element
being equal and under the control of the researcher, Darwin’s premature death leads
to a counterfactual scenario whose plausibility can be assessed, due to the fact that it
is constrained by relevant information, that is, the historian’s knowledge of a
specific phase of the history of biology. As the reader will recall, the continuity
between counterfactual scenarios and what historians know about the world is the
bottom line of the defense of counterfactuals within general history. Analogously,
the plausibility of a counterfactual history of science can be characterized in terms
of its continuity with what historians know about the world. Such continuity, we
suggest, is quite difficult to attain in the case of underdescribed idealized models.

Coming now back more specifically to the inevitability versus contingency of
science debate, it is far from surprising that counterfactual history of science has
been repeatedly used in order to challenge scientific realism. Perhaps the first author
to discuss at some length the connections between the various positions that, in
principle, can be defended within the debate, Radick has shown that the two
couples inevitabilism-realism and contingentism-antirealism “by no means exhaust”
(2005, p. 24) the space of possibilities. In a similar vein, Howard Sankey has argued
that “scientific realism has no evident implications with regard to the inevitability of
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science” (2008, p. 259). Nevertheless, it is a fact that realists tend to group around
the inevitability thesis, while antirealists tend to favor the contingency thesis.
Indeed, one of the most celebrated examples of history of science emphasizing
contingency, James Cushing’s Quantum Mechanics. Historical Contingency and
the Copenhagen Interpretation (1994), to which we shall now briefly turn, has a
distinctively antirealist flavor.

Famously, in 1952 physicist David Bohm put forward a version of quantum
mechanics which, empirically equivalent to the so-called “Copenhagen interpreta-
tion”—since the 1920s, the standard version of the theory—is nevertheless
incompatible with it from the ontological point of view. According to Cushing,
given that the two versions of the theory make the same predictions, the fact that the
Copenhagen interpretation became the standard version of quantum mechanics
crucially depends on the vagaries of historical development. In fact, based on a
detailed examination of the relevant period of the history of physics, Cushing
claims that Bohm’s version of the theory may well have been devised during the
1920s. However, nobody came up with it at the right point in time, and conse-
quently, the Copenhagen interpretation acquired its status of a standard irrespec-
tively of the merits of Bohmian mechanics, which came to the scene much too late
to ever manage to win a comparable support among physicists. In Cushing’s
reconstruction, then, the order in which ideas are introduced within a scientific
debate can decisively influence its outcome: had Bohm’s version of the theory come
first, history might have unfolded differently, and today the majority of scientists
may well be championing Bohmian mechanics as their favorite interpretation of
quantum mechanics.

Cushing’s narrative, revolving around the role of historical contingency, exhibits
an immediate connection to a classic argument against scientific realism, namely,
the underdetermination thesis: two competing theories are empirically indistin-
guishable, and yet posit incompatible underlying ontologies, so that one is left
wondering which one of them is true. Besides such connection with the dispute
over the merits of realism, what makes Cushing’s work of particular interest for the
inevitability versus contingency debate is that, as Trizio (2015, p. 129) points out,
his case for the possible triumph of Bohm’s interpretation of quantum mechanics
satisfies a number of demanding constraints, which ensure the plausibility of the
counterfactual scenario. First of all, the subject matter dealt with by the theory
prevailing in the alternative history of science is the same as that dealt with by the
actually prevailing theory. Secondly, Bohm’s interpretation of quantum mechanics
is as successful as the Copenhagen interpretation. Thirdly, there is a fundamental,
irreconcilable disagreement between the two theories. Not unlike Bowler, Cushing
created a very rich idealized model, in which a lot of relevant information, pro-
viding the necessary constraints on the counterfactual scenario, is included. The
crucial element within the model—“the temporal order of events that actually took
place in the mind of a handful of researchers” (ibid, p. 134)—is clearly under the
control of the historian, and can be manipulated in a fine-grained manner. This
counterfactual narrative therefore provides a very effective way to defend the
contingency thesis, and to argue that the path followed by scientific inquiry can be
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influenced by a variety of factors, including the theoretical idiosyncrasies of the
researchers involved in the development of a specific field.

Counterfactual history of science covers an extended and uneven territory. Such
territory borders on the one side with actual history of science and on the other side
with merely logical possibilities, and includes “scenarios that would only slightly
differ from our actual history of science, and more creative science fiction (for
instance involving twin-earth-like planets or alien beings as the subjects of sci-
ence)” (Soler 2015, p. 10). As our discussion illustrates, the same kind of plausi-
bility that characterizes good counterfactual speculations within general history will
be of great help in navigating the territory of counterfactual history of science.

5 Concluding Remarks

In this paper, we suggested that the plausibility of the devised alternative scenarios
is as important in the defense of counterfactual history of science as it is in the
defense of counterfactuals within general history. Nevertheless, at least one worry
raised by counterfactual history of science as used to support the contingency thesis
needs to be briefly mentioned here.

The issue can be introduced by considering Ian Hasketh’s (2014) thoughtful
review of Bowler’s book. In the opening chapter of Darwin Deleted, Bowler argues
that the contingency of the past means that apparently irrelevant events may lead to
unintended, unpredictable, and wide-ranging consequences, and explicitly refers to
Gould’s claim that, were it possible to replay the tape of life, the outcome would
very likely be completely different, due to the intervening contingencies affecting
evolutionary history. Nevertheless, Hasketh points out, “there is nothing entirely
random or unpredictable or accidental” (ibid., p. 301) in how the events in Bowler’s
counterfactual history unfold, except for Darwin’s premature death, after which no
further contingencies play a role within the narrative. Bowler himself suggests that
his story “follows a more natural sequence of discovery” (2013, p. 279) than that
followed by actual history of science, which was “disturbed” by the appearance of
Darwin’s theory of natural selection.14 In brief, Bowler’s narrative ends up with a
science that is slightly different from ours, but in which natural selection does
feature. However, as Hasketh remarks, if contingency is taken seriously, then it
cannot be used at the beginning of the counterfactual history and ignored at later
stages of development: “a truly contingent narrative can only follow a definable
course until the next contingency arises” (2014, p. 302; on this, see also
Ben-Menahem 1997).

It seems to us that Hasketh’s remark generalizes and, as historian Allan Megill
nicely put it, “contingency is not a train one can get on and off at will” (quoted in

14A short paper by Bowler, anticipating the themes of the book, is tellingly entitled: “What Darwin
Disturbed. The Biology that Might Have Been” (2008).

634 L. Tambolo



Hasketh 2014, p. 302). In other words, contingency may well end up with under-
mining counterfactual history of science as used to support the contingency thesis.
In fact, after the first alteration in the historical record is introduced, why should one
believe that there will be no further alterations, leading the resulting narrative
farther and farther away from the historical record? This possibility may be viewed
as completely unproblematic, since it is precisely the hardcore of contingentism.
Nevertheless, such possibility should worry contingentists wishing to use coun-
terfactual history of science to defend the contingency thesis. In fact, the farther one
gets from the historical record, the more difficult it becomes to constrain the
counterfactual scenario in such a way as to ensure its plausibility. When contin-
gency is embraced, how can one rule out narratives leading to scenarios that cannot
be rationally assessed?
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Models, Brains, and Scientific Realism

Fabio Sterpetti

Abstract Prediction Error Minimization theory (PEM) is one of the most promising
attempts to model perception in current science of mind, and it has recently been
advocated by some prominent philosophers as Andy Clark and Jakob Hohwy.
Briefly, PEM maintains that “the brain is an organ that on average and over time
continually minimizes the error between the sensory input it predicts on the basis
of its model of the world and the actual sensory input” (Hohwy 2014, p. 2).
An interesting debate has arisen with regard to which is the more adequate episte-
mological interpretation of PEM. Indeed, Hohwy maintains that given that PEM
supports an inferential view of perception and cognition, PEM has to be considered
as conveying an internalist epistemological perspective. Contrary to this view, Clark
maintains that it would be incorrect to interpret in such a way the indirectness of the
link between the world and our inner model of it, and that PEM may well be
combined with an externalist epistemological perspective. The aim of this paper is to
assess those two opposite interpretations of PEM. Moreover, it will be suggested that
Hohwy’s position may be considerably strengthened by adopting Carlo Cellucci’s
view on knowledge (2013).

Keywords Prediction error minimization � Scientific realism � Analytic method �
Perception � Epistemology � Knowledge � Infinitism � Naturalism � Heuristic view

1 Introduction

Prediction Error Minimization theory (PEM) is one of the most promising attempts
to model perception in current science of mind, and it has recently been advocated
by some prominent philosophers as Clark (2015, 2013a, b) and Hohwy (2015,
2014, 2013).
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Briefly, PEM maintains that “the brain is an organ that on average and over time
continually minimizes the error between the sensory input it predicts on the basis of
its model of the world and the actual sensory input” (Hohwy 2014, p. 2). Top down
predictions and bottom-up sensory signals combine to produce “a kind of internal
model of the source of the signals: the world hidden behind the veil of perception”
(Clark 2013b, p. 185).

This approach moves along that line of research which looks at the brain as an
‘inferential machine’, initiated by Helmholtz (1867) and continued, among others,
by Gregory (1980), Rock (1983), and Frith (2007).

An interesting debate has recently arisen with regard to which is the most
adequate epistemological interpretation of PEM. The debate focused mainly on how
the relation between the inner model of the world produced by the brain and the
external world should be interpreted.

Indeed, Hohwy (2014) maintains that given that PEM supports an inferential
view of perception and cognition, PEM has to be considered as conveying an
internalist epistemological perspective.1 Thus, if we accept that PEM is a reliable
description of the mind, we should coherently draw the conclusion that we cannot
reach knowledge of the way the world really is, i.e. the way it is independently of
our mind, because of the indirectness of the relation between our inner model of the
world and the modeled world. For example, Hohwy states that “perceptual content
is the predictions of the currently best hypothesis about the world” (Hohwy 2013,
p. 48). If this is the case, we cannot be sure that our best hypothesis truly corre-
sponds to the world, because the brain cannot “simultaneously access both the
internal estimates and the true states of affairs in the world” (Hohwy 2014, p. 4).
The brain can only have access to the two homogeneous things that it can compare,
namely the predicted and the actual input: “there is no possibility of independent
evidence, which would require us to crawl outside of our own brains” (Ibidem,
p. 7). Following this line of reasoning, since there is in principle no possibility of
comparing our representation of the world to the world itself, it seems fair to
conclude that PEM should be considered at odds with Scientific Realism (SR), the
mainstream metaphysical view in philosophy of science according to which our
best scientific theories are true and we can safely infer their truth from their
empirical success (Psillos 1999).2

1On the internalist and externalist conceptions of epistemic justification see Pappas (2014).
2It may be objected that the scientific realist view would be better described as follows: supposing
that empirical successful theories are true (or approximately true) provides the best explanation for
their empirical success. But this ‘explanationist’ formulation of scientific realism is almost
equivalent to that given above. The fact is that scientific realists usually consider Inference to the
Best Explanation a valid and truth-conducive inference. For example, Harman describes IBE as
follows: “one infers, from the premise that a given hypothesis would provide a ‘better’ explanation
for the evidence than would any other hypothesis, to the conclusion that the given hypothesis is
true” (Harman 1965, p. 89). So, if truth is the best explanation of success, and IBE leads to truth,
an IBE may be performed to conclude that it is true that a successful theory is true. So, we can infer
the truth of a theory from its success. Thus, those two formulations of realism are almost
equivalent. I wish to thank an anonymous reviewer for having raised this issue.
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Contrary to this view, Clark (2013a) maintains that it would be incorrect to
interpret in such a way the indirectness of the link between the world which is
modeled and our inner model of the world, because the relation between the world
and perception is indeed a direct causal relation. Thus, even if our representations of
the world are internal and may be in some sense deemed indirect, the causal
connection between the world and our brains which produces such representations
guarantees that what is perceived is not just “the brain’s best hypothesis. Instead,
what we perceive is the world” (Clark 2013a, p. 492). On Clark’s view, “biological
beings are able to establish a truly tight mind-world linkage […] by individual
learning and evolutionary inheritance,” and the inferential functioning of perception
does not introduce any sort of “worrisome barrier between mind and world” (Clark
2013b, p. 199). Thus, according to Clark’s interpretation, PEM should not be
considered at odds with SR.

The aim of this paper is to assess those two opposite interpretations of PEM. In
order to do this, PEM is sketched in Sect. 2; then Hohwy’s and Clark’s interpre-
tations of PEM are presented in Sect. 3; in Sect. 4 those interpretations are eval-
uated, and it is argued that Hohwy’s interpretation is more adequate to account for
some of the salient epistemological features of PEM. In Sect. 5, some of the dif-
ficulties which still afflict Hohwy’s position are underlined. Finally, in Sect. 6, it is
suggested that Hohwy’s position can be considerably strengthened by relating it to
Carlo Cellucci’s view on knowledge and science (2013), which will be briefly
described.

2 Prediction Error Minimization Theory

PEM is an ambitious theory, which tries to account for the activity of the brain in a
unified way. Indeed, according to PEM “prediction error minimization is the only
principle for the activity of the brain” (Hohwy 2014, p. 2). PEM basically sees the
brain as an organ that continually minimizes the error between the predicted sen-
sory input and the actual sensory input. This view frames the activity of the brain
into a wider conception according to which any self-organizing system that is at
equilibrium with its environment must minimize its tendency to disorder. In this
perspective the characteristic feature of living beings is their attempt to (locally)
reduce entropy (Friston 2010). According to this view “biological agents must
actively resist a natural tendency to disorder,” and “agents are essentially inference
machines that model their sensorium to make predictions, which action then fulfils”
(Friston 2011, p. 89).

Since “the sum of prediction error over time is also known as free-energy, PEM
is also known as the free-energy principle” (Hohwy 2014, p. 2). According to
Friston’s view, the free-energy principle says that “biological organisms on average
and over time act to minimize free energy,” and that “brains are hypothesis-testing
neural mechanisms, which sample the sensory input from the world to keep
themselves within expected states:” as “the heart pumps blood, the brain minimizes

Models, Brains, and Scientific Realism 641



free energy” (Hohwy 2015, p. 2). Thus, according to PEM “the brain’s main job is
to maintain the organism within a limited set of possible states” (Ibidem), and
many, if not all, brain functions may be accounted for in terms of free-energy
minimization.

In other words, in order to maximize the chance of survival of an organism, the
brain has to keep the organism in the range of states which are already known
(through evolution, development, and learning) to be compatible with the existence
of that organism. In order to do this the brain has to minimize ‘surprise’, which is a
concept from information theory, “defined as the negative log probability of a given
state, such that the surprise of a state increases the more improbable it is to find the
creature in that certain state” (Ibidem).

The fact is that to accomplish its task, the brain cannot access directly the state of
the world in which the organism is embedded. The brain has to create a model of
the world, and try to anticipate and predict the incoming states of the world. The
brain “must harbor and finesse a model of itself in the environment, against which it
can assess the surprise of its current sensory input,” because the brain has access
only to two quantities, “which it can compare: on the one hand the predicted
sensory input, and on the other the actual sensory input. If these match, then the
model is a good one” (Ibidem, p. 3). At any stage of this process, the brain deals
only with its own ‘reconstruction’ of what is going on both in the world (extero-
ceptive states) and in the organism (interoceptive states). Indeed, even the actual
sensory input arriving at the brain cannot be conceived as a direct transferring of a
bit of information from the world to the brain. At any stage, there is an ‘inferential
step’ through which the brain models the environment, the organism, and the course
of actions. The brain makes hypotheses based on previous knowledge to form a
coherent representation of present and future states, but it is also ready to modify or
update such hypotheses on the base of the actual input. At any given time t we
cannot have the certainty that our hypotheses will not be modified at time t + 1.

It has to be stressed that PEM is a new way of accounting for perception, which
contrasts the traditional “‘passive accumulation’ model of the perceptual process”,
which “depict[s] perception as a cumulative process of ‘bottom-up’ feature detec-
tion” (Clark 2013a, pp. 470–471). According to PEM the role of the predictions
made by the brain is essential. It is exactly this feature of the brain functioning
which accounts for the ability of the brain to relate to the world without having any
direct access to it. The brain is seen as a hypotheses producer and verifier, a sort of
‘predictive device’ which continuously refines (or changes) its predictions.

The idea of the brain as an ‘inference machine’ was firstly articulated by
Helmholtz (1867). PEM follows this line of reasoning and models brain activity in
terms of statistical inferences over perceptual hypotheses. According to Hohwy,
PEM is “inference to the best explanation, cast in […] Bayesian terms” (Hohwy
2014, p. 5). The basic idea is that since the brain continuously checks how good its
model of the world is by confronting its model with the actual sensory input, its
activity may be described in Bayesian terms. Indeed, in a nutshell, Bayes’ rule tells
us to update the probability of a hypothesis h, given some evidence e, by consid-
ering the product of the likelihood, i.e. the probability of the evidence given the
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hypothesis P(e|h), and the prior probability of the hypothesis P(h). The resulting
probability of the hypothesis is the posterior probability of such hypothesis:

P hjeð Þ ¼ P ejhð ÞP hð Þ=P eð Þ ð1Þ

Thus, ‘minimize the surprise’ for the brain means to maximize the probability of
its hypothesis: “if the prediction error is minimized then the likelihood has been
maximized, because a better fit between the hypothesis and the evidence has been
created. This in turn will increase the posterior probability, P(h|e), of the hypoth-
esis” (Hohwy 2013, p. 46). According to PEM, the probability of a hypothesis h is
continuously updated and refined, using the posterior probability of h at time tn as
the prior probability of h in the following inferential step, i.e. at time tn+1: a “neat
explanatory circle then seems to transpire: top-down priors guide perceptual
inference, and perceptual inference shapes the priors” (Ibidem). The brain tries “to
create a closer fit between the predictions […] and the actual sensory input. This
corresponds to being less surprised by the evidence given through the senses”
(Ibidem).

We can now recapitulate the three main tenets of PEM: (1) in order to account
for perception, we should adopt an inferential conception of the mind; (2) the
division between inner and outer is strict (‘inferential seclusion’ of the mind, see
Hohwy 2014); (3) perception, attention, and action have to be conceived as sta-
tistical inferences.

3 Clark’s Versus Hohwy’s Interpretation of PEM

PEM is a stimulating and controversial proposal. There are many objections that
can be (and have been) raised against this approach.3 In what follows we will leave
aside those objections. We will focus just on Clark’s and Hohwy’s interpretations
of PEM, and on the issue of assessing which one should be preferred in the lights of
the epistemological implications of adopting PEM as a theory of the mind.

3.1 The Epistemological Implications of PEM

In order to carry out our inquiry, we will take into considerations (and try to
answer) two questions, the first one which can be dubbed ‘metaphysical’, the
second one which can be dubbed ‘epistemological’. The first question is: Is PEM
compatible with SR? The second question is: Which epistemological position fits
better PEM?

3Cf. e.g. Rescorla (2015).
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For our purposes, we can here define SR as the metaphysical view according to
which our best scientific theories are true, in the sense that they tell us precisely
what exists in the world. For example, Ellis states that SR can be described as “a
two-stage argument from the empirical success of science, to the truth, or
approximate truth, of its dominant theories, to the reality of the things and processes
that these theories appear to describe” (Ellis 2005, p. 372). Truth is normally
intended by scientific realists as correspondence.4 For example, Sankey states that:
“correspondence theories which treat truth as a relation between language and
reality are the only theories of truth compatible with realism” (Sankey 2008, p. 17).
With regard to epistemology, we can here intend it in the broad sense of the
philosophical inquiry on what makes some of our beliefs knowledge, i.e. justified,
or true, or grounded.

3.2 Hohwy’s Interpretation of PEM

According to Hohwy, PEM entails an internalist epistemological perspective.
Internalism may be intended here in a broad sense as the epistemological view
according to which what ultimately justifies any belief is some mental state of the
epistemic agent holding that belief (Pappas 2014).5 Since according to PEM the
totality of the brain activity can be accounted for in terms of Bayesian inferences,
and since in this line of reasoning knowledge cannot but be conceived as related to
the brain activity, the inferential nature of such activity is related to the way in
which our knowledge can be considered justified. In other words, since the brain
has no direct access to the world, and knowledge is produced by the brain,
knowledge cannot but be ultimately justified by the brain’s activity itself.
According to PEM “the brain is isolated behind the veil of sensory input” (Hohwy
2013, p. 238), and the human mind “appears very indirectly related to the world”
(Ibidem, p. 90). Indeed, “mental states do not extend into the environment, and the
involvement of the body and of action in cognition can be described in wholly
neuronal, internal, inferential terms” (Hohwy 2014, p. 24).

4Many positions have been elaborated on the issue of truth, and even if truth as correspondence
seems to be the most widespread view among scientific realists, not every scientific realist adopts
such view. For simplicity here we will focus on correspondence.
5It may be objected that internalism is better described as the idea that justification requires
awareness of the process that ultimately justifies a belief. But, in this context, such definition of
internalism is equivalent to that given above. Indeed, according to PEM, what we can be really
aware of are ultimately nothing but some mental states. So, even if the process that justifies a belief
is an ‘external’ one, we will not be directly aware of such process. We will only be aware of the
internal model of such process. So, if internalism is the view according to which justification
requires awareness, and according to PEM we can be aware only of some mental states, then in this
context internalism may be fairly defined as the view according to which a belief is justified by
some mental state of the epistemic agent holding that belief. I wish to thank an anonymous
reviewer for having raised this issue.
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Briefly, Hohwy’s argument runs as follows: we have to adopt an inferential
conception of the mind, because otherwise we are not able to account for some very
well known phenomena (e.g. binocular rivalry, see Hohwy 2013, Chap. 1). If we
adopt an inferential conception of the mind, we cannot avoid to adopt an internalist
epistemological perspective, since we cannot eliminate the separateness that char-
acterizes an inferential conception of the mind. Thus, we have to accept that we are
in principle not able to avoid some radical skeptical challenge, such as Cartesian
skepticism. This is the epistemological price to pay if we want to adopt PEM as a
theory of the mind. Indeed, “PEM must necessarily rely on internal representations
of hidden causes in the world (including the body itself) in order to predict the
sensory input that they give rise to” (Hohwy 2014, p. 17).

As we have already seen, at any given time t we cannot have the certainty that
our hypotheses will not be modified at time t + 1. Moreover, it has to be stressed
that even if the predicted hypothesis and the actual sensory input match, and even if
this matching remains stable for a certain amount of time, this does not guarantee us
that our hypothesis truly corresponds to the state of the world, and so that such
hypothesis is true in a strong metaphysical sense. Indeed it could be possible that
our sensory system and our internal model of the world both fail to detect and
model some features of the world or some modifications of some detected features.
Think to a modification that cannot be detected, because its magnitude is below the
detectability threshold of our sensory system. In this case, the sensory input and the
model would continue to match, while that modification would have nevertheless
occurred. The fact is that in order to modify our hypothesis, we need to have some
‘clues’ that such hypothesis is incorrect. But it is not always easy to have an
indication of the inadequacy of some of our hypothesis or recognize to which
hypothesis a specific clue refers to. Indeed, perception solves “an underdetermi-
nation problem. The perceptual system estimates environmental conditions,” and it
“does so based upon proximal stimulations of sensory organs,” but the proximal
stimulations “underdetermine their environmental causes” (Rescorla 2015, p. 694).
Thus, since the environmental causes are underdetermined, also the clues of
inadequacy of our hypotheses, which are a subset of the environmental causes, are
underdetermined.

The inferential nature of the mind, which makes us constantly prone to error and
deception, but which, at the same time, ensures us the only possible way to
effectively acting in the world, “should make us resist conceptions” according to
which “the mind is in some fundamental way open or porous to the world” (Hohwy
2014, p. 1). If the mind were open to the world, the predictive machinery described
by PEM would not be necessary. Indeed, PEM puts “the focus on the evidentiary
boundary and the way it forces a clear distinction between internal states, where the
prediction error minimization occurs, and hidden causes on the other side of the
boundary, which must be inferred” (Ibidem, p. 7).

Moreover, PEM treats the inferential machinery of the mind in Bayesian terms.
This means that the inferences that PEM deals with are statistical in character. But
“any account that ties perceptual content to a statistical model within an evidentiary
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boundary will wedge apart the statistical model and the hidden causes it models”
(Ibidem, p. 9). On this point Hohwy is very clear and states that:

having access to rain samples and the mean of the rainfall is a very different thing from
having access to the actual rainfall, even if the mean carries information about the rain. An
explanation of this difference in the case of perceptual inference cannot soften the char-
acterization of the hidden causes so they come to appear somehow unhidden.6

Thus, according to Hohwy, the three main tenets of PEM are deeply related: the
“seclusion stems from the inferential component such that the upshot of the
sub-personal processes is a probabilistically favoured statistical model” (Ibidem),
and they jointly entail an internalist epistemological perspective.

This seems to mean that according to Hohwy’s interpretation PEM is not
compatible with SR. If scientific realists claim that the aim of science is truth, and
usually adopt a non-epistemic conception of truth, according to which whether
something is true does not depend on our mind, but depends exclusively on the way
the world is,7 this means that PEM cannot satisfy such a realist requirement. Indeed,
according to PEM what we perceive or think cannot but ultimately rest on and be
justified by our brain activity, and we cannot have any access to the way the world
is independent from such kind of activity. As Hohwy states, we cannot “crawl
outside of our own brains” (Ibidem, p. 7) in order to compare our model of the
world to the world itself.

Thus, if we adopt PEM, we will never be able to assess whether a statement is
true because it exactly corresponds to the way the world is independently from us.
This is due to the fact that our mind works inferentially and the only things it can
compare are homogeneous neuronal inputs. So, even if the realist conception of
truth were the right one, if we adopt PEM we will be unable to judge whether we
reached the truth, since we will be unable to claim that something is completely
independent from our mind. But this contrasts with the fact that the great majority
of the scientific realists refutes epistemic skepticism: realists claim that we do reach
true theories and we do know that we have reached the truth. For example, Sankey
states that the realist position is “a position of epistemic optimism, which holds
against the sceptic that humans are able to acquire knowledge of the world”
(Sankey 2008, 3). Since knowledge is usually intended by realists as related to the
concept of truth,8 it becomes clear that in this line of reasoning if we adopt PEM,
we are unable to claim to have genuine knowledge. Since, on the contrary, PEM’s
supporters, and Hohwy among them, claim that we do have knowledge exactly

6Hohwy (2014, p. 9).
7Cf. e.g. Sankey (2008, p. 112): “The realist conception of truth is a non-epistemic conception of
truth, which enforces a sharp divide between truth and rational justification.”
8Cf. e.g. Ibidem, p. 14, fn. 2: “the traditional justified true belief account of knowledge is a
minimal condition for a realist conception of knowledge.”
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through prediction error minimization, we have to conclude that PEM and SR are
not compatible, at least because they rest on a different conception of knowledge.9

3.3 Clark’s Interpretation of PEM

According to Clark’s interpretation of PEM, it would be incorrect to interpret in the
way suggested by Hohwy the indirectness of the link between the world which is
modeled and our inner model of the world.

Indeed, Clark admits that following PEM our representations of the world have
to be described as internal and may be in some sense deemed ‘indirect’: PEM “is a
challenging vision, as it suggests that our expectations are in some important sense
the primary source of all the contents of our perceptions” (Clark 2013b, p. 199).
Nonetheless, Clark maintains that “we may still reject the bald claim that ‘what we
perceive is the brain’s best hypothesis’,” since “it remains correct to say that what
we perceive is not some internal representation or hypothesis but (precisely) the
world” (Ibidem).

We can affirm that we perceive ‘precisely the world’ because of “the brain’s
ability to latch on to how the world is” (Ibidem). If the brains were not able to
adequately ‘reflect’ how the world really is, we would had not been able to survive.
But we survived, so we can affirm that our representations are reliable. Indeed, “it is
precisely by such means that biological beings are able to establish a truly tight
mind-world linkage. Brains” can be construed as “statistical sponges structured […]
by individual learning and evolutionary inheritance so as to reflect and register
relevant aspects of the causal structure of the world itself” (Ibidem). The idea
behind such view is that in order to survive the organisms have to produce true
representations of the world, i.e. representations that ‘correspond’ to the way the
world really is. Thus, it is the causal connection between the world and our brains
that produces our internal representations of the world and it is our success in the
survival that guarantees that those representations are adequate, i.e. that what is
perceived is not just the brain’s best hypothesis, but the actual world.

Clark seems to explicitly commit himself to the traditional correspondence view
of truth. For example, he agrees with Karl Friston that the “hierarchical structure of
the real world literally comes to be ‘reflected’ by the hierarchical architectures
trying to minimize prediction error” (Friston 2002, p. 237, quoted in Clark 2013a,
p. 492). PEM “delivers a genuine form […] of ‘openness to the world’,” and thus

9It may be objected that if someone does not rely on the notion of truth, she is not speaking of
knowledge properly, since knowledge requires truth. Thus, it would be nonsense to speak of
knowledge without referring to truth. But that knowledge necessarily requires truth is exactly what
has been disputed by some of those authors who are unsatisfied with the traditional accounts of
knowledge (see below, Sect. 6). Thus, if in their conception of knowledge does not figure any
reference to the concept of truth, it seems unfair to conclude that they are not really speaking of
‘knowledge’, for the only reason that we assume that knowledge requires truth.
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might “be cast as a representationalist version of ‘direct perception’” (Clark 2013a,
p. 492).

According to Clark, even if PEM adopts an inferential conception of the mind
that makes our perception not as direct as the supporters of the direct perception
view maintain,10 nevertheless the close causal relation that obtains between the
world and the brain, and the evolutionary and developmental selective processes
that shape our priors, consent us to define our perception at least as ‘not-indirect’.
Clark states that: “If a label is required, it has been suggested” that the metaphysical
perspective implied by PEM “may most safely be dubbed ‘not-indirect perception’”
(Ibidem, p. 493). In this perspective the indirectness of the inferential nature of our
mind is tempered by the ‘directness’ of the externalist justification of our
hypotheses somehow measured in terms of success in dealing with the world.

Let’s recapitulate the elements of Clark’s interpretation of PEM analysed so far
which suggest that Clark’s view is very close to SR. Clark seems to adopt a
correspondence view of truth, which is one of the most widely adopted conception
of truth among scientific realists (see above, Sect. 3.1). He also claims that we
perceive the world as it really is and not just a hypothesis regarding the world. So
he seems to subscribe to a non-epistemic view of truth, which is the view of truth
usually adopted by scientific realists (see above, Sect. 3.2). Moreover, Clark seems
to justify his claim that we perceive the world as it really is in a way which is
analogous to the way in which scientific realists justify their claim that our best
theories are true, i.e. developing a ‘success argument’. Since our hypotheses about
the world are successful in making us surviving, the only plausible explanation for
their success is that they are true, i.e. that they are able to reflect how the world
really is. This kind of argument is clearly a variant of the ‘No Miracle Argument’,
the argument traditionally used by the realists to support SR, according to which the
only plausible explanation for the success of our best scientific theories is that they
are true (see e.g. Psillos 1999).

It is worth noticing that in clarifying his view on PEM, Clark explicitly refers to
Michael Rescorla’s interpretation of the Bayesian approaches to the mind, which
include PEM (2015). Rescorla’s interpretation of the Bayesian approaches to the
mind is straightforward realist. Rescorla explicitly claims to support a scientific
realist perspective and advocates that success is a key element in epistemic
justification:

I assume a broadly scientific realist perspective: explanatory success is a prima facie guide
to truth. From a scientific realist perspective, the explanatory success of Bayesian per-
ceptual psychology provides prima facie reason to attribute representational content to
perceptual states.11

According to Rescorla the Bayesian approaches describe the way in which we
estimate the world, and to do this they assume, more or less implicitly, a realist and
externalist epistemological point of view, i.e. an epistemological view according to

10On the direct view of perception see Soldati (2012). See also Pappas (2014).
11Rescorla (2015, p. 705).
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which what ultimately justifies any belief is something other than some mental
state:

Accuracy of the percept depends upon accuracy of the individual estimates. By describing
perceptual inference in this way, we type-identify perceptual states truth-conditionally. We
individuate perceptual states partly through environmental conditions that must obtain for
the states to be accurate.12

So Clark’s interpretation seems to be committed to externalism. Externalism is
considered to be the more adequate epistemological position to take in order to
support a realist perspective, since it claims that a belief, which is ‘internal’, is
justified by some ‘external’ element, which is independent from the subject.

For all these reasons, it seems fair to say that according to Clark’s interpretation
PEM should not be considered at odds with SR. Indeed, according to Clark, PEM
gives us knowledge of the way the world really is, i.e. PEM gives us an account of
our mind as able to produce true representations of world. Since the majority of the
scientific realists adopts a conception of knowledge as justified true belief, or some
variant of it, and Clark’s interpretation of PEM claims that we do have knowledge
and that knowledge is related to the truth, in this perspective PEM is compatible
with SR.

4 Assessing Clark’s and Hohwy’s Interpretations of PEM

In order to assess Clark’s and Hohwy’s interpretations of PEM we will proceed as
follows: we will derive some of the most relevant epistemological consequences
from the three main tenets of PEM (Sect. 4.1). It is important to stress that both
Clark and Hohwy mostly agree on such tenets, so it seems fair to start from them.
Then we will try to determine which epistemological position is more compatible
with PEM (Sect. 4.2). Finally, we will try to show whether such epistemological
position fits better Clark’s or Hohwy’s interpretation of PEM (Sect. 4.3).

4.1 The Epistemological Implications of the Three Main
Tenets of PEM

In what follows it will be argued that if we take into account all the three tenets of
PEM described above (Sect. 2), the more adequate epistemological position for
PEM’s supporters to take is infinitism. Let’s see why. Take the first tenet: ‘PEM
adopts an inferential conception of the mind’. It is especially this inferential

12Ibidem, p. 702.
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characterization of the mind that should lead PEM’s supporters to prefer infinitism
in epistemology.

This point can be clarified in two ways: by underlining the similarities between
the challenges that both an inferential conception of the mind and infinitism have to
face (we will take this way in this section); and by showing the incompatibility
between what is implied by the three main tenets of PEM and what is implied by the
other main epistemological positions (we will take this way in the next section).

With regard to the similarities between an inferential conception of the mind and
infinitism, the most striking one is that they have both to face a similar skeptical
regress problem. Indeed, as the skeptics deny that is possible to account for
knowledge without ending in a regress, so “it seems we cannot explain perceptual
inference at all, without ending in circularity or regress” (Hohwy 2013, p. 42). The
problem is how to justify the claim that our perception is reliable, i.e. that we perform
the correct inferences. As Hohwy states, if perception is an inferential process:

either the inferential process is constrained or not. If it is not constrained, then there is no
robust difference between right and wrong inference, and inference […] remains unex-
plained. If it is constrained then the source of the constraints either is already engaged in
correct perceptual inference or it isn’t. If it is so engaged, then positing the source of the
constraints as the explanation of perceptual inference […] is circular or leads to a regress. If
it is not so engaged, then again there is no difference between right and wrong inference.13

As in epistemology the main issue is how to connect justification to truth in
order to secure knowledge from the skeptical challenge, so for an inferential con-
ception of the mind the main issue is justify the claim that perception is reliable in
representing the world even if the mind has no direct access to the world.

The problem is that according to the inferential conception of the mind, the mind
can only make inferences in order to represent the world hidden behind ‘the veil of
perception’: the mind cannot go out from what can be called the ‘inferential circle’.
Thus, according to this view of the mind, our relation to the world is not only possible
but actual, but the relation between our representation of theworld and the world itself
can only be thought in terms of a potentially infinite process, sincewe can never ‘crawl
outside of our own brains’ and compare our representation and the world in order to
definitely state that a relation of correspondence obtains. This makes clear the simi-
larity between such a view of the mind and infinitism. Indeed, infinitism denies the
skeptical claim that we cannot have knowledge because we cannot justify our
knowledge. According to infinitism knowledge is not only possible but actual, but the
justification of our beliefs has to be thought as a potentially infinite process, since we
cannot go through the complete chains of reasons that justify our beliefs.

Thus, since PEM adopts an inferential conception of the mind, and such a
conception of the mind represents cognition as a potentially unterminated infer-
ential process, if a supporter of PEM tries to determine which epistemological
conception fits better her favourite account of the mind, she would probably adopt
infinitism.

13Hohwy (2013, p. 42).
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4.2 Which Epistemological Position Is More Compatible
with PEM?

To better see the point made in the previous section, let’s now turn to the second
way of making clear why an inferential conception of the mind leads to infinitism.
In order to show the difficulties of making compatible what is implied by the three
main tenets of PEM and what is implied by the other main epistemological posi-
tions, we have to briefly consider the main alternatives to infinitism that are on the
market.

Indeed, it has to be noticed here that both Clark and Hohwy seem to maintain a
traditional attitude toward knowledge and justification, in the very minimal sense
that they both refute skepticism, and thus have to defend the claims that we do have
knowledge, and that knowledge is somehow related to the truth.

In a nutshell, skepticism claims that if we try to justify our beliefs we cannot but
end in circularity, petitio principii, or infinite regress.14 According to the skeptics,
in any of those three cases we are unable to justify our beliefs. Since in all those
three cases our beliefs would be unjustified, and being justified is a minimum (even
if insufficient) requisite for a belief to be genuine knowledge, we should conclude
that we cannot have knowledge.

On the contrary, those who refute skepticism maintain that knowledge is pos-
sible. In order to advocate for this position, epistemologists have negated that one or
another of the above reported cases really prevent us to reach genuine knowledge,
as skeptics maintain. Thus, traditionally the non-skeptical epistemological options
are: coherentism, according to which circular patterns of justifications can enable
knowledge; finitism, according to which finite patterns of justifications can enable
knowledge; infinitism, according to which infinite patterns of justifications can
enable knowledge (Turri and Klein 2014).

Let’s briefly analyse them in order to see which one fits better the three main
tenets of PEM. Consider coherentism first. The main problem with coherentism is
that if we want to defend the claim that we have genuine knowledge and we
consider knowledge as related to the truth, coherentism seems to be too permissive.
As Klein and Warfield state: “coherence, per se, is not truth conducive” (Klein and
Warfield 1994, p. 129). The fact is that not only true sets of propositions may be
coherent. For example, Cellucci states that “the propositions of a fable form a
systematically coherent whole, though being a fiction” (Cellucci 2014, p. 525).
Moreover, if we allow repeating chains of reasons15 in order to justify a given
belief, we do not really enhance the justification of that belief, because that very
belief would figure in its own justification. Finally, consider coherentism in relation
to the first main tenet of PEM, i.e. the inferential nature of the mind. The problem is
that the coherence among our inferences would not suffice to assess whether they

14See e.g. Floridi (1993).
15We refer here for simplicity to ‘reasons’ even if not every epistemological view requires ‘rea-
sons’ in order to consider a belief to be justified. See Turri and Klein (2014).
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give us genuine knowledge, since those inferences may be internally coherent, but
nevertheless be unreliable in representing the external world, which is the main
issue at stake in this context.16

Thus, it seems fair enough to say that if we adopt PEM we are left with two main
epistemological options, i.e. finitism and infinitism. In order to determine which one
fits better PEM, take now into consideration the second main tenet of PEM, i.e. the
division between inner and outer is strict (seclusion). Consider finitism, i.e. the
position according to which finite patterns of reasons can enable knowledge. To see
the difficulty of combining finitism and PEM, recall that if we adopt PEM we
subscribe to an inferential conception of the mind and that according to PEM the
mind cannot have any direct access to the world. Since finitism implies that we
should arrive at some basic knowledge which does not require justification at its
turn, the question arises: How can the inferential circle be ‘stopped’? In other
words, how could we justify the claim that we have reached the end of an inferential
chain where our representation of the world truly corresponds to the world, given
the inferential functioning of our mind and that our mind cannot directly access the
world?

Consider this issue in Bayesian terms. Since PEM models our mind as a
‘Bayesian machine’, in this framework the finitist’s claim that we arrive at some
basic knowledge which does not require to be justified at its turn would amount to
know the exact distribution of probability of any possible case without the need of
making any new hypothesis in that model. But, as Hohwy clearly states, the brain:

cannot assess surprise directly from the sensory input because that would require knowing
the relevant probability distribution as such. To do this it would need to, impossibly,
average over an infinite number of copies of itself in all sorts of possible states in order to
figure how much of a surprise a given sensory input might be.17

Thus, in order to claim to possess some basic knowledge, we should be able to
actually go through an infinite inferential performance and assign the exact prob-
ability to any possible state of the world. Let’s put aside, for the sake of the
argument, the philosophical difficulty of making sense of the claim that we can
know the exact distribution of probability of all the possible states of the world. The
main problem is that finitism has in common with skepticism the idea that it is
impossible to actually perform infinite mental operations, given that humans are

16It may be objected that this is an unfair description of coherentism, since many coherentists
usually require in their theories some additional constraint on coherence to account for the
truth-conduciveness of coherence. But, as Olsson has clearly underlined, “these theories may be
more fruitfully classified as versions of weak foundationalism than as pure coherence theories. An
advocate of weak foundationalism typically holds that while coherence is incapable of justifying
beliefs from scratch, it can provide justification for beliefs that already have some initial […]
degree of warrant” (Olsson 2014, Sect. 1). This means that for our purposes, weak foundation-
alism, as well as foundationalism, can be fairly considered a kind of finitism, since it has to be
based on some kind of beliefs that have some basic form of justification, which cannot be
accounted for in terms of coherence.
17Hohwy (2015, p. 3).
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limited beings. It is exactly for this reason, i.e. to avoid infinite regress, that finitism
claims that knowledge to be possible must rest on some basic knowledge. But if it is
impossible for us to perform infinite operations, then in a Bayesian perspective we
are not able to reach the basic knowledge required by finitism to claim to have
genuine knowledge. Thus, we should conclude that we do not have knowledge. But
PEM’s supporters normally claim that we do have knowledge. So there is a clear
tension between finitism and PEM.

Let’s now consider the last main tenet of PEM: perceptual inferences have to be
conceived as statistical inferences. PEM models perceptual inferences using the
‘Bayesian decision theory’ framework, which models decision-making under
uncertainty. This choice is due to the fact that according to PEM it is impossible to
know the exact distribution of probability of all the possible states of the world. If it
were possible to know such exact distribution of probability, there would be no
need to continuously update our hypotheses about those states. Rescorla states that:

The core notion underlying Bayesian decision theory is subjective probability. Subjective
probabilities reflect psychological facets of the individual or her subsystems, rather than
‘objective’ features of reality. To formalize probabilities, we introduce a hypothesis space H
containing various hypotheses h […]. A probability function p maps each hypothesis h to a
real number p(h), reflecting the agent’s subjective probabilities.18

This should make clear the divergence between PEM and finitism. When we
model perception in Bayesian terms, we construe the hypothesis space’s elements as
perceptual estimates. The goal of PEM “is to describe a statistical inference over
estimates about the perceiver’s environment” (Rescorla 2015, p. 712). It is not easy
to see how it could be defended the claim that some ‘estimates’ are such that they do
not need any further justification, and so may be considered as basic knowledge.19

4.2.1 A Naturalist Option for Finitism

Let’s briefly consider a ‘naturalist’ proposal which could be made in order to make
finitism, PEM and SR compatible. It could be argued that, since priors are given by
natural selection, the inferential circle is ‘broken’. The world instills in us the
correct priors, which are not inferential at their turn and are justified by the world
itself, and this fact ends the regress.

The problem is that this externalist proposal, which is in line with Clark’s
approach, just begs the question on what justifies our beliefs. Indeed natural
selection deals only with fitness, i.e. survival, and not directly with truth. If we try
to connect survival and truth we should adopt a sort of reliabilism and maintain an
argument that could be roughly described as follows: since some beliefs have

18Rescorla (2015, p. 696).
19Cf. e.g. Hohwy (2014, pp. 2–5): “just as there is a schism between a statistical model and the
modeled cause in statistical inference, there is a schism between the prediction-generating models
of the brain and the modeled states of affairs in the world.”
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proved to be successful, they have been selected; selected beliefs are then reliable;
reliability is a guide to the truth; natural selection gives us true beliefs. This is a very
debated and controversial issue.20 But reliabilism seems nevertheless to be inade-
quate to secure a realist finitist perspective mainly for two reasons: (1) reliabilism
does not completely fill the gap between justification and truth; (2) reliabilism
seems to many authors insufficient to account for human knowledge.

With regard to (1), it will suffice to recall the words of a realist champion as
Psillos:

In my (1999) […] I argued that NMA proceeds within a broad naturalistic framework in
which the charge of circularity loses its bite because what is sought is not justification of
inferential methods […] but their explanation and defence (in the epistemological exter-
nalist sense) […]. I now think, however, that […] [what] we should be after are reasons to
believe that IBE is reliable (and not just an assertion to the effect that if indeed IBE is
reliable, and we are externalists about justification, we are home and dry).21

With regard to (2), here it will suffice to recall the words of Ernest Sosa:

Admittedly, there is a sense in which even a supermarket door ‘knows’ when someone
approaches […]. Human knowledge is on a higher plane of sophistication […]. Pure
reliabilism is questionable as an adequate epistemology for such knowledge.22

From what we just sketched above, it clearly appears that reliabilism in com-
bination with finitism is at least not an easy option to take for PEM’s supporters.

4.2.2 PEM and Infinitism

We discarded coherentism because repeating chains of reasons are objectionably
question-begging, and finitism because finite chains of reasons are objectionably
arbitrary at their terminus. Thus the only available epistemological option for
PEM’s supporters is infinitism. Since we have also shown some important con-
vergences between PEM and infinitism, we can conclude that infinitism is the
epistemological position that fits better PEM.

4.3 Comparing Clark’s and Hohwy’s Interpretations
of PEM

So far we have tried to answer the two questions raised in Sect. 3.1, i.e. whether
PEM is compatible with SR, and which epistemological position fits better PEM.

20See e.g. Vlerick and Broadbent (2015).
21Psillos (2011, p. 26). See also Klein (2015, Sect. 1): “reliabilist or externalist responses to
philosophical skepticism constitute a change of subject. A belief could be reliably produced [...]
but the reasons available for it could fail to satisfy the standards agreed upon by both the skeptics
and their opponents.”
22Sosa (1983, pp. 58–59).
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We can sum up our inquiry as follows: Clark’s interpretation of PEM involves an
externalist perspective and is sympathetic to SR, while Hohwy’s interpretation
involves an internalist perspective and is less compatible with SR. As we have seen,
this also means that Clark’s view is more suited for a finitist epistemological
perspective, while Hohwy’s view seems more suited for an infinitist epistemolog-
ical perspective. Indeed, it seems not easy to conciliate the realist claims that we do
reach the truth and that truth is correspondence with the infinitist perspective on
justification. Moreover, we have underlined how infinitists are dissatisfied with an
externalist and reliabilist view of epistemic justification, which is exactly the
position that characterizes Clark’s interpretation of PEM. Then, since we have
shown that to account for all the tree main tenets of PEM an infinitist perspective is
the more adequate, Hohwy’s interpretation of PEM seems to be preferred.

5 On Some Difficulties Still Afflicting Hohwy’s Position

In this section we will sketch some of the difficulties still afflicting Hohwy’s
position: (1) how to model the formation of the hypotheses; 2) the difficulties
deriving from infinitism.

With regard to (1), Hohwy says almost nothing on how to model the hypothesis
formation process. We intend to refer here to the production of those hypotheses
that are not ‘innate’. Hohwy just takes for granted that hypotheses are produced and
then updated. This is a crucial issue for all the Bayesian approaches to the mind,
since Bayesian formalism does not account for knowledge ampliation, it is intended
just to model the refinement of the probabilities of given hypotheses.

With regard to (2), first of all there is the question of how knowledge has to be
conceived if we adopt PEM. Since Hohwy gives no peculiar account of knowledge,
we may presume that he intends knowledge in the traditional sense, i.e. as related to
the concept of truth. But we have seen that PEM conveys a view of the mind that
may well be considered as taking an ‘antirealist stance’, given that we have judged
it to be at odds with SR.23 The problem is that there is a tension between the claim
that we do have knowledge and that knowledge is related to the concept of truth,
and an antirealist stance. Thus, if we adopt PEM the traditional conception of
knowledge seems at least to be wanting. Secondly, there are the difficulties deriving
from adopting infinitism. Indeed, even if infinitism seems to be the best option
when compared to coherentism and finitism, it nevertheless presents several
problems. We will sketch just two of the main problems that arise in combining

23Hohwy’s view can be described as a sort of ‘Kantian scientific antirealism’, which particularly
resembles Bas van Fraassen’s scientific antirealism, especially on the issue of ‘representation’ (see
van Fraassen 2008). Indeed, Hohwy’s view of the relation between the internal model and the
sensory input is similar to van Fraassen’s view of the relation between theoretical models and data
models. We can at most compare them and make them fit, but this does not guarantee us that they
reflect the world itself, since we cannot directly confront our models and the world.

Models, Brains, and Scientific Realism 655



PEM and infinitism. First, if PEM’s supporter adopts infinitism, then she has to
address the main problem afflicting infinitism, i.e. that of giving some feature which
is able to discriminate among chains of reasons without regress. Indeed, infinitism
claims that infinite chains of reasons may justify our beliefs. But allowing infinite
chains of reasons is insufficient. The problem is how to discriminate those infinite
chains of reasons that justify a given belief from those infinite chains of reasons that
do not justify that belief:

The regress condition itself cannot explain the connection between justification and truth,
but any additional feature that could explain this connection would undermine the rationale
for the regress condition itself […]. So infinitism must distinguish infinite sequences of
propositions that are justification-affording – those upon which actual justified beliefs
depend – from those that are not justification-affording, in a way that explains the relevant
connection between justification and truth.24

Second, there is the problem of reasoning. Indeed, PEM deals basically with
unconscious Bayesian inference, while infinitists, as we have seen, normally require
reasoning, i.e. human conscious reasoning, for something to be qualified as genuine
knowledge.

To sum up, in order to strengthen Hohwy’s interpretation of PEM it seems
urgent to address the following issues: (1) giving an account of the hypotheses
formation process; (2) adopting a conception of knowledge more suited to PEM’s
‘scientific antirealism’; (3) elaborating an anti-skeptical position which is able to
avoid the difficulties afflicting infinitism. In the next section, we will suggest that in
order to address those issues it could be fruitful to take into consideration Carlo
Cellucci’s work.

6 The Heuristic View

For reasons of space, it is not possible here to give an exhaustive exposition of the
Heuristic View (HV) developed by Cellucci (2013, 2014, 2015). In what follows,
we will illustrate just the core tenets of Cellucci’s position.

6.1 The Analytic Method as a Model of Hypothesis
Production

According to HV, the method of philosophy, mathematics, and the natural sciences
is the very same method, and it is the analytic method. The analytic method, which

24Cling (2004, p. 110).
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goes back to Hippocrates of Chios, Hippocrates of Cos, and Plato, may be
described as follows:

to solve a problem, one looks for some hypothesis that is a sufficient condition for solving
it. The hypothesis is obtained from the problem, and possibly other data already available,
by some non-deductive rule, and must be plausible […]. But the hypothesis is in its turn a
problem that must be solved, and is solved in the same way […]. And so on, ad infinitum.25

According to HV, the axiomatic method is inadequate for giving a naturalistic
account of how knowledge is pursued. Indeed, the axiomatic method is not able to
account for the hypotheses production process, and so it is not able to show the real
path that has been followed to reach a given result. On the contrary, the analytic
method is the method used in the process of discovery. Indeed, since in order to
solve a problem hypotheses are produced by non-deductive inferences, logic is
essentially a logic of discovery.26

6.2 The Heuristic View and Knowledge

According to HV, the analytic method provides a model of knowledge ampliation.
But how knowledge has to be conceived according to this perspective? If the
method of philosophy, mathematics and the natural sciences is the analytic method,
and the analytic method is essentially characterized by the use of ampliative
inferences, i.e. inferences that are not truth-preserving,27 the problem arises of how
to conceive the relation between knowledge produced by means of the analytic
method and truth. Indeed, usually scientific realists take the aim of science to be the
truth. For example, Sankey states that “the aim of science is to discover the truth
about the world” (Sankey 2004, p. 215). Contrary to this view, according to
Cellucci the concept of truth has to be replaced with the concept of plausibility.28

Indeed, since the traditional definitions of truth are not able to give us a criterion of
truth, i.e. a non-algorithmic means to decide whether a statement is true, they

25Cellucci (2013, p. 55).
26The analytic method has not to be confused with the analytic-synthetic method. According to the
analytic-synthetic method as stated by Aristotle, the search for a solution to a problem is a finite
process, and once the prime premises have been found, “the only role which remains for analysis is
to find deductions of given conclusions from prime premises” (Cellucci 2013, p. 75). On the
contrary, in the analytic method there is no given prime premise, the path to find hypotheses is
only ‘ascending’, and it has not to terminate.
27Hintikka and Sandu (2007, p. 13).
28For a plausibility test procedure, cf. Cellucci (2013, p. 56): “(1) Deduce conclusions from the
hypothesis. (2) Compare the conclusions with each other, in order to see that the hypothesis does
not lead to contradictions. (3) Compare the conclusions with other hypotheses already known to be
plausible, and with results of observations or experiments, in order to see that the arguments for the
hypothesis are stronger than those against it on the basis of experience.”
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cannot avoid the skeptical argument of the criterion (Cellucci 2014).29 For example,
Cellucci states that the concept of truth as correspondence is not adequate as a
criterion of truth because, as Kant states:

according to the correspondence conception, truth “consists in the agreement of cognition
with its object,” but “I can compare the object with my cognition” only “by cognizing it”
(Kant 1992, 557). Then, “since the object is outside me, the cognition in me, all I can ever
pass judgment on is whether my cognition of the object agrees” not with the object but only
“with my cognition of the object” (557–58). Therefore, we cannot know whether a theory
about the world is true in the […] correspondence sense. This makes truth something that
humans cannot reach, and makes the aim of science ultimately unachievable.30

Being truth such an unrealistic aim, Cellucci takes instead plausibility as the
central concept of epistemology:

the goal of science is plausibility. Scientific theories do not deal with the essence of natural
substances, but only with some of their phenomenal properties, and deal with them on the
basis of plausible hypotheses. Then a scientific theory is not a set of truths but rather a set of
plausible hypotheses. Thus the goal of science is plausibility rather than truth.31

Thus, according to HV what we really do, and can do, is producing hypotheses
by means of some non-deductive rule, and then assessing the arguments for and the
arguments against any hypothesis and provisionally accept or refute such
hypothesis.32

6.3 The Analytic Method as an Anti-Skeptical Option

Let’s now compare HV with infinitism. HV may as well as infinitism be considered
an anti-skeptical option, since it claims not only that we do have knowledge, but
also that knowledge is necessary to survive. Moreover, HV and infinitism have in
common the idea that the fact that knowledge acquisition may be a potential infinite
process does not prevent us to consider genuine knowledge that portion of
knowledge we reached so far. For example, Cellucci states that:

Even if, by the finiteness of human capacities, we cannot go through an infinite series, this
does not mean that the series of the premises cannot be infinite but only that, at each stage,
we can only go through a finite initial segment of the series. And yet we can go through
longer and longer finite initial segments.33

But HV and infinitism are nevertheless distinct positions. Indeed, infinitism
retains the relation between knowledge and truth, and thus has to face the difficulty

29On the problem of the criterion of truth cf. e.g. Sextus Empiricus (1976, II.2).
30Cellucci (2015, pp. 217–218).
31Cellucci (2013, p. 154).
32This view is related to Aristotle’s definition of endoxa, see Cellucci (2013, Sect. 5.7).
33Cellucci unpublished, Sect. 3.2.
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outlined above (Sect. 6.2). As we have seen, infinitism per se is not really able to
face the skeptical challenge and connect justification to truth. On the contrary, HV
can safely maintain that knowledge acquisition is a potentially infinite process and
that the knowledge produced so far is genuine knowledge, since HV conceives
knowledge as plausible and provisional, and does not relate it to truth:

if the series of the premises is infinite, there will be no immediately justified premises, so no
knowledge will be definitive, all knowledge will always be in need of further consideration.
But this does not mean that there can be no knowledge. There could be no knowledge only
if the premises, or hypotheses, occurring in the infinite series were arbitrary. But they are
not arbitrary since […] they must be plausible, that is, such that the arguments for them
must be stronger than those against them […].34, 35

HV and infinitism diverge also with regard to the ‘reasoning requirement’ made
by the infinitists to consider something as genuine knowledge. Indeed, Cellucci sees
the production of knowledge essentially as a problem solving process, which is
homogeneous throughout the biological realm. The way in which problems are
solved is similar among all organisms, because “knowledge has a biological role,
just like other capacities which ensure the survival of organisms […] knowledge is
essential for life” (Cellucci 2013, p. 250). Moreover, according to HV even
unconscious inferences contribute to knowledge: “in the analytic method, some
non-deductive inferences by which hypotheses are obtained may be unconscious”
(Ibidem, p. 235). Thus, HV does not require reasoning in order to consider
something as genuine knowledge.

7 Conclusion. The Heuristic View and PEM

From the exposition of Cellucci’s proposal, it appears that HV could considerably
strengthen Hohwy’s position. Indeed, HV seems able to provide to those who
follow Hohwy’s interpretation of PEM: (1) a theoretical account of hypotheses
formation, (2) a conception of knowledge decoupled from the concept of truth, and
(3) an anti-skeptical position which is able to avoid the difficulties that afflict
infinitism, but which at the same time displays those features that made us judge
infinitism to be the position more compatible with PEM. Combining Cellucci’s
view with Hohwy’s interpretation of PEM seems then to be a fruitful perspective
worth of further investigations.

34Ibidem.
35It is worth underlining that plausibility has not to be confused with probability (Cellucci 2013,
Sect. 4.4). Plausibility involves a comparison between the arguments for and the arguments
against, so it is not a mathematical concept. Conversely, probability is a mathematical concept.
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Visualization as Heuristics: The Use
of Maps and Diagrams in 19th Century
Epidemiology

Giulia Miotti

Abstract In this paper, I argue that visualization and the use of figures represent
genuine heuristic, knowledge-enhancing tools in scientific inquiry; in fact, visual-
ization shows a distinctive ability in producing genuinely new knowledge by filling
theoretical gaps and in solving problems. I show, then, how visualization can be
rightfully appraised as a plausible model for the growth of knowledge, gaining a
paramount importance when used at the frontier of research. Unrelated here to the
notion of intuition, visualization is treated as an ampliative inference and, being
obviously related to figures and vision it is also a way of representing knowledge:
this double function justifies it as a non-trivial heuristic device, not replaceable by
axiomatic-deductive reasoning. A case study is proposed, regarding the London
cholera epidemic, spread between August and September 1854. I show how the
recourse to dot maps and a “primitive” version of network Voronoi diagrams as
instruments of inquiry helped in filling the then existing theoretical gaps consisting
in the ignorance of the existence and action of bacteria in disease transmission.
Visualization, on the one hand, acted as an effective problem-solving activity, as it
permitted the formulation of a successful strategy to stop the spreading of the
epidemic; on the other, through the identification of new causes responsible for the
spreading of the epidemic, it allowed to surpass the critical theoretical gap at the
frontier of epidemiological knowledge.

1 Introduction

In this paper, I argue that visualization, and relatedly the use of figures such as maps
and diagrams, shows genuine knowledge-enhancing features with respect to the
various fields to which it is applied. According to recent literature, the possible
fields of application range from mathematics, where visualization has often replaced
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analytical formalized tools (Grosholz 2007), to cognitive science, where an analysis
of the cognitive role played by new computational representations in scientific
discovery is strongly called for (Chandrasekharan and Neressian 2014).

Our analysis concerns the role of visualization in 19th century epidemiology.
In the last decades, visualization has been widely studied as a proper heuristic

tool, particularly effective when used at the frontier of knowledge: by this
expression, I mean a situation of epistemic difficulty in which already acquired
knowledge is insufficient to the solution of given problems; a situation, therefore,
that needs the introduction of actually new information (Nickles 2009). In this
context, the recourse to visualization can provide new strategies of inquiry, acting
as a problem-solving activity.

An important distinguo: my acceptation of “visualization” is a rather specific
one, and it strongly differs from the ones generally proposed by some authors
(Giaquinto 2005). Being treated as a problem-solving device, visualization is not
related to any kind of intuitive thinking, and its use is patently beyond didactical
purposes. Consequently, my analysis highlights the heuristic characteristics of
visualization rather than its epistemological ones.

By epistemological characteristics, I refer to the high didactical and explanatory
potential usually recognized to visualization. Such definition does not pertain to the
current discussion, since it implies that the efficiency of visualization is based on its
ability to ease the understanding of already acquired knowledge. According to its
epistemological characteristics, visualization is in fact a more intuitive access to the
understanding of theories and problems than a formal, deductive explanation would
be; even though this feature is undeniably useful in didactical contexts, it is
deprived of any knowledge-enhancing potential.

By heuristic characteristics, on the other hand, I refer to those abilities and
aspects of visualization which justify it as a logical instrument of inquiry. The three
most interesting characteristics I consider are:

1. Independence; visualization is a fully independent instrument, not ancillary to
formal, deductive means of inquiry. Its use, therefore, is of primary and not of
secondary order.

2. Non-triviality; visualization is not an economical way to access knowledge
otherwise obtainable; for example, by means of deduction.

3. Ampliativity; being independent and non-trivial, visualization is an instrument
powerful enough to produce new information.

The case-study proposed fittingly exemplifies this definition of visualization
both as a plausible model for the growth of knowledge and a problem solving
strategy.

In fact, the epidemic case taken into account is a “frontier of knowledge” case in
accordance with the definition given above: it exhibits a theoretical gap, represented
by the ignorance of the notion of “bacterium” and therefore its existence and action
in the spreading of diseases. Consequently, it exhibits a problem to be solved,
which amounts to the necessity of finding a strategy to stop the contagion.
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2 Maps and Diagrams in Epidemiology

In 1854, the London cholera epidemic represented a challenging case for the
physicians of the time who tried to stop the spreading of the infection; as a cog-
nitive issue, the epidemic was in fact situated at the frontier of the then contem-
porary epidemiological knowledge. In accordance with the definition of “frontier of
knowledge” as a condition of epistemic crisis in which knowledge available at time
t proves insufficient to solve the given problem, the London cholera epidemic case
shows the inadequacy of the miasmatic theory of disease transmission in preventing
the spreading of the infection.

I am going to show how the theories and the related methods employed to face
the epidemic obtained no useful results, neither in the identification and explanation
of the causes, nor in saving lives by stopping the spreading of cholera. I argue then
that the recourse to visualization, in the terms of the map produced by John Snow’s
inquiry, provided a successful counter-strategy, powerful enough to provide a
causal explanation and not a mere description of the phenomenon. Visualization
acted, in fact, as an effective tool in leading the inquiry at the frontier of 19th
century epidemiological knowledge.

2.1 The Miasmatic Theory of Contagion

The miasmatic theory of disease transmission traces its origins back to ancient
Greek medicine, initially proposed by Hippocrates and later advocated by Vitruvius
and Galen. It remained significantly unquestioned until the bacteriological revo-
lution promoted by Pasteur and Koch around 1886.

According to the miasmatic theory, infective diseases such as cholera, malaria,
plague, are caused by infected gaseous particles called miasmata. Such particles, in
the shape of poisonous vapours exhaled from putrefied, corrupted corpses, propa-
gate through the air, causing contagion when some of these vapours are accidentally
inhaled. Air, therefore, is the only recognized means of infection, and since the
theory links the very notion of contagion to the action of vapours (or even smells, as
some theorists claimed), it does not recognize the action of different pathogenic
agents; even in the case of naked-eye visible parasites. In fact, according to this
theory, cholera is an air-borne disease, rather than a water-borne one.

Although some physicians were doubtful about the miasmatic theory scientific
soundness, in 1854 it was the only theory to be officially accepted by the scientific
community. Therefore, in the first period of epidemiological emergency the
methods prescribed by the theory were followed, but they led to almost no results.
Since the theory described cholera as an air-borne disease and the miasmata (in the
form of vapours or smells) as the cause of the infection, it prescribed sanitary
measures for the infected areas in order to remove the sources of lethal vapours.
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This strategy, although fruitless with respect to its main objective, had the merit
of improving the precarious hygienic standards characterizing working-class dis-
tricts, where cholera was more likely to hit. Nevertheless, as in the 1854 London
case, such measures could not stop the spreading of the epidemic, and the reason
why districts with similar low hygienic standards were not equally affected by
cholera remained unexplained.

2.2 Flaws and Inadequacies

The flaws and inadequacies of miasmatic theory are easier to detect from our
viewpoint, a viewpoint with a knowledge advantage: until 1886, in fact, the notion
of bacterium, its existence and action, was unknown, it is thanks to Louis Pasteur
and Robert Heinrich Herman Koch’s work that this most critical knowledge gap has
been filled. It is now part of common scientific knowledge that the transmission of
cholera is caused by a particular kind of bacterium, a vibrio called vibrio cholerae
asiaticae, and that this particular bacterium, when not “hosted” in human bodies,
finds its natural habitat in water.

Therefore, from this advantaged scientific standpoint (if compared to 1854
epidemiological notions), we clearly understand why the miasmatic theory of
contagion could not account for the causes of cholera: it is not caused by vapours,
but rather by a bacterium. Furthermore, we can also easily understand why the
measures adopted during the London cholera epidemic could not prove efficacious:
cholera is a water-borne disease, not an air-borne one and the infection takes place
through consumption of infected water (or ingestion of food previously contami-
nated by infected water), not through inhalation of corrupted air.

As already stated, some physicians were doubtful about the plausibility of mias-
matic theory and John Snow was among them. He had already experienced a cholera
epidemic during 1831 and had started finding the miasmatic explanation unsatisfac-
tory: however, he did not possess the knowledge to convincingly disprove it.

Albeit he could not rely on a theoretical proof for his conclusion not even in the
1854 case, John Snow succeeded in detecting and visually proving that the source
of infection was to be found in water, not air. Specifically, in the infected water
provided by the pump in Broad Street, one of the most used in the district.

2.3 Visualization: A Counter-Strategy of Inquiry

Such understanding of the cause and nature of the disease was not possible at the
time of the London cholera epidemic: as a matter of fact, the above mentioned
knowledge gap prevented the formulation of an epidemiological theory that could
challenge the miasmatic theory by claiming a better scientific explanation.
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This is the main reason why the visual representation offered by John Snow
acted as the only possible alternative strategy to this specific sanitary emergency: it
did not rely on formal theoretical explanations to show a specific causal connection,
but rather on a specific organization and manipulation of data to allow the for-
mulation of plausible alternative hypotheses (Tufte 1997).

The peculiar diffusion of cholera during the 1854 epidemic represented a for-
tunate occasion for John Snow to analyse thoroughly the modalities of contagion.
Deceases and infected cases in general, in fact, were mainly concentrated within a
small area South of London, in the district of Soho; this extreme concentration on a
small area made the task of mapping easier, and consequently, it facilitated the
detection of a common etiological agent. Snow writes:

Further inquiry, however, showed me that there was no other circumstance or agent
common to the circumscribed locality in which this sudden increase of cholera occurred,
and not existing beyond it.1

The 1854 London cholera epidemic was not the first epidemic case to be
visualized in maps, there are, in fact, many interesting examples: one of the first
attempts is probably represented by the work of the physician Valentine Seaman
during the New York yellow fever epidemic in 1796 (Seaman 1797; Stevenson
1965); another one is the mapping of the 1831 cholera outbreak in the British Isles
drawn by the German cartographer August Petermann. Notwithstanding these early
attempts, the map drawn by John Snow is the only example of visual explanation in
epidemiology (up to 1854) that can be appraised as an actual heuristic model.

The strategy the English physician adopted consists of two steps. The first one
calls for a collection of as many data as possible concerning the deadly attacks of
cholera; Snow obtained most of them from the General Register Office (relative to
518 deaths) and others through interviews with the deceased’s relatives. These data
were informative about the presumed date of infection, the date of the eventual
decease and the place (the street and building) where the infection occurred.

The second step, then, consists in plotting all the collected data on a detailed map
of the chosen district; the map reproduces all the buildings of the area (both infected
and non-infected), the cemetery (according to the miasmatic theory, a locus of
infection) and the different water pumps placed within a walking distance in the
area considered.

Two main features make the map designed by John Snow of paramount interest to
my analysis. The first one: each occurrence of cholera is marked relative to the
building the victim inhabited and a thick black line is used to symbolize each decease.
The second one: the presence of a dotted line dividing the district in sub-regions and
marking distances between each pump plotted in the demarcated area. The first
characteristic mentioned, i.e., the symbolization of cholera occurrences as thick black
lines, allows the description of Snow’s map as a dot-distribution map; while the

1Snow (1855) p. 24.
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second one, the division of themapped area into sub-regions, allows the description of
the map as a primitive version of a network Voronoi area diagram (McLeod 2000).

These two features mark an important difference between the preceding carto-
graphic attempts and this map; while other maps are simple visual descriptions of a
phenomenon, this map furnishes an explanation of the phenomenon and the overall
information it provides surpasses the information offered by the “raw” data plotted
on it (Fig. 1).

2.4 Snow’s Cholera Map as a Dot-Distribution Map

A dot-distribution map is a device used to describe the geographic distribution of a
given phenomenon. In order to do so, it uses a dot-symbol to show the presence of
the inquired phenomenon, in one-to-one dot-distribution maps each dot stands for a
single occurrence of the mapped phenomenon. Dot-distribution maps are consid-
ered one of the first and primary techniques (their use dates back to the 19th
century) used to make sense of the global distribution of the mapped phenomenon
and, most importantly, to compare the relative densities of different regions on the

Fig. 1 The cholera map two main features are clearly detectable in this section: (1) the thin black
lines, pointing out each cholera occurrence and where it occurred and (2) the dotted line, dividing
the mapped area into sub-regions. Source Snow (1855)
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map. Therefore, this kind of map is particularly efficacious in displaying data when
they relate to phenomena

1. occurring at discrete locations in space
2. changing suddenly at the boundaries.

Since John Snow’s map possesses all the characteristics of a dot-distribution
map (i.e., the recourse to identical line-symbols to mark each occurrence and the
display of data resembling characteristics 1 and 2), it is easily shown why the map
he designed can be considered a proper inquiry tool. The use of thin lines for each
datum shows the different densities in different map regions with respect to the
presence of the phenomenon; in this way, it restricts both the area of inquiry and the
possible agents common to the majority of the phenomenon occurrences.

In this way, this process of restriction lets important hidden patterns emerge from
the spatial visualization and, furthermore, it permits to narrow down the possible
hypotheses concerning the factors of contagion. An example: looking at the map
(Fig. 1), the fact that the highest density of dot-symbols cluster around a water pump
in Broad Street reveals a hidden pattern that opens up to the hypothesis that the water
pump may represent the common feature among the different attacks (Fig. 2). Snow
writes:

Fig. 2 John snow’s map: cholera incidence in South London. Source Snow (1855)
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The pump in Broad Street is indicated on the map, as well as the surrounding pumps to
which the public had access at the time […] It will be observed that the deaths either very
much diminished, or ceased altogether, at every point where it becomes decidedly nearer to
send to another pump than to the one in Broad Street. It may also be noticed that the deaths
are most numerous near to the pump where the water could be more readily obtained.2

2.5 Snow’s Cholera Map as a Network Voronoi Area
Diagram

A network Voronoi area diagram can be briefly described as a way of partitioning
space into sub-regions in order to facilitate the analysis and, eventually, the
manipulation of data. In the context of this partition of space into sub-regions,
different points belonging to different point sets are identified and the relations
among them are described in terms of distance or closeness. When data are plotted
as points on a plane in a Voronoi diagram, two operations are allowed: the con-
nection of any sub-region to the closest member of another point set and, conse-
quently, the tracing of the shortest path from point to point. As in this case the
spatial visualization is obtained by means of a diagram, these operations are also
subject to a mathematical description by means of graph theory.

A clear, general definition of Voronoi diagrams, then, is the one proposed by
Atsuyuki Okabe: DEF V1 “given a set of two or more but a finite number of distinct
points in the Euclidean plane (i.e., a continuous space), we associate all location in
that space with the closest member(s) of the point set with respect to the Euclidean
distance. The result is the tessellation of the plane into a set of regions associated
with members of the point set”.3

Technically, in spatial tessellation, a network Voronoi area diagram is represented
as a network in the shape of a planar geometric graph G(N, L) consisting of a set of
nodes N = {p1,…, pn,…, pn+1,…} and a set of links L = {l1,…, lk,…}, forming a
connected component. On G(N, L) the distance from a point “p” on a link in L to a
node “pi” in N by the length of the shortest path from “p” to “pi” is definable; this
distance is called the “network distance” and is denoted by Dnet(p, pi). A geometric
graph G(N, L) with the network distance is called a “network” and it is denoted by N
(N, L).

The difference between a Voronoi diagram and a network Voronoi area diagram
resides in the interpretation and measurement of distance between points. While in
the first case distance is measured according to Euclidean metrics on a plane, in the
second case the distance between points refers to network distance on a graph
(Fig. 3).

2Ibidem, p. 28.
3Okabe (2012), p. 43.
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John Snow’s map can be read as a Voronoi diagram and this interpretation is
allowed by the second characteristic highlighted in Fig. 1, the recourse to a dotted
line demarcating the area of infection and the sub-division of the data in two
different sets whose elements can be reciprocally connected.

A point that should be clarified: “Voronoi diagrams” take their name after
Gregorij Voronoi, the Russian mathematician who mathematically defined them
towards the end of the 19th century: in the Broad Street map case, then, we do not
properly encounter Voronoi devices, many of their applications, in fact, need
computer graphic elaborations, implying that even with mathematical well-defined
concepts, it was hard to employ Voronoi diagrams. Nevertheless, and far more
importantly, the construction of the Broad Street map implies a rather clear use of
Voronoi concepts (Fig. 4).

Concerning the first feature of the Broad Street network diagram two aspects
deserve particular attention. The first one regards the role of the dotted line in the
general reading of the map: it does not merely mark the infected areal extension;
instead, it works as a boundary marking equal distance between the Broad Street
pump and the other pumps in the network. The second interesting feature that
allows reading this map as a network diagram, regards the description of the dis-
tance within the network: it is measured in terms of distance along the actual
street-network of the district, not in terms of Euclidean metric, as would be mea-
sured in a “simple” map.

Inside the demarcated area, then, the physician plotted two distinct sets of data:
the first set contains all the occurrences of cholera, each one symbolized by a thin
black line; the second set contains all water pumps present in the area within
walking distance, symbolized by dots. The most interesting fact about this second
feature, regards the possibility of associating the members of the two sets, and this
is another consequence due to the reading of the map (also) as a network Voronoi
area diagram. In this context data are not merely displayed, but rather they can be
reciprocally correlated; in fact, contextualizing Okabe’s definition for a Voronoi
diagram, it may be argued that in the continuous space of the street network (as
represented on the map), given the finite set of distinct pumps, we can associate

Fig. 3 A formal
representation of a network
Voronoi area diagram. Source
Okabe et al. (1992)
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each member of the other finite set (containing all cholera occurrences) with the
closest pump.

2.6 The Broad Street Map as a Heuristic Device

It is now clearer how visualization has worked as a counter strategy with respect to
the then existing theory and its theoretical difficulties. The construction of the Broad
Street map both as a dot-distribution map and a network Voronoi area diagram
allows a “dynamic” analysis of data and phenomena and in a sense this specific
strategy of data visualization mirrors a hypotheses-formulation activity.

The first step John Snow took in the inquiry consisted, in fact, in a thorough
collection of all cholera related data he could obtain, along with the collected data

Fig. 4 John Snow’s cholera map: a complete section showing all cholera occurrences as thin
black lines, all water pumps as black dots and the dotted line running around the district. It runs
along Oxford Street on the north side, along Regent Street on the east side, along Dean Street on
the west side and along Marylebone Street and Coventry street on the south. Source Snow (1855)

672 G. Miotti



he plotted different plausible sources of contagion (the cemetery, for example, as
expected by the miasmatic theory) and all the other alternative sources (all water
pumps within walking distance from the infection focus). Finally, the second step
consisted in suggesting a specific reading of the map. As a dot distribution map, in
fact, it lets hidden patterns emerge, pointing out clearly a strong clustering of deaths
around a specific pump, the one in Broad Street. This achievement notwithstanding,
reading the Broad Street map as a dot distribution one would not suffice to draw a
plausible conclusion about the actual agent of contagion. The map, then, needs to
be read also as a network Voronoi area diagram; the construction of a network
marking the relative distances among the different pumps in terms of street-network
distance and the connection of all cholera deaths to the closest water pump allow
the establishing of causal relations among data.

3 Philosophical Explanation

The abilities shown by the map/diagram John Snow constructed during the epi-
demic call for a philosophical explanation of why a visual representation of data can
be more informative than the collection of data it displays. From a philosophical
and logical perspective, our interest is focused on how visualization can be
appraised as an heuristic device and how it can produce actually new knowledge
that traditional analytic tools fail to provide.

I argue that visualization is a particular kind of ampliative (therefore,
non-deductive) inference and that, as such, it is powerful enough to enhance
knowledge in heuristic terms, not simply in “epistemic” terms.4

Therefore, the only acceptation of “new” I am going to refer to with respect to
visualization, is the heuristic one: this definition implies that knowledge obtained
by means of visualization as an ampliative inference is “radically” different in
content from knowledge obtained by means of deductive inferences.

3.1 Epistemically and Heuristically New Knowledge

In our discussion, the distinction between “epistemically” new and “heuristically”
new knowledge is of pivotal importance, since it marks the difference between two
acceptations (and two roles) ascribed to visualization. According to the first defi-
nition of “new” knowledge, visualization acts as an aid to understanding, a useful
device to surpass cognitive difficulties; alternatively, according to the second def-
inition visualization can lead the process of discovery. More radically, these two

4This distinction recalls the one between epistemological and heuristic characteristics of visual-
ization proposed in the Introduction.
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definitions of visualization imply two different definitions of knowledge, with
different epistemic “status”.

In fact, epistemically new knowledge and heuristically new knowledge can be
distinguished and considered as two different kinds of epistemic enterprise since, in
a way, they refer to different cognitive objectives.

By “epistemically” new knowledge, we refer to knowledge acquired by means
of a deductive inferential process: in this inferential process, conclusions are uni-
vocally determined by the content of the premises, therefore, if the inferential
process is correctly developed, conclusions will explicitly show what is implicitly
contained in the starting premises. The information obtained in deductively derived
conclusions is, in fact, new: information “concealed” in the starting premises has
been fully developed throughout the inferential process and is clearly shown in the
conclusion. Although in this way we certainly obtain an epistemic gain, the quantity
of information obtained in the conclusion does not exceed the quantity already
contained in the starting premises. Therefore, epistemically new knowledge marks a
condition of cognitive equilibrium between premises and conclusions.

By heuristically new knowledge, on the other hand, we refer to knowledge
acquired by means of a ampliative (i.e., non-deductive) inferential process: in this
process, conclusions are not univocally determined by the premises; on the contrary,
they are sensible to the introduction of information external to the inferential process.
Therefore, information contained in conclusions ampliatively derived is new since it
necessarily exceeds the information contained in starting premises. This surplus of
information showed in the conclusions represents an actual knowledge-enhancement;
contrary to epistemically new knowledge, heuristically new knowledge represents an
increase in the quantity of the information at our disposal, not only an increase in its
quality. This feature is the reason why heuristically new knowledge is particularly
needed at the frontier of knowledge, a condition requiring new hypotheses to develop
novel theories and tackle (yet) unsolved problems.

3.2 Visualization as an Ampliative Inference

Visualization is here treated as a particular kind of ampliative inference with a
twofold cognitive function, in the process of knowledge enhancement it plays a role
both as a particular kind of representation and as an inference (Ippoliti 2008).

In fact, since it is constitutively related to figures (in the present case-study, maps
and diagrams) and more generally to vision, it can be described as a knowledge
representation: as such, it allows the visual organization and display of collected
data and gives different descriptions of them. The ability of providing different
descriptions of a given set of data (and generally, of any represented object) let
connections among data emerge: in the case of the Broad Street map, it lets causal
relations emerge.

As an inference, starting from the displaying and the different descriptions of
data, it allows the generation of hypotheses. By their very definition, hypotheses
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formulated by means of ampliative inferences permit the introduction of “heuris-
tically” new knowledge. This augmentation in information is possible since
ampliative inferences can include information from outside of the inferential pro-
cess. This kind of inference, in fact, is non-monotonic; i.e., their conclusions are not
necessarily derived from the set of initial premises in a straightforward way; on the
contrary, they are sensible to the introduction of new information and can also be
retracted in the light of further information. In this perspective, the ampliative
inferential process can be considered as a never-concluding process since conclu-
sions non-deductively derived, when accepted, act themselves as hypotheses. As a
consequence, if, on the one hand, knowledge acquired by means of ampliative
inferential processes is to be considered as an actual progress, on the other, it shows
an “unstable” character: it is not a final achievement, but only a temporary one,
accepted until better hypotheses are found. In fact, since conclusions in
non-deductive inferential processes are not univocally determined by starting pre-
mises, they are not truth-preserving, and therefore, the new information they con-
tain has a plausible and fallible character (Cellucci 2013).

3.3 Visualization of Data at the Frontier of Research

The “unstable” (plausible and fallible) but knowledge-enhancing character of
visualization shows its heuristic potential at the frontier of knowledge. As already
claimed, the frontier of knowledge represents a condition of epidemic crisis char-
acterized by a critical theoretical gap, a condition in which available models and
theories and classical analytic tools are insufficient to the explanation of phenomena
and to the solution of problems. Contrariwise, at the frontier of knowledge visu-
alization, both as a particular kind of representation and as an ampliative inference,
provides explanation for yet unclear phenomena and solve problems even in the
absence of a well defined theoretical background.

The case-study proposed exemplifies the advantages of visualization in terms of
maps and diagrams compared to the recourse to traditional analytic tools on
numerical data in terms of a statistical aggregation of them.

Statistical aggregations of data thoroughly display all available information con-
cerning the inquired phenomenon, and they are particularly helpful when a consid-
erable amount of data need analysis. In the London cholera epidemic specific context,
though, a statistical analysis of data would have been insufficient for two main reasons:

1. A statistical representation of a phenomenon basically relies on the descriptive
abilities of aggregated numerical data and on the abstract representation they
provide. The abstract representation of phenomena, though important in the
process of their interpretation, cannot grasp the dynamics of a phenomenon
strongly characterised in spatial terms.

2. Even when thorough and phenomenon-faithful, a statistical aggregation of data
cannot provide any useful insight into the phenomenon unless the statistical
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analysis is corroborated by pre-existing theoretical assumptions. With no the-
oretical background, any statistical description is hardly understandable.

On the other hand, a visual representation overcomes both these flaws:

1. As it relies on maps and diagrams, a visual representation grasps the dynamics
of spatially-characterized phenomena, and its very reading and analysis cannot
be accomplished without spatial reasoning.

2. Visual representations, as in the case of the Broad Street map, do not suffer from
the lack of theoretical background assumptions: they are, in fact, richer than
statistical descriptions because, unlike these ones, they are more complex than
the phenomenon they describe. This complexity, therefore, not only permits
coherent interpretations of data in the absence of theoretical assumptions, but it
also works as a “theoretical gap-filler”.

3.4 Knowledge-Enhancing Features

Visualization, then, owns features that justify it as a logical device, particularly
interesting in a heuristic context are: independence, non-triviality, ampliativity.

The first characteristic refers to the independence visualization shows with
respect to formal deductive explanations: visualization, in fact, can play an active
role in scientific inquiry even when (or, especially when) there is no available
deductive explanation for the phenomenon or problem inquired.

Since visualization is independent of formal deductive reasoning, it is also
non-trivial. Non-triviality, in fact, refers to the possession of specific proprieties not
shared by other formal, deductive instruments of reasoning. An example: as the
case-study aptly shows, visualization optimizes spatial reasoning, making it a
powerful cognitive resource. Furthermore, visualization is non-trivial since it is not
a mere “economical” way to access knowledge which could be otherwise obtain-
able; the importance of this feature is particularly clear when confronted with
frontier-of-knowledge cases.

Finally, being independent of formal reasoning and non-trivial, visualization is
also ampliative.

4 Conclusion

As the case-study clearly exemplifies, visualization as a heuristic (i.e., ampliative)
device plays a role of paramount importance at the frontier of knowledge. In a
context of epistemic and cognitive difficulty, visualization fills theoretical gaps and
acts as a problem-solving instrument.
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As regards the London cholera epidemic case, the ability of filling theoretical
gaps amounts to a cognitive gain: selecting an area with possible factors of con-
tagion, visualization of data permitted the detection of water as the element of
transmission of cholera, thus surpassing the theoretical gap represented by the
notion of “bacterium”. This result implied the slow dismissal of the miasmatic
theory of contagion.

Moreover, the construction of a network diagram provided strong visual evi-
dence of the causal connection between water consumption from a specific water
pump and transmission of cholera, thus opening to the solution that led to the
ending of the epidemic.

The ability of visualization as a representation of displaying and describing
(therefore, interpreting) data letting new proprieties emerge, and the ability of
visualization as an ampliative inference of formulating hypotheses from data
establishing cause-effect relations, describe it as a plausible knowledge-enhancing
model at the frontier of research.
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